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INTRODUCTION

This is the 32nd in the venerable tradition of Fermilab's annual Research
Program Workbook. It gives information on the Laboratory's research activities,
including summaries of Fermilab experiments and their publications; also
provided are various statistics on the program.

It is a pleasure to thank the experiment spokespersons for providing
summaries and personnel lists; Jud Parker for the upkeep of the databases from
which much of the information is derived; Jeff Appel for his advice and
encouragement; and Jackie Coleman who, as for the past two and a half decades,
takes all of the disparate pieces and successfully makes a Workbook out of them.
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SECTION 1. STATISTICS ON FERMILAB PROPOSALS

The status of Fermilab proposals is summarized in this Section of the
Workbook. All proposals are classified into one of the following categories:

Approved
Proposals

Pending
Proposals

Obsolete
Proposals

<

/‘

N

.

-
.

-

Categories

Completed

Remaining

Inactive

Unconsidered

Deferred

"Not Approved"

Rejected

Withdrawn/Inactive

Definitions

Approved proposals that have
completed data-taking. '

Approved proposals either running
or waiting for data-taking.

Approved proposals which are now
unlikely to ever be completed.

Relatively new proposals awaiting
consideration

Proposals for which consideration
has been postponed for a specific
reason

Proposals for which a conventional
decision cannot be made.
Proposals rejected from further

consideration

Proposals that were not considered at
the request of the spokesperson or

“that are no longer being considered

for other reasons.

At the present time, 957 proposals have been received. Table 1 and
Figure 1 show the number of proposals in each category each year since 1970.



TABLE 1. STATUS OF PROPOSALS AT FERMILAB

Aug Jul Jul Jul Jul Jul Jul Jut Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Jul Mar
1970 1971 1972 1973 1974 1975 1976 1977 1978 1972 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006
APPROVED PROPOSALS
Completed and Data Analysis 0 0 0 16 57 97 152 190 234 248 264 278 295 297 300 310 324 326 339 341 348 355 383 389 389 389 396 396 403 405 412 415 417 418 419 424 431
Remaining and Inactive 21 53 70 75 89 121 100 82 57 52 41 41 29 33 43 48 39 42 34 43 38 34 20 24 28 30 25 34 30 32 31 31 32 36 41 43 46
Subtotals 21 53 70 91 146 218 252 272 291 300 305 319 324 330 343 358 363 368 373 384 386 389 403 413 417 419 421 430 433 437 443 446 449 454 460 467 477
PENDING PROPOSALS
Unconsidered 23 1% 19 10 0 2 6 12 6 6 13 27 16 25 11 8 8 13 13 11 21 5 36 17 6 8 9 11 11 15 7 5 7 8 5 5 3
Deferred 29 35 39 43 54 45 25 24 11 2 10 7 9 1 2 0 1 0 0 [ 0 0 2 3 1 1 0 0 0 0 1 1 1 1 1 1 1
“Not Approved" 0 0 0 0 Q 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 4
Subtotals 52 51 58 53 54 47 31 36 17 8 23 34 26 37 14 g 10 14 14 12 22 51 39 21 8 10 10 12 12 16 9 7 9 10 7 7 8
OBSOLETE PROPOSALS
Rejected 8 15 20 42 65 85 135 166 185 189 191 210 221 228 231 234 236 237 239 241 242 243 245 247 251 250 250 250 251 25t 255 256 257 257 258 258 259
Withdrawn/Inactive 1 33 35 47 61 71 80 93 114 127 131 139 147 149 159 163 166 168 169 168 169 170 173 191 196 198 201 202 206 209 210 210 210 213 213 213 213
Subtotals 9 48 655 89 126 156 215 259 299 316 322 349 368 378 390 397 402 405 408 409 411 413 418 438 447 448 451 452 457 460 465 466 467 470 471 471 472
TOTALNUMBEROF 82 152 183 233 326 421 498 567 607 624 650 702 718 745 747 764 775 787 795 805 819 853 860 872 872 877 882 894 902 913 917 919 925 934 938 945 957,
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Figure 1. Growth of the Fermilab research program. The total number of

approved experiments is obtained by adding the numbers shown as
completed and those remaining and approved/inactive. Pending
proposals are those which are unconsidered, deferred or "not
approved;" obsolete proposals are rejected or withdrawn/inactive.
Note that in this figure "Approved Proposals Completed" includes
experiments still analyzing data.







SECTION II. ACCELERATOR PERFORMANCE

This Section gives summaries of Tevatron operation for the current
980 GeV x 980 GeV pp Collider run (Run II) which started in 2001, and also
(Figure 5) a comparison of the integrated luminosities for Collider Runs Ia, Ib,
and II.
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Figure 4. Tevatron Collider operation during the current running period, which started in 2001 -
daily peak luminosity.
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SECTION III. FERMILAB BEAM PROPERTIES AND
EXPERIMENT LOCATION

The locations of all Fermilab fixed-target area beamlines are shown in
Figure 6; Figure 7 gives the locations of Collider experiments.

The currently approved neutrino experiments use beams from the Booster
(for experiment E-944, MiniBooNE) and the Main Injector (the NuMI beam for
experiment E-875, MINOS). The locations of these experiments are shown on
the overall Fermilab accelerator schematic layout in Figure 8, and their expected
beam fluxes are shown in Figures 9 and 10. The test beam MT is located in the
Meson Area.

Table 2 gives the number of 120 GeV Main Injector protons/hour that can
be expected under various operating scenarios, and Figure 11 shows some
expected secondary beam fluxes using the Main Injector. Some more detailed
information on the MT test beam is given on page 19, and in Table 3 and Figure
12.
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Figure 6.  Layout of Fermilab Fixed Target area beams.
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Main Injector
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Figure 7.  Locations in the Tevatron of the approved pp Collider experiments.
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Figure 8.  Schematic layout of Fermilab accelerators with present and

future experimental areas.
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Figure 9. Predicted neutrino flux at the MiniBooNE detector, for 4.7x109
protons on a beryllium target, through a 2.5 m-radius circle at
541 m from the target. The data are for a single magnetic-focusing

horn. MiniBooNE expects to run with both a 25 m and a 50 m
decay pipe. '
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Figure 10. Neutrino event rate at Soudan, Minnesota, for the MINOS

experiment. Three beam tunes are shown; the most desirable tune
depends on what the neutrino masses actually turn out to be.
NuMI plans to begin operations with the LE tune. Rates are based
on 3.7x1020 protons per year from the Main Injector; the MINOS
detector mass will be 5.4 kilotons.
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TABLE 2. PROTONS PER HOUR UNDER VARIOUS

Mode

Antiproton Production
Fast Spill

Slow Spill

Mixed: AP+Fast Spill

Mixed: AP+Slow Spill

Cycle Time

MODES OF OPERATION

Protons/Hour

*

1.866
2.866
2.000

3.000

AP Target Fast Spill Slow Spill

1.2x1016 - -

- 5.8x1016 -

- - 3.8x1016
0.9x1016  4.5x1016 - .
0.6x1016 - 3.0x1016

[Assumptions: 6x1010 protons per bunch; additional time is required for bunch
manipulations and turning off magnetic switch at F17 in mixed modes.]

* 2.4 sec (current)
- 1.6 sec (future)
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Figufe 11. Main Injector: Fluxes scaled from the 800 GeV MW beamline.
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Meson Test Beam Facility

The Meson Test Beam Facility, shown in Figure 12, is a shielded user
experimental area located in the Meson Detector Building at Fermilab, with
approximately six locations in line where users can set up equipment for
testing. It uses 120 GeV protons from the Main Injector on a 40-inch aluminum
target to produce a general-purpose unseparated secondary beam. The proton
spill length is 4.0 seconds, with normally one spill per two minutes. Some
running is possible at a higher repetition rate, if approved by the Accelerator
Division.

The beamline can be tuned to 120 GeV to provide non-interacting Main
Injector beam protons. The intensity for this tune is administratively limited to
less than 700 kHz; the highest rate that has been achieved so far is about 100
kHz. Beam momenta below 66 GeV can also be obtained, with rates depending
on the specific momentum (on the order of 50 kHz for 66 GeV down to a few
hundred Hz for 5 GeV). The composition of the beam is mostly protons for the
higher momentum tunes and mostly pions below 40 GeV. The lowest
momentum tunes will have a high proportion of electrons. The spot size is
typically a cm for 120 GeV beam and a few cm for the secondary beams.

Beam particle identification is available, using two threshold Cerenkov
counters. There are secondary targets in the beamline, as well as sweeper
magnets and converters, that can be used to attempt to deliver a larger fraction
of electrons in the beam; however, electrons from the primary target will have a
higher rate. Finally, there is a beam absorber in the middle of the user areas
such that only muons can be delivered downstream of that point.

There are two major sections for users: the upstream, smaller section
called MT6A (or MT6-section 1), which has two experimental areas, and the
downstream, larger area called MT6B (or MT6-section 2), which has four
experimental areas. One of the areas in each section is a sheltered, air-
conditioned hut for cleaner operations. Each area has gas delivery and exhaust
lines leading to it. Each area also has a limited number of high voltage and
signal cables going to it, and the user can install more.

There are a total of six MWPC stations scattered throughout the facility.
Three of these are read out by the accelerator control system on a spill by spill
basis, and show the current conditions of the beam to the accelerator operators.
The other three MWPC stations, located in MT6B, are for use by experimenters
for particle tracking. In addition, there are four planes of silicon detectors for
particle tracking and four scintillation counters along the beamline for
triggering purposes. For use of the test beam, and information on support
available, the test beam coordinator, Erik Ramberg (ramberg@fnal.gov) should
be contacted. ‘

Table 3 gives some Meson Test particle rates.
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TABLE 3. MESON TEST PARTICLE RATES

MT6SC2 rate normalized to .
Particle Energy ~ 1x1012 protons/spill Electron Fraction?
(GeV) (from MI to SY 120)!
120 400-450K 0
. 66 ~ 35-40K ~0
33 30K ~0.7%
16 17K _ ~10%
8 2.5-5.0K3 ~30%
4 | 220-3303 - ~60%
700*
3 160
Notes

The spill length is 4 sec. Flattop for beam extraction is 4 sec. At present, one
spill every two minutes is allocated to SY120.

At lower energies, especially at 8 GeV and below, proper tuning is very crucial
for higher rate as evidenced from the large rate variation.

Shielding limit in MTest is
a. 2x1012 protons/2.9 sec from MO02 to M03 pinhole collimator
b. 2x107 particles/2.9 sec from MO03 pinhole collimator and downstream.

! Beam shared by MCenter and MTest. Thus the actual protons used for
secondary particle production in MTest is less than the total from MI. If MTest
gets all the beam, the rate can be increased by ~25-33%.

2 Information from Erik Ramberg and test beam users.

3 Although a large variation in measured rate is shown for 8 and 4 GeV, the
larger of the numbers is a better estimate of the baseline measured rate.

4 Effect of proper tuning.
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SECTION IV. FERMILAB COMPUTING FACILITIES

The Computing Division provides services to advance the scientific
mission of the Laboratory through innovative developments and operations in
the areas of computational physics and simulation; data analysis, storage,
access, and acquisition; general scientific, engineering, technical, and adminis-
trative computing; computer security, and networking.

The Computing Division provides significant development and operational
support for Run II computing. Developments are continuing to support the
petabytes of data and significant increase in data analyses over the next few
years. Developments are focused on providing centralized data storage and
processing at Fermilab as well as distributed data distribution and management
infrastructures to enable remote sites of the collaborations to fully contribute to
the data analysis. Additionally, the Computing Division has responsibilities in
the development and operation of MiniBooNE and MINOS offline computing.
The Computing Division contributes to developments for the Run II accelerator
upgrade in areas of instrumentation, data acquisition, databases and analysis.

Support and development are provided for the International Linear
Collider and general accelerator simulation. Support for SDSS, CDMS and
Auger continues, as well as analysis computing for completed experiments
including KTeV and E-871. The Computing Division is also providing support
for the Laboratory's collaboration on SNAP and the recently approved Dark
Energy Survey (DES) and MINERvVA experiments.

The Computing Division provides the home for the LHC CMS experiment
Tier-1 regional center and is supporting the construction and development of the
necessary hardware and software computational infrastructures. This includes
support for the US-CMS physics community test beam activities, simulated data
production, algorithm development and testing, and the LHC Physics Center
(LPC). US-CMS is making significant progress in development of a completely
distributed computing model using Grid technologies, incorporating the CERN
Tier-0, Fermilab and other regional center Tier-1’s and many university Tier 2
centers in the US and elsewhere. This requires significant research and
" development of Grid technologies that contributes to the "Open Science Grid"
(OSG). Collaboration with computer science groups and universities in the US
continues to grow as well as with the LHC Computing Grid project at CERN and
other peer institutions and projects in Europe.

The Division continues to provide the coordination and tools for computer
security. The Kerberos-based authentication system has been extended to the
Windows domain throughout the Laboratory. Initial support for the Public Key
Infrastructure (PKI) for peer collaborative computing (e.g. on the Grid) has been
introduced. Continued attention to good computer security and timely and
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appropriate response to reported and detected incidents remains a high priority,
through a coordinated program across the Laboratory.

Systems currently supported centrally by the Computing Division include
the Linux PC farms, central general-purpose interactive and batch clusters. The
Division has increased its support for Linux cluster analysis servers while
continuing the support of SMP computing for Run II analysis. The Computing
Division provides central services for specific applications, as well as for all
Fermilab users for a Linux distribution repository, cvs code repositories, mass
storage systems, email, Web servers, operations, repair and licensing support.

The Computing Division provides building and central support for
dedicated experiment systems, which are housed in the Feynman Computing
Center and the recently completed Grid Computing Center. Dedicated special-
purpose systems are developed and supported, such as the high-performance
integrated Linux cluster for lattice QCD calculations housed in the Lattice
Computing Center. The multiprocessor farm systems composed of over 5000 PCs
running Linux dominate the production computing capacity at the Laboratory
and allow fast cost-effective event reconstruction and Monte Carlo calculations.
In addition, the Computing Division provides central infrastructure for technical
and office computing. The Computing Division provides centralized storage and
data movement capabilities to all experiments and users. Nearly three petabytes
of data (1 petabyte = 1 million gigabytes) are now stored in the central tape
libraries. The distributed disk cache system, Dcache, a collaborative develop-
ment between Fermilab and DESY, moves up to 100 Terabytes a day for CDF,
D0, MINOS and CMS data acquisition, processing and analysis systems, and is
being extended to serve the application needs of the experimental program. The
Run II and Fermilab-developed Sequential Access using Meta-Data (SAM)
distributed processing and meta-data system is in production use at over 25 sites
in the U.S., Europe and beyond. It has been adopted by both Run II experiments
and is being adopted by MINOS to serve their distributed data management and
access needs. Extensions of SAM to incorporate standard Grid technologies in
collaboration with a local SBIR and the University of Wisconsin Computer
Science Department are in process.

The DOE ESNET OC-12 Wide Area Network (WAN) connection is in
production. The Fermilab dark fiber WAN connection to Starlight has been
commissioned, and serves as a high bandwidth R&D path and backup to the
production OC-12 link. An externally-funded initiative, "Lambda Station," is
exploiting the Starlight link to develop advanced network techniques. The
Fermilab campus network continues to be upgraded in response to experiment
data distribution and access needs.

The Computing Division continues its support for the maintenance of the
Run II experiment trigger, data acquisition and online systems. The Division is
participating in research and development for the NOvA data acquisition and
trigger systems, as well as for SNAP and future neutrino physics initiatives in
collaboration with the experiments' university colleagues.
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The Division provides support for experiment databases that are used to
record and reference the comprehensive set of data-taking parameters,
configuration, calibration and data processing information as well as documents.
It supports application interfaces to these databases for experiments including
CDF, D0, and MINOS. The Division develops and supports common packages for
- experiment code frameworks, detector simulation tools and physics generators,
analysis and data persistency tools. Development and support for collaborative
tools is provided through the development and support of the Control Room
Logbook, and extensions of video-conferencing support, in particular for Run II,

MINOS and CMS.

Contributions, including leadership, continue in several externally-funded
collaborative projects. The DOE Scientific Discovery through Advanced
Computing (SciDAC) accelerator simulation, theory QCD calculations, distri-
buted mass-storage interfaces, and Particle Physics Data Grid projects are all
providing added value to the Laboratory program, and the recent roadmap for a
national grid infrastructure for science, the Open Science Grid, is now the
strategic direction for both US ATLAS as well as US CMS and the Fermilab
Computing Division. These initiatives contribute to and benefit from
collaboration and cooperation with outside scientific and computer science
groups. The Division continues to participate in NSF ITR projects for application
Grids and is working with funding agencies to continue and advance this effort.
The Division also engages in advanced research and development of technologies
needed by experiments and other clients, especially in areas of storage
management, data handling and access, efficient use of commodity computing,
and ensuring the production and operability qualities of all its deployed and

supported services.
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SECTION V. MAJOR RESEARCH ACTIVITIES
DURING 2005 AND 2006

Information on the Fermilab research program during 2005 and early

2006 is given in the following pages. Figure 13 shows when beam was delivered
to the experiments; Table 4 describes the major research activities in a little

more detail.
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Figure 13. Major experiments running at Fermilab in 2005 and 2006 (through
March).



29

TABLE 4. DESCRIPTION OF MAJOR RESEARCH ACTIVITIES
DURING 2005 AND 2006 (through March)

EXP. # AREA
BOOSTER
898 MiniBooNE — neutrino data-taking and analysis
944 MiniBooNE Extension — antineutrino data-taking
MAIN INJECTOR
875 MINOS - startup and data-taking
907 MIPP - data-taking and analysis
COLLIDER

830/909/916 CDF - data-taking
823 /900 /908 DO - data-taking
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SECTION VI. FERMILAB RESEARCH PROGRAM

This Section contains information on the Fermilab research program for
the next few years. The Situation Report, given on the following two pages, is a
summary of the current status of the experimental program. Figure 14, based
on the Situation Report, illustrates by beam line the major approved
experiments using the Fermilab accelerator complex that have not yet completed .
data-taking. Figure 15 illustrates significant Fermilab activities other than
those shown in Figure 14.
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Fermi National Accelerator Laboratory
Experiment Program Situation Report as of March 1, 2006

The Experimental Program situation at Fermilab is summarized below. The experiments are listed by experimental area and
beamline under categories that best describe their status as of March 1, 2006. The experimental area names are abbreviated as
follows: Meson Area (MA); Neutrino Area (NA); Proton Area (PA); Collision Area (COL); Accumulator Ring (ACCUM
RING); Debuncher Ring (DBNCHR RING); Booster Accelerator (BOOSTR); Unspecified (UNSPEC BEAM); Main
Injector (MI); and A0 Facility (A0 Facility).

Total number of approved experiments - 477

Beam
Area & Line

Experiment _

Spokesperson(s)

EXPERIMENTS THAT ARE COMPLETED (418)

(Note: Only experiments which were completed since January 1, 2002 are listed.)

Completion Date

NA NC NEUTRINO #815 (BERNSTEIN, SHAEVITZ) MAR 01, 2005
COL B-0 CDF UPGRADE #775 (KIM, RISTORI) MAR 01, 2005
CDF HARD DIFFRACTION STUDIES #876 (ALBROW) FEB 01, 2004
C-0 BTEV R&D #897 , (BUTLER, STONE) JAN 01, 2002
D-0 D-0 DETECTOR #740 (GRANNIS, MONTGOMERY) MAR 01, 2005
MAIN INJECTOR MINOS VETO SHIELD PROTOTYPE #T928 (MICHAEL, WOJCICKI) JUL 22,2003
MI MT RICE TEST #T926 (BEAN) MAY 15, 2005
BTEV MUON DETECTOR TEST #T931 (JOHNS) FEB 15, 2005
BTEV RICH TEST #T935 (ARTUSO) JAN 15,2005
PPAC #T941 (NORBECK) JAN 15,2005
MONOLITHIC ACTIVE PIXEL DETECTOR #T943 (VARNER) JAN 15, 2005
OTHER SEARCH FOR LOW MASS MONOPOLES #882 (KALBFLEISCH) FEB 01, 2004
RECYCLER ELECTRON COOLING #901 (NAGAITSEV) MAY 31, 2004
AO FACILITY PLASMA WAKE-FIELD ACCELERATOR TEST #890 (ROSENZWEIG) FEB 01, 2004
EXPERIMENTS THAT ARE ANALYZING DATA (13) Last Run
MA MC CP VIOLATION #871 (DUKES, LUK) JAN 21, 2000
NA NM CP VIOLATION #799 (TSCHIRHART) JAN 17, 2000
CP VIOLATION #832 (BLUCHER) JAN 17, 2000
PA PB HEAVY QUARK PHOTOPRODUCTION #831 (CUMALAT, MORONTI) AUG 25,1997
PC LARGE-X BARYON SPECTROMETER#781 (RUSS) SEP 03, 1997
PW TAU NEUTRINO #872 (TZANAKOS, PAOLONE) SEP 03, 1997
ACCUM RING CHARMONIUM STATES #835 (CESTER, PORDES) NOV 08, 2000
MI MC PARTICLE PRODUCTION #907 (RAJA) FEB 27, 2006
MT BTEV PIXEL DETECTOR TEST #7927 (BUTLER, STONE) JUL 18,2005
MT BTEV STRAW TESTS #T930 (BUTLER, STONE) MAY 15, 2005
MT BTEV EM CALORIMETER TEST #T933 (SEMENOV) JUL 04, 2005
BOOSTER MINIBOONE #898 (CONRAD, LOUIS) JAN 23,2006
OTHER SLOAN DIGITAL SKY SURVEY #885 (KENT) JUN 30, 2005
EXPERIMENTS THAT ARE IN PROGRESS (18)
MA MT VACUUM STRAW TRACKER #T950 (WAH)
ALICE EMCal #T951 (AWES)
COL B-0 CDF UPGRADE #830 - (KIM, ROSER)
CDF INNER SILICON AND TOF #909 (KIM, ROSER)
CDF MINIPLUGS #916 (KIM, ROSER)
D-0 DO DETECTOR UPGRADE #823 (BLAZEY, WYATT)
DO FORWARD PROTON DETECTOR #900 (BLAZEY, WYATT)
DO SILICON TRACK TRIGGER #908 (BLAZEY, WYATT)
MI MT US-CMS PIXEL DETECTOR TEST #T936 (WORM)
NUMI NEUTRINO OSCILLATIONS #875 (WOJCICKI)
MINOS VETO SHIELD #934 (WOICICKI)
PEANUT #T952 (NIWA)
BOOSTER MINIBOONE EXTENSION #944 (BRICE, VAN DE WATER)
OTHER AUGER PROJECT R&D #881 (MANTSCH)
DARK MATTER SEARCH #891 (BAUER)
COUPP #T945 (COLLAR)
SDSS-11 #949 (KENT)
AO FACILITY EXPERIMENTS AT THE A0 PHOTOINJECTOR #886 (PIOT)
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EXPERIMENTS THAT ARE TO BE SETUP WITHIN A YEAR (7)

(Continued)
MA MT
MA MT
MA MT
MA MT
COL B-0
COL D-0
Ml MT

CERENKOV TEST #T953

RPC TEST #T955

ILC MUON DETECTOR #T956
TAIL-CATCHER/MUON #T957
CDFRUN IIB UPGRADE #924

DO RUN 1IB UPGRADE #925
DIAMOND DETECTOR TEST #T932

(NORBECK)
(UNDERWOOD)
(ABRAMS)
(ZUTSHI)

(XIM, ROSER)
(BLAZEY, WYATT)
(WORM)

OTHER APPROVED EXPERIMENTS (8)

MI  NUMI NOVA #929 (FELDMAN, MESSIER)

MI  NUMI HIGH-STATISTICS NEUTRINO SCATTERING #938 (MCFARLAND-PORTER, MORFIN)

MI  UNSPEC  ANTI(D-QUARK)/ANTI(U-QUARK) DIST#906 (GEESAMAN, REIMER)

BOOSTER SCIBOONE #954 (NAKAYA, WASCKO)

OTHER CMS AT FERMILAB #892 (GREEN)

OTHER LHC ACCELERATOR #893 (KERBY)

OTHER US CMS SILICON TRACKER #919 (GREEN)

OTHER DARK ENERGY SURVEY #939 (ANNIS, FLAUGHER)
PENDING PROPOSALS (3)

COL B-0 CDF FORWARD DETECTORS #920 (ALBROW)

UNSPEC BEAM  MUON COOLING R&D #904 (GEER)

OTHER SUPERCDMS #947 (BAUER)




Collider

ANL, Barcelona, Baylor, Bologna, Brandeis, UC/Davis, UCLA, UCSB, UCSD, Cantabria, Carnegie Melion, Chicago, CIEMAT,
830/909/916/924 Duke, Fermilab, Florida, Frascati, Geneva, Glasgow, Harvard, Helsinki, lilinois, IPP/McGill/Toronto, ITEP, JINR, Johns Hopkins,
BO — Kim / Ristori Karisruhe, KEK, Korea Center for HEP, LBNL, Liverpool, Michigan, Michigan State, MIT, New Mexico, Northwestern, Ohio State,

Okayama, Osaka City, Oxford, Padova, Paris V|, Pennsylvania, Pisa, Pittsburgh, Purdue, Rochester, Rockefeller, Rome, Rutgers,
Taiwan, Texas A&M, Trieste/Udine, Tsukuba, Tufts, Univ. Coll. London, Waseda, Wayne State, Wisconsin, Yale

CDF Detector

Aachen, Alberta, los Andes, Arizona, BNL, Bonn, Boston, Brown, Buenos Aires, UC/Riverside, CBPF, Charles, CINVESTAV, Clermont-Ferrand, Columbia,

CSUfFresno, Czech Acad. Sci., Czech Tech, Delhi, Estadual Paulista, Fermilab, Florida State, Freiburg, Grenoble, Ho Chi Minh City, IHEP/Beijing, IHEP/Protvino,
823/900/908/925 | lllinois/Chicago, Imperial Coll,, Indiana, lowa State, ITEP, JINR, Kansas, Kansas State, Korea, Lancaster, Langston, LBNL & UC/Berkeley, Louisiana Tech,
DO — Blazey / Wyatt Ludwig-Maximillians, Lyon, Mainz, Manchester, Marseille, Maryland, McGill, Michigan, Michigan State, Mississippi, Moscow State, Nebraska, Nijmegen/NIKHEF, DO Detector
NIKHEF/Amsterdam, Northeastern, Northern lllinois, Northwestern, Notre Dame, Oklahoma, Oklahoma State, Orsay, Panjab, Paris VI & VII, PNPI, Princeton, Quito,
*Rice, Rio de Janeiro, Rochester, Saclay, Simon Fraser, Southern Methodist, Strasbourg, Sung Kyun Kwan, SUNY/Buffalo, SUNY/Stony Brook, Swedish Consortium,
Tata, Texas/Arlington, Univ. Coll. Dublin, UST/China, Virginia, Washington, Wuppertal, York, Zurich
Booster
044 Alabama, Bucknell, Cincinnati, Colorado, Columbia,

_ X Embry Riddle, Fermilab, indiana, LANL, Louisiana State, MiniBooNE
Brice / Van de Water Michigan, Princeton, St. Mary's, Western lllinois, Yale

954 Barcelona, Colorado, Columbia, Fermilab,
_ ICRR Tokyo, KEK, Kyoto, LANL, SciBooNE
Nakaya /Wascko Louisiana State, Rome, Valencia

Main Injector

ANL, Athens, Benedictine, BNL, Caltech, Cambridge, Campinas, Fermilab, Collége de France, Harvard, IHEP/Protvino, T,
— 3\7:133:1 Iindiana, ITEP, Lebedev, LLNL, Minnesota, Minnesota/Duluth, Oxford, Pittsburgh, Rutherford, Sdo Paulo, South Carolina,

MINOS
Stanford, Sussex, Texas A&M, Texas/Austin, Tufts, Univ. Coll. London, Western Washington, William & Mary, Wisconsin
906 Abilene Christian, ANL, Colorado, -
—_ . .| Fermilab, lllinois, JL.ab, LANL, d(x)/u(x) Distribution
Geesaman / Reimer Rutgers, Texas A&M, Valparaiso
Athens, UC/Irvine, Dortmund, Fermilab, Hampton, 11T, INR Moscow,
— &38 | i | James Madison, JLab, Northern liinois, Peru/PUC, Peru/UNI, MINERVA
cFarland /Morfin | piyshurgh, Rochester, Rutgers, St. Xavier, Tufts, William & Mary
929 ANL, Athens, UCLA, Caltech, Fermilab, Collége de France, Harvard, Indiana, ITEP, Michigan State,
— Feldman / Messier Minnesota, Minnesota/Duluth, Northern lllinois, Ohio, Ohio State, Oxford, Rio de Janeiro, Rutherford, South NOvVA
Carolina, Southern Methodist, Stanford, Texas, Texas A&M, Tufts, Virginia, Washington, William & Mary

Figure 14. Fermilab experimental program, showing all major approved particle physics experiments that have

not yet completed data-taking.
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Accelerator R&D

[ Linear Collider | Kephart ] ANL, BNL, Comell, DESY, Fermilab, JLab, LBNL, LLNL, Northern lllinois, SLAC |
\ 'gfﬁ;ﬁi‘;‘e"‘“ Laboratory Edwards | UCLA, Chicago, DESY, Fermilab, Georgia, lllinois, INFN/Mitano, LBNL, Northern lllinois (NICADD), Rochester
‘ I MuCool I Bross UNL, UCLA, Chicago, Fermilab, IIT, lllinois, JLab, KEK, LBNL, Mississippi, Muons Inc., Northern lllinois, Northwestern, Osaka, OxforLI
‘ LHC Accelerator Research \
Program (LARP) Peggs BNL, Fermilab, LBNL, SLAC
High-Field Superconducting . . . .
‘ Magnets Zlobin Fermilab, Wisconsin
High Intensity Neutrino - .
\ Source Apollinari ANL, BNL, Fermilab, LBNL
| USs CMS
Newman Boston, Brown, UC/Davis, UCLA, UC/Riverside, UC/San Diego, UCSB, Caltech, Carnegie Mellon, Colorado, Cornell, Fairfield, Fermilab, Florida,
US CMS Florida international, Florida State, Florida Tech, lllinois/Chicago, lowa, lowa State, Johns Hopkins, Kansas, Kansas State, LLNL, Maryland,
(CMS -~ Minnesota, Mississippi, MIT, Nebraska/Lincoln, Northeastern, Northwestern, Notre Dame, Ohio State, Princeton, Puerto Rico, Purdue,

Delia Negra) Purdue/Calumet, Rice, Rochester. Rockefeller, Rutgers, SUNY/Buffalo, Texas A&M, Texas Tech, Vanderbilt, Virginia, VP!, Wisconsin, Yale

Particle Astrophysics

Aachen, Adelaide, Alcala de Henares, Bahia, Bariloche/IAFE, Bonn, UCLA, Campinas, Case Western Reserve, Catania, CBPF, Charles, Chicago, CINVESTAV,
Collége de France, Colorado, Colorado State, Dwingeloo, Fermilab, Fluminense, Gran Sasso, Grenoble, Groningen, Hanoi, IK/Karlsruhe, |PE/Karlsruhe,
IEKP/Karlsruhe, IPN/Orsay, Krakow, LAL/Orsay La Plata, L'Aquila, Lecce, Leeds, Lodz, Louisiana State, Madrid, Michigan Tech, Milano, Minnesota, Napoli,
Nebraska, New Mexico, Nijmegen, NIKHEF, Northeastern, Nova Gorica, Ohio State, Paris VI, Penn State, Puebla, Roma II, San Nicolas de Hidalgo, Santana-
Bahia, Santiago de Compostela, Sio Paulo, Sudoeste Bahiano, Tandar, Torino, UNAM, Utah, UTN Mendoza and San Rafael, Siegen, UFRJ, Wuppertal

‘ Auger Watson

Amer. Mus. Nat. History, Astrophys. Inst. Potsdam, Basel, Cambridge, Case Western Reserve, Chicago, Drexel, Fermilab,
SDSS Weinberg Inst. for Adv. Study, Japan Participation Group, Johns Hopkins, Joint Inst. Nucl. Astrophys.(Mich. State/Notre Dame/Chicago),
‘ | Kavli Inst. (SLAC/Stanford), Korean Scientist Group, LAMOST, LANL, Max Planck/Garching, Max Planck/Heidelberg,

New Mexico State, Ohio State, Pittsburgh, Portsmouth, Princeton, US Naval Observatory, Washington

Sadoulet / Brown, UC/Berkeley, UC/Santa Barbara, Case Western Reserve, Colorado/Denver,

| ComS Cabrera Fermilab, Florida, LBNL, Minnesota, NIST/Boulder, Santa Clara, Stanford
‘ Annis / .
DES Flr:;l;her Cambridge, Chicago, Edinburgh, Fermilab, IEEC/Barcelona, IFAE/Barcelona, Illinois, LBNL, Michigan, NOAO/CTIO, Portsmouth, Univ. Coll. London

Scientific Simulations

Lattice QCD Sugar ANL, Arizona, Baylor, Boston, BNL, UC/Davis, UC/San Diego, UC/Santa Barbara, Camegie Mellon, Colorado, Columbia, Cornell, Duke, Fermilab,_ Florida State,
9 George Washington, lliinois, Indiana, JLab, Kentucky, LANL, MIT, Ohio State, Pacific, Pittsburgh, Utah, Virginia, Washington, Washington/St. Louis

! Accelerator Modeling ] Ko/ Ryne lBNL. UC/Davis, UCLA, Fermilab, LANL, Maryland, LBNL, Sandia, SLAC, USC, Stanford, Tech-X Corp |

Figure 15. Significant Fermilab activities other than the major approved particle physics experiments using the
Fermilab accelerator complex.

Gt






37

SECTION VII. SUMMARIES OF APPROVED EXPERIMENTS

Summaries are given in this Section of major approved experiments which
have not yet completed data-taking, and also those major experiments still
carrying out a significant analysis effort. Most were prepared recently by the
experiment spokesperson(s).

This section also includes summaries of significant experimental physics
activities in which Fermilab physicists are involved, but which are not particle
physics experiments at Fermilab accelerators. (Note that in the user/institution
statistics, only the Fermilab physicists on these activities are included.)

v Statistics on Fermilab users are given in Table 5, together with
information on how they are derived.
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TABLE 5. DATA ON FERMILAB USERS

The data given below are based on the following:

1.

Data on Fermilab users are updated annually, generally about January/
February of each year.

Fermilab experiments included in the list are those approved by the
Laboratory, and in any of the stages from approval to data analysis, as
given in the Experimental Program Situation Report on pages 30-31. The
experiment personnel is supplied by the experiment spokespersons, and is
divided into physicists or graduate students. Also included are Fermilab
physicists who are involved in significant experimental physics activities
which are not particle physics experiments at Fermilab accelerators and
are listed in the Situation Report; this includes such activities as
collaboration on astrophysics experiments and on the CMS experiment at
the CERN LHC.

Although a user or an institution may be involved in more than one
experiment, he/she/it is only counted once in any totals. '

When experiments pass into the data analysis stage, students may
graduate and move to other experiments and/or institutions, as also may
more senior researchers. For experiments in the data analysis stage, we
list users and institutions as at the end of the data-taking phase.

Physicists Students Subtotal Institutions

Us

University 639 344 983 99
Industry 0 0 0 0
National Lab. 378 5 383 8
Subtotal 1017 349 1366 107
Non-US

University 480 219 699 101
Industry 0 0 0 0
National Lab. 198 47 245 21
Subtotal 678 266 944 122

Total 1695 615 2310 229
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E-781 (Russ) Study of Charm Baryon Physics

Bogazici (Turkey), Bristol (United Kingdom), Carnegie Mgllon, CBI.’F (Brazil),
Fermilab, Hawaii, IHEP/ Beijing (China), IHEP | Protvino (Russm),.Iowa, .
ITEP (Russia), Moscow State (Russia), MPI |/ Heidelberg (Germany), 'Parazba_ (Braz:zl),
PNPI (Ruésia), Rochester, INFN/Rome (Ttaly), Rome (Italy), San LuL's Potosi (Mexico),
Sao Paulo (Brazil), Tel Aviv (Israel), INFN/ Trieste (I taly), Trieste (Italy)

[Status: Data Analysis|

The Fermilab fixed-target program has long been concerned .w1th
understanding the physics of charm hadron production and decays. T}}e aim of
E-781 (SELEX) was to complement previous or contemporaneous work in hadro-
production and photoproduction by emphasizing physics at large Eeynman—x,
where the charm hadron carries off a large fraction of the incident begm
momentum. Most charm hadroproduction experiments have used only pion
beams and worked near xg = 0, where production of all types of secondary
particles is maximal. Charm mesons are by far the dominant charm species in
these experiments. Empirical observations of the strange hyperons indicate that
the baryon/meson ratio increases at large xp. E-7811is unique in its ability to see
whether this feature of hadroproduction also holds true for heavy quark systems
like charm. There are also important features of charm hadroproduction that
may depend on the incident beam particle. E-781, using different beam hadrons
from the Fermilab hyperon beam, is the only experiment that can address these
issues.

E-781 employed a novel impact-parameter software trigger to select
charm candidates for writing to tape. Charm particles have a short but finite.
decay length. A high-resolution vertex detector close to the production point can
select charm candidates based on the miss-distance of the decay tracks
evaluated at the primary production vertex. E-781 built a 50,000 strip silicon
vertex detector system to reconstruct on-line all high-momentum (>15 GeV/c)
tracks from each interaction with 6 micron resolution. Events were recorded on
tape only when the reconstruction indicated that these tracks did NOT come
from a single primary vertex. The goal was to take a large data set with a loose
hardware trigger but to avoid huge software overheads in extracting physics.
The full spectrometer, shown in the accompanying figure, includes a two-stage
magnetic spectrometer and excellent particle identification information from the
downstream Ring-Imaging Cerenkov Counter. This is especially important for
identifying charm baryon decays in the large xp region.

Physics questions for charm studies have to do both with production and
glecay mechanisms. In charm baryon decays, the charm quark may decay or
interact through exchange mechanisms with the light quarks. Unlike meson
decays, there is no helicity suppression for exchanges, and a rich spectrum of
quasi-two-body decay modes may occur. Do they? There is little experimental
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information on the question. Such a study requires good i
1dent1ﬁcation anfl good photon detection. Corrfparigon of nin-le;i:)ﬁ%e:n%aggmdﬁ
leptonic decays is also important. E-781 has good photon coverage, electron
tagging and fast charged-particle identification. We expect to make new studies
of thg hlgher-order corrections to the charm decay mechanisms explored b
combining Heavy Quark Effective Theory and perturbative QCD. Y

Strong interaction physics can be studied in the production of charm
hadrong. Strange hyperons show intriguing polarization effects in strong
prodqcthn. What happens for charm baryons? E-781 expects to measure
polarizations. There are open questions about possible direct charm content of
non-charmed mesons and nucleons, as well as color-drag effects in production at
large xp. Such studies demand comparisons between different beam hadrons
and also good acceptance at large xp. E-781 is designed to make these studies
and has presented preliminary reports of systematic behavior of this type.

The physics potential of the experiment touches many little-known areas
of heavy quark physics. The focus on charm baryons is especially appropriate for
a hadron machine. The experiment recorded events from 15 billion inelastic
collisions during the 1996-97 fixed-target period. We developed a run-time Data
Summary Tape (DST) strategy for the first-level processing pass, akin to the
skimming pass of the Tevatron Collider experiments. We identified interesting
events during initial track reconstruction and wrote out condensed records
having only physics information and identifiers for those events. Sample charm
mass plots from this condensed output file can be seen in the figure. This has
worked well. Initial physics results have been presented at conferences and
have been submitted to journals. Topics range from total cross section
measurements to precision charm hadron lifetimes to new features of charm

hadroproduction.

E-781 analysis continues. In 2002 we reported the first observati.ox} of
Double-Charm baryons.  This exciting result was part of the o_rlgmal
experimental proposal. We extracted the small, clean sample of events using f,he
standard E-781 analysis tools that were developed for single-charm st}ldles.
Subsequently two independent E-781 analyses have confirmed the qffect in our
data. We have continued to study other decay modes and are preparing a report
describing a new decay mode of the original state. In addition, we have reported
the observation of an intriguing new spectroscopy in the double-charm system at
conferences. In single-charm baryon physics, we have the _world’s largest sample
of Q. baryons and are preparing papers on the production mechanism anq a
lifetime measurement from these data. We have published the first observation
of an unusual charm-strange meson at 2632 MeV. This state is not seen in
photoproduction. This fact, combined with its large relative branching ratio to
Dy m, has prompted theoretical speculation that it may be a 4-quark state.

Exciting new physics continues to emerge from E-781.
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Publications
Observation of the Cabibbo Suppressed Decay OPAN pKnt, S. Y. Jun et al., Phys. Rev Lett. 84,
1857 (2000).

Total Cross-Section Measurements with =, ™ and Protons on Nuclei and Nucleons Around 600
GeV/e, U. Dersch et al., Nucl. Phys. B579, 277 (2000).

Radiative Decay Width of the A(2)(1320)-Meson, V. V. Molchanov et al., Phys. Lett. B521, 171
(2001).

Measurement of the £~ Charge Radius by X~ Electron Elastic Scattering, I. Eschrich et al., Phys.
Lett. B522, 233 (2001).

Measurement of the Dg Lifetime, M. Iori et al., Phys. Lett. B523, 22 (2001).

Precision Measurements of the A § and D° Lifetimes, A. Kushnirenko et al., Phys. Rev. Lett. 86,
5243 (2001).

First Observation of the Doubly Charmed Baryon ycct, M. Mattson et al., Phys. Rev. Lett. 89,
112002 (2002).

Hadronic Production of A, from 600 GeV/c n~, £~ and p Beams, F. G. Garcia et al., Phys. Lett.
B528, 49 (2002). ~

First Measurement of n"e — n ey Pion Virtual Compton Scattering, A. Ocherashvili et al., Phys.
Rev. C66, 034613 (2002).

Production Asymmetry of Dy Mesons from 600 GeV/c £~ and =~ Beams, M. Kaya et al., Phys.
Lett. B558, 34 (2003).

First Observation of a Narrow Charm-Strangé Meson D&y (2632) » D} n and DOK*, Phys. Rev.
Lett. 93, 242001 (2004).

Upper Limit on the Decay £~ (1385) — X7y and Cross Section for yZ~ — An~, Phys. Lett. B590,
161 (2004).

Theses

U. Dersch, Max Planck Institute fiir Kernphysik, Germany
1. Eschrich, Max Planck Institute fiir Kernphysik, Germany
F. Garcia, Univ. of Sdo Paulo, Brazil

M. Kaya, Univ. of Iowa

H. Kruger, Max Planck Institute fiir Kernphysik, Germany
A. Kushnirenko, Carnegie Mellon Univ.

P. Mathew, Carnegie Mellon Univ.

K. Nelson, Univ. of Iowa

A. Ocherashvili, Tel Aviv Univ., Israel

P. Pogodin, Univ. of Iowa

dJ. Simon, Max Planck Institute fiir Kernphysik, Germany
K. Vorwalter, Max Planck Institute fiir Kernphysik, Germany
M. Srivastava, Univ. of Sdo Paulo

M. Mattson, Carnegie Mellon University

U. Akgun, Univ. of Iowa

A. S. Ayan, Univ. of lowa
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E-799 (Tschirhart)/ E-832 (Blucher) Rare Decays of K| and a Search for
Direct CP Violation in K| — 2n

Arizona, UCLA, UC/San Diego, Campinas (Brazil), Chicago, Colorado, Elmhurst,
Fermilab, Osaka (Japan), Rice, Rutgers, Sao Paulo (Brazil), Virginia, Wisconsin

|[Status: Data Analysis |

KTeV (Kaons at the Tevatron) consists of two experiments: E-7991II and E-
- 832. E-799 is an experiment to search for rare K, decays, such as Ky, » n0l*I’
- (1= e, p, v), and many other multibody rare decays, to a sensitivity of 10-10, an
order of magnitude improvement over previous searches. The goal of E-832 is a
measurement of the direct CP violation parameter Re(g'/e) with a precision of
1x10-4, a factor of six improvement over previous experiments at FNAL (E-731)
and CERN (NA31).

~ To achieve the required level of statistical and systematic uncertainty in
e'/e, KTeV (E-832) used the same double-beam technique as E-731 with a new
detector and beamline. Following the primary target, collimators and sweeping
magnets are used to form two almost parallel neutra