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1. Introduction 

The SDC steel hadronic (HAD) calorimeter absorber structure has been designed to be of 
low magnetic reluctance, high rigidity, and excellent hermiticity [ 11. Transverse scintillator 
tiles staggered longitudinally allow one to assemble the hadronic calorimeter compartment 
with no transverse dead areas between tiles. The construction is illustrated in Fig. 1. 
Clearly, the structure affords many advantages, among them hermiticity. The only problem 
is that, at the boundary of the structure, as at the EM/HAD boundary, the steel sampling 
fraction for adjacent transverse towers is different. In principle then, the adjacent towers 
will have different energy calibrations, and different energy resolutions. The aim of this 
note is to examine the size of these effects and, if necessary, explore ways to minimize their 
impact. 

2. Leakage of EM Energy 

One effect of the different depth of HAD steel at the EM/HAD boundary is in the energy 
leakage from the EM compartment. Fiscal considerations argue to make the fine sampling 
EM compartment as thin as possible. However, high energy EM showers will then leak 
into the HAD compartment. The correction of the total energy for the leakage fluctuations 
will then depend, numerically, on the details of the EM/HAD boundary. 

In order to look at this effect, test beam data using the “Hanging File” (HF) apparatus [2] 
was used. The highest energy electron data, 170 GeV incident energy, was used. The HF 
absorber consisted of 40 Pb plates, each l/8” thick, followed by 55 plates of 1” Fe. Each 
layer was separately read out by a PMT. The data set had a fractonal energy error of 1.5%, 
presumably due to the nonuniformities inherent in the construction and the fluctuations due 
to the sampling fraction. 

Leakage was studied by artificially truncating the EM compartment energy sum to less than 
the full 40 tile sum. The resulting induced leakage energy error was unfolded in 
quadrature. The fractional energy error due to leakage as a function of the reduced EM 
compartment depth is shown in Fig. 2. For a depth - 17 radiation lengths (X0) the leakage 
error is - 2%. This is outside the SDC specifications [l]. 

The energy for the stack truncated to - 17 Xo can be corrected by measuring the energy in 
the subsequent compartment, Ehad. Making event by event corrections, one can basically 
correct for the fluctuations in leakage energy caused by the conversion point fluctuations in 
the EM compartment. The correlation between Eem and Ehad is shown in Fig 3a. Clearly, 



the correlation allows us to restore the energy sum such that the leakage energy error is 
reduced to acceptable levels [l]. 

The SDC EM compartment is expected to be subjected to a large radiation field. The SDC 
design utilizes longitudinal segmentation to reduce the sensitivity of the EM energy 
measurement to radiation damage [3]. Either explicit El/E2 segmentation or the “shower 
maximum” sample at fixed depth can be used [4]. In Fig. 3b is shown the correlation 
between the EM segmentation, Elem/E2em and the leakage energy, Ehad. Clearly, the two 
quantities are highly correlated. Basically they measure the same thing, the fluctuation in 
the conversion point A large E2em/Elem indicates a late conversion, which, in turn, leads 
to a large leakage energy, Ehad. Therefore, it is expected that EM segmentation can be 
used to correct for leakage energy errors. Hence, these errors will not drive the design of 
the EM/HAD boundary. 

3. Hadronic Energy Measurement and the EM/HAD Boundary 

One expects that the measurement of hadronic energy will depend on the sampling fraction 
details near the EmAD boundary. Elementary considerations lead one to believe that a 
uniform sampling fraction leads to a minimum in the energy resolution. In order to study 
this problem, HF data with 270 GeV incident pions was used. The energy from tiles 
behind the 1” plates near the EM/HAD boundary were dropped from the energy sum. In 
that way, “inert” plates could be “manufactured” so as to locally change the sampling 
fraction near the EM/HAD boundary. As shown in Fig. 1, this procedure is a rough 
approximation to the structure implied by the SDC design of the hadronic steel absorber 
111. 

Data were analyzed with 0, 1,2, and 3 “inert” plates. The resulting fractional energy error 
was measured, and the 5.5% energy error seen for uniform sampling was subtracted in 
quadrature. The resulting “induced” fractional energy error due to nonuniform sampling is 
shown in Fig. 4 as a function of the number of inert plates. The error is roughly linear in 
the number of inert plates, being - 3%/ 1” plate. The existence of 2 uncorrected plates 
would push the resolution outside the SDC specifications [l]. 

The nonuniform sampling will also cause a shift in the mean energy. The fractional shift in 
the mean energy as a function of the number of inert plates is shown in Fig. 5. The shift is 
roughly linear, consisting of - 2.5%/l” plate. 

4. Weighting Strategy 

The light output of a tile/fiber layer can be controlled by the thickness of the tile, the depth 
of the fiber insertion, the length of the fiber in the tile, “masking” of the assembly, and 
control of several other variables [l]. Therefore, it is legitimate to consider varying the 
light output of the tile directly behind the “inert” stack of plates which constitute the 
nonuniform sampling region. The “induced” fractional energy error due to the existence of 
one 1” inert Fe plate as a function of the “weight” = WT of the tile behind that plate is 
shown in Fig. 6. Clearly, the 3.8% error seen in Fig. 4 (WT = 1) can be substantially 
reduced at the “optimal weight” of WT - 3. Since Fig. 6 is the situation for double 
sampling at the EM/HAD boundary (2” of steel, followed by a weighted tile, followed by a 
stack of 1” Fe plates and unweighted tiles), one might naively expect that a weight, WT = 2 
would be optimal. Clearly, this is close to the exact situation. 
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Data was analyzed as in Fig. 6 for 1,2, and 3 inert plates. The resulting induced fractional 
energy error and fractional shift in the mean energy at the “optimal weight” are plotted in 
Fig. 4 and Fig. 5, as the dotted lines, respectively. Clearly, the sensitivity of the fractional 
energy error to this specific nonuniformity in sampling can be reduced by a factor - 2. 
Within the errors of the small data sample used hem, the “optimal weight” both minimizes 
the energy resolution and stabilizes the shift of the mean. As seen in Fig. 5, the optimally 
weighted EM/HAD boundary suffers a shift in the mean of < 2%. Thus, the transversely 
adjacent towers will respond equally to < 2% in the mean, and with a resolution which 
suffers an additional contribution of < 5% for < 3” of “inert” plates at the EM/HAD 
boundary. 

5. Summary 

Mechanical construction may dictate sampling nonunifiormities in the SDC hadronic 
absorber. Leakage of EM energy does not inform on this problem if longitudinal sampling 
within the EM compartment is available. However, the sampling nonuniformity will cause 
an increase in the hadronic energy resolution and a shift in the energy mean. An 
independent weighting of the tile just downstream of the nonuniformity restores the 
hadronic response to within SDC specifications if the sampling at the EM/HAD boundary is 
< 3 times the sampling of the bulk of the steel stack. 
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Figure 1 Schematic of the hadronic steel portion of the SDC barrel calorimeter. The 
construction method insures a low magnetic reluctance path for the solenoid 
flux return and a rigid hermetic structure. 
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Figure 2 Hanging File (HF) data for 170 GeV incident electrons. The fractional error 
caused by leakage fluctuations is shown as a function of the EM calorimeter 
depth in radiation length (Xo) units. 
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Figure 3 HF data for 170 GeV incident electrons with the EM stack truncated to a depth 
of 30 plates of l/8” Pb. 
a. Energy in the truncated EM calorimeter compartment vs the remaining 

energy in the rest of the HF stack (defined to be Ehad). 
b. Energy in the truncated EM calorimeter compartment with longitudinal 

segmentation. Energy ratio E2em/Elem vs Ehad. 
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Figure4 HF data for 270 GeV incident pions. Fractional energy error due to the 
existence of a number of inert 1” Fe plates at the EM/HAD boundary. The solid 
line is without corrections; the dashed line is the result corrected by “optimal 
weighting” of the first tile downstxam of the inert plates. 
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Figure 5 HF data for 270 GeV incident pions. Fractional shift in the mean energy 
induced by the existence of a number of inert 1” Fe plates in the EM/HAD 
boundary. The solid line is without corrections; the dashed line is the value 
corrected by “optimal weighting” of the fit tile downstream of the inert plates. 



0.07 

2 

g 0.06 
$ 

> 
a’ w 0.05 

,” 

“. 0.04 
b 
,‘I 

,; 

2 
n 
$ 0.02 

2 
.i 
ill 0.01 
\ 
w 
D 

) 

0.03 \ 

Figure 6 

dE/E induced constant error vs WT for 1 inert Fe plate 
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HF data for 270 GeV incident pions. The fractional energy error induced by the 
existence of one 1” Fe plate is plotted as a function of the light output “weight” 
of the tile immediately behind the inert plate. The value at the minimum is 
plotted in Fig. 4 as the dashed line of “optimal weighting”. 


