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ABSTRACT

This paper presents an overview of the EPICS control systenm
at FERMILAB. EPICS is e distributed, multi-user, interactive
system for the control and monitoring of particle beanlines
et 2 hlgh-energy experimental physies laboratory. The
overview discusses the operating environment of the control

sysatea, the

requirenents

which ‘determined the design

decisions, the hardware and software configurations, and
plans for "the future growth and enhancement of the present

systen.

This paper is ths first of three related papers on the EPICS

systen.

The other two cover (1) the systea structure and

user interface ard {2) RSX implementation issues.

INTRODUCTION

eErICS (Experimental Physics Interactive . Control
System) 4is a conputer-based process contral system
at Fermilab for the control and monitoring of the
extracted oparticle bean from a high-energy proton
synchrotron. This paper, which 1s the first of
thres related papers on the EPICS system, presents
an overview of the control system and provides 2he
necessary background for the other pspers vhich
cover (1) the systea structure end user interface
and (2) RSX implenentatxon issues.

The body of thls paper is in several sections. The
first describes the nature of the external
environmnent in which the system must operate. This
is followed by sections which discugs the system
requirenmsnts and the ' hardware and sofiware
configurationa. Finally, there is a section on
future plans and directions.

ENVIRONMENT OF A PROTON SYNCHROTRON LABORATORY

The Synchrotron and Experimental Areas

The characteristics ~ of a . high-energy . proton
synchrotron impose unique conditions upon a process
control system. The operation of the Fermiladb
synehrotron is cyclical with periods which can range
from approximately ten seconds to several minutes.
Once the proton beanm reaches the desired energy, it
is extracted frou the accelerator and delivered to
numerous experiments. The peak communication and

conputation load on the control system occurs during

the extraction period.

The duration of the extracted proton beam can be as
short as a fraction of 2 second or as long as tens
of seconds. WYhen the proton beam is extracted it
must  be transported over distances of several

kilometers by  a combination of  <=zzmetic and
electrostatic devices which change its 2irection,
alter its cross-sectional profile, an? select =
range of particle nmomenta. The origizal 3roton beaa
is first split into separate beans for Z:2livery io
one of three major experimental arsas whare these
bezams may in tura be further divided <o satisfy the
requirements of the experiments which run
concurrently. Some of the primary p*a‘o: beans arvre
directed into targets from which particlas of other
types are produced and these seconiary particle
beans are nanipulated by similar devices. .

The profile, conposition, and intensity of the
particle beams mnrust bYe measured =and many of the
utility support systems which supply coslii=g water,
electrical « power, maiatain vecuua in %ke transport
pipes, and other similar functions nus% 2 zeonitored
for proper function.

Devices

There are between one and two %thousazi distinet
devices ' in - each experimenital erea which ere
interfaced to the control coaputera with branched
serial CAMAC communication links havizg a total

‘ezble length greater than fifteen kilon ete:s. It is

this  highly-branched collection of ﬁtroll1ng,
reasuring, and monltoring devices, o:~=‘1:ed ianto
multiple  beamlines, which are the direct odjects of
coacern to the EPICS system.

Exanples of devices which ere eccasazl by  the
control systen are: .

{1} current and voltage supplies which energize
the vending (dipole) ez . focussing
(quadrupole) magnets :

(2) stepping-motor contrellers uh‘rﬂ position
tarzets, collimators, and beaz stops



(3) hydrauliz and pneunatic controllers which
move measuring devices in and out of the
bean ’

{4) terminal intarfaces which are the ultimate
sources of control and Jdestinations of
collected information .

(5) multiplexed analog~to-digital converters
which transforam the sensor outputs

(6) digital intarfaces which input status "and
output control functions

The Beanline Conaunication Link

Comnunication to these widely dispersed control
elanents is provided by a serial CAMAC {Computer
Autaazated Measurement And Control) link. CAMAC is
an international iaterface standard which is widely
used in the physics comaunity and has recently
bacoae popular in the industrial control field.

A CAHMAC system is organized as a collection of
powered “crates”, each of which provides a bus, the
DATAWAY, whose characteristics have been specified
by the standard. The erate provides mechanical
support, cooling, and power for multiple modules
which connect to the DATAWAY. ‘The DATAWAY is
nanagzed by a erate controller, which itself is a
CAMAC module occupying two or more of the available
module positions or "slots” .in the grate. Other
modules, which also coanect to the DATAWAY, occupy
the remaining slots in the crate, and they generate
and accept the various process coatrol signals from
the external environment. Since CAMAC is a widely
useld standard, some of the modules have been
obtained frou commsrcial sources. Most, however,
“mre “specifically “designed ~to ‘match” the beanline
control requireaments.

Although there is now a standard for a serial
connection betwesn CAMAC crates, there was none at
the time that the Ybeamlines were originally
constructed. The serial communication liank which
connects the beamline crates was the protolype for
what becan=2 the CAUAC serial protocol standard. As
such, it differs from the standard in several
significant features. The standard uses a single
cable loop for the bdit-serial message with -each
crate controller passing the serial message to the
rext crate until it is returned to the serial link
controller. :

The Fermiléb link is branched rather than looped

with the crate controller which is addressed by the.

message returning the modified message on a second
cable.  This has the advaniage of being more robust
than a loop which is disrupted by a break = anywhere
in the loop; howsver, the standard also allows
unsolicited “demand” messages to be generated by a

crate . coatroller. The branched structure
complicates the  transmission of unsolicited
nessages; and, consequently, the modules in

branched system must be polled to detect changes in
the external enviroanaat.

4 further feature of the Fermilab systed, which is
absent from the standard, is a separate
blozk-transfer capability using an additional pair
of cables. VWhereas the normal, single-nessage
lines, which operate at & one megahertz bit rate,
require seventy microseconds to transmit a message
with a 24-bit data word; the block transfer
facility can transmit a black of 16-bit words at a
rate of one word every thirty microssconds.

SYSTEY REQUIREMDYTS

EPICS was 1nitially conceivel as a replacement for
an  existing control system. As auch, it was
required to provide all the functionality of that
system while incorporating contemporary cosputer
hardware and good software design practices.
kdditicnally, it was expecisd  that many of the
resource limitations, such as the number of devices
in the data base, would be significantly extended.

The Command Language

One of the most important regquirements placed upon
the EPICS sysiem was that the command language,
through which the user must formulate all requests,
nust be a complete programaing languzge. It must de
possible to construct. programs of considerable
complexity with access by naas to the “controlled
objects” of the external environment. The priaciple
potivation for this was the observation that it is
rore efficient to provide sonmzone who undersiands
the problem with a language in which to construct
the solution than it is to explain the nature of the
prodlem - to = programming specialist. This leaves
the system programmer free to concentrate on
providing the tools with whick to construct the
solution. : :

Following 2 survey of existing saccelerator conirol
systems, the BASIC language was s2lected as the
foundation upon which to build a control dialect,
CBASIC, for the following reasons. 7Pirst, the BASIC
language was widely used and was faniliar to most of
the wusers of the control systen. It is
fundamentally = interactive, a strong feature = in
itself.  Additionally, it contains its own
line-oriented editor which perforns siaple syntax
analysis and error reporting when = statemant is
entered. Finally, there were several existing BASIC
language processors which could e expanded to mzet
the special needs of a bdbeanmline control systea,
thereby avoiding the ' consideradle effort of
constructing the major elements of a svntax analvzer
and an interpretsr.

Resource Managesmeat

Since the operation of the Fermilad synchrotron is
cyclical  with periods which can range from
epproximately ten seconds to several ninutes, the
conmunication = end - computational load upon the
control systen follows e similar pattern with poaks
of metivity during certain phasss  of the
acceleration cycle. Those operations which ars -not
time-eritical should be executed when the systen is
otherwise lightly loaded; - and, where the systex
cannot adjust automatically, operations perscanel
must be able to redistribute the load to  achieve =a
balance. C :

Although a main operations ceater exists, the
rajority of the user consdoles are distributsd

-throughout tne experimental areas zand are interfaced

to the systen with CAMAC modules. The CAMAC link
does not support uansolicited messages;  therefore,
consoles must e poll=ad. This vrepreseats a
constant, non-negligible load on the systen, and
consoles which becoma inactive should be polled at a
nuch lower rate, returning to the nornal rate when a
new character is typed. The operators nmust be ebdle
to add or delete consoles froa the polled 1list
vithout disruptingz other systen activities.



There are several classes of users of the system.

Some, like the operators and managers, requlre
global privileges while others, like the
exparimenters, must be protected from nutual
interference. This requires a dynsmic systam of

privileges and protection for devices, files, and
systen resourcea. Protection in general and device
protection 3in particular is a matter of preveniing
accidental rather than intentional disruption.

Classic Process Control Issues

There are several desiga decisions which are conmon
to most process conkrol systems. These "classic”
issues are often fundamental 3n determining the
syatem efficiency.

The first and, perhaps, the most dimportant 1is the
question of whether data acquisition from devices
should be in response to an explicit demand or
whether a data pool of device readings sheuld be
maintained with requests for new data belng
satiafied froa the shared pool. The demand mzthod
assures that a device access is made only when thers
is 2 request for the device at the cost of redundant
access2s when there are several requests for - the
sane device. = Dais pooling, on the other hand, can
burien the communication link with  unnecesgsary
device saccesses. EPICS maintains g system data
structure for each device being accessed which
containg its characteristics; end, vhen a nevw
device request matches all of the characteristics of
an existing request, the datum is shared. This
providea the advantsges of both methods at the cost
of .an additional data structure  and . the
conputational overhead required to —anage it.

Ynen data is pooled, there is the possibility that
the current value in the pool is no longer valid.
This “"stale"™ data ecan cause severe problems 3in
feed-back - conmpensation loops which are closed
tarough the computer. The EPICS system uses a
time~-stanp which contains a beam cycle number and a
time relative to that cycle. Any appliecation or
system task may select receive the time-stanp with
en input operation or check the time-stemp at the
conpletion of an output operation.

Another issue 43 that of setup versus execution
overhead. Systems 1in which most data acquisition
processes are repetitive rather than
single-exscution . gain computational efficiency by
the use of speeial data structures which drive  the
data acquisition process. The cost is the space and
the computational overhead of maintaining these
structures. In EPICS, we chose to emphasize
execution efficiency since most data acquisition
processes are repetitive.

Resource recovery is essential for dynamic systeas.
This ean be automatic, with the system maintaining
internal 1inks which guarantee recovery when
processes  terminate and internal timers vhich
rolense resources when a process has failed to
complete or to be terminated within a required time
1imit. ZIn addition to these, EPICS checks certain
eritical resocurce limits "before permitting a nev
data acquisition process to be initiated. This
avoids = a type of deadlock in which, once a resource
falls below some limit, recovery becomes 4mpoasible
because that same resource is Tequired for the
relesase. The RSX systea pool is a femiliar example
of this class of resource deadlock. :

Contenporary process control systeas use datadbases,
either central or distributed, to descride the
collection of devicea upon which they operate. When
concurrent acceas eand modification of the datadase
is perniited, conslderable cars must be exercised to
avoid conflicts. The EPICS systea allows such
concurrency, which is further counplicated by the
existence of a master databasz on a atorage device
and an in-aemory copy of a databaae record of any
device which was recently refersnced by & data
acquisition process. Yhen a database record is
modified, any existing datas acquisition process
continues to use the old definition while any new
process uses the new definition. Since this ecan
result in multiple copies of a record ia +he
in-nemory database, the o01d definition is rensvad
when the last reference to it is deleted. '

Finally, there is the question of the user’s view of
devices. At one extrem2 is the logical view where
the context in which the named device is wused
determinas the property of the device which is
accessed. This view is typicel of an experimenter
who is primarily concerned with setting some device,
like a Ybeam stop, to 8 particular position or
reading the curreal position. At the other extrene
is the physical wview where the user nmust de
intimately aware of the details of the device and
how it is interfaced to the control agystem. This
represents the view of the mainlenance technician
who nrust be aware of the nature of the CANAC moldule
which intzrfaces a device to the system when a
malfunciion is diagnoazd. In addition %o both of
these views, EPICS supports an intermediate view in
which a named device may have a set of properties,
which correspond to operations that may be performed
upon the device, and may have multiple channels,
which correspond to multiple instances of a funsiion
within a single, physical rodule. Only the physical
view bypasses the database and its access protection
mechanism; and, for this reason, the physical view
is restricted to a selected class of users.

HARDWARE CONFIGURATION

The overall configuration for the EPICS sysien is
shown in Figure ‘1. There sare three identical
systems which service the three major experimental
aressd. '

Each system consists of four distinct processor
levels. ‘There 1is ‘provision later for a fifth
processor, the Level-1 computer, which is sccdessidble
from each "of the Level-2 coaputers and whose
resources are shared. -The selection of a hierarchy
of computing elements rather than a single computer
of higher performance was dietated by several
factors. First, the cost of equivalent perforamance,
even whea it can be supplied by a single CPU, is
often more expensive than @ hierarchy of smaller
computers operating in parallel.  Also, the
individual units ecan be specislized, with hardware
and software, to perform some compatidle or c¢losaly
linked set of tasks more efficiently than a single
larger computer. :
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Fig. 1 EPICS System Configuration

At the lowest lével (Level-5), dedicated-function
microprocessors in individual CAMAC modules are
distributed throughout the CAMAC gqrates. These
elenents a¢t aa -data-acquisition coacentrators,
graphies display controllers, timing-event
generators, and other similar functions. In brief,
they provide a local, dedicated processor to perform
those _activities which require millisecond &nd
sub-nillisecond reaponses or which, were they to be
executed by one of the higher-level computers, would
degrade the performance of the communication 1link
with large quantities of transferred data.

The next level {lLevel-4) consists of microprocessors
which are directly connected ¢to the lowest level
gensral-purpose computer. They act as specialized
device controllers which directly interface the
hizher 1levels of the control hierarchy to the

external environment. In general, they perforn
operations which are relatively fixed, highly
repetitive, aud require a ninimum-time response.

There are presently two such controllers vhich
provide (1) the ability to process priority-ordered,
linked lists of CAMAC single or block-transfer CAMAC
conmnands and (2) accelerator-based timing events.

Levels 2 and 3 are general—pufpose, niniccmputers.
The Level-3 computer, a PDP-11/34A, operates in a
polled enviroament and serves primarily as a

data-acquisltion prodessor for the next higher
level. The Level~2 computer, = PDP-11/44,
interprets ~and executes the command language,

manages the device database, and provides most of
the user utility functions. .

A future, Level 1 computer would be shared by  the
three experimental . areas end would provide bean
diagnostic functions, high-level graphices, - extended
data-logging, =and general, time-sharing services to
the experimental areas. :

Microprocessors

¥With &  single  exception, all of the
picroprocessor-based computing elements use the 2-80
conputer. The specialized device controllers use &
conmereially developed, single-board Z-80 coaputer,

the UAC-Z30 from Associated Computer Consultants,
wvhich is directly 3nterfaced to the UNIBUS of a
PDP~11 ‘computer. Each of these is coupled with an
additional board which contalns the circuits which

are specific to the processor’s functién. In the
case of the s&rial CAMAC controller, the
special-function board syanchronizes the

transmissions over serial CAMAC, performs error
detection, and buffering of multiple cozmanda. The
adjunct board to the timer coatroller contalns
circuits to decode the accelerator clock, qusue
jnput  timing end abanorasl events, &and. queud
completed events to the the PDP-11 supervisor at the
next level.

The distributed CAMAC wmodules containing e
microprocessor conputing element are each of special

- design and mey 3in some cases operatz with some

degre2 of local autonony while in other cases they
execute fixed functions and employ microproczasors
enly to raduce circult complexity.

General-Purpose Computera

The general-purpose coamputers in ~the beanline
control system are standardized on a single computer
series, the DEC PDP-11, whose members share & coamon
architecture. = Figure 2 provides a nore detailed
view of the two general-purpose computers.
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" Fig. 2 EPICS Bus Configuration

The PDP-11/44, in eddition to the wusual UNISUS
peripherals, is provided with.a comaunication path
to the PDP-11/34A through a bank of shared nenory.
Messages or shared data structures are loaded into a
partition of the shared memory and a ~ointer to the
structure 4s  passed through &  full-duplex,
interrupt-driven channel couposed of two connacted
DR11C modules.

Sixty-four k%ilobytes of memory are located on a
shared section of UNISUS which is controlled by a



dual-port coupler attached to the primary UNISUS of
both computers. The ricroprocessor which manages
the serial CAMAC link also resides on the shared bus
where DMA transmissions into and out of the shared
memory will not degrade the performance of the two
primary buses

The timer microprocessor, which conmunlcates only
with the. data acquisition computer, is located on
the primary UNIBUS of the PDP-11/34A.

SOFPTWARE CONFIGURATION

The EPICS system was developed on and runs under the
RSX family of operating systems. We attempled to
nininize the number of languages used 3in  the
implenentation "of the software and, wherever
possible, to make use of existing, f€ully-supported
utilitiea and products for the RSX systen.

The Level-Z computer uses an essentially unmodified
version of RSX-11M while the Level-~3 computer uses a
stripped veraion of RSX-11M which is essentially
RSX-11S. The companion paper on the RSX
implemsntation issues discussea the mnodifications
end extensions to RSX in detail.

Languages

With =a single exception, all of the
application-level utilities which were specifically
developed for the EPICS system have been written in
PASCAL. The exception was an existing plotting
utility, written in FORTRAN IV, which was taken from
the previous control system and extended to meet the
pew  requirements.  Where 31t was  necessary to
interface the PASCAL procedures to facilities
provided by ‘the RSX directives, either SYSLIB
routines or small MACRO-coded subroutines were used.

Barly versioas of the PASCAL compiler were lacking
in extensions which would facilitate the writing of
systen-level processes; consequently, almost all
tasks and processes . below the level of the
application tasks on the Level-2 computer have been
written 3in the MACRO assenbly 1language. The
pajority of the tasks and all of the drivers and
system extensions on the Level-J computer have been
written in HACRO as well.

In two instances, the ACP (Ancilliary Control
Processor) for the beamline terminals on the Level-2
conmputer and the corresponding terminal handler task
on the Level-3 coaputer, tasks were partlally
written in the PRALIS language. PRAXIS is a
PASCAL~like saystems impleaentation ' language which
waa acquired on an experimental basis. Early in its
developaent there was some hope it could be used for
a significant fraction of vhat must usually be
written - in MACRO. Although the language itself was
guite satisfactory (it is comparable to ADA without
suffering from ADA'a complexities). the support for
PDP-11 computers was inadequate; and so, ve
suspsanded its usg and .are now converting the few
existing instances to PASCAL. .

With the advent of 2 new version of the PASCAL
conpiler, which  produces highly optimized code and
which has several extensions that allow a controlled
relaxation of PASCAL's strict type checking, a
sigaificant fraction of the MACRO-coded tasks and
systea processes could now bde written in PASCAL.
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The advantages in terms of rea2ability and
maintainability would be siznificant. Prograns
which require mnajor improvemeats ars, whenever
possible, dbeinz rewritten in PASCAL with little or
no degradation in performance.

DEC Software

The DEC software products used in the izpleasntatlon
of the EPICS system, in saddition <o the RSX
exscutive, were RMS~11, DATATRIEVS, anl saveral RSK
utilities.

The naster device databass, which is organized as a
multi-keyed, indexed-sequential Zile, 1s accesaed
through RMS-11 file mnanagement  services. The
databas2 editor and the task which maintains the
in~-memory copy of those datadbasz records which
describe  curreatly-referenced devices Yoth use
R¥S-11 for all accesses. Complex dJdatalass edifing
operations which nodify whole clasa=2s of records in
the database -~ these ars principslly dons by the
systea maintainers -- use DATATRIZVZ when its
data-typing limitations are not too rastrictive.

The CBASIC language has been used as a filter to
control user access to several of the RSX utility
tasks in order to exercise resource conirol. PIP,
EDT, and HELP are all associated with werbs in the
CBASIC language and are spawned by the CBASIC
interpreter.

‘Non-DEC Software

The PASCAL compiler used in the project is a product
of Oregon Softwara. The current version, PASCAL-2,
produces highly optimized code =and has eajoyed a
remarkably bug-free history. The raco2ant language
extensions have made ‘it possidle to . write
system-level processes such as ACP’s with the
addition of relatively few MACRO-coded procedures.

The CBASIC interpreter is a modifizd form of REBEL
BASIC obtained from the SHIVA leser fusion project
at Lawrence Livermore Laboratory. It was alterad to
support a nrew class of process coatrsl variables
that permit access to beanline devicea. Numerous
new verbs were added to the orizinal REBEL BASIC
language most of which spawn other RSX tssks.  These
provide - controlled access to sevaral 25X utilities
and other systen-specific tasks such as the database
editor.

The PRAXIS language compiler, which swas primarily
used during the early stages of the project, was
also scquired from Lawrence Livermors Ladoratory
vwhere its development was beinz fun3ad by the
Departnent of Energy.

FUTZURE DIRECTICHS

Now that the EPICS system is {installad and has
satisfied the original - design gosls, it has been
possidle to consider enhancexznts.

One of the serious resource limitations kas been the
bank of shared memory which couples the lLevel-2 and
Level-3 conputers. The addressing space of the
shared nemory must be subtracted Iron the total
available physical addressing space for the
computer. While this poses no probleas for the
PDP-11/44 with its 22-bit architectura and the



