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Abstract

We have searched for t�t production in the \all-jets" channel, in which both

the t and �t quarks decay to lighter quarks that are observed as collimated jets

of particles. The search was performed using the D� detector at the Tevatron

p�p collider at Fermilab, operating at a center-of-mass energy of 1.8 TeV. Data

corresponding to an integrated luminosity of 58:4 pb�1 were used in the search.

According to the Standard Model, the all-jets channel is the most common

decay mode of t�t. However, the signal is obscured by an enormous background

from other processes that produce multijet �nal states. To reject this background,

we de�ned four kinematic parameters that provide discrimination between t�t pro-

duction and other processes, and imposed requirements on the values of these pa-

rameters. To further enhance the proportion of signal in the data, and to estimate

the remaining background, we selected interactions that were likely to include a

heavy (b or c) quark by requiring that each event have a muon with low transverse

momentum near a jet.

After imposing all selection criteria, we found 11 candidate events, with an

expected background of 7:7 � 1:1 events. This corresponds to a cross section of

4:9� 4:6 pb for t�t production. Although the size of the excess is not large enough

to establish the unambiguous presence of a signal, the cross section found for the

all-jets channel is consistent with that expected from other t�t modes.
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Foreword

The D� experiment is a large collaborative e�ort, in which more than 400

physicists and students from 48 institutions are currently participating. The Uni-

versity of Rochester group is active in monitoring of liquid-argon purity, in data

acquisition and reconstruction e�orts, and in analysis of data in the areas of QCD

and top-quark physics. The group is also participating in development and con-

struction projects for a scintillating-�ber tracking chamber to be included in the

upgrade of the D� detector.

I have been involved in work in several of these areas. I participated in early

research and development projects for the scintillating �ber tracker by helping

to develop techniques for the construction of ribbons of scintillating �bers and

by performing studies of photodetector characteristics. In addition, I created an

event-display program for use in a cosmic-ray test of a prototype scintillating �ber

tracker. During the 1993{95 running period of the Tevatron, I was actively involved

in the day-to-day operation of the data acquisition system. I also participated in

operating the o�ine processor farm that reconstructed events from the detector

signals and have had primary responsibility for maintaining and improving the

control processes that handle communications between the server and worker nodes

on the farm. My analysis project has been the search for the top quark in the all-

jets channel.
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Chapter 1

Introduction

In the twentieth century, scientists have made great progress in the quest for

the fundamental constituents of matter. Atoms, which a hundred years ago were

thought to be elementary particles, were found to possess structure. Explaining

atomic structure required an entirely new physical theory, quantum mechanics,

which radically altered earlier concepts of subatomic particles. Scientists soon

learned that the atomic nucleus was made of even smaller particles: protons and

neutrons. New forces were postulated to explain nuclear interactions. More re-

cently, structure was found within the proton and neutron. Today, the known

elementary particles are six quarks and six leptons, along with the gluons, W and

Z bosons, and photons, which interact with the quarks and leptons.

The interactions of these particles over the full range of energies accessible to

study (a few electron volts to 1.8 TeV) are described by the Standard Model.

This model is the basis for almost all modern experiments in particle physics. At

places such as the Fermi National Accelerator Laboratory, the Stanford Linear

Accelerator Center, and the European Laboratory for Particle Physics (CERN),

physicists measure the model's free parameters, attempt to identify new particles
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whose existence the model predicts, and search for phenomena or particles beyond

those encompassed by the model.

Like our knowledge of elementary particles, the methods used to study them

have also changed a great deal in this century. In 1911, Rutherford was able

to discover the atomic nucleus using a beam of alpha particles and a 
uorescent

zinc sul�de screen [1]. In the 1930s and 40s, experimenters using photographic

emulsions to study cosmic rays discovered the muon and the pion [1]. In 1995, the

top quark was found in proton-antiproton collisions at Fermilab's Tevatron collider

[2, 3]. This accelerator produces beams of protons and antiprotons that collide at

an energy of 1.8 TeV (almost a thousand times their rest energy) hundreds of

thousands of times per second. Identi�cation of the top quark required the use

of detectors weighing over four thousand tons, to study more than two years'

worth of these collisions. Finding the Higgs boson, another particle expected in

the Standard Model, will probably require an even larger accelerator and more

advanced detectors.

The discovery of the top quark was the most recent con�rmation of the Stan-

dard Model, which predicted its existence. However, many questions about the top

quark still remain unanswered. Better measurements of its mass, its production

cross section and its branching ratios are needed to con�rm their consistency with

the model's predictions. This dissertation describes a search for top-quark produc-

tion in one of its expected decay channels, the \all-jets" channel. The results will

be used to address some of these questions.

In this chapter, we review the Standard Model and the state of our knowledge

of production and decay properties of the top quark and indicate why the top

quark is a necessary part of the theory. In Chapter 2, we describe the Tevatron

collider and the D� detector. Particle identi�cation is discussed in Chapter 3,

and selection of the data samples used in our search in Chapter 4. Chapter 5
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is devoted to the techniques used to distinguish a signal for tt production in the

all-jets channel from backgrounds. In Chapter 6, the �nal selection criteria and

results of the search are presented. Conclusions are drawn in Chapter 7.

1.1 The Standard Model

Physicists began searching for the top quark in the late 1970s, when it was es-

tablished that this particle was a necessary ingredient of the Standard Model. To

understand why the top quark is required, and to establish the context that under-

lies studies of this quark, we will begin with a brief review of the Standard Model.

More detailed descriptions are presented in many textbooks, including [1, 4, 5, 6].

At the subatomic level, matter is composed of a small number of particles, the

quarks and leptons, each with spin 1
2
. These particles interact via four fundamental

forces: gravity, electromagnetism, and the strong and weak interactions. Quarks

are distinguished from leptons by the fact that the former participate in strong

interactions while the latter do not. Neutrinos are further distinguished by their

lack of electric charge; they participate only in weak interactions.

The known \matter" particles are the six types (or \
avors") of quarks, three

charged leptons, and three lepton neutrinos. These particles are listed in the �rst

part of Table 1.1, where they are grouped into three \families" (or \generations")

based on similarities among their properties. As the listed masses indicate, par-

ticles in the second family are more massive than their counterparts in the �rst;

those in the third family are more massive still. The masses for u, d, c, s, and b

quarks are somewhat ill-de�ned because these quarks exist only within hadrons.

For each matter particle listed in the table, there is a corresponding particle of

antimatter, which has the same mass, but opposite internal quantum numbers.

Ordinary matter is made up of particles from the �rst family: electrons; electron
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Table 1.1: Particles in the Standard Model. The mass or mass limit for each matter
particle is given in parenthesis, in units of MeV/c2. The values used are those of
Ref. [7], except for the t quark mass, which is taken from Ref. [2].

Matter Particles (fermions)
Charge (e)

Quarks
u(� 5)
d(� 10)

c(� 1300)
s(� 200)

t(200; 000)
b(� 5000)

+2
3

�1
3

Leptons
�e(< 0:0000051)

e(0:511)
��(< 0:3)
�(106)

�� (< 31)
� (1777)

0
�1

Gauge Particles (bosons)

Field Mass (GeV/c2)

Electromagnetic 
 (photon) 0 0

Strong g (gluon) 0 0

Weak
W�

Z
80:22 � 0:26
91:187 � 0:007

�1
0

Scalar Higgs H > 58:4 0

neutrinos, which are released in beta decay; and up and down quarks, which make

up protons and neutrons. The other particles can be created in accelerators, but

they decay to the lighter particles of the �rst family. Ignoring cosmic rays, particles

from the second and third families are present in ordinary matter only in virtual

form. The Standard Model does not explain the number of observed families; the

existence of the quarks and leptons listed in Table 1.1 is an experimental fact.

Only the �� has not as yet been observed directly, but there is compelling indirect

evidence of its existence [7].
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Interactions are described in the formalism of quantum �eld theory [6]. Each

distinct fundamental particle is assumed to be the quantum of a �eld. Interactions

are modeled by requiring these �elds to be invariant under an appropriate set of

local symmetry transformations; this leads to the introduction of one or more new

�elds. These \gauge" �elds interact with the matter �elds and, if the symmetry

group is non-Abelian, with each other as well. Each gauge �eld is quantized, and its

quantum is identi�ed with a particle that mediates the interaction. These particles

are listed in the second part of Table 1.1. The Higgs �eld is special, and its role

will be discussed later.

Of the four fundamental interactions, only gravity has not been described suc-

cessfully by a quantum �eld theory [6, Chapter 19], so it is not part of the Stan-

dard Model. Conveniently, at currently accessible energies, the e�ect of gravity

on elementary particles can be ignored because the interaction is extremely weak

compared to the other interactions|the electromagnetic interaction, for instance,

is typically � 1036 times stronger [4, Chapter IX]. We will now look in more detail

at the other interactions, which are included in the Standard Model.

The �rst successful quantum �eld theory was quantum electrodynamics (QED),

which describes electromagnetic interactions to an unprecedented precision. QED

is based on U(1) symmetry transformations of the �elds corresponding to charged

particles [5, Chapter II], [6, Chapters 4{7]. Preserving gauge invariance of the

interaction requires a neutral �eld with spin 1 that couples to charged particles

in proportion to their charges; the quantum of this �eld is the photon (
). The

proportionality constant is �EM.

When the momentum transfer in the interaction is small, corresponding to

interactions at large distances, the electromagnetic coupling �EM is about 1
137

.

However, at larger momentum transfers, corresponding to distances shorter than

�hc=me, �EM increases. This is an e�ect of polarization of the vacuum, which at
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large distances \screens" the bare charge so that only part of it is observable. At

short distances, particles penetrate part of the screening, more of the bare charge

is e�ective, and �EM = e2=�hc increases. In fact, according to the theory, the bare

charge of an electron is in�nite, but this in�nity is masked by an in�nite vacuum

polarization, leaving a �nite apparent charge (e) to be observed. The mathematics

of these cancelling in�nities is called renormalization, and it is a general feature of

all useful (renormalizable) gauge theories [6, Chapter 7].

Precision tests of QED have shown remarkable agreement between theory and

experiment. For instance, measurements of the Lamb shift, an energy di�erence

between the 2s1=2 and 2p1=2 energy levels of the hydrogen atom, are in excellent

agreement with predictions from higher-order e�ects in QED [5]. Perhaps the

most famous test of QED is its prediction of an anomalous magnetic moment of

the electron, which agrees with experiments to an astonishing one part in 107 [5].

Not surprisingly, many physicists regard QED as the most successful theory in all

of physics [8].

Now we turn to the strong interaction, which is described by quantum chromo-

dynamics (QCD) [5, Chapter IV], [6, Chapter 11]. QCD is based on the invariance

of matter �elds under SU(3) transformations of \color charge," which is a three-

valued internal degree of freedom assigned to quarks. Leptons are assigned zero

color because they do not participate in strong interactions. Local SU(3) invari-

ance requires eight spin-1 mediating �elds. These are associated with eight gluons,

each of which has a distinct (properly symmetrized) color state. A gluon couples a

quark of a given 
avor and color to a quark of the same 
avor but di�erent color.

Because SU(3) is a non-Abelian symmetry group, gluons carry color, and they can

interact among themselves. All strong interactions are characterized by a single

coupling strength, �S.

Just as in the case of �EM, this coupling \constant" depends on the distance,
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or renormalization, scale of the interaction. However, �S becomes smaller, not

larger, as the distance decreases. This is due to the non-Abelian nature of the

gluon �elds, and it gives rise to \asymptotic freedom," or the phenomenon that at

short distances, quarks and gluons within a hadron act almost independently of

each other [5, pages 380{397]. As a result, scattering of quarks and gluons with

large momentum transfer can be described by a perturbative expansion in �S [7].

The fact that free quarks have not been observed can be explained if colored

particles are not allowed to exist in isolation. Although this has not yet been

proven [6, Chapter 15], this con�nement is believed to be a property of QCD.

Because �S grows for increased distance scales, a perturbative expansion in �S

is not possible at low energies, but numeric calculations indicate that the energy

in the QCD �eld diverges as the separation between colored particles increases.

If this is true, it follows that colored particles must be con�ned in color-neutral

bound states within a relatively limited spatial volume. Consequently, quarks can

exist only inside composite particles called hadrons, of which there are two types:

mesons, which consist of quark-antiquark pairs, and baryons, which consist of three

quarks. Likewise, free gluons cannot exist. Color-neutral bound states consisting

of several gluons, or of gluons and quarks, are theoretically possible but have not

been de�nitively established (see Ref. [7] for a review of searches for such states).

One implication of con�nement is the inevitable formation of \jets" in any

process involving interacting partons, i.e., either quarks or gluons. As interacting

partons move away from each other, the energy in the �eld between them increases

to the point where new quark-antiquark pairs are produced from the vacuum,

forming bound states with the original partons. In a high-energy collision, this

fragmentation produces collimated jets of hadrons, which can be observed with a

suitable detector. The partons themselves cannot be observed.

Perturbative calculations in QCD are notoriously ambiguous for �nite scales,
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and determining the energies of partons from the jets they create is also somewhat

problematic, so the precision with which QCD can be compared to experiment is

not as high as with QED. Within these limitations, characteristics of jet production

have been studied and found to be in good agreement with QCD predictions at

leading order and next-to-leading order in �S. These characteristics include the

inclusive di�erential cross section for jet production, and correlations between jets

in two-jet events [9]. Furthermore, bound states of heavy quarks (c and b) have

been studied, and their properties are also consistent with predictions of QCD [7].

Finally, we turn to the quantum �eld theory of the weak interaction. This

theory is complicated by the fact that the W and Z bosons have mass. A renor-

malizable gauge theory of the weak interaction requires that the mediators be

massless [5, page 371], [6, Chapter 7]. However, treating the weak and electro-

magnetic �elds together yields a renormalizable theory through the mechanism of

spontaneous symmetry breaking.

The weak interaction can be modeled using \weak isospin," T , an internal

quantum number that is mathematically analogous to angular momentum [5, pages

496{506]. Like spin, only one component of the weak isospin vector, usually de-

noted T3, has a de�nite value. To account for the observed parity violation in

weak interactions, right-handed fermions, such as e�R, uR, and dR, are assigned to

weak isospin singlets. Left-handed fermions are assigned to doublets (T = 1
2
). In

each generation, the two leptons constitute a doublet, with the neutrino having

T3 =
1
2
and the charged lepton having T3 = �1

2
; the two quarks constitute a sec-

ond doublet, with T3 =
1
2
corresponding to the quark with positive charge. The

interaction is mediated by a weak isospin triplet of massive �elds|W+, W�, and

W 0|which couple equally to all weak isopin doublets. The charged W �elds have

T3 = �1, so they couple one member of a doublet to the other; thus, charged

leptons are coupled to neutrinos (e.g.,W� ! e���e), and quarks of one 
avor (e.g.,



9

u) are coupled to quarks of another (e.g., d). It is worth noting that the quark

eigenstates of the weak interaction are not the same as those of the strong interac-

tion. There is a mixing in the weak sector that accounts for the decays of strange

and bottom quarks by allowing them to couple to a virtual W� and a positively

charged quark of another generation (e.g.,W� ! b�c). The mixing is parametrized

by the Cabibbo-Kobayashi-Maskawa (CKM) matrix, the elements of which are de-

termined experimentally [7]. The neutral �eld has T3 = 0, and as a result of the

CKM parametrization, it e�ectively preserves both quark and lepton 
avor.

The quanta of the chargedW �elds are readily identi�ed as intermediate vector

bosons. The W 0 �eld, however, includes a contribution from the electromagnetic

�eld and cannot be identi�ed as a distinct particle. It is therefore necessary to

consider a combined electroweak theory, in which the remainder of the electro-

magnetic �eld is added to the three W �elds [5, pages 491{496]. This �eld couples

to weak hypercharge, de�ned as Q � T3, where Q is the electric charge and T3 is

the known component of weak isospin. Separating the electromagnetic and weak

contributions to the neutral �elds yields two �elds, whose quanta are the photon

and the Z boson. In addition, it follows that the Z boson is more massive than the

chargedW bosons. Their masses are related by the electroweak mixing parameter,

sin �W , whose value is not predicted by theory.

Now we turn to the problem caused by the fact that the mediators are massive.

The solution is the Higgs mechanism, through which mediators can acquire mass

by coupling to a symmetry-breaking �eld [5, pages 502{528], [6, Chapter 10]. This

mechanism produces a renormalizable theory with massive mediators. Thus, the

Standard Model incorporates an electroweak theory based on the requirement of

invariance under the symmetry group SU(2)L � U(1)Y , where the subscript L

denotes that only left-handed particles are involved in the SU(2) transformations,

and Y denotes weak hypercharge. This theory yields four massless gauge �elds:
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a weak isospin triplet from SU(2) invariance and a singlet �eld arising from U(1)

invariance. The quanta of these �elds are the W and Z bosons and the photon.

To explain the observed W and Z masses, a new �eld is introduced that breaks

the symmetry by its coupling to the gauge �elds. A suitable choice for the vacuum

state of this new �eld induces mass in the W and Z �elds but leaves the photon

massless. A consequence of this procedure is the existence of a new �eld, whose

quantum is the neutral scalar Higgs boson, H0, the �nal particle in Table 1.1. This

particle couples not only to the W and Z bosons, but also to the fermions. The

latter interactions cause the fermions to acquire mass, but the fermion masses and

their relative sizes are free parameters of the theory, as is the mass of the Higgs

boson itself.

This electroweak model has been extensively tested since its development in

the early 1970s. The W and Z bosons were �rst observed in 1983 [10], and their

cross sections, masses, and decays agree with predictions [7]. Most recently, the

existence of the top quark|which, as we shall see, is required by the model|has

been demonstrated. The Higgs boson, however, has not yet been detected. It

might be observed at the higher energies of the the Large Hadron Collider, now

under construction at CERN.

Many physicists �nd the Standard Model unsatisfying because it includes many

parameters whose values cannot be predicted from the theory, such as the masses

of the fermions and of the W and Z bosons, the charges of the particles, the

coupling strengths of the interactions, the electroweak mixing angle, the CKM

matrix elements, and so on. Furthermore, gravitational e�ects, which become

important at very high energies, must be incorporated into any �nal theory of

elementary particles. As a result, numerous speculative theories of physics beyond

the Standard Model have been developed, including supersymmetry, Grand Uni�ed

Theories, and superstring theories [6, Chapters 18{21]. However, no evidence of
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a departure from the Standard Model, or in support of any new theories, has yet

been clearly demonstrated.

1.2 The Top Quark

1.2.1 Why the Standard Model Requires the Top Quark

The Standard Model does not predict the number of fermion generations. However,

it does require that each generation consist of two quarks and two leptons. Thus,

when the tau lepton and the bottom, or b, quark were discovered, in 1975 and

1977, respectively, it seemed apparent that a third generation existed, and the top

quark was predicted as the weak-isospin partner of the b quark [1].

There are several reasons why the top quark is expected to exist. The �rst

involves the decay of the b quark. If the b were a weak isospin singlet, it would

have to decay by somehow mixing with the s (or the d) quark, which would then

decay by coupling to a virtual W boson, accounting for the observed b-quark

decays. However, the strange quark could also radiate a virtual Z boson, which

would give rise to other, unobserved, decay modes for the b quark. The ratio of

Z-channel to W -channel decays would be about 0.11. Studies of b-quark decays

rule out the Z channels to well below this level [11, Chapter 25]. Assuming that

the rest of the Standard Model is correct, it follows that that the b quark must

decay by directly coupling to a virtual W boson, which implies that it has T = 1
2

and is part of a weak isospin doublet, not a singlet.

Con�rmation that the b quark is in fact a member of a weak isospin doublet

comes from measurements of the charge asymmetry in the production of bb pairs

in e+e� collisions at the Z mass. These measurements yield a value for T3 of the

left-handed b quark of �0:504+0:018
�0:011 [11, Chapter 25], which is consistent with a
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Figure 1.1: Triangle diagram for an anomalous WWZ coupling.

doublet but inconsistent with a singlet interpretation.

The top quark is also needed in the Standard Model to deal with corrections to

the couplings among the W and Z bosons. At higher orders, there are anomalies

in the WWZ coupling, due to \triangle" diagrams such as Fig. 1.1, in which the

fermion line can represent any quark or lepton. Each fermion in such a diagram

contributes a divergent term to the coupling; however, these divergences will cancel

if the sum of the charges of all fermions in each generation is zero (each quark enters

the sum three times, due to its three distinct color possibilities) [6, Chapter 12].

Thus, given the existence of the b quark and tau lepton, the top quark is required

to preserve the standard electroweak theory.

The W and Z masses and sin �W are related at lowest order, and higher-order

processes involving fermion loops modify the W and Z masses from their leading-

order values [12]. The mass of the top quark can therefore be predicted from

measurements of the electroweak parameters of the Standard Model. Based on

theoretical calculations of these corrections and on precise measurements of the

electroweak parameters, the mass of the top quark has been estimated to be

169+16+17
�18�20 GeV/c2 [7]. (The �rst set of errors is due to statistical uncertainty,
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and the second due to systematic uncertainty in the calculation.) However, like

the preceding arguments, this estimate assumes the presence of the top quark but

does not prove its existence.

1.2.2 Discovery of the Top Quark

Proof that the top quark exists requires a direct search. Searches conducted prior

to 1994 at CERN and Fermilab established lower limits on the mass of the top

quark, based on the absence of characteristic signals in excess of expectation from

background. In 1993, the D� collaboration set the highest limit on the mass of the

top quark, 131 GeV/c2 (95% con�dence level) [13]. In 1994, the CDF collaboration

reported evidence for top-quark production, with a cross section of 13:9+6:1
�4:8 pb and

a mass of 174�10+13
�12 GeV/c

2; however, the observed excess of events was not large

enough to rule out background 
uctuations [14].

In 1995, after collecting substantially more data, both D� and CDF observed

clear signals due to the production of tt pairs. D� reported a cross section of

6:4� 2:2 pb and a mass of 199+19
�21 � 22 GeV/c2 [2]. CDF reported a cross section

of 6:8+3:6
�2:4 pb and a mass of 176� 8� 10 GeV/c2 [3]. (Again, the �rst set of errors

re
ects statistical, and the second systematic, uncertainty in the measurement.)

However, much remains to be learned about the top quark. The mass, cross

section, and branching ratios to the di�erent decay channels must be measured

more precisely so that comparisons with predictions of the Standard Model can

be made. In addition, measurements of the masses of the top quark and W boson

can be used to constrain the mass of the Higgs boson. At present, a meaningful

constraint is not possible due to the large uncertainty in the mass of the top quark.

The uncertainty in the W mass, while not large, also must be reduced before this

constraint will be e�ective.
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Figure 1.2: Leading order diagrams for tt production.

1.2.3 Top Production and Decay

The Tevatron collider produces proton-antiproton collisions at a center-of-mass

energy
p
s = 1:8 TeV. At this energy, the Standard Model predicts that the top

quark will be produced mainly in the form of tt pairs, through the qq annihilation

and gluon fusion diagrams shown in Fig. 1.2 [12]. For a given mass, the cross

section for tt production (�tt) can be calculated using QCD [15]. As shown in

Fig. 1.3, �tt decreases with increasing top-quark mass. The relative contribution

expected from the gluon-initiated processes decreases with increasing top-quark

mass. Because the gluon content of the proton is not known very accurately, the

theoretical uncertainty is greater at lower mass.

In the Standard Model, the top quark almost always decays to a W boson

and a b quark. The decay proceeds quite rapidly, and the top-quark lifetime is

� 10�24 seconds, too short for it to form bound states with other quarks [16].

Hadrons containing top quarks are not likely to exist, and only the decay products

of individual top quarks should be observable. For a tt pair, we expect to observe

a jet from each of the two b quarks, and additional particles from the decays of

the two W bosons. The W bosons can decay either to lepton-neutrino pairs, or
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Table 1.2: Branching fractions for t�t decay channels.

W+ !
q�q0 e+�e �+�� �+��
(2/3) (1/9) (1/9) (1/9)

W� ! q0�q (2/3) 4=9 2=27 2=27 2=27

e���e (1/9) 2=27 1=81 1=81 1=81

����� (1/9) 2=27 1=81 1=81 1=81

����� (1/9) 2=27 1=81 1=81 1=81

to light quarks that fragment into jets. The speci�c W decays distinguish one tt

decay channel from another.

Because the coupling strength of W bosons to fermions is universal, we can

predict the branching ratio for any possible tt decay channel simply by counting

states. Taking into account the three colors available for each quark pair, it follows

that each leptonic decay mode of the W boson has a branching fraction of 1=9,

and each quark decay mode has a branching fraction of 1=3. This results in the

predictions of Table 1.2 for the tt branching fractions [12]. Published results from

D� and CDF have used those channels for their searches where at least one of

the W bosons decays to an electron or muon: the ee, e�, ��, e+jets, and �+jets

channels.

Each kind of channel has certain advantages. The dilepton channels have the

smallest branching ratios, but backgrounds from other processes are small, espe-

cially in the e� channel. However, the presence of two neutrinos, which are not

measured, makes it di�cult to reconstruct the mass of the top quark. In the
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lepton+jets channels, the branching fraction is larger, but there are substantial

backgrounds from other processes that produce W+jets �nal states. There is only

one neutrino, which simpli�es somewhat the determination of the top mass. For

that reason, the current D� and CDF mass measurements are based on candi-

dates from the lepton+jets channels. The channels involving tau leptons have also

received attention, but taus decay before they can be detected, which complicates

the task of identifying these �nal states. Nonetheless, the tau channels are in-

teresting because they are sensitive to new particles predicted by supersymmetric

extensions of the Standard Model [12].

The focus of this dissertation is the \all-jets" channel, in which both W bosons

decay to quarks that are observed in the detector as jets of hadrons. This channel

o�ers the advantages of a large branching fraction (44%) and complete kinematic

information that can be used to reconstruct the top mass. The signature consists

of the two b-quark jets and two more jets from the decay of each W boson, for a

total of six. Additional jets may be produced by gluons that are radiated by the

quarks in the �nal state (�nal state radiation, or FSR), or by the colliding partons

(initial state radiation, or ISR).

The signal in the all-jets channel is obscured by an extremely large background

from other QCD or semi-weak processes that mimic the six-jet signature. Because

of the ambiguities in perturbative QCD calculations, these processes cannot be

modeled very precisely. For example, a \tree-level" calculation of the gg ! 6g

process involves 2,520 subprocesses and is well beyond the capacity of modern

supercomputers [17]. Approximation techniques that agree well with the exact

tree-level results for �ve-jet �nal states can be used to estimate the size of the

six-jet cross section [18, 19]. If each jet is required to have transverse momentum

of at least 25 GeV/c, the six-jet cross section is expected to be about 200 pb. This

is clearly much larger than the expected cross section for tt production.



18

Extracting a top signal from this background is a challenging problem. Because

most QCD events do not produce b quarks, identifying one or both of the b-quark

jets can improve the signal to background ratio. This alone is not likely to yield a

clear signal, and more discrimination may be needed. Here, we will present several

parameters used for characterizing event \shape." These parameters are sensitive

to di�erences in the kinematics of processes that produce tt and ordinary QCD

multijet �nal states. On the basis of these parameters, and in conjunction with

identi�cation (\tagging") of b-quark jets, we should be able to achieve sensitivity

to a top-quark signal in the all-jets mode.
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Chapter 2

Experimental Apparatus

In this chapter, we describe the accelerator and detector used to collect data for

this search for the top quark. The Tevatron collides protons and antiproton at a

center-of-mass energy (
p
s) of 1.8 TeV, currently the highest energy available at

any accelerator in the world. The D� detector is a sophisticated tool for studying

the products of these collisions.

2.1 The Tevatron

Operation of the Tevatron collider requires that proton and antiproton beams be

produced and accelerated to 900 GeV each. We will brie
y describe the steps in

this process. A more detailed account of accelerator operations is given in Ref. [20].

Ref. [21] o�ers an account of the history of the Tevatron.

The accelerator complex is shown in Fig. 2.1. It consists of the pre-accelerator, a

linear accelerator (Linac), the Booster synchrotron, the Main Ring, the antiproton

source, and �nally, the Tevatron. The operation of all of the accelerators exploits

simple principles of electrodynamics. First, the energy of a charged particle is
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increased by applying an electric �eld along its trajectory. Second, particles are

steered by applying a magnetic �eld in the plane normal to the trajectory, causing

them to change direction and thereby maintain the desired orbit [22].

2.1.1 The Accelerators

The acceleration cycle begins in the pre-accelerator [20], shown at the top of

Fig. 2.1. Here, hydrogen gas is converted to negatively charged hydrogen ions

(H�) in a magnetron surface-plasma source [20, 23]. An electric �eld, pulsed at a

rate of 15 Hz, extracts ions from the source and accelerates them to 18 keV. Mag-

nets bend the beam through a right angle to �lter out unwanted particles. Next,

an electrostatic accelerator, the high voltage for which is produced by a Cockcroft-

Walton generator, boosts the energy of the ions to 750 keV. The H� ions are then

injected into the linear accelerator, or Linac.

The Linac [20] consists of a series of drift tubes with �eld gaps between them.

Radio-frequency (RF) electromagnetic �elds are present in these gaps. Particle

injection into the Linac is synchronized with the RF oscillations so that the H�

ions are in the gaps when the �eld is in the accelerating direction, and in the tubes

(shielded from the �eld) when the �eld is in the reverse direction. In addition, the

time variation of the RF �eld strength is exploited to minimize the momentum

spread of the beam. Particles traveling faster than the average particle arrive in

the �eld gap early, when the �eld is small, and consequently, they receive a smaller

accelerating \kick." Similarly, slower particles arrive late and receive a larger than

average kick from the �eld. At the end of the Linac, the H� ions pass through

a carbon foil, which strips o� their electrons, leaving bare protons to continue

through the acceleration cycle. The energy of the beam at the end of the Linac

was 200 MeV until Fall, 1993, when a section of the Linac was replaced. This
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upgrade increased the beam energy to 400 MeV [20].

The remaining accelerators are all synchrotrons. In these circular accelerators,

magnetic �elds steer the charged particles in closed orbits, while RF �elds at certain

points around the ring accelerate them. By increasing the magnetic �eld strength

synchronously with the increasing particle energy, synchrotrons are able to keep

the particles in orbit throughout the acceleration cycle. The maximum energy of

a synchrotron is limited by its radius and maximum magnetic �eld [22].

At Fermilab, protons from the Linac are injected into the Booster [20], which

is a synchrotron 151 meters in diameter. Here, the protons are accelerated to an

energy of 8 GeV in a process that takes about 33 milliseconds.

At the end of the Booster cycle, the protons are transferred to the Main Ring

[20], a synchrotron that is 2000 meters in diameter. Until 1983, the Main Ring was

Fermilab's most powerful accelerator, delivering proton beams with a maximum

energy of 400 GeV to an array of �xed-target experiments [21]. Now the Main

Ring is used for the production of antiprotons and as an injector for the Tevatron.

The Tevatron, which shares the tunnel with the Main Ring, is also a syn-

chrotron. Its beam pipe is located about 2 feet below the Main Ring beam pipe.

Special overpasses for the Main Ring have been placed at the B� and D� in-

teraction regions to allow space for the detectors. Unfortunately, the height of

the overpass at D� is only 89 inches, so the Main Ring passes through the outer

sections of the D� calorimeters. The consequences of this will be discussed below.

While the Tevatron is no larger than the Main Ring, its magnets have super-

conducting coils cooled to liquid helium temperature [24]. These magnets generate

much larger �elds than the conventional magnets used in the Main Ring, so that

beams with higher energies can be contained in the Tevatron orbit. At present,

the standard operating energy is 900 GeV.

The Tevatron can be used as a source of high-energy proton beams for �xed-
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target experiments. In this mode, protons are accelerated, then extracted as in-

dicated in Fig. 2.1. It can also be used as a proton-antiproton collider. Because

protons and antiprotons have the same mass but opposite charge, only one set of

magnets and RF cavities is needed to steer and accelerate the two counter-rotating

beams.

2.1.2 Antiproton Production and Storage

Antiprotons for the Tevatron collider are created by directing a 120-GeV beam of

protons from the Main Ring onto a nickel or copper target disk. For every 1012

protons that strike the target, about 107 antiprotons are produced [20]. They pass

through a cylindrical piece of lithium in which a large electric current produces a

focusing magnetic �eld that collimates the beam of outgoing particles.

Next, a spectrometer magnet selects antiprotons with an energy of 8 GeV.

These antiprotons enter the Debuncher [20], which is, roughly speaking, a trian-

gular storage ring. Here, the antiprotons are steered in closed orbits that have

three straight sections. RF �elds are applied to reduce the momentum spread

of the beam, which increases the beam's temporal spread. At the same time,

the transverse dimension of the antiproton beam is reduced through \stochastic

cooling" [20]. The antiprotons are then transferred to the Accumulator, a some-

what smaller storage ring that shares the tunnel with the Debuncher, and merged

with the existing stack. The debunching and cooling procedures continue in the

Accumulator.

2.1.3 Collider Operation

In its collider mode, the Tevatron is operated as a storage ring, in which beams are

accelerated to their maximum energy, then allowed to continue to circulate and
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collide for many hours before they are removed and the process started over again

[22].

In preparation for a \store" [20], protons are injected into the Main Ring,

accelerated to 150 GeV, and transferred to the Tevatron. Six bunches, each of

which contains typically 120 � 109 (\Run Ia") to 230 � 109 (\Run Ib") protons,

are injected into the Tevatron in this way. Then a fraction of the antiprotons

are transferred from the stack in the Accumulator to a counterclockwise orbit in

the Main Ring. Like the protons, the antiprotons are accelerated to 150 GeV

and transferred to the Tevatron. Six antiproton bunches, each of which typically

contains 30 � 109 (Run Ia) to 55 � 109 (Run Ib) particles, are injected. After all

the bunches have been injected, they are accelerated to 900 GeV. Then focusing

magnets are used to minimize the transverse size of the beams at the centers of the

D� and CDF detectors and to bring the two beams into collision. Electrostatic

separators are used to increase beam lifetimes by reducing the rate of interactions

at other points in the ring. The beams continue to circulate and collide for up to 20

hours, while stacking operations continue in the Main Ring and in the antiproton

source, replenishing the supply of antiprotons in preparation for the next store.

2.1.4 Luminosity

The interaction rate in a collider experiment depends on the intensity of the beams.

We measure the instantaneous \luminosty" (L) of colliding beams by measuring

the interaction rate (R) for a process whose cross section (�) is well known. L can

be determined from the de�ning relation R = �L. The total number of interac-

tions observed is just the time integral of R, which is proportional to
R Ldt. This

quantity, the time-integrated luminosity, is the standard measure of the amount

of data recorded by a colliding-beam experiment. It is reported in events per unit
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cross section, often denoted just by pb�1 (e.g., 10 events per picobarn of cross

section is usually cited as 10 pb�1) [22].

D� collected data during two running periods of the Tevatron: Run Ia, which

lasted from May, 1992, to May, 1993, and Run Ib, which began in December,

1993, and ended in July, 1995. For Run Ia, the data correspond to an integrated

luminosity of about 13 pb�1, and for Run Ib, to about 80 pb�1. All of the data

from Run Ia and the �rst 45.3 pb�1 of the data from Run Ib will be used in this

search.

2.2 The D� Detector

The D� detector, shown in Fig. 2.2, consists of three major subsystems: the inner

tracking system, made of drift chambers and a transition radiation detector; the

uranium/liquid-argon calorimeters; and a muon tracking system surrounding the

calorimeters. The detector is described in detail in Ref. [25].

The D� detector was designed to be a general-purpose tool for the study of pp

collisions at
p
s = 1:8 TeV, with a view toward testing the Standard Model and

searching for new phenomena. The physics goals that motivated the design of D�

included precision measurements of the mass and width of theW boson, and of the

production and decays ofW and Z bosons; studies of jet cross sections and other jet

production characteristics, and measurement of the coupling constant of QCD (�S);

discovery and measurement of the mass and decay properties of the top quark; and

searches for evidence of new physics, including supersymmetry, technicolor, and

quark or lepton compositeness [26]. In all of these studies, the important signals

correspond to production of jets, charged leptons, and neutrinos. Therefore, D�

was designed to detect and measure the energies of jets, electrons, and muons with

good resolution, and to determine the missing transverse energy (see Sec. 2.2.1)
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in events, from which the presence of neutrinos can be inferred. Consequently,

the design emphasizes good calorimetry over most of the 4� solid angle, electron

identi�cation and separation from a background of pions and photons, and muon

detection.

Many general-purpose collider detectors use a solenoid to produce a magnetic

�eld in the central tracking volume in order to measure the momenta of charged

particles [12]. D� has no magnetic �eld in the central region. This design choice

makes it possible to have a compact calorimeter that covers the maximum solid

angle, unobstructed by the coils or supports of a magnet. It was expected that,

for high energies, the resolution from the calorimetry would be better than the

momentum resolution achievable using a reasonable (several tesla) magnetic �eld.

Furthermore, the ability to detect and measure jets with large transverse energy

is enhanced by the absence of a �eld, which causes the paths of the charged com-

ponents to diverge from the production axis of the jet [26, 27].

The D� detector rests on a support platform that provides space for much of

the front-end electronics and for services for the power, gas, and cryogenic systems

[25]. The platform is moveable so that the detector can be rolled in and out of the

position of the beam. An articulating bridge carries the cables from the detector

elements to a moveable counting house, which travels with the detector platform

in order to minimize the lengths of the cables. This counting house contains the

digitizing electronics for the detector signals and the electronics for the Level 1

trigger system. It is far enough from the beam path that it can be accessed during

data taking.
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2.2.1 Coordinate System and De�nitions

We de�ne the standard D� coordinate system [25] as a right-handed coordinate

system, with origin at the center of the detector. The z axis is along the direction

of the proton beam, and the positive y axis points upward. It is often convenient

to use cylindrical or spherical polar coordinates, with the azimuthal (�) and polar

(�) angles de�ned in the standard way: � is zero along the positive x axis and �=2

along the positive y axis, while � is zero along the positive z axis.

A useful variable is the rapidity, y � 1
2
ln E+pz

E�pz
. A Lorentz boost in the z

direction changes y by an additive constant [7, 28]. When E � m, y can be ap-

proximated by the pseudorapidity � � � ln(tan �
2
). Because of its Lorentz trans-

formation properties, � is often used instead of the polar angle �.

Two other useful variables are the transverse momentum, pT �
q
p2x + p2y, and

the transverse energy, ET �
q
E2 � p2z. Both of these are invariant under boosts

in the z direction. When E � m, we can approximate ET = pT = E sin �.

In pp collisions, the interacting partons have negligible transverse momenta, and

therefore the total pT in the �nal state should be approximately zero. We de�ne

the \missing" pT as the pT vector that would make the �nal momenta sum to zero

in the transverse plane. This vector can be associated with any non-interacting

neutrino, and because m� � 0, it is more commonly called the missing ET , or E/T .

2.2.2 Tracking of Charged Particles

The central tracking system is shown in Fig. 2.3. In the central region (45� <

� < 135�), charged particles are tracked using an inner Vertex Drift Chamber,

followed by a transition radiation detector and central drift chambers. Forward

drift chambers, in the plane perpendicular to the beam pipe, extend coverage to

� � 5�.
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Figure 2.3: Central tracking chambers viewed in the r-z plane. The interaction
point is in the center of the �gure.

The central tracking system relies on use of drift chambers. Before describing

the D� tracking chambers in detail, we will review the principles of drift chamber

operation.

Drift Chamber Principles

When a charged particle with su�cient energy passes through matter, it can ionize

atoms along its trajectory. A drift cell consists of a gas-�lled volume that serves

as an ionizing medium for passing charged particles. A uniform electric �eld is

applied to most of the sensitive region so that the ionization electrons drift at con-

stant velocity toward the positive electrode, which is typically a thin wire oriented

transversely to the particle's trajectory and held at high voltage. Very near this

electrode, the electric �eld becomes so intense that the ionization electrons acquire

enough energy to create more electron-ion pairs, thereby producing an avalanche.
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This fast negative charge is collected on the anode wire and detected as a current

pulse. Ignoring the brief time of the avalanche, the time of arrival of this signal

can be compared to an appropriate reference time to determine the distance of the

original charged particle from the wire [29].

Drift chambers consist of planes of drift cells with their sense wires aligned

relative to one another. These anode planes can be separated by cathode foils or

by planes of cathode wires. Additional wires are usually needed in these chambers

to maintain the desired degree of uniformity of the �eld throughout the drift region

[29].

A drift chamber provides position information in one direction. To determine

the position in the other direction, there are several possibilities. A second chamber

may be used, with its sense wires rotated by some angle relative to the �rst. This

is not always practical given the available detector volume, so other techniques

are sometimes used. Many of these involve image charges or the response of the

positive ions produced in the gas [29]. The D� drift chambers employ several

techniques for measuring the longitudinal coordinate. These will be described

below for each detector.

Vertex Drift Chamber

The Vertex Drift Chamber (VTX) [25, 30, 31, 32] consists of a set of three layers of

axial drift chambers. The innermost chamber is divided into 16 azimuthal sectors;

the other two are divided into 32 sectors each. As shown in Fig. 2.4, each layer

is o�set in � from the previous layer in order to improve the position resolution.

Each sector has eight sense wires spaced radially. Adjacent sense wires are o�set

by �100 �m to resolve the left-right ambiguity within each cell.

In the original design of the VTX, track coordinates along the beam direction
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Figure 2.4: End view of the Vertex Drift Chamber, showing the cell structure.
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were to be determined using helical cathode pads [33]. Unfortunately, this system

could not be made to work, and instead, coordinates along the beam direction

are determined using charge division, which exploits the resistivity of the readout

wire. Both ends of each sense wire are read out, and the ratio of charges is used

to determine the z coordinate. This technique works well if the cell occupancy is

small; however, this is not the case for interactions at the Tevatron. Consequently,

the VTX has poor resolution (1.5 cm) in z.

The drift gas, a mixture of CO2 and ethane, was chosen because it provides

optimal spatial resolution and ability to distinguish two tracks which are close

together. The chamber has a resolution of approximately 50 �m in the transverse

drift direction [25].

Other parameters for the VTX chamber are given in Table 2.1.

Transition Radiation Detector

Outside of the Vertex Drift Chamber is the Transition Radiation Detector (TRD),

designed to distinguish electrons from pions. This device exploits the fact that

highly relativistic particles (
 > 103, where 
 = E=m is the Lorentz factor) emit

X-rays when they cross a boundary between two materials with di�erent dielectric

constants [35, 36]. The intensity of these X-rays is sharply peaked in the forward

direction (at an angle � � 1=
) and proportional to 
 [37]. Electrons of a given

energy will have much larger 
 than pions of the same energy, and the di�erence in

transition radiation produced in a suitable stack of foils can be used to distinguish

the two. Other more massive particles produce essentially no X-rays at these

transitions.

The TRD at D� [25, 38, 39] has three layers. Each layer consists of a section

in which X-rays are produced, followed by a radial drift chamber in which they
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Table 2.1: Parameters of the Vertex Drift Chamber [25, 33, 34].

Active length 90.6 cm, 106.6 cm, 116.8 cm
Inner radius 3.7 cm
Outer radius 16.2 cm

Number of layers 3
Number of cells per layer 16, 32, 32
Number of sense wires per cell 8
Sense wire separation 4.57 mm (r), with 100 �m stagger (�)
Total number of sense wires 640
z coord. measurement Charge division

Sense wire composition 25-�m NiCoTin, 80 g tension
Sense wire voltage +2.5 kV
Field wire composition 152-�m Au-plated Al, 360 g tension
Average drift �eld � 1 kV/cm
Gas used CO2 (95%) + ethane (5%) + H2O
Pressure 1 atm
Drift velocity 7.3 �m/ns
Maximum drift distance 1.6 cm
Gas gain at sense wire 4� 104

Resolution � 50 �m (r-� plane), 1.5 cm (z)
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are detected. Each radiator section consists of a stack of 393 polypropylene foils

in a volume �lled with nitrogen gas. The foils are 18 �m thick, and the gaps are

typically 150 �m. X-rays are produced at each interface.

The X-rays are detected at the end of each stack of foils using a xenon/methane-

�lled drift chamber with a radial electric �eld. The X-rays liberate atomic electrons

in the �rst section of the drift chamber. These can ionize further and drift radially

outward to the ampli�cation stage, where they are detected using sense wires

parallel to the beam axis. The �rst two layers of the TRD have 256 sense wires

each, spaced uniformly in �; the third layer has 512 sense wires, but these are read

out in pairs. In each layer, the cathode is segmented into 256 helical strips that

are read out and used to determine the z coordinate of each energy cluster.

The total energy observed in a cluster re
ects whether the source is an electron

or a hadron. However, it is more useful to consider a likelihood function for the

distribution of deposited energy among the three layers of the TRD. Using such

a function, the TRD achieves 50:1 electron to pion rejection, for 90% electron

identi�cation e�ciency [25].

Central Drift Chamber

The Central Drift Chamber (CDC) [25, 31, 40, 41, 42] surrounds the TRD. It

is made of drift cells arranged in a series of four radial layers, each of which is

segmented into 32 azimuthal cells. Three of these cells are shown in Fig. 2.5. Each

cell has seven sense wires spaced radially, with adjacent wires staggered in � by

�200 �m to eliminate the left-right ambiguity within the cell. To provide increased

azimuthal position resolution and ability to distinguish two nearby tracks, each

layer is o�set by half of the azimuthal angle subtended by each cell.

Delay lines are used to determine the axial coordinates of the tracks. These are



35

Figure 2.5: End view of the Central Drift Chamber, showing the modular geometry.
Three of 32 cells are shown in the �gure.

coils wound on carbon �ber epoxy cylinders that are embedded in the inner and

outer cell walls and aligned with the sense wires. The nearest sense wires induce

signals on the delay lines, which are read out at both ends. The di�erence between

arrival times of signals at the two ends yields a determination of the z coordinate.

Several parameters characterizing the CDC are given in Table 2.2. Under the

described operating conditions, the resolution of the CDC is about 150 �m in the

drift direction, and 3.5 mm along the beam direction [25].

Forward Drift Chambers

Vertex chambers and TRDs are not used in the forward and backward regions

because they o�er little bene�t in exchange for degradation they produce in calori-

metric coverage. Here, tracking information is provided by Forward Drift Cham-

bers (FDC) [25, 31, 43, 44] oriented in the plane perpendicular to the beam axis

and con�gured to measure the polar angle (�) and azimuth (�) of tracks.
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Table 2.2: Parameters of the Central Drift Chamber [25, 33, 34].

Active length 179.4 cm
Inner radius 51.8 cm
Outer radius 71.9 cm

Number of layers 4
Number of sectors per layer 32
Number of sense wires per cell 7
Sense wire separation 6.0 mm (r), with 200 �m stagger (�)
Total number of sense wires 896
z coord. measurement Delay lines
Number of delay lines 256 (2 per cell)

Sense wire composition 30-�m Au-plated W, 110 g tension
Sense wire voltage + 1.5 kV (inner) { +1.5 kV (outer)
Field wire composition 125-�m Au-plated CuBe, 670 g tension
Average drift �eld 620 V/cm
Gas used Ar(92.5%)-CH4(4%)-CO2(3%) + H2O(0.5%)
Pressure 1 atm
Drift velocity 34 �m/ns
Maximum drift distance 7 cm
Gas gain at sense wire 2 (inner) {6 (outer) �104

Resolution 150 �m (r-� plane), 3.5 mm (z)
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Figure 2.6: Exploded view of one set of Forward Drift Chambers.

Each FDC consists of two � modules with wires oriented transversely to the

beam to measure �, and one � module with wires running radially outward from

the beam pipe to measure �. An exploded view of one set of these chambers is

shown in Fig. 2.6, indicating the cell structure of each chamber.

Each � module is made of four identical sectors. In each sector, there are six

drift cells at di�erent distances from the beam pipe. Each cell has eight sense wires

along z. Like the wires in the CDC, these are staggered to remove the left-right

ambiguity within the cells. Each cell also has one delay line, similar to the CDC

delay lines. The two � modules are rotated by 45� in � with respect to each other,

in order to provide optimal resolution.
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The � module has 36 azimuthal sectors. Each sector is a drift cell with 16

radial sense wires spaced along z. Once again, successive wires are staggered to

remove the left-right ambiguity within the cell.

Table 2.3 lists several parameters for the FDC. The overall resolution in this

region is 200{300 �m.

2.2.3 Calorimeters

The calorimeters, shown in Fig. 2.7, provide the only means of measuring the ener-

gies of electrons, photons, and jets. The calorimeters use liquid argon as the active

medium, and must therefore be housed in cryostats. Three cryostats|one central

and two endcaps|are used in order to allow access to the central tracking cham-

bers, as shown in Fig. 2.7. In both the central and endcap regions, the calorimeter

is divided into three longitudinal sections: electromagnetic, �ne hadronic, and

coarse hadronic. To minimize e�ects from uninstrumented material located be-

tween the cryostats, special devices have been designed to measure energy in the

inter-cryostat region. Before describing the calorimeters in more detail, we will

review the basic principles of calorimetry as applied in high-energy physics.

Principles of Calorimetry

A calorimeter is any instrument designed to measure the energy of an elemen-

tary particle by transforming that energy into a measurable quantity through the

particle's interactions with matter [45]. Di�erent particles interact di�erently, but,

except for high-energy muons, the particle energies can be measured with a suitable

calorimeter.

High-energy electrons interact with matter primarily through bremsstrahlung,

in which the electron radiates photons. When these secondary photons have enough
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Table 2.3: Parameters of the Forward Drift Chambers [25, 33, 34].

� �
z interval 104.8{111.2 cm 113.0{127.0 cm

128.8{135.2 cm
Inner radius 11 cm 11 cm
Outer radius 62 cm 61.3 cm

Number of cells per layer 4 quadrants, 6 cells each 36
Number of sense wires per cell 8 16
Sense wire separation 8 mm (z), 200 �m stagger
Total number of sense wires 384/FDC 576/FDC
Long. coordinate measurement Delay lines
Number of delay lines 48/FDC (1 per cell)

Sense wire composition 30-�m Au-plated W, 50{100 g tension
Sense wire voltage +1.55 kV +1.66 kV
Field wire composition 163-�m Au-plated Al, 100{150 g tension
Average drift �eld 1.0 kV/cm 1.0 kV/cm
Gas used Ar(92.5%)-CH4(4%)-CO2(3%)

+ H2O(0.5%)
Pressure 1 atm 1 atm
Drift velocity 37 �m/ns 40 �m/ns
Maximum drift distance 5.3 cm 5.3 cm
Gas gain 2.3{5.3 �104 3.6 �104

Resolution (drift direction) 300 �m 200 �m
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Figure 2.7: Cutaway view of the calorimeters.

energy, they produce electron-positron pairs, which in turn can radiate more pho-

tons. These processes produce a shower of electromagnetically interacting particles.

When the initial particle is a photon, a similar shower will be generated, beginning

with pair production by the incident photon. The secondary particles can inter-

act via the photo-electric e�ect, Compton scatter, or simply ionize the intervening

material. The shower continues to develop and deposit energy until the remaining

particles have too little energy to produce new electron-positron pairs, at which

point the remaining energy is deposited via ionization in the material [22, 46].

For any absorber, the energy loss in a length �x through electromagnetic pro-

cesses can be characterized as �E = �E�x=X0, where X0 is the radiation length

of the absorber. The radiation length can be approximated (in units of g/cm2) by

X0 ' 180A=Z2, where Z is the mean atomic number and A is the mean number

of nucleons [22, 46].
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The summed length of all the charged-particle tracks in an electromagnetic

shower is found to be essentially proportional to the energy of the incident particle.

One can therefore obtain a crude measurement of the incident particle's energy

by counting the number of particles produced in the shower. A more precise

measurement can be made by measuring the ionization energy deposited in the

absorber medium, which is proportional to the summed charged-track length [22].

Hadrons induce similar showers in matter, but only a part of their energy is

deposited in the form of electromagnetic interactions. This is because hadrons can

interact with atomic nuclei, and up to 40% of the incident hadron's energy can be

expended in releasing nucleons from their bound state. In addition, hadronic show-

ers can produce secondaries such as pions, kaons, or charm particles that decay

to muons and neutrinos that escape the calorimeter. As opposed to electromag-

netic interactions, energy loss in such processes cannot be measured precisely for

individual hadrons because the fraction of energy lost in hadronic interactions is

subject to large 
uctuations in the mix of secondary kinds of collisions and types

of produced particles. Consequently, the energy resolution for hadrons is degraded

relative to that for electromagnetically interacting particles [45]. The electromag-

netic vs. hadronic response of a calorimeter can be characterized by measuring the

response to electrons and to pions of known energies. When the ratio (e=�) of

the responses is close to unity, the calorimeter is less sensitive to 
uctuations in

hadronic showers, and hadronic energy resolution becomes optimal [45].

Energy loss in a hadronic shower is characterized by the nuclear absorption

length (�A), which re
ects the hadron-nuclear interaction cross section and varies

for di�erent materials approximately as A1=3 [46]. A good calorimeter must have

a su�cient thickness of absorber to contain the full shower. Otherwise, energy

will escape unmeasured, leading to large 
uctuations in energy deposition and

poor resolution. Containing an electromagnetic shower requires about 20 radiation
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lengths (X0) of material; containing hadronic showers requires 5-10 absorption

lengths (�A), depending on the energy of the hadron [22]. For most materials,

�A and X0 are quite di�erent. For instance, uranium has X0 � 0:32 cm and

�A � 10:5 cm, while for beryllium the two are comparable (X0 � �A � 35 cm)

[7]. As a result, electromagnetic showers in uranium will end well before hadronic

showers reach their maximum. This property is useful in distinguishing between

electromagnetically interacting particles and hadrons.

Obviously, a calorimeter must be able to measure the produced ionization.

One technique is to choose an absorber material that also provides a detectable

signal. Such calorimeters are called \homogeneous." NaI crystals, lead-glass, and

scintillators are commonly used absorbers for homogeneous calorimeters. These

calorimeters provide high resolution; however, their long interaction lengths make

them impractical for use as hadronic calorimeters in high-energy collider experi-

ments [46].

The alternative is to use a \sampling" calorimeter. These devices consist of

layers of a dense, inactive absorber sandwiched between layers of active material.

The shower is sampled as it passes through the active layers by measuring the

ionization produced in that region. Much of the energy is lost in the absorber

layers, but the energy of the incident particle can be determined because it is

essentially proportional to the amount deposited in the active region [45].

The resolution of a calorimeter is inherently limited by 
uctuations in the num-

ber of charged particles in a shower. The signi�cance of these 
uctuations decreases

as the energy of the incident particle increases, which means that the energy reso-

lution of a calorimeter improves with increasing energy. Sampling calorimeters are

subject to additional 
uctuations due to the fact that only a fraction of the inci-

dent particle's energy is measured [46]. This is a particularly important concern

when the e=� response is not close to unity.
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However, for a sampling calorimeter, it is possible to improve the e=� ratio by

choosing an absorber (or active material) that compensates for the unmeasured

hadronic energy. For instance, the hadronic energy response may be increased by

using depleted uranium (238U) as the absorber. Slow neutrons will induce �ssion in

some of the uranium nuclei, yielding additional energy in the form of soft photons

and MeV neutrons. The e�ect is to increase the measurable component of the

hadronic shower [45]. This compensation can reduce e=� nearly to unity and

thereby improve the hadronic energy resolution. Nevertheless, the resolution is

still not as good as for electromagnetic showers [45, 47]. For the above reasons,

depleted uranium is the absorber in most of the D� calorimetry. In fact, it is used

in all but the coarse hadronic sections, where, for �nancial and mechanical reasons,

stainless steel or copper is employed.

Calorimeter Cells

The D� calorimeters [25, 48, 49, 50, 51] consist of plates of absorber material

alternating with active regions, as shown schematically in Fig. 2.8. The active

regions are spaces �lled with liquid argon, which is ionized by the passage of the

charged particles in a shower. In the center of each argon gap is a signal board.

The absorber plates are grounded, and a high voltage is applied to the resistive

coats on the signal board. Any ionization charge in the gap 
ows toward the signal

board, where it induces an image charge on the inner conductor (pads) that can

be read out. To reduce the number of readout channels, several cells at successive

longitudinal depths are ganged together and read out as one. The D� calorimetry

is read out in four longitudinal electromagnetic and three hadronic layers.

The signal boards are segmented into readout pads of �� = 0:1, �� = 2�=64 �
0:1, with the exception of the third electromagnetic layer in both the central and
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Figure 2.8: Sketch of a unit cell in the calorimeter.

end calorimeters, which have a segmentation of �� = 0:05, �� = 2�=128 � 0:05 to

allow �ner transverse sampling near the electromagnetic shower maximum. Also,

the region in the endcaps for j�j > 3:2 employs larger pad sizes because the spatial

segmentation is far smaller than warranted by the typical transverse size of a

shower. The centroids of successive longitudinal cells form projective towers in

�-�. This tower structure is shown for one quadrant of the calorimeter in Fig. 2.9.

Performance of the calorimeters was studied extensively in a test beam us-

ing particles of a wide range of energies. The energy resolution for electrons and

photons is �=E � 16%=
p
E � 0:4%, where E is measured in GeV and the sym-

bol � indicates addition in quadrature. For individual hadrons, the resolution is

50%=
p
E � 3% [52].
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Figure 2.9: Calorimeter quadrant, showing the transverse and longitudinal seg-
mentation. The shading indicates cells that comprise the pseudoprojective readout
towers.
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Central Calorimeter

The Central Calorimeter (CC), which provides coverage for j�j up to about 1.0,

surrounds the central tracking system. As Fig. 2.7 indicates, it is divided into

electromagnetic, �ne hadronic, and coarse hadronic sections. The electromagnetic

section uses depleted-uranium absorber with plate thickness of 3 mm. The plates

in the �ne hadronic section are made of uranium-niobium (2%) alloy and are 6 mm

thick. The coarse hadronic section, intended to detect energy leakage, has copper

plates that are 46.5 mm thick.

The calorimeter construction is modular, with 32 azimuthal electromagnetic

modules positioned in a ring around the drift chambers, followed by 16 azimuthal

�ne-hadronic modules and �nally, 16 azimuthal coarse-hadronic modules. Each

module is constructed in the shape of a cylindrical wedge running the full length of

the CC volume. This minimizes gaps in the calorimetric coverage. The successive

layers of modules are o�set in � so that no outgoing particle encounters more than

one intermodular gap. There is a hole in one of the coarse hadronic modules at

the top of the CC to allow passage of the Main Ring beam pipe.

Several parameters for the Central Calorimeter are summarized in Table 2.4.

(The sampling fraction refers to the mean percentage of deposited energy that is

sampled by the active medium.)

End Calorimeters

The End Calorimeters (EC) extend the coverage to j�j � 4. As in the CC, the

absorbers in the electromagnetic and the �ne hadronic modules are, respectively,

depleted uranium and uranium-niobium alloy. The absorber in the coarse hadronic

modules is stainless steel.

Each EC has one electromagnetic module (ECEM), followed by one �ne (IFH)
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Table 2.4: Parameters of the Central Calorimeter [25, 33, 34].

EM FH CH
j�j range 0{1.2 0{1.0 0{0.6
Absorber U U-Nb Cu
Absorber thickness (mm) 3 6 46.5
LAr gap width (mm) 2.3 2.3 2.3

Number of modules 32 16 16
Number of cells per module 21 50 9
Cells per readout layer 2,2,7,10 20,16,14 9
Total readout cells 10,368 3000 1224

Total radiation lengths (X0) 20.5 96.0 32.9
Total absorption lengths (�A) 0.76 3.2 3.2
Sampling fraction (%) 11.79 6.79 1.45

and one coarse (ICH) hadronic module, which form the inner ring. These modules

are cylindrical, with a hole in the center for the beam pipe. There are no through-

going cracks in the absorber plates. Sixteen more �ne hadronic modules (MFH),

each followed by a coarse hadronic module (MCH), form a ring around the inner

hadronic section. Outside this ring is another ring, consisting of 16 coarse hadronic

(OCH) modules. The OCH plates are positioned at an angle of 60� to the beam

axis, as shown in Fig. 2.9, to preserve near-normal particle incidence. As in the

central calorimeter, the OCH modules are rotated in � with respect to the MFH

and MCH modules to eliminate projective cracks. One of the OCH modules has a

hole to allow passage of the Main Ring beam pipe.

Parameters for these modules are summarized in Table 2.5.
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Table 2.5: Parameters of the End Calorimeters [25, 33, 34].

EM IFH ICH MFH MCH OH
j�j range 1.3{3.7 1.6{4.5 2.0{4.5 1.0{1.7 1.3{1.9 0.7{1.4
Absorber U U-Nb SS U-Nb SS SS
Abs. thickness (mm) 4 6 6 6 46.5 46.5
LAr gap width (mm) 2.3 2.1 2.1 2.2 2.2 2.2

Number of modules 1 1 1 16 16 16
Cells per module 18 64 12 60 14 24
Cells/readout layer 2,2,6,8 16 14 15 12 8
Total readout cells 7488 4288 928 1472 384 + 64 + 896

Total X0 20.5 121.8 32.8 115.5 37.9 65.1
Total �A 0.95 4.9 3.6 4.0 4.1 7.0
Sampling fract. (%) 11.9 5.7 1.5 6.7 1.6 1.6

Inter-Cryostat Region

The regions between the CC and EC contain substantial amounts of uninstru-

mented material, such as the cryostat walls, in which energy can be lost, leading

to poor resolution in jet energy and missing transverse energy (E/T ). To compensate

for this, energy is sampled in the space between the cryostats by an Intercryostat

Detector (ICD), which covers the region 0:7 < j�j < 1:4. Each ICD consists of

a set of scintillator tiles, segmented in � and � to match the calorimeters. The

scintillator light is piped via wave-shifting �bers to photomultiplier tubes mounted

behind the scintillator tiles. In addition, \Massless Gap" modules, so named be-

cause they include little absorber material, have been placed in both the CC and

EC cryostats to sample energy deposition in these regions. These modules consist

of single calorimeter cells, segmented in � and � to match the calorimeter modules.

But there is no absorber; instead, plates of copper-clad G10 provide the ground



49

planes for the cells. The ICD and massless gap modules can be seen in Fig. 2.9.

These features improve the energy and E/T resolution of D� [53].

2.2.4 Muon Detection

The muon system [25, 54, 55, 56] surrounds the calorimeters, as shown in Fig. 2.2

and Fig. 2.10. Muons pass through the calorimeter with minimal energy loss, so

their momentum as well as their location must be determined by the muon tracking

system. This is accomplished using a magnetic �eld inside the iron toroids of the

muon system. Planes of drift tubes placed before and after the magnet determine

the incident and �nal trajectories of each muon and thereby the momentum from

the bend angle of the track.

Because the total depth of the material between the interaction point and outer

muon chambers is so large, as shown in Fig. 2.11, it is highly unlikely that hadrons

will punch through all the absorber and be misidenti�ed as muons. Hence, the

iron toroids also serve as hadron absorbers to stop any particles other than muons

that penetrate the calorimeter.

The muon system has �ve toroids: one central toroid (CF), covering j�j < 1,

two end toroids (EF), covering 1 < j�j < 2:5, and two small-angle (SAMUS)

toroids, which extend coverage to j�j = 3:6. These toroids are shown in Fig. 2.10.

The Wide-angle Muon System (WAMUS) consists of three layers of drift tubes

in both the CF and EF regions. These layers are labeled in Fig. 2.10. The A layer,

inside the toroid, has four planes of tubes. Used in conjunction with information

from the central tracking system and the calorimeter, the A layer determines the

initial trajectory of each muon. The B and C layers are located outside of the

toroids and are used to determine the �nal trajectory of each muon. Each of these

layers consists of three planes of drift tubes. The structure of drift tubes in the B
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Figure 2.10: Elevation view of the D� detector, showing the muon toroids and
drift chambers.
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Figure 2.11: Interaction lengths of material (�A) as a function of rapidity.

and C layers is shown in Fig. 2.12; the A layer is similar, but has four planes of

tubes instead of three. The relative o�set between the planes provides resolution

of the left-right ambiguity in each cell.

The drift tubes are oriented so as to provide the best possible measurement of

the coordinate in the bend plane of the muon tracks. This is crucial for the mo-

mentum measurement. The longitudinal coordinate in each drift tube is measured

using a diamond-shaped cathode pad. The diamond pattern is shown in Fig. 2.13.

Both the inside and outside parts of this pattern are read out separately, and the

ratio of these signals determines the position modulo the half-wavelength of the

pattern (about 30 cm). A crude measurement of the longitudinal coordinate, based

on the di�erence between the arrival times of the signals at each end of the sense

wire, su�ces to resolve this ambiguity.

The components of the Small-angle Muon System (SAMUS) are also shown

in Fig. 2.10. The design is similar to that of WAMUS, but smaller cylindrical
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Figure 2.12: Cross section of WAMUS drift tubes. The sense wires are indicated
by �. In this view, the diamond-shaped cathode pads are on the upper and lower
walls of each cell.

Figure 2.13: Cathode pad for a WAMUS drift cell.
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Table 2.6: Parameters of the Muon System [25, 33, 34].

WAMUS SAMUS
j�j coverage 0{1.7 1.7{3.6
Magnetic �eld 2 T 2 T
Interaction lengths (�A) � 13.4 � 18.7

Number of modules 164 6
Number of drift cells 11,386 5308
Sense wire composition 50-�m Au-plated W, 50-�m Au-plated W,

300 g tension 208 g tension
Sense wire voltage +4.56 kV + 4.0 kV
Cathode pad voltage +2.3 kV |
Gas used Ar(90%)-CF4(5%)- CF4(90%)-CH4(90%)

CO2(5%)
Drift velocity 6.5 cm/�s 9.7 cm/�s
Maximum drift distance 5 cm 1.45 cm

Resolution: bend view 0.53 mm 0.35 mm
Resolution: non-bend view 0.3 mm 0.35 mm
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drift tubes are used due to the high particle multiplicity near the beam pipe.

Longitudinal coordinates are determined by orienting some of the planes at a small

angle relative to the axis to provide stereo views.

Several parameters for the WAMUS and SAMUS systems are given in Table 2.6.

Multiple Coulomb scattering in the calorimeter and in the toroids limits mo-

mentum resolution in the system to around 20% accuracy for muon momenta up

to 50{100 GeV. Studies of Z ! �+�� events have yielded an estimate of the muon

momentum resolution: �(1=p) = 0:18(p � 2)=p2 � 0:008, where p is in GeV/c and

the symbol � indicates addition in quadrature [57].

2.2.5 Triggering and Data Acquisition

At a luminosity of 5� 1030 cm�2s�1, non-di�ractive inelastic interactions occur in

the Tevatron at a rate of about 150 kHz [25]. Recording of events to disk using

the D� data logger is limited to a rate of about 3 Hz. Therefore, a multilevel

triggering system, with increasing sophistication at each level, is required to select

the most interesting events. A brief description of the trigger and data acquisition

systems is presented below. More detail can be found in Refs. [25] and [34].

Level 0

Selection of events begins with identi�cation of inelastic events through the Level 0

trigger [25, 58, 59]. This is a hardware trigger consisting of two arrays of scintillator

hodoscopes, placed between the CC and EC cryostats. The hodoscopes provide

partial coverage for 1:9 < j�j < 4:3 and full coverage for 2:3 < j�j < 3:9. A non-

di�ractive inelastic collision is identi�ed with � 99% e�ciency by the presence

of signals in both Level 0 detectors [25]. The approximate position of the event

vertex is determined from the di�erence in arrival times of signals from the two
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hodoscopes. This information is passed to the higher levels of the trigger system.

Level 0 also serves as the luminosity monitor for D�. The Level 0 trigger rate

corresponds to the inelastic pp interaction rate of about 150 kHz.

Main Ring Veto

As has been noted, the Main Ring passes through the D� calorimeter and muon

system. Normally, during a store, the Main Ring is used for antiproton production.

The presence of beam in the Main Ring causes interactions with remnant gas, etc.,

that spray the calorimeter or muon system. Such interactions can be vetoed at

Level 1 (see below) using a special Main-Ring veto logic. In Run Ia, this was

accomplished by using clock signals from the accelerator to veto triggers when the

beam in the Main Ring passed through D�. However, this led to unacceptably

large (up to 25%) dead times; hence, for Run Ib, a more e�cient veto scheme was

developed [60], using both passive and active criteria for determining when to veto

events, as described below.

Passive veto terms include the MRBS LOSS signal, which is set in the early

stages of the Main Ring's acceleration cycle, when losses are highest, and the

MICRO BLANK signal, which is set when the beam in the Main Ring passes

through D� in coincidence with the crossing of a Tevatron bunch. In addition,

four active veto signals were added to the trigger logic. These vetos are based on

signals detected in scintillation counters installed surrounding the Main Ring beam

pipe just outside of both ends of the D� detector. Each veto signal is activated for

a �xed time interval after a su�cient number of hits are detected in the counters.

All six of these signals are provided as inputs to the Level 1 trigger so that events

that had interactions in the Main Ring can be vetoed.
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Level 1

The process of reducing the event rate begins with the Level 1 (hardware) trigger

[25, 61, 62]. This system reduces the event rate to about 150 Hz. The Level 1

trigger framework receives information from the calorimeter and muon triggers (de-

scribed below) and from the Level 0 and Main Ring veto counters. The framework

uses a 256-term AND/OR network that allows up to 32 distinct combinations of

these inputs to be de�ned as trigger conditions. For each condition, any or all of the

input terms may be required, vetoed, or ignored. The Level 1 trigger framework

completes decisions within the 3.5-�s interval between Tevatron bunch crossings.

Certain triggers require longer times and are referred to as Level 1.5 triggers.

The Level 1 calorimeter trigger [62] sums the electromagnetic, hadronic, and

total energy in towers of �� = �� = 0:2. A hardware lookup table is used to

convert these energies to transverse energies corresponding to an interaction at

z = 0. Information from Level 0 is used to correct the ET values for the true

position of the vertex. The total scalar ET is de�ned as the sum of the ET in all

towers. The E/T is determined from the vector sum of the ET of all towers. In

addition, for Run Ib, \large tiles" were de�ned for use in jet triggers. These are

similar to the trigger towers described above, but the dimensions of a large tile

are �� � �� = 0:8 � 1:6. The total tower ET , electromagnetic tower ET , and

large tile ET are compared to programmable thresholds, and a list of towers (or

tiles) above each threshold is provided to the Level 1 framework for use in trigger

decisions. The scalar ET and E/T are also compared to programmable thresholds,

and the results are passed to the Level 1 trigger framework.

The Level 1 muon trigger [63] determines the approximate \centroid" of each hit

in the WAMUS chambers. The centroid is the half-cell that contains the most likely

location of the track. Roads obtained from hits in the B and C layers are checked
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for a possible match to centroids in the A layer. When a match is found, a signal

is passed to the Level 1 trigger framework. The full list of centroids is then sent to

the Level 1.5 muon trigger for con�rmation of the �ndings in Level 1. At Level 1.5,

all combinations of A, B, and C centroids are compared to determine whether they

correspond to muons with momenta above a programmable pT threshold. SAMUS

triggers at Level 1 and Level 1.5 have also been implemented, but the time required

for their completion can be quite long due to the presence of many hits from the

spray of particles from the Tevatron beam pipe.

When an event satis�es one or more Level 1 trigger conditions, the Level 1

framework initiates a readout of the full detector and, if necessary, initiates Level

1.5 processing. If the event fails at Level 1.5, the readout is aborted. Otherwise,

the data are passed to Level 2. The event rate into Level 2 is about 150 Hz.

Level 2

The Level 2 (software) trigger [25, 64, 65, 66] consists of a farm of 48 VAX pro-

cessors that collect and format the data for an event into zebra [67] structures

and invoke software �lters that reduce the event rate from 150 Hz to about 3 Hz

for data logging. Each processor is coupled to a multiport memory that is also

accessed by the input data cables and the output bu�er driver in order to maximize

the speed of event transfers.

When a Level 1 trigger condition is satis�ed, the signals from all detector

channels are digitized using analog-to-digital converters that are housed in approx-

imately 80 VME crates in the moveable counting house. In addition, information

from the Level 0 and Level 1 triggers is prepared for readout. Digitization of all

event information requires about 1 ms after the decision at Level 1. Each crate

then transfers its data to a high-speed data cable. Eight such cables are used, cor-
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responding, respectively, to the trigger, VTX, TRD, CDC, FDC, calorimeter (two

cables), and muon data. The readout on each cable is controlled using a token-

passing scheme to assure that no two crates simultaneously put data to the cable,

that all required crates are read out, and that the data from all crates correspond

to information for the same event [65]. The event is assigned to an idle Level 2

node. This node receives the data for the event in its multiport memory, mapping

it directly into the desired event structure.

The Level 2 �ltering code [66] consists of a number of tools that quickly recon-

struct objects such as jets, muons, and electrons from the data. Each software tool

is invoked with a set of parameters de�ning the minimum number of objects, the

minimum ET of each object, and other similar quantities. Up to 128 �lter scripts

can be de�ned, each consisting of one or more tools with speci�c values set for the

parameters. Each �lter script is associated with a speci�c Level 1 trigger and is

invoked only if this trigger condition is satis�ed. Information on the tool and �lter

results is added to the primary data located in the multiport memory.

If one or more �lters are satis�ed, a signal is sent to the output controller, which

reads out the data for the event, including the trigger and �lter information. The

data are received by the host computer and logged to bu�er disks, where �les

consisting of about 500 events are produced. These �les are written to 8-mm tape

for o�ine reconstruction and for permanent storage. The o�ine reconstruction

algorithms will be discussed in the next chapter.

Host Computer

The host computer serves many functions in the operation of D�. In addition

to data logging, the host computer provides the user interface for run control.

This interface allows the user to de�ne triggers, select a subset of the detector



59

crates to be read out, and begin and end data taking. Other processes on the host

computer permit monitoring of data in real time so that problems can be detected

quickly. In addition, the high voltage systems and other detector components are

monitored, and alarms are generated if the prescribed tolerances are exceeded.

These operations are described in detail in Refs. [25] and [34].
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Chapter 3

Particle Identi�cation

The D� detector provides information about each event in the form of digitized

electronic signals from its thousands of readout channels. From these signals, we

reconstruct the physical objects|jets, muons, electrons, and so on|that passed

through the detector. In this chapter, we present an overview of the event recon-

struction program and describe the algorithms used to reconstruct the important

objects for the search for the top quark in the all-jets channel.

3.1 Event Reconstruction

As we have said, Level 2 of the D� trigger employs software algorithms to quickly

reconstruct objects for use in trigger decisions. Because a fast decision is required,

these algorithms do not use all of the available information. For instance, some

of the detector signals are not considered at all, and information from calibration

studies of individual detector channels is not available to Level 2. Complete recon-

struction of events is performed o�ine, using a farm of processors that read the

detector data from tapes and execute the program d�reco.
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3.1.1 D�RECO

The program d�reco [68, 33, 34] reconstructs jets, muons, electrons, photons,

and E/T for each event. The results from this program are used as the starting

point for every study of physics processes at D�.

The structure of d�reco is as follows. First, detector signals are converted

to \hits." For the tracking chambers, a hit corresponds to a pulse of current of

some given height on some speci�c chamber wire. For the calorimeter, a hit is a

deposition of energy in a readout cell. In each case, to re�ne the measurements,

d�reco uses data from detector calibrations performed between stores. Next,

the hits in the central tracking chambers are used to reconstruct charged particle

tracks; these tracks are used to determine the location of the primary interaction

vertex for the event. Using this vertex, jets, electrons, photons, and E/T are re-

constructed from the energy deposited in the calorimeter. Muon trajectories are

reconstructed to determine the momentum of each muon. Information about the

reconstructed objects is stored in �les for later use in the analysis.

The results from d�reco are stored in the form of zebra [67] data structures

describing the event. For each reconstructed object, d�reco creates a zebra bank

containing the object's properties, such as energy, three-momentum components,

and production angles. Additional information that is useful for judging the quality

of the reconstruction is also included in this bank. Other information generated

by d�reco, such as the locations of hits, is stored in separate banks [68].

The output from d�reco is recorded in two forms, each containing di�erent

levels of detail. The \standard" output, or STA, includes all of the characteristics

of each reconstructed object, along with information from the Level 1 and Level 2

triggers, some of the unprocessed input data, and all of the information generated

by d�reco during the reconstruction process. The STA �les are stored on 8-mm
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tape. They can be used to reconstruct events after changes have been made to the

algorithms, or to provide all available information about individual events. The

\data summary tape," or DST, is designed so that many event records can be read

and analyzed quickly. It contains the information on all the reconstructed objects

and information from the Level 1 and Level 2 triggers, but none of the input data

and very little of the supplementary information generated by d�reco. The DSTs

are stored either on disk or on 8-mm tape [25, 68].

3.1.2 The Farm

D� uses a large farm of Silicon Graphics and IBM processors to reconstruct events

at the same rate at which they are recorded [69, 70, 71]. The farm consists of

four \server" nodes, dedicated to handling input and output operations, and 24

\worker" nodes associated with each server. The worker nodes run d�reco to

reconstruct events received from the servers. Each server node has seven 8-mm

tape drives and three \spooling" disks. This arrangement allows three input �les

to be read from tape, three �les to be processed, and three output �les to be

written to tape, all in parallel, thereby maximizing throughput on the farm. One

\job control" node coordinates activities among the servers to ensure e�cient use

of the available computing power. This node also provides access to the databases,

executable programs, and command scripts that are used by the server and worker

nodes.

The operation of the farm is as follows. Three input and three output jobs

run on each server node. Each input job copies raw data �les from tape to one of

the three spooling disks, and each output job copies completed STA �les from one

spooling disk to tape for storage. In addition, another process runs on each server

node that transfers completed DST �les from all three spooling disks to the �le
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server, which is a separate computer system that subjects the DST �les to further

processing and provides user access to data from reconstructed events.

In parallel with the input and output jobs, three processing jobs run on each

server. Each processing job is assigned to a speci�c spooling disk and is allocated

eight of the 24 worker nodes. The job transfers the data for each event in the input

�le on its disk to one of its allocated worker nodes. The worker node receives the

data for the event and reconstructs the physical objects of interest. When the

reconstruction is �nished, the processing job receives the output event records (in

STA and DST formats) and writes them to �les on its spooling disk.

The farm can process events at a rate of 2{3 per second, which matches the

rate for recording data [72].

3.2 Vertex Finding

In order to measure the polar angle (�) for reconstructed objects, we must identify

the interaction vertex for each event. Here, we brie
y describe the vertex-�nding

algorithms used by D�. More details can be found in Ref. [68].

The transverse (x-y) position of the interaction vertex is well constrained by

the small (� 40 �m � 40 �m) transverse size of the Tevatron beam in the D�

interaction region [20]. Consequently, it is not necessary to reconstruct this position

for each event. Instead, at the beginning of each store, a vertex-�nding program

is used online to determine the mean x-y position of the vertex for about 500

events with tracks in the VTX chamber. The average x-y position is recorded in

a database and used by d�reco for all events in that store. The mean position is

always quite close to the nominal center of the Tevatron beam and is stable over

stores, 
uctuating by less than 30 �m [68, 34].

The z position of the vertex is not well constrained because the Tevatron
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bunches are quite long (� 30 cm). This position must therefore be determined

for each event. This is done in d�reco using the tracks reconstructed from the

CDC. After all the tracks have been reconstructed, each track is projected into the

r-z plane and extended to its intersection with the z axis. Clusters of tracks whose

intersections with the z axis are near each other are identi�ed, and the z position

of the primary interaction vertex is determined from a Gaussian �t to the cluster

that has the largest number of tracks. If other clusters are found, their positions

are retained as additional vertexes. The resolution in the z position of the primary

vertex is � 6 mm if there are many tracks, or � 2 cm if there is only one track.

If there are no tracks in the CDC, as is the case for about 5% of events, tracks

reconstructed from the FDC are used instead to constrain the z coordinate of the

interaction point.

3.3 Jet Reconstruction

Jets of hadrons are created by the fragmentation of quarks or gluons. Due to the

large number of particles in a typical jet, it is impossible to identify the individual

particles or to assign each particle unambiguously to a parent parton. Experimen-

tally, then, we must de�ne jets according to some algorithm, and indeed many jet

algorithms have been developed for this purpose. Here, we describe the algorithms

used by d�reco and explain the choice of algorithm for this search. Finally, we

describe corrections to the jet energies that compensate for biases introduced by

the calorimeter response and by the reconstruction algorithm.
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3.3.1 Jet Algorithms

Because the fragmentation of partons into jets is characterized by small momentum

transfer, we expect that most of the particles in a jet will be near each other in

�-�. We therefore reconstruct jets by clustering nearby depositions of energy in

the calorimeter. In three of the jet algorithms used by d�reco, jets are de�ned

by clustering the energy deposited inside a cone of �xed radius in �-� space. The

fourth algorithm, called \nearest-neighbor," is based on the pattern of energy

depositions in individual towers.

Common to all four algorithms is the �rst step: converting the calorimetric

signals to the energy deposited in each cell [68]. The conversion is based on in-

formation obtained in previous test-beam studies and from the online calibrations

of each readout channel between stores. The transverse energy in each cell is de-

�ned as ET = E sin �, where � is de�ned by the center of the cell relative to the

primary interaction vertex. The ET values of individual cells are then summed

longitudinally along � in (0.1 � 0.1) towers of �-�, and a list of towers is generated

in descending order of ET . This list of towers is used as the input to each jet

algorithm.

For the �xed-cone algorithms [68, 73], \preclusters" are created from the list

of towers. The �rst tower in the list is chosen as a \seed" for the precluster, and

every tower that is within �0:3 units in �-� of the seed and has ET > 1 GeV, is

added to the precluster. This precluster is saved, and the towers included in it are

removed from the list of available towers. Using the next tower that remains on

the list as a new seed, another precluster is formed. This process continues until

every tower with ET > 1 GeV has been assigned to a precluster.

Next, the jets are de�ned using the preclusters and all of the towers. The

ET -weighted centroid (in �-�) of the precluster with largest ET is calculated. All
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towers within a radius R =
p
��2 +��2 of the centroid are clustered into a jet.

The centroid of the jet is calculated, and all towers within R of the new centroid

are clustered. This procedure is iterated until the centroid becomes stable. If the

resulting jet has ET > 8 GeV, it is retained. In order to �nd all of the jets, the

algorithm is repeated using each precluster in turn as a starting point.

After the �rst jet is formed, every subsequent jet is checked to make sure that

no tower has been assigned more than once. To prevent double counting of jets,

the axes of the new jet and each previously-found jet are compared; if they are too

close in �-� (within 0.01 units), the new jet is discarded. Next, the list of towers in

the new jet is checked for overlap with the list of towers in each previously-found

jet. If two jets have any towers in common, then either the jets are merged, or the

energy in the shared towers is divided between them. Two jets are merged into a

single jet if either one shares more than 50% of its ET with the other. Otherwise,

the energy in the shared towers is divided by assigning each shared cell (not tower)

to the jet whose axis is closest to that cell. In either case, the centroid and ET of

the a�ected jets are recalculated.

After all the jets are found, the following kinematic variables are calculated for

each jet:

px =
X

k=cells

Ek sin �k cos �k; (3.1)

py =
X

k=cells

Ek sin �k sin �k; (3.2)

pz =
X

k=cells

Ek cos �k; (3.3)

ET =
X

k=cells

Ek sin �k; (3.4)

E =
X

k=cells

Ek; (3.5)

� = arctan(py=px); (3.6)
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� = arccos(pz=
q
p2x + p2y + p2z); (3.7)

� = � ln tan(�=2); (3.8)

where px, py, and pz are the momentum components of the jet (assuming zero rest

mass), ET is the transverse momentum, and E the total energy of the jet.

Clearly, the cone size (R) is an important parameter in this algorithm. More

of a jet's energy will be contained inside a cone of larger R. However, for events
with many jets, large R will lead to a great deal of merging, leading to a loss of

information about the detailed event structure. Because of such considerations,

d�reco reconstructs the jets in each event using three cone sizes: R = 0:3, 0.5,

and 0.7.

The nearest-neighbor algorithm [68, 74] uses the same ET -ordered list of towers

used by the cone algorithms. Beginning with the tower of largest ET , the algorithm

searches for the tower's \neighbor"|the nearby tower with next largest ET . The

search is restricted to the region where �� and �� are both less than 0.2 units (a

5 � 5 square of towers) and to towers with ET > 0.8 GeV. If a neighbor is found,

both towers are assigned to one group. The tower with largest ET is removed from

further consideration, but its newly found neighbor is not. Then the neighbor of

the second tower in the ET -ordered list is identi�ed. If the second tower or its

neighbor is part of the �rst group, these towers are both assigned to that group.

Otherwise, they are assigned to a new group. The algorithm continues in this way

until the neighbor of each tower has been identi�ed. Because each neighbor may

itself have another neighbor, the algorithm can assign many towers to one group.

There is no iteration and no possibility that two groups share a tower. When all

towers have been mapped, each group of connected towers is identi�ed as a jet,

but only if the ET of the group exceeds 5 GeV. The kinematic variables for each

jet are then calculated using Equations 3.1{3.8.
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3.3.2 Choice of Algorithm

For each event, d�reco provides the results from calculations using the three

cone algorithms and the nearest-neighbor algorithm. A user can then select the

algorithm that is best suited for any following analysis.

For the top search in the all-jets channel, one important consideration is the

e�ciency for reconstructing the six primary tt decay products. We have compared

the four d�reco jet algorithms [75] using a Monte Carlo simulation of tt! all-jets

events� with mt of 180 GeV/c2. (During Run Ib, the parameters of the nearest-

neighbor algorithm were tuned to optimize the e�ciency for reconstructing the six

quarks in tt events [75]. This algorithm is now quite well suited to this search,

and the results shown in Fig. 3.1 are from this optimized version. However, data

from Run Ia and the early parts of Run Ib were reconstructed with the previous,

non-optimized, version of the algorithm.) Figure 3.1 shows the results of the

comparison. Parts (a) and (b) show, respectively, the � and pT distributions of the

six primary quarks for these events. We see that these quarks tend to be produced

near � = 0, and that the pT distribution peaks near 40 GeV/c and has an average

value of about 55 GeV/c. Thus, the algorithm that we choose must have good

e�ciency for reconstructing jets that are produced at central rapidities with pT �
40 GeV/c.

To determine the e�ciency of each algorithm, we searched for the six quarks

in each event. A quark was de�ned as matched to a jet whenever the quark axis

intercepted that of the jet within R = 0:5. In Fig. 3.1(c), the e�ciency for �nding

the quarks is shown as a function of � for all four algorithms. As this �gure

shows, all algorithms have low e�ciency beyond j�j � 2:5. Fortunately, this is not

an important region for tt production. In the central region, the R = 0:3 cone

�The simulation will be described in Section 5.1.
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Figure 3.1: Comparison of jet algorithms. We compare the e�ciency with which
di�erent jet algorithms match the six primary quarks from tt decay, for mt of
180 GeV/c2.
(a) � distribution of the six primary quarks.
(b) pT distribution of the same quarks used in (a).
(c) E�ciency for reconstructing jets that match quarks, as a function of �, for
R = 0:3 cone (�), R = 0:5 cone (dashed line), R = 0:7 cone (dotted line), and
nearest-neighbor (dot-dash line).
(d) Reconstructed mass of the top quark from correct jet combinations, using the
four reconstruction algorithms (after jet energy corrections of Section 3.3.3). The
areas re
ect the overall e�ciencies.
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algorithm is almost as good as the nearest-neighbor algorithm, which appears to

be most e�cient.

Small di�erences in the e�ciency (") of �nding correct quark matchings are am-

pli�ed when we examine correlations among the six quarks. The overall e�ciency

scales as "6, and the e�ect of this is demonstrated in Fig. 3.1(d). Here, we have

reconstructed the masses of the t and �t quarks using the jets that correspond to

the correct combination of quarks, for events in which all six quarks were matched

to jets. The distribution of masses is shown in the �gure, and the area of each

distribution re
ects the e�ciency for the corresponding algorithm to reconstruct

properly all six quarks. We see that the mass is closer to the input top mass of

180 GeV/c2 for larger cone sizes, but the price for this is a substantial loss in e�-

ciency. It should be stressed that the energy loss due to particles radiated outside

of the jet cone has not been taken into account in Fig. 3.1. When this is corrected,

the mass value for the R = 0:3 cone is expected to increase [76]. The shift in

mass value is therefore less important than the loss in e�ciency, and the smallest

cone size appears to be the best in this case. The somewhat higher e�ciency of

the nearest-neighbor algorithm does not o�set the lack of available data processed

with this algorithm, and consequently, we choose the R = 0:3 cone algorithm as

the best tool available for our search.

3.3.3 Energy Scale Corrections

In order to study parton processes, we must correct the measured energies of jets

for instrumental biases and biases from the reconstruction algorithm, as well as

biases from gluon radiation.

There are three possible sources of bias in the calorimeter. First, the energy

scale of the calorimeter, which was determined in test-beam studies, may not
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be correct for operating conditions. Second, even a high-ET jet contains many

particles with low ET (< 2 GeV). The calorimeter response is not linear at such

low energies, and consequently, the sum of the energy in each tower does not

accurately re
ect the jet's energy. Finally, a small bias is introduced from the

natural radioactivity of the uranium absorber plates, which produces additional

energy in the calorimeter.

Other biases are introduced by the cone algorithm used to reconstruct jets.

For instance, the hadronic shower is extended in space, and some energy can be

lost because the shower extends beyond the jet cone. More energy will be lost

because particles are radiated outside the cone during fragmentation and decay.

Also, some energy will be added to the jet due to the \underlying event"|that is,

the remnants of the spectator partons in the pp collision that are emitted into the

cone of the large-ET jet.

We correct the energies of jets to account for all of these e�ects. First, we

correct for the electromagnetic calorimeter energy scale [57, 73, 77] by normalizing

the Z mass reconstructed from Z ! ee events to the LEP value, leading to a

correction of about 5% in the CC and 1{2% in the EC [34]. We then corrrect

for the hadronic energy scale using the \missing-pT projection fraction" technique

developed by CDF [78, 79]. This is based on a study of photon-jet events. It is

assumed that in each event, the component of E/T along the photon direction is

due to mismeasurement of the jet energy. Parametrizing this e�ect as a function of

the ET and � of the jet, and of the fraction of the jet's energy that was deposited

in the electromagnetic section of the calorimeter, provides a hadronic energy-scale

correction for every jet.

Corrections for energy lost due to jet remnants showering in the calorimeter

outside the cone of the jet have been determined from Monte Carlo simulations.

These corrections do not include the full e�ect of gluon radiation outside the cone.
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Additional corrections to compensate for the underlying event and for the e�ects of

natural radioactivity in the uranium absorber plates were determined from studies

of the energy 
ow in minimum-bias events [57].

None of the above corrections is incorporated into d�reco. Instead, they are

applied by users, via a package of software algorithms called cafix [80]. These

algorithms correct the energies of jets, photons, and electrons, and recalculate E/T .

3.4 Muon Identi�cation

Using information from alignment surveys and calibrations of the muon-chamber

electronics, the muon reconstruction algorithm [68] begins by determining the size

and point of origin of each hit in the muon drift chambers. Next, �ts of straight

lines to these hits are used to reconstruct track segments before and after the

toroids. Complete tracks are then reconstructed by projecting each segment to

the center plane of the magnet and matching inner and outer segments that inter-

sect within an allowed error. Ambiguities in the reconstruction of segments and

tracks are resolved by choosing the solution that corresponds to the muon of high-

est momentum, with segments that point toward the primary interaction vertex.

This procedure introduces a small bias toward high-momentum muons into the

algorithm.

After the track has been reconstructed in the muon chambers, it must be con-

�rmed by hits in the calorimeter and central detectors. The calorimeter must have

a trace of energy deposits corresponding to the passage of at least one minimum

ionizing particle along the direction of the muon trajectory. In the central detec-

tors, a track must be reconstructed that matches, within error, the inner segment

of the muon track. If the muon is con�rmed, a �t to all the data determines the

trajectory and momentum of the muon. Finally, tests are performed to check the
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timing of the hits along the track. These tests are used to reject muons from cosmic

rays that pass through the detector [57].

The criteria for muon reconstruction in d�reco are not very restrictive. In-

formation about each reconstructed muon track is therefore used subsequently to

select muons of highest quality.

For our search, we are interested in muons that are likely to have originated

from the decays of b-quarks. We refer to these as \muon-tags." Such muons will

typically have low pT and be localized near jets. To identify muon-tags, we impose

the following requirements [75]:

� A fully reconstructed muon track must be present in the central (CF) region

of the muon system. This is because b-quark jets from tt decays tend to be

produced at central rapidities, and any increase in b-jet tagging e�ciency

gained through the use of forward (EF) quadrants is o�set by complications

from a lower track-�nding e�ciency.

� The track must satisfy the high-quality muon requirements. We consider the

quality (�2 of the �t) of the track in both the bend and non-bend views, the

projection of the inner track segment to the primary vertex, and the number

of chambers along the track that had a hit.

� The calorimeter response in the track road must be consistent with the pas-

sage of at least one minimum ionizing particle. In particular, we require that

the energy deposited in the calorimeter towers in a 2� 2 road in �-� around

the muon trajectory be at least 1.5 times the energy expected for a minimum

ionizing particle.

� The muon pT must exceed 4 GeV/c. This requirement reduces the contami-

nation from � and K decays and favors decays from heavy quarks.
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� A jet with j�j < 1 and ET > 10 GeV must be reconstructed (using the

R = 0:3 cone algorithm) within �R = 0:5 of the muon. This requirement

selects muons that are products of semi-leptonic decays of heavy quarks.

The above requirements are identical to those used by D� in identifying muon-

tags for the lepton+jets channels [57], except that we require that the muon be

within �R = 0:5 of a jet de�ned by a cone of R = 0:3, while the other channels

(which have fewer jets) use a cone of R = 0:5.

3.5 Other Particles

d�reco also reconstructs electrons, photons, and E/T . Electrons and photons are

reconstructed using the nearest-neighbor algorithm, where the towers include only

the energy deposited in each of the four EM layers and in the �rst FH layer [57, 68].

In addition, the algorithm's parameters are modi�ed to achieve maximum e�ciency

for �nding electrons and photons. To reject jets, d�reco requires that at least

90% of each electron's or photon's energy (including all layers) is deposited in the

electromagnetic section. An electromagnetic cluster is identi�ed as an electron

if there is a track in the central detectors that points toward the cluster. Clus-

ters without such a track are identi�ed as photons. Again, these criteria are not

restrictive, and information on quality can be used to impose additional require-

ments. More details on electron reconstruction and the criteria used in selecting

top candidates are given in Ref. [57].

The E/T for the event is calculated from the vector sum of the ET in each

calorimeter cell, with E/T de�ned as the negative of this vector [68, 73]. A second

determination of E/T that includes the pT of reconstructed muons is also available.

The cafix package allows the user to correct both calculations of E/T in conjunction
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with the energy corrections for the calorimeter.

In our search, we use the possible presence of electrons and �nite E/T to reject

events that are candidates for analysis of other decay channels of the tt �nal state.
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Chapter 4

Data Samples

We now turn to the analysis of data for the search for the top quark in the all-

jets channel. We begin with a discussion of the criteria used to select samples of

multijet events.

4.1 Multijet Trigger

Selection of events begins online, where Level 1 and Level 2 trigger requirements

are used to select events with many jets. These requirements have high e�ciency

for selecting events where tt decays to six jets. In order to reduce the number

of events that we must consider for further analysis, the trigger requirements are

designed to have low e�ciency for identifying multijet events from sources other

than tt decays.

During Run Ia, the Level 1 multijet trigger required that four calorimeter trig-

ger towers (0:2�0:2 units in �-�) have ET > 5 GeV. In order to maximize the avail-

able luminosity, no vetoes on Main Ring activity were imposed. Studies based on a

Monte Carlo simulation of tt! all-jets events, with top mass (mt) of 150 GeV/c2,
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showed that these events satis�ed the Level 1 requirement with 99% e�ciency.

For events that satis�ed the Level 1 requirement, jets were reconstructed at

Level 2 using an R = 0:3 cone algorithm similar to the one used in d�reco. We

required that Level 2 reconstruct at least 5 jets with ET > 10 GeV and j�j < 2:5.

The e�ciency for satisfying Level 1 and Level 2 requirements was 86% for tt !
all-jets events with mt of 150 GeV/c2. For higher top masses, the ET of the jets

tends to be larger, and consequently, the e�ciency is somewhat higher.

The trigger requirements were modi�ed for Run Ib in order to reduce sensitivity

to background while maintaining high e�ciency for top. The new requirement at

Level 1 was based on the use of large tiles (0:8 � 1:6 units in �-�) rather than

trigger towers. To maintain high e�ciency for top masses as low as 150 GeV/c2,

we required three large tiles with ET > 15 GeV. Because a single jet can deposit

substantial energy in several towers, using the large tiles makes it more likely that

an event that satis�es the Level 1 requirement does, in fact, have several distinct

jets. Additional terms that required as many as 4 trigger towers with ET > 7 GeV

were added during the course of Run Ib in order to control the trigger rate at high

luminosity by preferentially rejecting background. As in Run Ia, we did not use

vetoes on Main Ring activity. The e�ects of these changes on the e�ciency for

triggering on tt events were studied using Monte Carlo simulations and were found

to be negligible, especially for high-mass top. We found that the e�ciency of Level

1 for Run Ib was somewhat reduced compared to Run Ia, but was still quite high:

94% for mt of 150 GeV/c2.

Initially, the Level 2 requirement was not changed. However, as the peak

luminosity of the accelerator increased, we found it necessary to add a requirement

that the sum of the ET of the jets be greater than 110 GeV. This reduced the trigger

rate considerably, but did not signi�cantly a�ect the e�ciency for signal for top

masses above 150 GeV/c2. For Run Ib, the e�ciency for satisfying the Level 1 and
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Table 4.1: E�ciency and tt yield of the multijet trigger. Values for trigger condi-
tions from Run Ia and Run Ib are listed separately.

Top Mass E�ciency (all-jets) Yield (all tt decay modes)
(GeV/c2) Run Ia Run Ib Run Ia Run Ib

160 0.89 0.87 0.68 0.65
180 0.92 0.91 0.72 0.70
200 0.93 0.92 0.75 0.72

Level 2 requirements was 84% for mt of 150 GeV/c2.

The e�ciency of the multijet trigger conditions for identifying tt ! all-jets

events is shown for a range of top masses in Table 4.1. We also show the total

tt yield, which is de�ned as the fraction of all tt events expected to satisfy the

multijet trigger requirements. For the latter, we have considered all decay modes,

assuming the branching ratios predicted by the Standard Model (see Table 1.2).

The e�ciency for the all-jets channel is high, and the size of the total tt yield

suggests that a substantial contribution from decays other than just all-jets will

be present at the trigger level. Most of the additional yield comes from the e+jets,

�+jets, and �+jets channels, where at least four jets are expected to be present.

As we will discuss in Section 4.3, we reject those events that would be included

in the data samples for the analysis of e+jets and �+jets channels. Consequently,

the contribution from these channels to the all-jets search sample is expected to

be small. We do not have a reliable algorithm for identifying � leptons, so the

contribution from such events, especially with small E/T , is still present in the all-

jets data. As the table indicates, for a given top mass, the e�ciency for the trigger

conditions for Run Ia is about 2% higher than for Run Ib. The e�ciency for both

runs increases slightly with top mass.

The uncertainty in estimating the trigger e�ciency is dominated by the accu-
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racy with which our Monte Carlo simulation models the performance of the trigger

system. For the multijet trigger, comparisons of data and Monte Carlo indicate

that the simulation is accurate to within 5% [75, 81].

4.2 Removal of Instrumental Backgrounds

Some of the signals in the detector are from sources other than pp collisions in the

Tevatron. These background sources include spray from proton interactions with

remnant gas in the Main Ring, and noise in the detector electronics. We removed

such events from subsequent analysis at only a small cost in e�ciency for tt signal.

The selection criteria used to accomplish this [82] are described below.

First, we identi�ed runs that were known to have malfunctions in the calorime-

ter, muon, or readout system. Because such data were likely to contain spurious

jets, all events in these runs were rejected. This reduced the data sample by about

4%.

Next, because the multijet trigger did not veto events during periods of intense

Main Ring activity, we used the pattern of deposition of energy in the calorimeter

to identify events that had substantial energy from interactions in the Main Ring.

We required that the scalar sum of ET in all cells in the coarse hadronic section

of the CC and in the outer hadronic sections of both ECs be less than 500 GeV.

This requirement rejected about 2% of all events.

We also rejected events that had too much energy observed in the calorimeter.

A small number of events had more than 4 TeV of energy in the calorimeter and

were rejected as obvious mismeasurements. In addition, we rejected events in

which the scalar ET|the sum of the ET in all cells of the calorimeter, ICD, and

massless gaps|was greater than 1 TeV. Because the pp center-of-mass energy in

the Tevatron is 1.8 TeV, the likelihood of any single interaction producing 1 TeV of
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scalar ET is quite small (much less than 1%); such events were attributed to noise,

to events in the Main Ring, or to rare multiple interactions. These requirements

removed about 2% of all events.

Noise and events from sources such as the Main Ring will generally produce

extra energy in only one section of the calorimeter, causing an imbalance in the

transverse energy of the event. Of course, in the all-jets tt channel we do not expect

neutrinos with large ET that would lead to substantial E/T in the calorimeter;

consequently, we rejected events with excessive E/T , using a requirement that the

E/T \signi�cance," which we de�ne as the ratio of E/T to scalar ET , be less than

0.4. The distribution in E/T signi�cance is shown in Fig. 4.1. It is preferable to use

the signi�cance rather than E/T because the resolution in E/T in D� is essentially

proportional to scalar ET [57], and since tt events tend to have large scalar ET , a

cut on E/T could reject tt events simply because of poor experimental resolution.

By using the signi�cance, we can minimize this problem and reject tt events from

decay channels that have high-ET neutrinos. This requirement removed another

2% of all events.

The surviving events still showed evidence of contamination from interactions

caused by protons in the Main Ring, as can be seen from the distribution in jet

� shown in Fig. 4.2. To remove these, we rejected any event that had a jet in

the region j�j < 1:5 and 1:6 < � < 1:8 (i.e., where the Main Ring passes through

the outer region of the central calorimeter), but only if over 40% of the transverse

energy was deposited in the coarse hadronic section of the calorimeter. About 8%

of all events were rejected through this criterion.

Some of the remaining events had jets that could be attributed to noise in

the calorimeter electronics or to 
uctuations in the natural radioactivity from the

uranium absorber. To remove this contamination, we rejected events that had a

jet with more than 70% of the ET located in the coarse hadronic section; this com-
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Figure 4.1: Distribution in E/T signi�cance for a subset of data, before (solid line)
and after all criteria of Section 4.2 (dashed line). The dotted line represents the
shape of the distribution for 180-GeV/c2 tt events from isajet Monte Carlo. Our
cuto� point is indicated by the arrow.
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Figure 4.2: Distribution in � of jets for a subset of data, before (solid line) and
after all criteria of Section 4.2 (dashed line). The Main Ring is at � � 1:7.
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prised about 1% of the remaining data. We also identi�ed cells with largest (cell 1)

and second-largest (cell 2) ET in each jet, and required that ET (cell 1)/ET (cell 2)

be less than 50. Events with jets that failed this requirement, corresponding to

about 1% of the remaining events, were rejected.

For about one in every 20,000 events, the R = 0:3 cone algorithm reconstructed

more than 14 jets per event. These events were also rejected.

In addition, we rejected events from another small source of noise, namely,

grounding problems that occasionally led to spurious signals in all the cells in the

outermost ring (j�j = 1:4) of the ECEM calorimeters. These events were removed

using a cut on an energy-weighted RMS deviation of the jets in �, de�ned as:

�2RMS =

P
jets �

2ETP
jets ET

�
 P

jets �ETP
jets ET

!2

: (4.1)

The distribution in this quantity, for data and for two samples of Monte Carlo tt

events, is shown in Fig. 4.3. Requiring �RMS > 0:1 removed such events (less than

1% of the data) without reducing the e�ciency for tt signal.

The e�ect of the above requirements on the e�ciency for tt signal has been

studied using Monte Carlo simulations. We �nd that the total e�ect is a loss of

only about 0.5% in e�ciency.

4.3 \Generic" and \Search" Samples

After removing the instrumental backgrounds, we still had about one million

events, of which about 200 were expected to be due to tt production. We reduced

this sample by applying further selection criteria to reject background.

First, we required that d�reco �nd �ve jets (using theR = 0:3 cone algorithm)

with j�j < 2:5 and ET > 8 GeV prior to application of cafix corrections. Then
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Figure 4.3: Distribution in �RMS for data (solid line) and for isajet tt Monte
Carlo, with mt of 140 GeV/c2(dashed line) and 180 GeV/c2 (dotted line). These
distributions are normalized to the same area. The events in the lowest bins, which
are due to noise, are rejected by requiring �RMS > 0:1.
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we required that HT , de�ned as:

HT �
NX
j=1

Ej
T ; (4.2)

where the sum includes all jets in the event with j�j < 2:5, be at least 115 GeV. We

refer to the events that satisfy these criteria as comprising the \generic" multijet

sample. This sample consisted of 77,575 events from Run Ia and 294,980 events

from Run Ib. It was used to determine the probability of �nding a muon-tag in a

jet in background events (see Section 5.4.2).

Starting with the generic sample, we imposed additional requirements to de�ne

the \search" sample. First, we required that each event have six jets with j�j < 2:0

and ET > 10 GeV (after applying cafix corrections). Figure 4.4(a) shows the

distribution in the number of jets in each event that meet these requirements for

the generic multijet data sample, and for Monte Carlo tt events assuming mt of 160

and 200 GeV/c2. Requiring at least six jets leads to some loss in the e�ciency for

signal, but the rejection in background (i.e., data) is large enough that imposing

this requirement enhances the signal-to-background ratio. We also increased the

HT threshold requirement to 150 GeV, where only jets with cafix-corrected ET

above 15 GeV and j�j < 2:0 are included in the calculation of HT . The distribution

in HT for the generic multijet data sample, and for the two sets of Monte Carlo tt

events, is shown in Fig. 4.4(b). We see that requiring HT > 150 GeV has very little

e�ect on tt events. Finally, we rejected events that had an isolated electron with

ET > 20 GeV or an isolated muon with pT > 15 GeV/c. By rejecting these events,

we ensured that the result from the all-jets channel was statistically independent

of results from the lepton+jets channels, which require isolated leptons with high

pT [2, 57]. The search sample consisted of 12,948 events from Run Ia and 45,277

events from Run Ib. As its name suggests, the search for a top signal was performed
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using this sample.

4.4 Comparison of Run Ia and Run Ib Data

In our search for tt in the all-jets channel, we use data collected during two di�erent

running periods, during which there were changes in the trigger requirements and

in the d�reco algorithms. If the two data samples were su�ciently di�erent in

character, then our search could be sensitive to speci�c properties of the data from

Run Ia and Run Ib. To investigate this issue, we have used the separate generic

multijet data samples to identify any di�erences in the data collected during the

two periods.

Figure 4.5 shows the distributions in HT , the highest jet ET value in each event,

the sixth-highest jet ET value in each event, and the ET distribution of all the jets.

The data for both running periods have been normalized to the same area. Very

little di�erence is observed between Run Ia and Run Ib, and no systematic shift

in the energy scale is apparent in either the HT or inclusive jet ET distributions.

We do see a small discrepancy in the ET distribution for the sixth-highest jet:

the energy scale for these low-ET jets appears to be a bit lower in Run Ib. We have

established [75] that this e�ect can be traced to a change in the sampling weights

used in d�reco for the ICD region, which were higher for the reconstruction of

data from Run Ia than Run Ib. This a�ects the likelihood that any low-ET jet

in the ICD region would survive the 8-GeV cuto� imposed by d�reco. However,

the size of the e�ect is small enough that it is possible to consider the data from

Run Ia and Run Ib together, at least as far as properties of jets are concerned.

There were also changes in the performance of the muon chambers during the

course of the run (due largely to aging of the chambers in the high-rate envi-

ronment). These changes caused some di�erences in the reconstruction of muons
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for events from Run Ia and Run Ib. In Section 5.4, we will describe how these

di�erences are handled in our search.
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Figure 4.5: Distributions in ET -related quantities for Run Ia (circles) and Run Ib
(stars). Shown are distributions in HT (a), ET of the jet with highest ET in each
event (b), ET of the jet with sixth-highest ET in each event (c), and ET of all
jets (d). Distributions for both running periods have been normalized to the same
area.
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Chapter 5

Comparing Signal to Background

In Chapter 4, we described the criteria used to select the data sample for the search

for the top quark in the all-jets channel. However, the ratio of signal to background

that we expect in the search sample is still extremely small. In this chapter, we

will describe two methods of distinguishing signal from background. First, we will

introduce four parameters that distinguish the kinematics of tt production from

other processes. Then we will describe a method of exploiting the presence of

b-quark jets in tt events. In Chapter 6, we will use these properties to try to

determine whether a contribution from tt production is present in the data.

5.1 Simulation of tt Events

Before we can distinguish between signal and background, we must know what to

expect from each. In the case of signal, no large samples of tt events exist, and

therefore, we must determine the properties of tt production from the Standard

Model. However, quantum processes can be described only in probabilistic terms,

and processes such as the fragmentation of partons into jets are too complex and
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too poorly understood to be calculated analytically. To solve these di�culties,

computer programs have been developed that use simulation (Monte Carlo) tech-

niques [7, 83], making use of random number generators. These programs simulate

the behavior of elementary particles and the response of the detector to these par-

ticles in individual events. In an ideal simulation, the distribution in any physical

quantity (such as the number of jets or HT ) for a large number of simulated events

will match the distribution observed for real events.

We use Monte Carlo programs to generate large numbers of pp ! tt events.

Inputs to the program include the assumed mass of the top quark, along with values

of other parameters for the Standard Model, such as the masses of the W and Z

bosons. The speci�c interactions involve partons within a proton and an antiproton

that collide to produce a tt pair. The four-momenta of the incident partons are

chosen according to parton distribution functions that provide the momentum

fractions for the constituents of a proton. The colliding partons determine the

observed momenta of the t and �t quarks. Decays of the t and �t quarks, as well as

their eventual fragmentation in the �nal state into jets, are also simulated in the

Monte Carlo. The radiation and subsequent fragmentation of gluons from any of

the quarks or gluons in the event is also modeled, and �nally, the remnants of the

original pp system (including any gluon radiation) are fragmented into hadrons. A

more detailed description of these complex programs is given in Ref. [33, 84].

Several programs for generating events from pp collisions are available for gen-

eral use. These tend to di�er primarily in the modeling of the fragmentation of

partons into jets. Also, because the parton distribution functions for the proton

are not known precisely, most programs o�er several choices for this aspect of the

simulation. The di�erences among models a�ect the properties of the generated

jets and other particles. It is therefore important to compare more than one model

of a process with the data. For our analysis, we have used samples of tt events
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generated using the program isajet [85]. In order to estimate the reliability of

the simulation, we have also considered samples of tt events generated using the

program herwig [86].

In order to compare Monte Carlo events to our data, we must also model the

response of the D� detector to the generated particles. Our detector simulation is

based on the program geant [87], which uses Monte Carlo methods to simulate

the interaction of high-energy particles with matter. geant must be provided

with a description of the composition and geometry of each part of the detector

and information about the measured response and resolution of each subsystem.

Except for the calorimeter, the parametrization of the detector geometry with the

\d�geant" program is quite detailed. If the simulation of jets in the calorimeter

were to involve full shower development in each absorber plate and sampling region,

it would require far too much time to be of practical value. We have therefore

chosen to represent the calorimeter as a homogeneous mixture of absorber and

argon, with a resolution matched to the data obtained in the test beam. For each

chosen interaction, the d�geant program uses Monte Carlo methods to generate

corresponding signals that might be observed in the D� detector. More details of

the simulation procedure can be found in Refs. [25, 68].

Because a jet may consist of hundreds of particles, the time required to simulate

the response of the detector to a jet|even using the homogeneous model of the

calorimeter|is quite long. For many applications, we have found it acceptable

to reduce the computing power required by further simplifying this aspect of the

simulation. Instead of simulating the shower and calorimeter response for every

particle in every jet, a \shower library" has been created [88]. This library consists

of many showers generated by d�geant, for di�erent types of particles, over an

appropriate range of energies, production angles, and interaction points. For each

particle in a jet, a corresponding shower is selected from the library, and these
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showers are combined to yield the total response to the jet. This response is

then smeared to account for the e�ects of the energy resolution of the calorimeter.

Although using the shower library reduces the possible variations within jets, the

general quality of the simulation appears to be una�ected.

We also have a program that models the response of the trigger system [33, 68]

for use in studying the e�ects of any particular requirements. The e�ciency of

the multijet trigger for selecting tt events, which was listed in Table 4.1, was

determined from this simulation.

Finally, after generation, Monte Carlo events are processed using d�reco and

compared with data in fully reconstructed form. Information about the recon-

structed particles and partons in each event is also used to compare the recon-

structed objects to the original objects generated in the Monte Carlo.

The D� collaboration has accumulated large samples of Monte Carlo tt events

that have been used in searching for and studying the properties of the top quark.

A sample of 30,000 tt events was generated with isajet with each of the following

top masses: 140, 160, 180, and 200 GeV/c2. These samples include events for all

decay channels allowed by the Standard Model, with fractions determined by the

appropriate branching ratios. Consequently, tt ! all-jets events comprise about

44% of each sample (about 13,500 events at each top mass). The events have

all been processed using the trigger simulator and d�reco, and will be used to

represent the tt signal in our analysis.

We will optimize the selection criteria for data using the events where tt decays

to all jets. However, in calculating any cross section for tt production, we will have

to check the sensitivity of our selection criteria to other tt decay modes. For this

purpose, we use the full tt samples (30,000 events).

Table 5.1 lists the acceptance and expected number of tt! all-jets events (Nt�t)

for the generic and search data samples from Run Ia and Run Ib (see Section 4.3).
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Table 5.1: Acceptance and expected number of tt! all-jets events (Nt�t) for generic
and search samples. Nt�t is based on the measured cross section for tt production.

Top Mass Generic Sample Search Sample
(GeV/c2) Acceptance Nt�t Acceptance Nt�t

160 0.880 244 0.607 168
180 0.917 193 0.664 140
200 0.929 153 0.705 116

For each sample, we have determined the number of expected events from the

standard de�nition:

Nt�t = "all-jets�BR� �t�t

Z
L dt; (5.1)

where �tt is the cross section for tt production measured by D� [2, 89],
R Ldt is

the integrated luminosity (58.4 pb�1), "all-jets is the acceptance for detecting tt !
all-jets events (given in Table 5.1), and BR is the 44% branching ratio expected for

the all-jets channel. Since the generic data sample contains over 372,000 events,

and the search sample, 58,000, the ratio of signal to background in the search

sample is therefore always <� 1/350.

As we have noted, it is important to understand to what extent the analysis

depends on the details of the model used for simulating tt production. For that

reason, we have used herwig (which models parton fragmentation quite di�erently

from isajet) to generate samples consisting of 5,000 tt! all-jets events, with each

of the following top masses: 140, 150, 160, 180, and 200 GeV/c2. We estimate the

extent to which our analysis depends on the details of the simulation by comparing

results from the two generators. We �nd that the di�erences are small on average,

but in rare cases (the tails of distributions), they can become substantial. These

e�ects will be addressed in Chapter 6.
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5.2 Using Data as Background

As we noted in Chapter 1, modeling multijet background processes on the basis of

QCD is not a reliable approach, and we have no satisfactory theoretical simulation

of the background. However, the search sample itself represents a relatively pure

background sample. The generic sample has even smaller \contamination" from

signal, but due to its less restrictive requirements on the number of jets and on HT ,

its kinematic properties are substantially di�erent from those of the search sample.

We therefore use the search sample of data as representative of the background,

and compare these events to Monte Carlo tt events in order to identify kinematic

variables that can be used as selection criteria for the signal.

5.3 Kinematic Properties of tt Events

As a result of our studies, we have identi�ed several parameters that provide good

discrimination between tt signal and background in multijet events. These param-

eters quantify features that serve to distinguish the kinematics of tt production

from background. In selecting data for the search sample, we made use of only one

kinematic parameter, HT . Many other parameters can be constructed that can

be used to distinguish signal from background. Here, we present distributions of

four such parameters, compare their discriminating power, and examine the cor-

relations among them. In Chapter 6, we will de�ne the �nal selection criteria for

our analysis using all four of these parameters. Ref. [82] contains a more detailed

study of the kinematics, and discusses other, less useful, discriminators.

For the comparison of di�erent parameters, we have used all of the events in

the search sample to represent background. We have also applied the requirements

that de�ne the search sample to the ttMonte Carlo and retained contributions only
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from events in the all-jets channel for determining the acceptance at any stage of

the analysis.

5.3.1 H
3j
T

The most common background processes are of the type in which two partons

(usually gluons) scatter, producing two or three partons with large ET that subse-

quently radiate additional gluons. These radiated gluons tend to have much lower

ET than their parents. In contrast, most of the jets in tt events originate from

the decays of the two massive quarks and tend to have large ET . We therefore

expect that a variant of HT , in which the two jets in the event with largest ET are

excluded, can provide substantial discriminating power between signal and back-

ground [90]. Assigning a consecutive number to each jet in an event, in order of

descending ET , we de�ne:

H3j
T =

NX
j=3

Ej
T ; (5.2)

where in the sum we choose to include only jets with j�j < 2 and ET > 10 GeV.

Distributions in this parameter are shown in Fig. 5.1(a), for data (which is

mainly background) and for isajet ttMonte Carlo with mt of 160 and 200 GeV/c2.

All samples have been normalized to the same area. In Fig. 5.1(b), we show

the absolute number of events that survive a threshold requirement on H3j
T as a

function of that threshold, for data and for both tt Monte Carlo samples. The

number of tt events is determined from the acceptance and tt cross section via

Equation 5.1. In Fig. 5.1(c), we give an estimate of the expected ratio of signal to

background in the data as a function of threshold requirement on H3j
T . Here we

have assumed that the data contain the number of top events (Nt�t) indicated in

Fig. 5.1(b), so that Nbkg = Ndata�Nt�t. The results for mt of 160 and 200 GeV/c2

are shown. Finally, in Fig. 5.1(d), we show an estimate of the statistical signi�cance
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of the signal as a function of threshold requirement, with signi�cance de�ned as

Nt�t=
p
Ndata. Again, we show results for mt of 160 and 200 GeV/c2. The apparent

structure in parts (c) and (d) of Fig. 5.1 may be the result of statistical 
uctuations

in the region where only a few events satisfy the threshold requirement.

As Fig. 5.1 indicates, the e�ect of H3j
T depends on the mass of the top quark,

and its discriminating power clearly increases with mt. In order to observe a signal,

we must achieve a signal-to-background ratio that is close to unity. A requirement

on H3j
T alone does not su�ce to achieve this without eliminating almost all of the

expected signal.

5.3.2 Centrality

Events that involve very hard scattering of the incident partons tend to produce

particles with large transverse momenta, generally at large angles relative to the

beam. Because top production involves a hard scatter (momentum transfer com-

parable to mt), whereas other QCD processes are \softer," a parameter that char-

acterizes the fraction of momentum in the transverse plane should be a useful

discriminator between signal and background. We de�ne the quantity centrality

(C) as:

C =

NX
j=1

Ej
T

NX
j=1

Ej

; (5.3)

where the sums include all jets in the event with j�j < 2 and ET > 10 GeV. The

advantage of this parameter is that, unlike HT or H3j
T , it depends only weakly on

the mass of the top quark.

Characteristics of C are shown in Fig. 5.2, in a format identical to that used for
H3j

T . In Fig. 5.2(a), we see that C does not depend on top mass. The di�erence in
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Figure 5.1: Characteristics of H3j
T .

(a) Distribution in H3j
T for D� data (circles), and for isajet tt Monte Carlo with

mt of 160 GeV/c2 (triangles) and 200 GeV/c2 (squares), with all distributions
normalized to the same area.
(b) Number of events above threshold as a function of threshold on H3j

T , for D�
data (solid line) and for tt Monte Carlo with mt of 160 GeV/c2 (dotted line) and
200 GeV/c2 (dashed line).
(c) Ratio of signal to background as a function of threshold on H3j

T , for mt of
160 GeV/c2 (dashed line) and 200 GeV/c2 (solid line). Background is estimated
by Nbkg = Ndata�Nt�t.
(d) Statistical signi�cance of the signal, de�ned as Nt�t=

p
Ndata, as a function of

threshold on H3j
T , for mt of 160 GeV/c2 (dashed line) and 200 GeV/c2 (solid line).
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signal-to-background ratio for di�erent top masses, displayed in Fig. 5.2(c), is due

solely to the dependence of the tt cross section on mt. We note from Fig. 5.2(c)

that C is a far weaker discriminator between signal and background than H3j
T : its

peak value in signal-to-background ratio is much lower. However, as we will discuss

in Section 5.3.5, C is useful in corrrelation with other parameters.

5.3.3 Aplanarity

The quantity aplanarity, derived from the momentum tensor, is a standard event-

shape parameter used in analysis of data at e+e� colliders [91]. It has also been

used in the analysis of tt! lepton+jets events at D� [2]. The components (M��)

of the momentum tensor are given by:

M�� =
NX
i=1

p�(i)p�(i); (5.4)

where N is the number of jets in the event with j�j < 2 and ET > 10 GeV, and �,

� refer to the components of the three-momentum vectors of each jet. This tensor

represents the momentum 
ow in an event as an ellipsoid in three-momentum

space. The eigenvalues of the tensor (which are proportional to the lengths of the

principal axes of the ellipsoid) roughly describe the shape of the momentum 
ow.

To remove the dependence on total momentum, we normalize the eigenvalues

so that their sum is 1. Denoting the normalized eigenvalues by Q1 � Q2 � Q3, we

de�ne the quantity aplanarity (A) as:

A =
3

2
Q1: (5.5)

Because three-momenta are used, the momentum tensor is not Lorentz invari-

ant. It is therefore necessary to specify a reference frame for the calculation. The
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Figure 5.2: Characteristics of C.
(a) Distribution in C for D� data (circles), and for isajet tt Monte Carlo with mt

of 160 GeV/c2 (triangles) and 200 GeV/c2 (squares), with all distributions nor-
malized to the same area.
(b) Number of events above threshold as a function of threshold on C, for D�
data (solid line) and for tt Monte Carlo with mt of 160 GeV/c2 (dotted line) and
200 GeV/c2 (dashed line).
(c) Ratio of signal to background as a function of threshold on C, for mt of
160 GeV/c2 (dashed line) and 200 GeV/c2 (solid line). Background is estimated
by Nbkg = Ndata�Nt�t.
(d) Statistical signi�cance of the signal, de�ned as Nt�t=

p
Ndata, as a function of

threshold on C, for mt of 160 GeV/c2 (dashed line) and 200 GeV/c2 (solid line).
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standard choices are the lab frame or the center-of-momentum frame (of the jets).

In the multijet sample, we �nd that the choice makes little di�erence; for simplicity,

we use the lab frame.

Characteristics of A are shown in Fig. 5.3, again using the format of Fig. 5.1.

In Fig. 5.3(a), we see that, just as for centrality, the shape of the distribution in

A is independent of the mass of the top quark. Fig. 5.3(c) shows that A is a

more powerful discriminator than C, but not as powerful as H3j
T , in distinguishing

between signal and background.

5.3.4 Average Jet Count

Beyond requiring at least six jets, the number of jets in an event (above some

threshold in ET ) is of limited value in discriminating between background and tt!
all-jets events (see Fig. 4.4(a)). A jet-counting parameter that includes information

on the ET of the jets|for instance, by averaging over multiple thresholds in ET|

can provide additional discrimination. The use of such a parameter was inspired

by the work of F. Tkachov [92], but the formulation is our own [82].

We have formulated an average jet-count parameter, NA
jets, which is de�ned as:

NA
jets =

Z 45

15
Ethr
T N(Ethr

T ) dEthr
TZ 45

15
Ethr
T dEthr

T

; (5.6)

where N(Ethr
T ) is the number of jets in the event with j�j < 2 and ET > Ethr

T . This

formula yields the ET -weighted average of N(Ethr
T ) over thresholds ranging from

15 to 45 GeV. The choice for the range of thresholds is motivated by the range of

typical jet ET expected in tt ! all-jets events.

The discriminating power of NA
jets arises from the fact that QCD background
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Figure 5.3: Characteristics of A.
(a) Distribution in A for D� data (circles), and for isajet tt Monte Carlo with
mt of 160 GeV/c2 (triangles) and 200 GeV/c2 (squares), with all distributions nor-
malized to the same area.
(b) Number of events above threshold as a function of threshold on A, for D�
data (solid line) and for tt Monte Carlo with mt of 160 GeV/c2 (dotted line) and
200 GeV/c2 (dashed line).
(c) Ratio of signal to background as a function of threshold on A, for mt of
160 GeV/c2 (dashed line) and 200 GeV/c2 (solid line). Background is estimated
by Nbkg = Ndata�Nt�t.
(d) Statistical signi�cance of the signal, de�ned as Nt�t=

p
Ndata, as a function of

threshold on A, for mt of 160 GeV/c2 (dashed line) and 200 GeV/c2 (solid line).
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processes tend to involve a hard scatter that produces two or three jets with large

ET ; the remaining jets come from gluon radiation, which tends to produce jets

with lower ET than the typical jets expected in tt decays. The use of a single

ET threshold in jet counting reduces the information available to quantify the jet

multiplicity in an event. Because NA
jets is an average over a range of thresholds, it

provides sensitivity to the ET spectrum of the jets within an event.

Characteristics of NA
jets are shown in Fig. 5.4, again using the format of Fig. 5.1.

The distributions in NA
jets, shown in Fig. 5.4(a), indicate that this parameter is

indeed a powerful discriminator. In fact, as we can see by comparing Fig. 5.4(d)

to Fig. 5.1(d), NA
jets is about as powerful as H

3j
T . We note that, like H3j

T , this

parameter depends on mt.

5.3.5 Comparison of Parameters

Here, we discuss brie
y the relative merits of the four parameters and some of the

correlations among them. A more detailed study of these issues is presented in

Ref. [82].

We use parts (c) and (d) of Figs. 5.1{5.4 to compare the parameters. We see

that for a top mass of 200 GeV/c2, H3j
T and NA

jets are clearly the most powerful

discriminators between tt signal and background. For an appropriate choice of

threshold, either of these parameters can be used to improve the statistical sig-

ni�cance of the signal to about 1.5 standard deviations (assuming that
p
Ndata

represents a standard deviation). For lower top mass (160 GeV/c2), their advan-

tage is smaller, but they still remain the strongest discriminators.

Aplanarity and centrality are less powerful, but they are nevertheless useful

discriminators, as we will see when we examine the correlations among the param-

eters. For instance, shown in Fig. 5.5 is the distribution in the A-H3j
T plane, for
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Figure 5.4: Characteristics of NA
jets.

(a) Distribution in NA
jets for D� data (circles), and for isajet tt Monte Carlo with

mt of 160 GeV/c2 (triangles) and 200 GeV/c2 (squares), with all distributions
normalized to the same area.
(b) Number of events above threshold as a function of threshold on NA

jets, for D�
data (solid line) and for tt Monte Carlo with mt of 160 GeV/c2 (dotted line) and
200 GeV/c2 (dashed line).
(c) Ratio of signal to background as a function of threshold on NA

jets, for mt of
160 GeV/c2 (dashed line) and 200 GeV/c2 (solid line). Background is estimated
by Nbkg = Ndata�Nt�t.
(d) Statistical signi�cance of the signal, de�ned as Nt�t=

p
Ndata, as a function of

threshold on NA
jets, for mt of 160 GeV/c2 (dashed line) and 200 GeV/c2 (solid line).
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Figure 5.5: Distribution in the A-H3j
T plane, for D� data (a), and for isajet tt

Monte Carlo with mt of 160 GeV/c
2 (b) and 200 GeV/c2 (c).

D� data (mainly background) and for isajet tt Monte Carlo with mt of 160 and

200 GeV/c2. Figure 5.1(d) suggests that requiring H3j
T > 170 GeV would max-

imize Nt�t=
p
Ndata for mt of 200 GeV/c2. This requirement would reject most of

the background. However, Fig. 5.5 suggests that if we reduce the H3j
T threshold to

only about 140 GeV, but impose a threshold requirement of A > 0.05, we would

achieve comparable background rejection with higher acceptance for signal.

We have also examined correlations betweenA and C, as shown in Fig. 5.6. We
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Figure 5.6: Distribution in the C-A plane, for D� data (a), and for isajet tt
Monte Carlo with mt of 160 GeV/c

2 (b) and 200 GeV/c2 (c).

see that imposing a requirement such as C > 0.7 allows us to relax the threshold

on A, thereby improving the acceptance for signal while maintaining equivalent

background rejection. In addition, imposing requirements on A and C allows us

to relax the requirements on H3j
T and NA

jets, thereby improving our sensitivity to

tt at lower mass. Thus, although A and C are not very powerful discriminators,

they can be quite useful in selecting tt events.

Finally, the correlation between the most sensitive parameters, H3j
T and NA

jets, is
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Figure 5.7: Distribution in the H3j
T -NA

jets plane, for D� data (a), and for isajet
tt Monte Carlo with mt of 160 GeV/c

2 (b) and 200 GeV/c2 (c).

worth noting. Scatter plots in these variables for data and ttMonte Carlo are shown

in Fig. 5.7. We see that these parameters are strongly correlated, which is to be

expected, given their respective de�nitions. Nevertheless, imposing requirements

on both of these parameters appears to be advantageous [75, 82].

The method used to optimize selection criteria for the search for tt ! all-jets

using all four of these parameters will be discussed in Chapter 6.
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5.4 Muon-Tagging

In addition to kinematic properties, we will also use the presence of a heavy quark

in the tt �nal state to distinguish signal from background. As we described in

Chapter 1, every tt event contains two b quarks. Many tt events produce c quarks

as well, either from decays of theW bosons or from cascade decays of the b quarks.

Only a small fraction of background processes produce heavy quarks. At D�,

heavy-quark jets are tagged by requiring the presence of a nearby muon (\muon-

tagging"). This is a well established procedure in studies of tt production using

lepton+jets �nal states [2, 57, 93]. Muon-tagging improves background rejection,

and sources of background from light quarks and gluons can be estimated in a

straightforward manner.

The requirements used to select muon-tags for our analysis were described in

Section 3.4. As was mentioned there, muon-tags are required to have pT > 4 GeV/c,

and to be located within �R = 0:5 of a jet. Here, we describe how the rates for

muon-tagging in signal and background events can be determined.

5.4.1 Muon-Tagging Rate for tt Events

About 10% of the heavy quarks decay semileptonically to a muon (and other

particles, including ��). When all contributions from decays of b quarks andW ! c

decays are considered, then almost half of all tt ! all-jets events are expected to

yield at least one muon from heavy quark decays [94]. The e�ciency of the criteria

of Section 3.4 for identifying such muons is about 40% [57]. Consequently, we

expect to �nd a muon that tags a jet in about 20% of signal events.

We have also calculated the e�ciency for muon-tagging in tt ! all-jets events

by applying to the isajet Monte Carlo samples the criteria for identifying muon-

tags (see Section 3.4). For mt of 160 to 200 GeV/c2, the e�ciency is found to be
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(21 � 1)%, consistent with the estimated 20% value for the acceptance.

5.4.2 Muon-Tagging Rate for Background

The characteristic muon-tagging rate for background was derived from the generic

data sample. We parametrized the probability that a given jet was tagged as a

function of the ET of the jet. By summing this probability over all jets in an event,

we found the probability that the event would have at least one muon-tag.

We considered data from Run Ia and Run Ib separately in order to ensure

that any e�ect due to changes in the muon system between the two runs was

handled properly. A drop in e�ciency of the muon chambers between Run Ia and

Run Ib, due to aging of the chambers in the high-rate environment, was observed

in the analysis of data for the lepton+jets channels [95]. The change is especially

pronounced in the EF region (1 < j�j < 1:7), but since we have restricted muon-

tags for both runs to the CF region (j�j < 1), the net e�ect on our data is small.

Figures 5.8(a) and 5.9(a) show, for Run Ia and Run Ib, respectively, the dis-

tribution in ET values for jets in the generic data sample with j�j < 1 and ET >

10 GeV, with and without the requirement of having a muon-tag. Part (b) of each

�gure shows the corresponding \tagging rate" for jets (i.e., the ratio of the number

of tagged jets to the total number of jets) in each bin of ET . In order to minimize

the statistical 
uctuations at large ET , we have used logarithmic binning in ET .

We parametrized the tagging rate as a function of jet ET , using the form

P�-tag = A+B log10(ET ); (5.7)

where P�-tag is the tagging rate for jets shown in Figs. 5.8(b) and 5.9(b). From a

�t to the generic data sample from Run Ia, we obtained A = �0:00601 � 0:00076

for the intercept, and B = 0:00337 � 0:00024 for the slope of the dependence. For
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Figure 5.8: Muon-tagging rate for Run Ia, using the generic data sample. (a)
Distribution in ET for jets with j�j < 1 and ET > 10 GeV (open circles) and for
the subset of those jets that have a muon tag (solid circles), and (b) the ratio of
tagged jets to all jets in each ET bin. In part (b), results are shown of a �t to
P�-tag = A+B log10(ET ).
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Figure 5.9: Muon-tagging rate for Run Ib, using the generic data sample. (a)
Distribution in ET for jets with j�j < 1 and ET > 10 GeV (open circles) and for
the subset of those jets that have a muon tag (solid circles), and (b) the ratio of
tagged jets to all jets in each ET bin. In part (b), results are shown of a �t to
P�-tag = A+B log10(ET ).



112

Run Ib, the �t parameters wereA = �0:00632�0:00036 and B = 0:00337�0:00011.
The results for the two parts of the run are consistent with each other, the average

probability of �nding a muon that tags any given jet being about 0.5% per jet.

We therefore expect that about 3{4% of background events will have a muon-tag.

Comparing this to the 20% of tt events expected to have a tag, we see that requiring

a muon-tag should improve background rejection by about a factor of �ve.

To estimate the number of muon-tagged events in a multijet data sample, we

used the ET of the jets in each event and the parametrization of P�-tag given in

Equation 5.7. The expected number of muon-tagged events in a sample is given

by:

Ntag(pred) =
X

events

X
jets

P�-tag; (5.8)

where the sum over jets includes only jets with j�j < 1 and ET > 10 GeV, and

the sum over events includes only the events remaining in the sample after all

requirements except that for the muon-tag have been imposed.

Our estimate for the expected number of muon-tags assumes that the heavy

quark content in the data is not a�ected signi�cantly by the kinematic selection

criteria (using H3j
T , A, C, and NA

jets). Of course, this assumption is only correct

if the tt component of the sample is negligible. However, because we will impose

selection criteria designed to enrich the tt fraction, we expect the number of muon-

tagged events remaining in the sample (after imposing kinematic criteria) to exceed

the number predicted for background alone (Equation 5.8). A signi�cant excess

would constitute possible evidence for tt production.

To estimate the uncertainty in the predicted number of background muon-

tagged events, we allowed the parameters A and B to vary within their uncertain-

ties. Using the search sample of data, which contains a large number of events

and a small (about 1% after imposing the muon-tag requirement) expected con-
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tribution from tt production, we found that the predicted number of events with

a muon-tag varies by 5%, and assigned this as the uncertainty in the background

prediction due to uncertainty in the �t of the tagging rate. We also found that

by using the central values of A and B from the generic sample, we could predict

the number of events in the search sample that had a muon-tag to within this 5%

uncertainty.

In addition, we examined the dependence of the tagging rate on the kinematic

parameters of Section 5.3. Figure 5.10 shows the distribution in each of these

parameters for events with a muon-tag from the Run Ib search sample. For each

of the four parameters, the prediction appears to describe the observed distribution

rather well. For Run Ia, the quality of the prediction is similar.

We have also looked for evidence that hadrons from high-momentum jets pass

through the iron, thereby simulating muons. As noted in Chapter 2, the calorimeter

and muon system contain many interaction lengths of material in order to prevent

this occurrence. However, because we use kinematic criteria that tend to select

events with high-ET jets, it is possible that such hadronic \punchthrough" can

be larger in our �nal candidate sample than in the generic sample, in which case

the background would be underestimated. (We are not concerned with muons

produced in the decays of pions and kaons in jets, as this contribution should

already be modeled by the background prediction.) This issue has been studied

extensively, and the e�ect has been found to be negligible [57, 96].

Due to sources other than tt production, the imposition of our kinematic se-

lection requirements may a�ect the b-quark content of the selected events relative

to that of the generic sample. This would also cause the background estimate of

Equation 5.8 to be too low. Figure 5.10 does not show evidence of such an e�ect,

and additional studies [75] using Monte Carlo models of QCD b-quark production

indicate that this causes less than 10% of an e�ect, which we will use for ascribing
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a systematic uncertainty in our background estimates.

Finally, we have studied the e�ect of the Main Ring on the muon-tagging rate.

As we noted in Chapter 4, events that occurred during periods of intense Main-Ring

activity were not rejected by the multijet trigger, and our quality requirements (see

Section 4.2) may not have removed them all. We have therefore examined each of

the events that satis�ed our �nal selection criteria (to be de�ned in Section 6.1) for

evidence of contamination from interactions in the Main Ring, but found no such

problem. In addition, we have examined the muon-tagging rate to see whether

it depends on the status of the Main Ring, by comparing the muon-tag rate for

events that occurred during the MRBS LOSS or MICRO BLANK� intervals, when

e�ects from interactions in the Main Ring are most likely, to the rate for events

that occurred outside those intervals. We conclude that the uncertainty due to

e�ects from the Main Ring is 0.6%.

�See Section 2.2.5.
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Chapter 6

Selection of Candidate Events

In the previous chapter we described the kinematic parameters that can be used

to distinguish tt events from background, and a way of estimating the expected

background when a muon-tag is required. Here we apply selection criteria to the

search sample, using both the kinematic properties and muon-tags, in order to

determine whether a contribution from tt production is present in the data.

6.1 Optimization of Selection Criteria

To de�ne optimal selection criteria, we must again use data to model the back-

ground. Because it is desirable to optimize such criteria using a data sample that

is statistically independent of the data that will be used in the search, we chose

to divide the search sample into two parts. We randomly selected 9,766 events

from the search sample (as de�ned in Section 4.3), divided between Run Ia and

Run Ib in proportion to their respective luminosities, and designated this as the

\background-study" sample. This sample was used to de�ne the optimal selection

criteria. The remaining 48,459 events were designated the \�nal" data sample,
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and the search for a tt signal was subsequently performed using this sample, which

corresponds to an integrated luminosity of 48.6 pb�1.

Each of the events in the background-study sample was assigned a weight pro-

portional to its probability of having a muon-tag, as determined from the back-

ground tagging function (Equation 5.8). The proportionality constant was chosen

to make the sum of the weights for all events in the background-study sample

(satisfying some given set of criteria) equal the expected number of muon-tagged

background events in the �nal data sample (satisfying the same criteria).

The signal sample consisted of 8,880 isajet tt ! all-jets events that satis�ed

all the requirements used to de�ne the search sample. We chose a top mass of

180 GeV/c2 for the optimization procedure so that the selection requirements

would be e�cient over the full range of likely values for the top mass. Each signal

event was assigned a weight of 0.2 (re
ecting the approximate probability of �nding

a muon-tag in a tt event), which was multiplied by a constant factor that made

the sum of the weights for all events (satisfying some given set of criteria) equal

the number of muon-tagged tt events expected in the �nal data sample. A 44%

branching ratio for tt! all-jets and the value of the total tt cross section measured

by D� were, as usual, assumed in the analysis. In order to improve the statistics

in the optimization procedure, we did not require a muon-tag in either the signal

or background-study samples.

We optimized a set of criteria by requiring that the values of each of the four

parameters H3j
T , A, C, and NA

jets exceed some given thresholds. The possible

values of the thresholds were taken from an \importance-sampled" grid in the four-

parameter phase space [75, 82]. For any event (X), in either the background-study

or the signal sample, we found the sum of the weights for events in the signal sample

and the sum of the weights for events in the background-study sample that had

values of all four parameters greater than the values in eventX. The optimization
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involved performing this procedure for all events in both samples. We could then

identify a set of selection requirements for the four parameters that, for example,

achieved maximum signi�cance for signal, maximum background rejection at some

�xed e�ciency for signal, or some other such choice.

The results obtained from testing some possible sets of thresholds are shown in

Fig. 6.1, where we plot the expected number of muon-tagged signal events (Nt�t)

vs. the expected number of muon-tagged background events (Nbkg) for each set

of thresholds. The numbers of events correspond to an integrated luminosity of

48.6 pb�1. The upper edge of the envelope|where expected signal is maximized for

any given level of background|de�nes a family of optimal sets of threshold values

for the kinematic parameters. Points below this edge correspond to combinations

of thresholds that yield lower ratios of signal to background and therefore would

not be optimal for selecting tt events for further study. Our selection criteria for

the search sample excluded possibilities in this region, and the optimization proce-

dure did not consider sets of parameters that had poor combinations of threshold

values.�

In Fig. 6.2, we show the points along the optimal boundary for the region of

Nbkg < 85. We �nd that this boundary can be characterized roughly by Nt�t �
1:4
q
Nt�t +Nbkg, which represents the presence of a tt signal with a statistical

signi�cance of 1.4 standard deviations. The corresponding contour is shown as a

dashed line.

We have chosen two sets of kinematic criteria corresponding to two points along

the optimal boundary to be used for selecting candidate events. These points

have been labeled as \Set I" and \Set II" in Fig. 6.2. The criteria of Set I were

chosen because they produced an expected signal-to-background ratio that was

�Threshold values below H
3j
T = 50 GeV, C = 0.4, NA

jets = 1.5, and A = 0.02 were not

considered.
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Figure 6.1: Output from the grid-search algorithm. Shown are predictions for
the number of muon-tagged background events and the number of muon-tagged
signal events expected for an integrated luminosity of 48.6 pb�1, for di�erent values
of thresholds on the chosen kinematic parameters. Background is modeled by a
subset of the D� data, and signal is modeled using isajet Monte Carlo with mt
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input parameters.



120

Number of Background Events (expected)

N
u

m
b

e
r 

o
f 
S

ig
n

a
l E

ve
n

ts
 (

e
xp

e
ct

e
d

)

Set II

Set I

0

2

4

6

8

10

12

14

0 10 20 30 40 50 60 70 80
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Table 6.1: Threshold values and expected results for our two sets of selection
criteria.

Set I Set II
Thresholds:

H3j
T (GeV) 144.7 137.6
C 0.739 0.698

NA
jets 3.32 3.10
A 0.131 0.048

Acceptance ("all-jets):
mt = 160 GeV/c2 0:0134 � 0:0033 0:0338 � 0:0078
mt = 180 GeV/c2 0:0218 � 0:0052 0:0526 � 0:0121
mt = 200 GeV/c2 0:0307 � 0:0074 0:0721 � 0:0166

Expected Nt�t:
mt = 160 GeV/c2 3.10 7.82
mt = 180 GeV/c2 3.81 9.23
mt = 200 GeV/c2 4.20 9.87

Expected Nbkg 4.99 32.7

near unity, with several events expected from signal. The criteria of Set II were

less restrictive, thereby providing a larger sample of candidate events that still

had adequate sensitivity to contributions from tt production. The values of the

thresholds for the kinematic parameters for both sets are listed in Table 6.1, along

with the expected yields for signal and background. The acceptance ("all-jets) of

these criteria for selecting tt ! all-jets events is also listed for top masses of 160,

180 and 200 GeV/c2.

In order to check that our results do not depend strongly on the particular sets

of chosen thresholds, we have studied six other sets of criteria that correspond to

points along the optimal boundary. (Appendix A provides details of this study.)

Other studies that demonstrate the reliability of the grid-search algorithm for

selecting optimal criteria are described in Ref. [75].
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The uncertainties listed in Table 6.1 for "all-jets include a statistical uncertainty

of 5% for Set I and 3% for Set II. This corresponds to the number of events in

the Monte Carlo that satis�ed the selection criteria. In addition, several sources

of systematic uncertainty have been investigated, as described below.

One major source of systematic uncertainty is the relative energy scale for jets

between data and Monte Carlo. The absolute energy scale is not particularly rele-

vant for our search. However, if jets in the Monte Carlo events have substantially

larger (or smaller) energies than corresponding jets in the data, then the accep-

tance for selecting tt events will be miscalculated. The uncertainty in the relative

scale is a major contributor to the uncertainty in "all-jets. The corrections of cafix

are only reliable to 10% accuracy, and varying the energy scale in the Monte Carlo

by this amount suggests a 16% uncertainty in acceptance for the chosen criteria.

Another important issue is how well the isajet generator models the physics

of tt production and decay. To estimate the e�ect of uncertainty in the model,

we compared the acceptance for a given set of criteria using isajet events to

that obtained using herwig. We found a systematic uncertainty of 13% due

to di�erences between the generators at the parton level. We also found a 10%

uncertainty due to the reliability with which geant models detector performance

and the variation in true detector performance with time.

We have also considered the possibility that an event with a muon-tag may

be less likely to satisfy the kinematic selection requirements because part of the

tagged jet's initial energy was transferred to the muon and the (undetected) ��. If

this e�ect were signi�cant, we would expect the muon-tagging rate for tt events to

depend on the speci�cs of the kinematic criteria. We examined the e�ciency of the

muon-tag requirement for tt events over a range of possible kinematic criteria and

found no such e�ect. Consequently, we do not regard this as a signi�cant source

of uncertainty in "all-jets.
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Table 6.2: Sources of uncertainty in "all-jets.

Size of e�ect
Source of Uncertainty Set I Set II
Energy scale 16% 15%
Model accuracy 13% 13%
Detector response 10% 10%
Trigger model (x5.1) 5% 5%
Statistical uncertainty 5% 4%
Total uncertainty 24% 23%

The contributions to the uncertainty in "all-jets are summarized in Table 6.2.

The total uncertainty was obtained by adding these e�ects in quadrature.

To measure the total cross section for tt production accurately, it is important

to account for any contributions that may be present in the �nal data sample

from tt decay channels other than all-jets. In Table 6.3, we list
P
" � BR, that

is, the acceptance for all tt decay modes, including all-jets, and the corresponding

expected yield of tt events. Comparing these values to those predicted for only

all-jets decays (Table 6.1), we see that about 15{18% of the total yield in our

all-jets sample can be attributed to channels other than all-jets. About 40% of

these additional events are from the �+jets decay mode, while the rest are from

e+jets and �+jets events for which the lepton did not satisfy the identi�cation

requirements for searches in those channels.

6.2 Results

We applied the criteria listed in Table 6.1 to the data, excluding the events that

were used in the background-study sample. As indicated before, the �nal data
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Table 6.3: Expected tt yields, including contributions from channels other than
all-jets, for our two sets of selection criteria.

Set I Set IIP
"� BR:

mt = 160 GeV/c2 0:0070 � 0:0018 0:0182 � 0:0044
mt = 180 GeV/c2 0:0117 � 0:0027 0:0289 � 0:0066
mt = 200 GeV/c2 0:0163 � 0:0037 0:0398 � 0:0092
Expected tt yield:
mt = 160 GeV/c2 3.67 9.54
mt = 180 GeV/c2 4.58 11.1
mt = 200 GeV/c2 4.45 11.3

sample consisted of 48,459 events, corresponding to an integrated luminosity of

48.6 pb�1. We �rst applied the threshold requirements on H3j
T , C, NA

jets, and A, as
listed in Table 6.1. The number of events in the �nal data sample satisfying these

requirements, prior to requiring a muon-tag, was denoted by Ndata. Then, using

Equation 5.8, we determined the expected number of muon-tagged background

events (Nbkg). Finally, we required a muon-tag, and found the number of candidate

events (Nobs). The excess is de�ned as Nexcess = Nobs �Nbkg.

Before calculating the tt cross section, we introduced a small correction to

Nbkg, for the following reason. If tt events are contained in a sample of events

prior to requiring a muon-tag, the background in the corresponding muon-tagged

sample will be overestimated in proportion to the fraction of tt events contained

in that sample. We have chosen to correct for this e�ect. If Nexcess corresponds

to the number of tt events in the sample after imposing a muon-tag requirement,

then dividing Nexcess by the muon-tagging e�ciency for tt events (20%) yields the

approximate number of tt events in the data sample prior to requiring a muon-tag.
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Table 6.4: Sources of uncertainty in Nbkg. These sources were discussed in Sec-
tion 5.4.2.

Size of e�ect
Source Set I Set II
b-quark content 10% 10%
Tag rate parametrization 5% 5%
Main Ring activity 0.6% 0.6%
Statistical uncertainty 7% 3%
Total uncertainty 14% 12%

We can then de�ne the estimated fraction of tt events in the sample (fsig) as:

fsig =
Nexcess

0:2Ndata

: (6.1)

The corrected estimate for the number of background events is then given by:

Nbkg(corr) = Nbkg(1� fsig): (6.2)

This correction reduced the background estimate (and increases the signal) by

0.6 events for Set I and 1.4 events for Set II. Half this correction was added in

quadrature with the uncertainty in Nbkg to account for the overall uncertainty of

the correction.

Sources of uncertainty in Nbkg were discussed in Section 5.4.2. They are sum-

marized in Table 6.4. Again, we de�ned the total uncertainty as the sum of the

separate contributions added in quadrature.

The results obtained using the criteria of Set I and Set II are shown in Table 6.5.

We have listed both the corrected and uncorrected background estimates for each

set of criteria.
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Table 6.5: Results of applying the criteria of Set I and Set II to D� data.

Criteria Ndata Nbkg Nobs Excess Nbkg(corr)
Used (before tag) (Eq. 6.2)
Set I 203 7:7� 1:1 11 3.3 7:1� 1:1
Set II 946 34:2 � 4:1 42 7.8 32:8� 4:2

For both sets of criteria, we observe a small excess of events above the estimated

background. Assuming Poisson 
uctuations in the number of observed events, the

standard deviation is just
p
Nobs, and the statistical signi�cance of this excess is

about one standard deviation. Consequently, we cannot state with great assur-

ance that our data require the presence of a contribution from tt production. We

emphasize that Set I and Set II do not represent independent experiments; Set I

is in fact a subset of Set II.

6.3 Properties of the Candidate Events

In search of additional evidence for tt production, we have examined the properties

of the 42 candidate events that satis�ed the criteria of Set II. We have compared the

distributions in the kinematic parameters for the events that satis�ed the criteria of

Set II to those expected for background. These distributions are shown in Fig. 6.3,

where we have used the 946 untagged events, each weighted by its probability

of having a muon-tag, to represent the expected (\predicted") background; the

42 candidate events are labeled as \observed." Aside from the total number of

observed events being somewhat larger than predicted from background, we do

not see a clear di�erence between the two distributions.

In addition, we have used the D� event display program to examine each event
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that satis�ed the requirements of Set II. Some of the events are quite intriguing,

showing many of the properties expected for tt events. Two displays of an event,

which also satis�ed the criteria of Set I, are shown in Figs. 6.4 and 6.5. In these

\lego" plots, �-� coordinates are plotted in the horizontal plane, and ET is repre-

sented by the height of each lego tower. Although we cannot conclude whether any

given event is due to tt production, the structure of this event is quite characteristic

of such processes. Figure 6.4 shows the calorimeter towers used to reconstruct jets.

The patterns of hatching indicate the assignment of the towers to the jets found

by d�reco using the R = 0:3 cone algorithm. As the �gure indicates, this event

has six distinct jets, each with large ET . In Fig. 6.5, all the objects reconstructed

by d�reco are shown. The jet at � = 0:7 and � = 5:6 has a muon-tag, with pT (�)

= 7.3 GeV/c. Two other muons were reconstructed by d�reco, but both have pT

< 4 GeV/c. These muons could be the result of decays of pions or kaons from the

nearby jets. We also note that d�reco identi�ed two \photons," but both have

ET < 2 GeV and could be the result of noise in the calorimeter. (As discussed in

Chapter 3, d�reco does not impose quality requirements for photons.) The clear

six-jet structure seen in this event is also present in several other candidate events.

6.4 Cross Section for tt Production

Finally, assuming that the observed event excess is due to tt production, we cal-

culated the cross section for tt production (�tt). Our extracted cross section can

be compared with previous measurements of tt production in other channels.

In calculating the cross section, we used our corrected estimate for the back-

ground:

�t�t =
Nobs �Nbkg(corr)

(
P
"� BR)� R Ldt ; (6.3)
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 JETS_LEGO PLOT  14-OCT-1995 11:57 Run   87604 Event    4202      5-JAN-1995 05:19

Miss ET 

JETS ET LEGO   

 CALEGO ETMIN=  1.00   
 CONE ALGORITHM    0.3 

 6  26.4       

 5  31.8       

 4  35.3       

 3  41.1       

 2  43.6       

 1  43.7       

Figure 6.4: Calorimeter towers in each jet, for one of our candidate events. The
ET of each jet, prior to cafix corrections, is listed.
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 DST LEGO        14-OCT-1995 11:59 Run   87604 Event    4202      5-JAN-1995 05:19

MUON

MUON

MUON

  PHO   

  PHO   

Miss ET 

ET DST ETA-PHI

PHYDIS ETMIN=   1.00    

  3   MUON        

  1   MISS ET     

  6   JET (HAD)   

        (EM)      

  2   PHOTONS     

  5 CD TRAKS   

Figure 6.5: Reconstructed objects for one of our candidate events. This event has
six distinct jets, one of which (at � = 0:7, � = 5:6) is tagged by a muon. Two
other low-pT muons have been reconstructed. The \photons" shown here may be
due to noise.
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where Nobs is the total number of observed events, Nbkg(corr) is the expected

number of background events after correcting for the presence of tt production in

untagged events (described in Section 6.2);
P
" � BR is the sum over all decay

channels of the branching ratio times the acceptance of the �nal criteria for se-

lecting tt events (listed in Table 6.3); and
R Ldt is the integrated luminosity. For

purposes of determining the e�ciency, we assume that mt = 200 GeV/c2.

We obtain the uncertainty in the cross section measurement from the addition

of separate contributions in quadrature:

(
��

�
)2 =

Nobs

[Nobs �Nbkg(corr)]2
+

[�Nbkg(corr)]
2

[Nobs �Nbkg(corr)]2
+ (

�"

"
)2 + (�L)2; (6.4)

where �Nbkg is the error in the estimated number of background tagged events

(Table 6.5), �" is the estimated error in the acceptance, " is the acceptance, and �L
is the estimated relative error (12%) in the calculation of the integrated luminosity.

Using the criteria of Set I, we found that �tt = 4:9 � 4:6 pb. (The criteria of

Set II yielded a consistent value: �tt = 4:8�4:2 pb.) Our measurement is consistent
with results published by D� from other channels [2], for which the measured value

of �tt was 6:4 � 2:2 pb. However, as we have indicated previously, our measured

excess is consistent with zero and therefore does not establish conclusively the

presence of a tt signal in the all-jets channel.



132

Chapter 7

Conclusion and Discussion

Using the D� detector at Fermilab, we have searched for the top quark in the

all-jets channel. The search was performed on data corresponding to an integrated

luminosity of 48.6 pb�1. As described in Chapter 6, we found 11 events that

satis�ed the �nal selection criteria, with an expected background of 7:7�1:1 events.
Based on the small excess of observed events above background, the cross section

for tt production was found to be 4:9�4:6 pb. Our cross section is consistent with

previous measurements reported by D� [2] and CDF [3]. Nevertheless, the signal

is not su�ciently signi�cant to establish the unambiguous existence of the channel

tt! all-jets.

We have presented a method for detecting a tt signal in the all-jets mode,

which, with additional data, can provide clear evidence for a signal. Analysis of

the later part of Run Ib is now in progress, and the additional data will increment

the integrated luminosity to about 93 pb�1. Based on the results reported in this

dissertation, and assuming that no changes will be made to the selection criteria, we

would expect to observe only about 19 events from all of Run I, with a predicted

background of about 13 events. The statistical signi�cance of the excess would
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improve, but only to about 1.3 standard deviations, which is still not large enough

for claiming the unequivocal presence of a tt signal.

However, it may be possible to improve the background rejection by modifying

the selection criteria. For instance, new criteria for the identi�cation of muon-tags

are being developed. These criteria will enable us to extend muon-tagging into

the EF region (1 < j�j < 1:7) of the muon system, thereby increasing the accep-

tance for tagging heavy quarks in tt events. Furthermore, there have been recent

suggestions concerning novel use of kinematic parameters. As just one example,

F. Tkachov has proposed a class of parameters called \jet discriminators," which

de�ne a continuous scale for jet multiplicity in an event [92]. These parameters

provide more information about multijet structure than our present jet-counting

parameter, NA
jets. If a practical method of calculating these jet discriminators from

experimental data could be developed, our ability to reject background would

improve signi�cantly. Other parameters, which may lead to to improvements in

background rejection, are also being explored [97].

We also note that more sophisticated techniques for selecting candidate events

are being developed at D� [97, 98, 99]. In this dissertation, we have used a single

threshold setting on each of four kinematic parameters. While this appears to be

an e�ective way to proceed, it does not exploit all the correlations among parame-

ters that were noted in Chapter 5. Methods of event selection that make more use

of the correlations are currently being developed. One such method, known as the

arti�cial neural network [100], incorporates correlations among parameters in an

elegant and general way. Using such techniques, we hope to improve background

rejection at a �xed acceptance for signal, and thereby improve the statistical sig-

ni�cance of our result.

Once a signi�cant excess is established, we can attempt to measure the mass

of the top quark. Unlike other decay channels, the all-jets mode does not contain
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high-pT neutrinos, and consequently, complete kinematic information about the tt

decay is available in the event. The principal di�culty lies in associating the jets

with the correct parent partons. Each top quark decays to a b quark and a W

boson, and the latter subsequently decays to two light quarks. Consequently, for an

event that has six jets, there are 90 distinct assignments of the jets to the quarks.

For events that have additional jets due to gluon radiation, the number of possible

assignments increases rapidly. Many of the incorrect assignments yield results that

are incompatible with a tt decay, and therefore, a kinematic-�tting program can

be used to rule them out. Work on kinematic �tting and mass measurement in the

all-jets channel is currently in progress [101], and if we can extract a data sample

with a signi�cant tt component, it should be possible to measure the mass of the

top quark.

The prospects for studies of tt ! all-jets in the future are bright. Upgrades

to the D� detector and to the Fermilab accelerator complex are in progress, in

preparation for the next Tevatron collider run, which is now scheduled to begin

in 1999. The Main Injector, now under construction, will replace the Main Ring

[102], and the addition of a new antiproton accumulator is also planned. As a

result of these improvements, the luminosity in the Tevatron will increase by a

factor of about ten. We can therefore expect at least ten times more data to be

available from the next run.

The upgraded D� detector [103] will be well suited to studies of tt ! all-jets.

The quality of the calorimetry will remain high, and the inner tracking detectors

will be replaced by a silicon vertex detector and a scintillating �ber tracker. The

improved resolution of the new vertex detector will make it possible to tag b-quark

jets by identifying a displaced secondary vertex inside a jet. In addition, the

upgraded detector will have a magnetic �eld in the inner tracking region, which

will make it possible to tag b-quark jets by their decays to electrons as well as to
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muons.

With these improvements to the detector and the accelerator, it should be

possible to collect and identify a large sample of tt events with which to test the

predictions of the Standard Model for the cross section and branching ratio in the

all-jets channel, and in addition, to obtain a precise measurement of the mass of

the top quark.
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Appendix A

Consistency Check of the Grid

Search

As mentioned in Chapter 6, we studied six other sets of thresholds, in addition to

Set I and Set II. The purpose of this study was to con�rm that the results obtained

from the grid search are stable over a range of possible choices of thresholds on the

kinematic parameters.

Each of the six sets of criteria used to con�rm the consistency of the results

corresponds to a point on the optimal boundary shown in Fig. 6.2. The values of the

thresholds on H3j
T , C, NA

jets, andA are listed in Table A.1. The expected acceptance

("all-jets) and yields for signal (assuming mt = 200 GeV/c2) and background, based

on the output from the grid-search algorithm, are listed in Table A.2.

To determine whether the results depend on the criteria chosen, we applied

each of the sets of criteria listed in Table A.1 to the 48,459 events in the �nal

data sample, just as we did for Set I and Set II in Chapter 6. We then used

any observed excess to calculate a cross section for tt production, following the

procedures described in Chapter 6. This allowed us to verify the consistency of
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Table A.1: Threshold values for six sets of criteria used for the consistency study.

Threshold Values

Set No. H3j
T (GeV) C NA

jets A
1 130.6 0.571 3.13 0.057
2 137.2 0.522 3.46 0.052
3 136.2 0.669 3.67 0.072
4 137.8 0.682 3.68 0.088
5 147.8 0.550 3.18 0.112
6 142.7 0.619 4.26 0.184

Table A.2: Acceptance and expected yields for six sets of criteria used for the
consistency study.

Set No. "all-jets Nt�t Nbkg

1 0.0826 11.3 50.6
2 0.0793 10.9 42.4
3 0.0638 8.74 26.6
4 0.0544 7.44 18.0
5 0.0437 5.98 11.6
6 0.0173 2.37 1.59
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Table A.3: Results from the six sets of criteria used for the consistency study.

Criteria Ndata Nbkg Nobs Excess
P
"� BR �tt(pb)

1 1537 50:1 � 6:0 61 10.9 0:046 � 0:011 5:7� 4:7
2 1266 41:8 � 5:0 51 9.2 0:044 � 0:010 5:0� 4:4
3 761 26:9 � 3:5 33 6.1 0:035 � 0:008 4:3� 4:2
4 555 19:8 � 2:6 27 7.2 0:029 � 0:007 5:9� 4:4
5 359 12:7 � 1:7 14 1.3 0:024 � 0:005 1:3� 3:6
6 80 2:9� 0:5 2 �0:9 0:009 � 0:002 �2:1� 3:6

the results in a straightforward manner. The results are listed in Table A.3. As

usual, the values of
P
" � BR, listed in Table A.3, include contributions from all

tt decay channels.

We see that, except for the most restrictive criteria (Set 6), all sets of criteria

yielded an excess. The statistical signi�cance of the excess is � 1:4 standard

deviations, not large enough to con�rm the presence of tt production. Within

their uncertainties, the cross sections calculated for the six sets of criteria are all

consistent with each other. They are also consistent with the cross section reported

in Chapter 6. We emphasize that there is considerable overlap among the data

samples that satisfy these sets of criteria, so that this study does not constitute an

independent validation of the results presented in Chapter 6. This study simply

shows that the results do not depend strongly on the particular criteria chosen.


