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MINOS+, a three year extension of the successful MINOS experiment,

is a long-baseline neutrino experiment consisting of a beam originating at the

NuMI beam facility, which is sampled 1 km downstream from in the 1 kt Near

Detector at Fermilab, and again at 735 km downstream in the 5.4 kt Far De-

tector in the Soudan Underground Laboratory. Comparison of measurements

taken at the Near and Far Detectors allows MINOS+ to probe with great pre-

cision the atmospheric domain of neutrino oscillations. Through observation of

both neutral-current and charged-current weak interactions, MINOS+ is sen-

sitive to both the muon neutrino survival and muon neutrino disappearance

along its long baseline, which not only permits the high-precision measurement

of ∆m2
32 and θ23 in the standard three-flavor neutrino oscillations model but

also allows for searches for anomalous oscillation behaviors. Here we show that

observation of the anomalous disappearance of muon neutrinos can be inter-

preted in the context of oscillations in a phenomenological model containing

three active neutrino flavor eigenstates and one sterile neutrino eigenstate.
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Using this type of model, we demonstrate that the MINOS+ experiment, in

combination with data collected during the MINOS era, achieves world-leading

sensitivity to the sterile neutrino eigenstate over seven orders of magnitude in

the mass-splitting ∆m2
41.
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the probabilities associated with the global best-fit parameters
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6.4 Plotted are oscillation probabilities as a function of L/E show-
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bilities associated with the global best fit parameters in Figure
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fixed to the values shown in Table 6.1. . . . . . . . . . . . . . 210

6.5 Plotted are oscillation probabilities as a function of L/E show-
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probabilities associated with the global best fit parameters in
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parameter in the fit described in this analysis. The black line
gives the probabilities associated with the global best fit param-
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6.7 The beam matrix used in the extrapolation of the FD recon-
structed energy spectrum for the standard oscillations analysis
(left) together with the simulated ND and FD reconstructed en-
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6.9 MC simulation of predicted reconstructed energy spectra and
Far-over-Near ratio for three-flavor oscillations and (3+1)-flavor
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and ∆m2
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the simulated Far-over-Near ratio for 3- and (3+1)-flavor os-
cillations (upper right). Using the Far-over-Near ratio results,
the double Far-over-Near ratios of the simulated spectra with
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certainty for the νµ-CC sample is plotted as a function of the
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6.13 Comparison of the Asimov sensitivities computed using the si-
multaneous Two-Detector fit method for MINOS and MINOS+
simulation (black) with the Far-over-Near ratio method for the
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Chapter 1

Neutrino Physics

In this chapter, we introduce the physics of neutrinos both from a his-

torical perspective and in discussion of the modern theoretical understanding.

We first give a chronological overview of the discovery of the leptonic sector

including the three flavors of active neutrinos. This is followed by a detailed

discussion of the discovery and formalism of the phenomenon of neutrino os-

cillations. We then discuss results which are anomalous when viewed in the

context of the assumed three-flavor oscillations paradigm. The chapter con-

cludes with a discussion of the motivation and formalism describing sterile

neutrinos, which will be the target of the search described in this thesis.

1.1 Origins

James Chadwick, while a student of Hans Geiger in 1914 at the Physikalisch-

Technische Reichsanstalt, used his supervisor’s new namesake counting device

and a magnetic spectrometer to precisely measure the energy spectrum of β-

radiation [1]. The β-particle had already been determined by Henri Becquerel

in 1900 to be identical to the electron observed by J.J. Thomson in cathode

rays [2], and it was assumed that β-decay consisted of the emission of an elec-
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tron from the atomic nucleus in a two-body process [3]. It is in this context

that the observations of the energy spectra of β-decay by Chadwick were unex-

pected; instead of the discrete energies anticipated for the supposed two-body

decay process a continuous energy spectrum was observed. After many years

of further experimentation [4][5][6], the continuous velocity distribution of the

β-particles was finally accepted as a reproducible effect in 1927. The apparent

violation of the law of conservation of energy in β-decays very nearly led to the

abandonment of this general principle in favor of a mere statistically realized

conservation of energy, as was advocated by Niels Bohr [7].

In 1930, Wolfgang Pauli proposed a novel, as-yet-undetected particle in

what he called a “desperate remedy” to save the strict conservation of energy,

momentum, and angular momentum in β-decays [7]. Pauli called the unde-

tected particle the “neutron” (this was prior to the discovery of the baryon we

now know as the neutron by Chadwick in 1932 [8]). Enrico Fermi later intro-

duced the name “neutrino” to distinguish it from Chadwick’s neutron at the

Paris Conference of July 1932, and again at the Seventh Solvay Conference in

October 1933. Incidentally, the name is in fact due to Edoardo Amaldi by way

of a conversation with Fermi at the Institute of Physics in Via Panisperna in

Rome where he used the Italian diminutive -ino to denote this new “small neu-

tral thing” [9]. Fermi unified several postulated particles and related models

in his theory of β-decay in 1934 [10][11] in which he proposed the interaction

n0 → p+ + e− + ν (1.1)

where n0 is Chadwick’s neutron, e− is the ejected β-particle, and the neutrino,
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ν, carries away missing energy and spin permitting preservation of the con-

servation laws. Fermi’s theory was met with skepticism and a general lack

of interest by contemporaries to such an extent that it was rejected by the

journal Nature requiring instead publication in Zeitschrift für Physik [9].

1.1.1 Neutrino Discovery

Experimental verification of what is now known to be the antineutrino

was finally achieved through the Cowan-Reines experiments [12][13][14], the

definitive results of which were collected at the Savannah River nuclear power

plant and published in 1956 [15]. The experiment specifically searched for

the process of inverse beta decay due to nuclear reactor antineutrinos. The

detector used by Cowan and Reines consisted of a water target, cadmium

chloride neutron absorber, and adjacent liquid scintillator tanks equipped with

photomultiplier tubes. The inverse beta decay process, which was studied by

Bethe and Peierls as early as 1934 [16], can be written

ν̄e + p+ → n0 + e+, (1.2)

where the absorption by a proton of an electron antineutrino produces a

positron that rapidly annihilates with an electron to produce two gamma rays

(photons), and a neutron. The neutron was then absorbed by cadmium, a

highly effective neutron absorber, in the process

n0 + 108Cd → 109mCd → 109Cd + γ (1.3)
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producing an additional photon, which was expected to follow the two initial

photons after an elapsed time ∼ 5 µs. The detection in the liquid scintillator

detectors of a pair of photons from positron-electron annihilation and the

subsequent cadminum neutron absorption photon following with the expected

time delay proved to be a distinctive signature that antineutrinos were being

produced in the nuclear reactor as was predicted. As a result of the successful

discovery of the antineutrino, Reines was awarded the 1995 Nobel Prize in

Physics (Cowan had died in 1974).

1.1.2 Neutrino Flavors

In 1936, Anderson and Neddermeyer observed evidence for a new par-

ticle using a cloud chamber experiment to analyze the constituents of cosmic

rays [17]. The new particle, which would later be called the muon, was found to

have similar ionization characteristics to fast electrons, indicating an identical

charge, but markedly different track curvature in the presence of a magnetic

field, indicating a heavier mass than a free electron [18]. Several decades later

in 1960, Bruno Pontecorvo would hypothesize the existence of a new neutrino

state [19], the muon neutrino νµ, which results from the decay of pions to

muons and is distinct from the electron neutrino νe associated with β-decay.

Motivated by the work of Pontecorvo, an experimental group of Led-

erman, Schwartz, and Steinberger used the Alternating Gradient Synchrotron

(AGS) at Brookhaven National Laboratory (BNL) in order to search for the

new muon neutrino [20]. The neutrinos analyzed in this experiment were pro-
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duced in a beam of unfocused, decaying pions resulting from the bombardment

of a beryllium target using a 15 GeV proton beam. The beam was terminated

by a 13.5 m thick iron shield wall at a baseline of 21 m, which allowed neutrinos

in the beam to pass through to the detector to the exclusion of other beam

particles. The neutrino detector used in the experiment was a 10 ton alu-

minum spark chamber, which permitted the differentiation between electron

and muon tracks. A total of 34 single-track muon events were observed with 5

of these events being attributed to cosmic ray background. However, instead

of the 29 electron shower events that would have been predicted by a νµ = νe

model, only six electron events were observed. This result demonstrated that

the neutrinos have at least two generations corresponding to known lepton

flavors. The Nobel Prize was awarded for the discovery of the muon neutrino

and the pioneering work on the neutrino beam method in 1988.

The existence of a third, heavier lepton flavor was explored theoretically

in 1971 [21]. The observation of the third lepton was first made indirectly by a

joint SLAC-LBL research group under the leadership of Martin Perl using the

Stanford Positron Electron Asymmetric Rings (SPEAR) and the SLAC-LBL

magnetic detector [22]. Though this early work only reported on events of the

type

e+ + e− → e± + µ∓ + missing energy (1.4)

subsequent measurements [23] verified that the interaction that had been ob-

served was in fact given by

e+ + e− → τ+ + τ− → e± + µ∓ + 4ν (1.5)
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where the new heavy lepton was given the name tau (τ) [24] as derived from

the Greek τριτoν (“triton”, meaning third, it having been the third discov-

ered lepton). Perl would be awarded the Nobel Prize for this discovery in

1995. The scientific community having grown accustomed to the correspon-

dence of lepton and neutrino flavors, a third ντ neutrino flavor was naturally

anticipated. In 2000, the DONUT experiment at Fermilab reported on the

first direct observation of interactions involving the tau neutrino [25]. The

neutrino beam used in this experiment was generated from 800 GeV protons

accelerated in the Tevatron rings, incident on a one-meter long tungsten beam

dump. DONUT pioneered the use of emulsion targets in order to search for

characteristic “kinks” in the tracks produced by the rapid decay (∼ 2 mm

path length) of τ produced at neutrino interaction vertices. A total of four ντ

interactions were observed with an expected background of 0.34 events in the

initial run, while the final report from DONUT contained nine ντ candidate

interactions with an estimated background of ∼ 1.5 events [26].

Thus, the neutrino has been observed participating in weak interac-

tions in three active lepton flavors, namely the electron, muon, and tau, cor-

responding nicely with the three known generations in the quark sector. The

evidence for the three weak flavor eigenstates of neutrinos, and only those

three, had been mounting over time, even prior to the direct observation of ντ

by DONUT. From astrophysical observations, both the measurement of the

electron antineutrino flux from supernova SN1987A [27] and the measurement

of the relative abundance of Helium-4 in the universe [28] yield results consis-
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Figure 1.1: The cross section for hadron production in the approximate energy
range of the Z0 boson resonance as measured by the LEP Electroweak Working
Group. The curves are plotted for hypotheses of two (red), three (green), and
four (red) light, active neutrino flavors. The best agreement is found for a
model with three neutrinos. Figure reproduced from Ref. [29].

tent with three weak eigenstates of neutrinos with limits of Nν = 2.5+4.1
−0.8 or

Nν < 8 at 95% C.L. and Nν = 2.3± 0.8 or Nν < 3.6 at 95% C.L., respectively.

A rather stronger limit was established via indirect and direct measurement

of the invisible Z0 linewidth, which is directly attributable to decay to light,

active neutrinos. The global average reported by the Particle Data Group

(PDG), which is dominated by ALEPH, DELPHI, L3, and OPAL using the

Large Electron-Positron Collider (LEP) at CERN [29], is 2.984 ± 0.008 and

2.92± 0.05 for indirect and direct measurement, respectively [30]. The results

of the LEP Electroweak Working Group showing the constraint on the number

of neutrino species is shown in Figure 1.1.
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1.1.3 Neutrino Properties

In the Standard Model (SM), the neutrino is a weakly-interacting,

massless fermion. The issue of the mass of the neutrinos will be discussed

later in the context of oscillation phenomena. As with all fermions, the neu-

trino carries half-integer spin. The neutrino carries no electric charge nor color

charge, and therefore participates in interactions only via the exchange of W±

or Z0 bosons within the SM, and with the graviton in Beyond the Standard

Model (BSM) theories. The helicity of a particle is determined by computing

the inner product of the particle spin, σ, with its momentum, p. By conven-

tion, a right-handed particle is defined by positive helicity (σ · p > 0) and a

left-handed particle is defined by negative helicity (σ ·p < 0). Prior to 1956, it

was widely assumed [31] that parity is an intrinsic symmetry of nature, which

is to say that interactions involving right-handed particles are equally probable

as interactions involving left-handed particles.

In a paradigm altering experiment [32], Chien-Shiung Wu and collabo-

rators demonstrated that parity symmetry is violated in the weak interaction.

The experiment considered the process

60
27Co→ 60

28Ni + e− + ν̄e + 2γ (1.6)

wherein the decaying Cobalt-60 atoms were cooled to extremely low temper-

ature (∼ 0.003 K) and then uniformly polarized using an external magnetic

coil. Conservation of the parity symmetry in this experiment would suggest

isotropic distributions of the directions of the γ and e− produced, however
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an approximate bias of 60% was observed in the directional preference of the

emitted photons and electrons. The observation of parity violation led to a

reformulation of Fermi’s theory to a V −A Lagrangian [33][34] for the weak

interactions such that only left-handed particles and right-handed antiparticles

interact weakly. This has the natural corollary that only left-handed neutrinos

and right-handed antineutrinos ought to be observed.

The helicity of the neutrino was first measured directly in 1957 by

Goldhabler, Grozdins, and Sunyar at BNL [35]. The experiment studied the

K-electron capture of 152Eu in the process

152Eu + e− → 152Sm∗ + νe → 152Sm + γ + νe (1.7)

In this interaction, the nucleus of the 152Eu is spin 0 with odd parity (0−)

while the K-electron has spin 1
2
, giving a total spin of 1

2
. The emission of

the γ rays is isotropic in the center of mass reference frame, but due to the

recoil of the excited 152Sm∗ from the νe emission, resonant scattering can be

observed in γ rays emitted in the direction opposite the neutrino. Since the

conservation of angular momentum requires that the final state must have

total spin 1
2
, the circularly-polarized, resonant photons must have identical

helicity to the neutrino. The observation of the polarization of the resonant γ

rays was found to be consistent with 100% negative helicity (left-handedness)

for the neutrinos.
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1.2 Neutrino Oscillations

As mentioned in the discussion of neutrino properties in Section 1.1.3,

the SM assumes that the neutrinos are massless, which would imply stationary

neutrino flavor states. However, a series of experimental results, which will

now be discussed, raised significant questions challenging the assumption of

massless neutrinos.

1.2.1 Solar Neutrino Problem

The first hints of disagreement with the massless SM neutrino expecta-

tions arose beginning in 1968 with measurements by Ray Davis at the Homes-

take Experiment [36], which was designed to analyze the solar electron neutrino

flux. Davis collaborated with theorist John Bahcall who was responsible for

the computation of the expected neutrino flux due to the known solar nuclear

processes. The experiment, the first to perform a radiochemical solar neutrino

measurement, was located approximately 1500 meters below the ground in the

Homestake Gold Mine. It consisted of a 390 m3 tank filled with perchloroethy-

lene (C2Cl4), selected as a chlorine source, in order to search for the electron

neutrino capture process

νe + 37Cl→ 37Ar + e− (1.8)

which has a threshold energy of 814 keV and is therefore sensitive to neutrinos

produced predominantly from the 8B decay [37]. Due to the extremely low

probability of this interaction, a long exposure time was required to observe
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signifcant results. The argon formed in the interaction was collected by bub-

bling helium through the tank, and the collected sample was placed in a small

gas counter in order to detect the radioactive decay of the unstable argon

species. The observed quantity of the unstable argon isotope was found to be

consistent with an upper bound of 3× 10−36 s−1 per atom of 37Cl on the rate

of neutrino interactions. Calculations by Bahcall et al. predicted a neutrino

interaction rate of approximately 7.5× 10−36 s−1 per atom of 37Cl using a set

of five variations on solar nuclear fusion models, demonstrating a clear deficit

in the experimentally observed rate.

After Davis and Bahcall uncovered this solar neutrino deficit, which

would come to be known as the “solar neutrino problem” [37], a series of

further experiments attempted to confirm the result. The Kamioka Neutrino

Detection Experiment (Kamiokande), consisting of a water Čerenkov detec-

tor instrumented with photomultiplier tubes (PMTs), measured the flux of

neutrinos from the identical 8B decay via the detection of

νe + e− → νe + e− (1.9)

wherein an electron neutrino scatters off an electron. Čerenkov light is pro-

duced when a particle travels at superluminal speeds in a given medium, re-

sulting in a conical arrangement of emitted light wavefronts equivalent to the

mechanism of a sonic boom in sound waves. In 1986, Kamiokande-II pub-

lished an observation of the solar neutrino flux indicating a neutrino event

rate of 0.46 ± 0.13(stat.)±0.08(syst.) of the expected value from the Stan-

dard Solar Model (SSM) [38]. An updated Kamiokande-II result [39] was
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published in 1991 with an observation of the neutrino event rate of 0.46 ±

0.05(stat.)±0.06(syst.) of the SSM or 0.70 ± 0.08(stat.) ±0.09(syst.) for

an alternative model of solar fusion [40]. Further data collected during the

Kamiokande-III run period resulted in verification of the previous observa-

tions with a net deficit in the neutrino event rate ranging from 49% to 64%

[41] In the early 1990s, the Soviet-American Gallium Experiment (SAGE) [42]

and the Gallium Experiment (GALLEX) [43] both measured the solar neu-

trino flux arising from the p− p chain through electron capture by Gallium in

the process

νe + 71Ga→ e− + 71Ge (1.10)

which has a lower threshold energy than the previously discussed experi-

ments at 233 keV. The expected rate for this interaction as predicted by

the SSM is 132+20
−17 SNU (3σ) [44], where SNU is the standardized solar neu-

trino unit defined by one neutrino capture per second per 1036 atoms of the

target element. The overall observed event rate for electron neutrino cap-

ture by Gallium was 65.4+3.1
−3.0(stat.)+2.6

−2.8(syst.) SNU for the SAGE experiment

[45], 77.5 ± 6.2(stat.)+4.3
−4.7(syst.) SNU for the GALLEX experiment [46], and

62.9+5.5
−5.3(stat.)±2.5(syst.) SNU for the GNO experiment [47], which when com-

bined results in a measurement of 66.1±3.1 SNU [45]. These results represent

an apparent depletion of approximately one-half of the expected solar neutrino

flux.

The intial attempts to reconcile the apparent deficit in the solar electron

neutrino flux involved revisions to modeling of solar fusion processes, partic-
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Figure 1.2: Plotted are the predicted solar neutrino energy spectra as com-
puted from the Standard Solar Model. Figure reproduced from Ref. [48]

ularly in variation of the expectatiions from the 8B chain [37]. The predicted

spectra of solar neutrinos from various decay chains is shown in Fig. 1.2. The

neutrinos from 8B are produced in the decay

8B→ 8Be∗ + e+ + νe (1.11)

and represent a very small fraction of the total solar neutrino flux at approxi-

mately 0.008%, while the uncertainties associated with this chain are very large

on the order of ±20% [49]. The difficulty in predicting the 8B neutrino flux

comes from the requirement for precision measurement of nuclear cross sections

and the effects of the Coulomb barrier at low energies, which is experimentally

difficult [50]. This confluence of circumstances led to initial skepticism of the

Davis Experiment result [51]. However, the neutrinos resulting from the p− p

chain form the dominant component of the solar neutrino flux (∼ 91% [49])
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and were known to have much smaller uncertainties on the order of ∼ 3% [52].

The p− p chain neutrinos were being analyzed by the lower energy threshold

Gallium neutrino experiments with similar results observed as in the case of

the 8B neutrinos. Further, developments in techniques for analyzing helioseis-

mology resulted in validation of temperature and pressure assumptions made

in the SSM [53], which began to shift the direction of study to the possibility

that the neutrinos were transmuting between the known flavor states as they

propagated from the sun.

1.2.2 Atmospheric Neutrino Problem

During the same period in which the study of solar neutrinos was be-

ginning to grow in general interest, other theorists and experimentalists began

studying neutrinos produced in the Earth’s atmosphere. This area of analysis

began as a search for the decay of protons, which required a detailed under-

standing of neutrino backgrounds [54]. When no proton decay was observed,

the experimental focus turned toward atmospheric neutrinos [55]. The bom-

bardment of the upper atmosphere by primary cosmic rays produces hadronic

showers of mostly pions, which were known to then readily decay to muons and

muon neutrinos. Muons subsequently decay to electrons, which produces both

a muon neutrino and an electron antineutrino. This process can be described

by

π− → µ− + ν̄µ

µ− → νµ + ν̄e + e−
(1.12)
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as well as the charge conjugate process. Therefore, an experimental measure of

the ratio, R, of flux of muon neutrinos and antineutrinos to the flux of electron

neutrinos and antineutrinos would be expected to yield

R =
φ(νµ + ν̄µ)

φ(νe + ν̄e)
≈ 2 (1.13)

within statistical and systematic fluctuations. Modeling of the hadronic show-

ering in the atmosphere agrees with this basic prediction within an uncertainty

of a few percent for neutrino energies on the order of 1 GeV [56], though for

significantly higher energies corrections must be made to account for muons

traversing the atmosphere without decay and the contributions of the produc-

tion of kaons instead of pions.

The first experiment to measure the flavor content of the atmospheric

neutrinos was Kamiokande, which was first discussed in Section 1.2.1 in the

context of solar neutrinos. In 1988, Kamiokande-II reported the observation

of 105 electron-like events and 85 muon-like events as compared to the ex-

pectation from MC simulation of 106.2 electron events and 144 muon events

[57]. Kamiokande was able to distinguish muon and electron neutrino events

by analysis of the diffusivity of the Čerenkov rings giving a probability of

misidentification on the order of ∼ 2%. The data demonstrate agreement with

the expected number of events for electron neutrinos while the muon neutrino

data represents a deficit of 59± 7% with respect to the MC expectation. The

observation of fewer muon neutrino events than electron neutrino events shows

clear tension with the expectation for R ≈ 2.
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The Irvine-Michigan-Brookhaven (IMB) detector [58], located in the

Fairport salt mine and near to Lake Erie, was another example of a water

Čerenkov detector similar in design to Kamiokande. IMB was ideally suited

to examine the flavor content of atmospheric neutrinos in order to verify the

observations made in Kamiokande-II. In results published in 1992 [59], which

included a total of 7.7 kton yr expsoure, IMB reported the observation of

36± 2(stat.) ±2(syst.)% nonshowering events as compared to the expectation

from simulation of 51± 1(stat.) ±5(syst.)% nonshowering events. The result

reported by IMB represented another example of evidence showing the deple-

tion of muon neutrino events in the flux from atmospheric sources. A summary

of the atmospheric neutrino results from both Kamiokande and IMB is shown

in Fig. ??.

A further measurement of the atmospheric neutrino flavor content was

made by the Soudan-2 experiment with results published in 1997 [60]. The

Soudan-2 experiment was a time projection, tracking calorimeter consisting

of approximately 4.3 tons of corrugated steel arranged in a hexagonal struc-

true and instrumented with plastic drift tubes. The Soudan-2 detector was

situated 710 meters beneath the ground in the Soudan Underground Mine

State Park. The differing design of the Soudan-2 detector presented an ideal

test case to understand whether the apparent muon neutrino deficit from at-

mospheric sources was due to some mismodeling of systematic effects in the

water Čerenkov detectors. The observation by Soudan-2 was quantified in the
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Figure 1.3: Plotted are the allowed regions for atmospheric neutrino mixing pa-
rameters in a two-flavor oscillations framework using data from Kamiokande-II
[57] and IMB [59]. Figure reproduced from Ref. [61]

form of a double ratio

R =
Rdata

RMC

(1.14)

where R is the experimental double ratio and R is the ratio of fluxes given

in Equation 1.13. Soudan-2 measured a value of R = 0.72 ± 0.19+0.05
−0.07, which

represents a 1.5σ variation from the expected value of 1.0 and provided ad-

ditional evidence from a unique experimental technique for the depletion of

atmospheric muon neutrinos. The collection of these experimental results and

the consistent measurement of an atmospheric muon neutrino deficit would

come to be known as the “atmospheric neutrino problem”.
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1.2.3 Neutrino Oscillation Formalism

The accumulation of experimental evidence suggesting neutrino disap-

pearance from both solar and atmospheric sources called for theoretical ex-

planation. One possible solution to the problem came in the form of massive

(here implying only non-zero mass) neutrinos, as it would then be possible for

the neutrinos to undergo neutral particle oscillation phenomena in a similar

manner to the known particle-antiparticle oscillations observed in the quark

sector [62]. This type of oscillation phenomena arises due to the existence

of distinct eigenstate bases describing the neutrino: the flavor basis in which

the neutrinos are created and detected and the mass eigenbasis in which the

neutrinos propagate.

The general formalism of neutrino oscillations is based upon a trans-

formation defined by a unitary matrix, U , between the mass eigenstates |νi〉

and flavor eigenstates |να〉, and written

|νi〉 =
∑
α

Uiα |να〉 (1.15)

|να〉 =
∑
i

U∗αi |νi〉 (1.16)

where i gives the number of the mass eigenstate and α gives the flavor eigen-

state. The matrix U represents a complex rotation where the unitarity con-

dition is given by U †U = 1. The following derivation of the expression for

the probability of neutrino flavor transition follows closely with that given in

Reference [63]. We can generalize the unitary transformation between flavor
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and mass eigenstates to a wave packet construction which takes the form

|να(x, t)〉 =
∑
i

U∗αiΨi(x, t) |νi〉 . (1.17)

The wave function ΨS
i of a neutrino produced at a source S with mass mi

propagating in a vacuum is given by

ΨS
i (x, t) =

∫
d3p

(2π)3/2
fSi (p− pi) eipx−iEi(p)t (1.18)

where fSi (p − pi) is the generalized momentum distribution function for the

neutrino produced at the source around the mean momentum pi. The energy

of the neutrino is given by Ei(p) =
√
p2 +m2

i . By expanding the energy about

the mean momentum of the distribution function

Ei(p) = Ei(pi)+
∂Ei(p)

∂pj

∣∣∣
pi

(p−pi)j+
1

2

∂2Ei(p)

∂pj∂pk

∣∣∣
pi

(p−pi)j(p−pi)k+ . . . (1.19)

and retaining the first two leading terms, the wave function becomes

ΨS
i (x, t) ' eipx−iEi(p)t gSi (x− vgit) (1.20)

where the shape of the wave function is determined by

gSi (x− vgit) =

∫
d3p

(2π)3/2
fSi (p) eip(x−vgit) (1.21)

and the group velocity of the wave packet is

vgi =
∂Ei
∂p

∣∣∣
pi

=
p

Ei

∣∣∣
pi

(1.22)

We can follow a similar procedure to write the wave packet expression for the

neutrino state detected at a displacement L, which is given by

|νβ(x−L)〉 =
∑
i

U∗βiΨ
D
i (x−L) |νi〉 (1.23)
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where the wave function ΨD
i takes the form

ΨD
i (x−L) =

∫
d3p

(2π)3/2
fDi (p− p′i) eip(x−L). (1.24)

Shifting the variable of integration to p′i the wave function may be rewritten

ΨD
i (x−L) = eip

′
i(x−L) gDi (x−L) (1.25)

where the shape factor is given by

gDi (x−L) =

∫
d3p

(2π)3/2
fDi (p) eip(x−L). (1.26)

The amplitude for transition from a created neutrino flavor α to detected flavor

β (να → νβ) is given by

Aαβ(L, t) =

∫
d3x 〈νβ(x−L)|να(x, t)〉

=
∑
i

U∗αiUβi

∫
d3x ΨD∗

i (x−L) Ψi(x, t). (1.27)

Substituting the wave function expressions into this amplitude gives

Aαβ(L, t) =
∑
i

U∗αiUβi Gi(L− vgit) e−iEi(pi)t+ipiL (1.28)

where the effective shape factor has the form

Gi(L− vgit) =

∫
d3x gSi (x− vgit) gD∗i (x−L) ei(pi−p′

i)(x−L). (1.29)

The probability for this amplitude is computed in the usual manner

P (να → νβ;L, t) = Pαβ(L) =

∫ ∞
∞

dt |Aαβ(L, t)|2 =
∑
i,k

U∗αiUβiUαkU
∗
βkIik(L),

(1.30)
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where the factor

Iik(L) =

∫ ∞
−∞

dt Gi(L− vgit) G∗k(L− vgkt) e−i∆φik(L,t) (1.31)

and the normalizaiton condition∫ ∞
−∞

dt|Gi(L− vgit)|2 = 1 (1.32)

must be imposed in order to satisfy unitarity. The phase factor is given by

∆φik = (Ei − Ek)t− (pi − pk)L = ∆Eikt−∆pikL. (1.33)

In the scenario where neutrinos are relativistic, which is to say that ∆p� p,

then ∆p can be expanded in terms of the mass and energy differences

∆p =
∂p

∂E
∆E +

∂p

∂m2
∆m2 =

1

vg
∆E − 1

2p
∆m2 (1.34)

where the momentum and group velocity are given by the averages

p ≡ pi + pk
2

vg ≡
vgi + vgk

2
. (1.35)

Substituting into the phase factor in Eq. 1.33 gives

∆φ =
δm2

2p
L− 1

vg
(L− vgt)∆E. (1.36)

In a similar way, we can also expand the ∆E in terms of the mass and mo-

mentum differences which gives

∆E =
∂E

∂p
∆p+

∂E

∂m2
∆m2 = vg∆p+

1

2E
∆m2 (1.37)
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where the energy is given by

E ≡ Ei + Ek
2

(1.38)

and the group velocity is the same as in the momentum expansion case. Sub-

stituting into the phase factor in Eq. 1.33 gives

∆φ =
δm2

2E
t− (L− vgt)∆p. (1.39)

In both cases, the phase difference has the general form

∆φ = ∆φst + ∆φcoh. (1.40)

The first term in this expression, ∆φst, gives the standard neutrino oscilla-

tion phase, which corresponds to the phase acquired by point-like neutrinos

with the assumption that the neutrino mass eigenstates have either the same

momentum or the same energy during propagation. The second term in this

expression, ∆φcoh, represents the phase acquired by the decoherence effects of

finite-sized wave packets propagating at differing group velocities with respect

to one another, which allow for the phase acquired to vary along the wave

packet. These coherence effects can be neglected if the following interaction

coherence condition [63]

|∆Eik|σx
vg

� 1 (1.41)

where σx is the length of the wave packet, is satisfied. This coherence condition

arises from considering the form of φcoh in Eq. 1.36 and the observaton that the

shape factors involved in the integral Iik(L) must suppress the neutrino wave
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function for |L − vgt| > σx, which are points that are a greater displacement

from the center of the wave packet than the size. Substituting the total phase

factor ∆φ as expanded in Eq. 1.36 into the effective shape factor expression

in Eq. 1.31 yields

Iik(L) = e−i
∆m2

ik
2p

L

∫ ∞
−∞

dt Gi(L− vgit) G∗(L− vgkt) e
i 1
vg

∆Eik(L−vgt) (1.42)

If we now assume that decoherence effects can be neglected, which is to say

that the group velocities and shape factors are equivalent (vgi = vgk = vg and

Gk = Gi), the remaining integration is the Fourier transform of the shape

factor given by

1

vg

∫ ∞
−∞

dx′ |Gi(x
′)|2 ei

1
vg

∆Eikx
′

(1.43)

which effectively measures decoherence effects. If the interaction coherence

condition given in Eq. 1.41 is satisfied, then the Fourier transform satisfies

the unitarity condition and is equal to 1. The standard neutrino oscillation

probability equation can then be written from substituting this result into Eq.

1.30 in order to arrive at

P (να → νβ;L, t) = Pαβ(L) =
∑
i,k

U∗αiUβiUαkU
∗
βk e

−i∆m2
ik

2p
L (1.44)

Using again the assumption of relativistic neutrinos, which in this instance

implies mi � Ei, we can also write the probability of the transition as

Pαβ(L) =
∑
i,k

U∗αiUβiUαkU
∗
βk e

−i∆m2
ik

2E
L (1.45)

It is noteworthy that the same result could be arrived at using the expression

for the φst from the energy expansion of the phase difference in Eq. 1.39 and
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using the convention of natural units such that t ' L. We can rewrite this

general probability equation in the form

Pαβ(L) =
∑
i,k

U∗αiUβiUαkU
∗
βk

(
e−i

∆m2
ik

2E
L − 1

)
+
∑
i,k

U∗αiUβiUαkU
∗
βk (1.46)

The first term of the equation vanishes for i = k since this implies no mass

difference, and it is also equivalent to the complex conjugate under an exchange

of the indices since ∆m2
ik = −∆m2

ki. Thus, the first set of summations can be

substituted with

Pαβ(L) = 2
∑
i>k

∑
k

Re
[
U∗αiUβiUαkU

∗
βk

(
e−i

∆m2
ik

2E
L−1

)]
+
∑
i,k

U∗αiUβiUαkU
∗
βk.

(1.47)

Since the matrix U satisfies U †U = 1 and U † = (U∗)T , the second term

simplifies via ∑
i

UβiU
†
iα

∑
k

UαkU
†
kβ = δαβ (1.48)

where δαβ is the Kronecker delta. The form of the probability equation can

then be written

Pαβ(L) = δαβ + 2
∑
i>k

∑
k

Re
[
U∗αiUβiUαkU

∗
βk

(
e−i

∆m2
ik

2E
L − 1

)]
(1.49)

In order to further simplify the complex phase expression, we employ the

trigonometric identity

1− cos
(∆m2

ik

2E
L
)

= 2 sin2
(∆m2

ik

4E
L
)

(1.50)

in conjunction with Euler’s identity

e−i
∆m2

ik
2E

L = cos
(∆m2

ik

2E
L
)
− i sin

(∆m2
ik

2E
L
)

(1.51)
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to arrive at the probability equation

Pαβ(L) = δαβ + 2
∑
i>k

∑
k

Im
[
U∗αiUβiUαkU

∗
βk sin

(∆m2
ik

2E
L
)]

− 4
∑
i>k

∑
k

Re
[
U∗αiUβiUαkU

∗
βk sin2

(∆m2
ik

2E
L
)]

(1.52)

which is the standard form for the probability of oscillations from flavor α

to flavor β for neutrinos in a vacuum. An example of the functional form

of two-flavor oscillations is shown in Fig. 1.4 for near-maximal mixing. The

modifications to this oscillation probability that arise due to the presence of

matter are known as the Mikheyev-Smirnov-Wolfenstein (MSW) effect [64][65]

or simply as matter effects. The MSW effect is particularly large in regions

of high electron density as this leads to alteration of the mass eigenstates due

to charged-current coherent forward scattering in the electron neutrinos. Ex-

perimentally, matter effects are most important when searching for electron

neutrino appearance and disappearance in solar neutrinos or neutrinos travers-

ing a very long baseline through the Earth [66]. The matter effects have been

demonstrated to have a minimal effect for the analysis presented here [67],

thus the assumption of vacuum oscillations is employed.

1.2.4 Observation of Oscillations

A proposal was made in 1985 by Herbert Chen [68] to solve the so-

lar neutrino problem through the simultaneous detection of charged-current

(CC) and neutral-current (NC) solar neutrino events through the use of a

heavy-water (D2O) Čerenkov detector. This proposal would eventually be
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Figure 1.4: Plotted is the transition probability for να → νβ oscillations using
a two-flavor oscillations framework with mass-splitting ∆m2 = 2.37×10−3 eV2

and mixing angle θ = 0.69 as a function of L/E. The proximity of the mixing
angle to π/4 results in near-maximal mixing, which is demonstrated by the
large oscillations in the transition probability.

realized in the Sudbury Neutrino Observatory (SNO) [69] which is located

in the Creighton Mine in Sudbury, Ontario, Canada at a depth of 2100 m

underground. The SNO detector consisted of 1 kton of highly purified D2O

contained in an acrylic sphere of diameter 12 m and instrumented by 9456 20-

cm PMTs supported by a 17.8 m diameter cylindrical stainles steel structure.

SNO detected neutrinos from the aforementioned 8B chain (see Section 1.2.1

by simultaneously searching for the processes:

νe + d→ p+ p+ e− (CC)

νx + d→ p+ n+ νx (NC)

νx + e− → νx + e− (ES).

(1.53)

where the CC interaction is sensitive to the flux of electron neutrino (νe)

events alone while the NC interaction provides a measurement of the total

neutrino flux independent of flavor, such that x = e, µ, τ in νx. The final

process is the case of elastic scattering (ES), which can involve all neutrino

flavors similarly to the NC interactions, though there is a rate suppression for

muon and tau neutrinos as compared to electron neutrinos. CC events are

detected by the Čerenkov ring created by the outgoing electron. NC events
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are observed through a time-delayed process on the order of 10 ms in which

the free neutron produced in the interaction is captured by a nucleus resulting

in gamma rays which Compton scatter off electrons that are detected.

Initial results from the ES channel in the SNO experiment resulted in

a measurement of the total solar neutrino flux consistent with the SSM [70],

which is consistent with the apparent depletion of electron neutrinos in the

solar neutrino flux from a process unrelated to mismodeling of solar fusion

processes. In order to improve the sensitivity to NC events in Phase II and

III of the experiment, 2 × 103 kg of NaCl were added to the D2O in order

to increase the capture efficiency of free neutrons by exploiting the high cross

section for neutron capture of 35Cl [71]. An additional array of proportional

counters called the Neutral Current Detction (NCD) array [72] was added in

Phase III to further improve the detection of NC events.

The final verification of oscillations in the solar neutrinos required the

comparison of observed and expected fluxes of νe and combined (νe + νµ + ντ .

If the disappearance of electron neutrinos is due to oscillations, the rate of

observed νe should decrease while the combined rate of all flavors remains

constant. The results of the solar neutrino flux measurement by SNO are

shown in Fig. 1.5. SNO measured the following 8B neutrino fluxes:

φCC = 1.68+0.06
−0.06(stat.)+0.08

−0.09(syst.)

φNC = 4.94+0.21
−0.21(stat.)+0.38

−0.34(syst.)

φES = 2.35+0.22
−0.22(stat.)+0.15

−0.15(syst.)

(1.54)
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all in units of 106 cm−2s−1. The measured NC flux was found to be consis-

tent with the predictions of the SSM [53]. In contrast , the ratio of CC to

NC fluxes was observed at 0.340 ± 0.023(stat.)+0.029
−0.031(syst.) in comparison to

the expectation of unity for the case of invariant neutrino flavor. The SNO

experiment thus provided definitive evidence for neutrino oscillations, simul-

taneously solving the solar neutrino problem and indicating non-zero mass in

the neutrino sector.

Super-Kamiokande (Super-K) is a successor experiment to Kamiokande

(see Section 1.2.2) and was designed to address both the solar and atmo-

spheric neutrino problems [74]. The Super-K detector is similar conceptually

to Kamiokande in that it is a water Čerenkov detector instrumented with

PMTs, however it is more than an order of magnitude larger in volume. The

detector is located at a depth of 1000 m underground and consists of a cylin-

drical tank with diameter 39.3 m and height 41.4 m containing 50 kton of

ultrapure water. The inner detector region has a diameter of 33.8 m and a

height of 36.2 m and is instrumented with 11,146 50 cm diameter PMTs, while

the remaining volume forms the outer detector region instrumented by 1,885

20 cm diameter PMTs. As in other water Čerenkov experiments, muon-like

and electron-like events are distinguishable by analysis of the opening angle of

the Čerenkov rings, effectively a measurement of β = v/c, for low momentum

particles and the amount of diffuse secondary scattering accompanying the

ring of Čerenkov light [75]. Electron-like events producing more diffuse rings

due to electromagnetic showering.
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Figure 1.5: The (νµ + ντ ) solar neutrino flux versus the νe solar neutrino flux
from 8B neutrinos as measured by the SNO and Super-K experiments. The
blue, red and green bands give the allowed solar neutrino flux as measured by
SNO in the independent CC, NC and ES channels, respectively. The black
band is the allowed ES channel flux measurement from Super-K [73]. The
dashed lines define the allowed region of the total solar neutrino flux in the
relevant energy range as predicted by the SSM [53]. The non-zero, favored
region for the (νµ + ντ component of the NC events is indicated by the solid
elipses and gives strong evidence for neutrino oscillations. Figure reproduced
from Ref. [71].
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The first significant result annonunced by Super-K in 1998 was a con-

firmation of the atmospheric neutrino problem, observing a reduction in the

expected ratio of νµ/νe by a factor of 0.61 ± 0.03(stat.)±0.05(syst.) [74]. In

addition to an overall reduction in the expected number of νµ, the number

of muon-type neutrino events and electron-type neutrino events was observed

by Super-K to be anisotropic [76][77]. The prediction for invariant neutrino

flavor would be for isotropic neutrino flux given that neutrinos rarely interact

with the matter in the Earth and were expected to be generated uniformly

in the atmosphere. The anisotropic neutrino results found at Super-K agreed

well with the expected rates for neutrinos created in the atmosphere above the

detector, but showed large deficits in neutrinos moving upward in the detector

(those traversing the Earth after having been created in the atmosphere on the

opposite side of the detector) [78]. In 2004, Super-K published a measurement

of the L/E dependence of the observed neutrino flux and found clear evidence

of oscillatory behavior [79]. The observed L/E distribution was found to be

consistent with a mass-squared difference 1.9× 10−3 < ∆m2 < 3.0× 10−3 eV2

with a mixing angle sin2 2θ > 0.90 at a 90% confidence level (CL). The Super-

K results firmly established the phenomena of neutrino oscillations and solved

the atmospheric neutrino problem.

The SNO and Super-K experiments ushered in a new age in neutrino

oscillations physics, moving from speculation of neutrino flavor-changing be-

havior to a definitive observation of oscillations. These experiments showed

not only that oscillations do occur but that two different oscillation frequen-
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cies are needed in order to describe the observed phenomena in the solar [80]

and atmospheric [79] regimes, implying the existence of three differing mass

eigenstates. The Nobel Prize was awarded in 2015 to Takaaki Kajita and

Arthur McDonald as representitives of Super-K and SNO, respectively, with

the citation reading “for the discovery of neutrino oscillations, which shows

that neutrinos have mass” [81].

1.2.5 Three-Flavor Formalism

The formalism for three-flavor oscillations is readily computed from the

general vacuum oscillations probability given in Eq. 1.52. In this case, the

mixing matrix U becomes a 3×3 unitary matrix with four free parameters and

is generally known as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix.

The rotation between flavor and mass eigenstates takes the formνeνµ
ντ

 = U∗PMNS

ν1

ν2

ν3

 . (1.55)

The standard parameterization of the PMNS matrix is in terms of three mixing

angles (θ12, θ13, and θ23) and a single CP violating phase (δ), written

UPMNS =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3


=

1 0 0
0 c23 s23

0 −s23 c23

 c13 0 s13e
−iδ

0 1 0
−s13e

iδ 0 c13

 c12 s12 0
−s12 c12 0

0 0 1


=

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13


(1.56)
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where sij = sin θij and cij = cos θij. The first rotation matrix, which is param-

eterized by the mixing angle θ23, provides the dominant contribution to the

atmospheric neutrino oscillations and generally controls the mixing of νµ and

ντ flavor eigenstates. The third rotation matrix, parameterized by θ12, controls

the oscillations of solar neutrinos, and due to the previously mentioned MSW

effect, the approximate survival probability for electron neutrinos propagating

through the matter of the sun and arriving at terrestrial detectors is given

by Pee ≈ sin2(θ12). The second rotation matrix is parameterized both by the

mixing angle θ13, which governs the mixing of predominantly νe with the fla-

vor composition of the third mass eigenstate, and δCP , which determines the

strength of CP violation in the lepton sector.

As a demonstration of the computation of experimentally relevant prob-

abilites from the general expression, consider the following probability for

muon neutrino survival (νµ → νµ) as given by Eq. 1.52

Pµµ = P (νµ → νµ) = 1− 4
∑
i>k

Re
[
U∗µiUµiUµkU

∗
µk

]
sin2 (∆ik/2)

+ 2
∑
i>k

Im
[
U∗µiUµiUµkU

∗
µk

]
sin ∆ik

= 1− 4 |Uµ3|2
(
|Uµ2|2 + |Uµ1|2

)
sin2 (∆32/2) , (1.57)

where we have used the convention

∆ik ≡
∆m2

ik

2E
L (1.58)

for brevity. We now take an atmospheric or long-baseline approximation in

which we neglect the oscillation effects at the solar frequency. This approxi-
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mation implies degeneracy between mass eigenstates ν1 and ν2, which results

in sin2 (∆21/2) ∼ 0 and ∆31 ≈ ∆32. The matrix element contributions are

thus given by

|Uµ1|2 = cos2 (θ23) sin2 (θ12)

+ cos2 (θ12) sin2 (θ13) sin2 (θ23)

+
1

2
cos (δCP ) sin (2θ12) sin (θ13) sin (2θ23) ,

|Uµ2|2 = cos2 (θ12) cos2 (θ23)

+ sin2 (θ12) sin2 (θ13) sin2 (θ23)

− 1

2
cos (δCP ) sin (2θ12) sin (θ13) sin (2θ23) ,

|Uµ3|2 = cos2 (θ13) sin2 (θ23) . (1.59)

In this case, it is possible to write the transition probability using an effective

expression

P (νµ → νµ) ≈ 1− A sin2 (∆32/2) (1.60)

where A ≈ sin2(2θ23) cos4(θ13) + sin2(2θ13) sin2(θ23). Thus, for a long-baseline

experiment searching for muon neutrino disapperance, the leading parameters

are the mass-splitting ∆m2
32 and the θ23 mixing angle.

1.2.6 Era of Precision

Neutrino oscillations having been definitively observed, experimental

focus shifted to the precision measurement of the parameters governing os-

cillations. The first of these precision experiments was the Kamioka Liquid

scintillator Anti-Neutrino Detector (KamLAND) [82], which was designed to
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measure electron antineutrino survival (ν̄e → ν̄e) through the process of inverse

beta decay, given by

ν̄e + p→ e+ + n (1.61)

using a collection of nuclear reactors as the ν̄e source with sampling by a

detector at a large distance (L ∼ 180 km). In results published in 2004,

KamLAND observed 258 candidate ν̄e events in comparison to 365.2 events

expected for no oscillations. The disappearance of ν̄e corresponded to a mass-

squared difference of ∆m2 = 7.9+0.6
−0.5 × 10−5 eV2 with a mixing angle given by

tan2θ = 0.40+0.10
−0.07 [83]. This observation is consistent with oscillations observed

in the solar neutrinos [80]. With increased data collection and in combina-

tion with solar neutrino data, KamLAND later improved the measurement to

∆m2
21 = 7.59+0.21

−0.21 × 10−5 eV2 and tan2θ12 = 0.47+0.06
−0.05 [84].

Pioneering the concept of a long-baseline neutrino experiment, KEK to

Kamioka (K2K) measured the survival of muon neutrinos (νµ → νµ) produced

by the 12 GeV proton synchotron at KEK and detected at a 1-kiloton water

Čerenkov near detector and at the Super-K detector with baselines of 300 m

and 250 km, respectively [85]. The data collected by K2K were consistent

with the atmospheric oscillation and measured a best fit mass-splitting at

∆m2 = 2.8× 10−3 eV2 [86].

The successor experiment, Tokai to Kamioka (T2K) [87], uses a neu-

trino beam produced using 30 GeV protons from the Japan Proton Accel-

erator Research Complex (J-PARC) Main Ring impinging a graphite target

to search for electron (anti)neutrino appearance from a muon (anti)neutrino
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beam (
(−)
ν µ →

(−)
ν e) [88] as well as muon (anti)neutrino survival (

(−)
ν µ →

(−)
ν µ)

[89]. The axis of the J-PARC neutrino beam is oriented 2.5◦ away from the

Super-K far detector over a 295 km baseline providing a narrow range of ener-

gies with less systematic uncertainty. T2K employs both on-axis and off-axis

near detectors located at a baseline of 280 meters from the target. These

detectors monitor beam intensity and profile characteristics as well as pro-

vide predictive measurements for observations at Super-K [90]. In the most

recent analysis of all neutrino and antineutrino samples, T2K reports cen-

tral values of oscillation parameters for normal (inverted) ordering of ∆m2
32 =

2.54± 0.08 (2.51± 0.08)× 10−3 eV2 and sin2 θ23 = 0.55+0.05
−0.09 (0.55+0.05

−0.08) with a

90% CL allowed region for δCP of [−2.95,−0.44] ([−1.47,−1.27])[91].

At this point it is important to note for chronological purposes that

the Main Inector Neutrino Oscillation Search (MINOS) and MINOS+ exper-

iments, which will be dicussed in great detail for the remainder of this thesis,

have played a critical role since 2006 in the precision measurement of ∆m2
32

and sin2 θ23 [92][93]. A successor to MINOS and companion experiment to MI-

NOS+, the NUMI Off-Axis νe Appearance (NOνA) experiment [94] searches

for
(−)
ν µ →

(−)
ν e and

(−)
ν µ →

(−)
ν µ oscillations using a long-baseline concept ori-

ented 14.6 mrad off-axis configuration with respect to the Neutrinos at the

Main Injector (NuMI) beam, similar to the arrangement of T2K. The most re-

cent report from NOνA uses both νµ → νe and νµ → νµ data to determine one

standard deviation confidence intervals on oscillation parameters in the normal

ordering of ∆m2
32 ∈ [2.37, 2.52]× 10−3 eV2, sin2 θ23 ∈ [0.43, 0.51] ∪ [0.52, 0.60],
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and δCP ∈ [0, 0.12π] ∪ [0.91π, 2π] [95].

The Oscillation Project with Emulsion-tRacking Apparatus (OPERA)

located at Laboratori Nazionali del Gran Sasso (LNGS) was uniquely de-

signed for the direct observation of tau neutrino appereance in a muon beam

(νµ → ντ ) [96]. While not an example of precision measurement of oscillation

parameters, a precise detector design is required to detect this elusive process.

The OPERA detector consisted of 150,000 stacked nuclear emulsion bricks

[97] and a magnetic spectrometer for momentum and charge identification of

outgoing particles [98]. The CERN Neutrinos to Gran Sasso (CNGS) neutrino

beam analyzed by OPERA originated from the bombardment of a carbon tar-

get by protons accelerated in the Super Proton Synchrotron (SPS) at CERN

and was sampled at a baseline of 730 km [99]. In the full period of data col-

lection between 2008 and 2012, OPERA observed a total of 10 ντ candidate

events which represents a significance of 6.1σ and permitted the measurement

of ∆m2
23 = 2.7+0.7

−0.6 eV2 under the assumption that sin2 2θ23 = 1 [100].

At the close of 2011, the only mixing angle left without a precise mea-

surement was θ13. In 2003, the Chooz experiment published results on the

search for ν̄e → ν̄x oscillations in the neutrinos produced at the nuclear power

station of the same name [101]. Chooz observed no significant evidence for

these oscillations and placed an upper bound of sin2
13 ≤ 0.16. This result, in

conjunction with the measured values for the atmospheric and solar mixing,

led to a great deal of speculation about the possibility of tribimaximal mixing

in the PMNS matrix [102] [103] [104].
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In early 2012, three separate yet similar experiments, Daya Bay [105],

the Reactor Experiment for Neutrino Oscillation (RENO) [106], and Double

Chooz [107], realeased results indicating the observation of ν̄e disappearance in

the flux from nuclear reactor produced neutrinos. Each of these experiments

employed similar layered detector designs with an outer veto region, a mineral

oil buffer layer, and inner detector regions containing liquid scintillator with

Gadolinium-doping used in the innermost volume. Double Chooz [108] is a

successor experiment to Chooz and observes antineutrinos produced at the

nuclear power station of that name in northern France initially with a single

far detector at a baseline of 1050 m and presently with the addition of a

near detector at a baseline of 415 m. Daya Bay [109] observes antineutrinos

produced from the nuclear complex of the same name in southeastern China

using a total of six identical antineutrino detectors (ADs) with two near ADs

positioned at a baseline of 470 m, one near AD at a baseline of 576 m, and

three far ADs at a baseline of 1648 m. RENO [110] observes antineutrinos

produced at the Hanbit (previously Yonggwang) Nuclear Power Plant in South

Korea with a near detector situated at a baseline of 294 m and an identical far

detector at a baseline of 1383 m. In the most recent available results from each

of the experiments, the measurement of sin2 2θ13 is most constrained by Daya

Bay with a value given by sin2 2θ13 = 0.0841 ± 0.0027(stat.)±0.0019(syst.)

[111] in comparison to the values measured by RENO at sin2 2θ13 = 0.0896±

0.0048(stat.)±0.0048(syst.) [112] and by Double Chooz at sin2 2θ13 = 0.088±

0.033(stat+syst.) [113]. In addition to the most constraining measurement on
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NuFIT 3.2 (2018)

Normal Ordering (best fit) Inverted Ordering (∆χ2 = 4.14) Any Ordering

bfp ±1σ 3σ range bfp ±1σ 3σ range 3σ range

sin2 θ12 0.307+0.013
−0.012 0.272→ 0.346 0.307+0.013

−0.012 0.272→ 0.346 0.272→ 0.346

θ12/
◦ 33.62+0.78

−0.76 31.42→ 36.05 33.62+0.78
−0.76 31.43→ 36.06 31.42→ 36.05

sin2 θ23 0.538+0.033
−0.069 0.418→ 0.613 0.554+0.023

−0.033 0.435→ 0.616 0.418→ 0.613

θ23/
◦ 47.2+1.9

−3.9 40.3→ 51.5 48.1+1.4
−1.9 41.3→ 51.7 40.3→ 51.5

sin2 θ13 0.02206+0.00075
−0.00075 0.01981→ 0.02436 0.02227+0.00074

−0.00074 0.02006→ 0.02452 0.01981→ 0.02436

θ13/
◦ 8.54+0.15

−0.15 8.09→ 8.98 8.58+0.14
−0.14 8.14→ 9.01 8.09→ 8.98

δCP/
◦ 234+43

−31 144→ 374 278+26
−29 192→ 354 144→ 374

∆m2
21

10−5 eV2 7.40+0.21
−0.20 6.80→ 8.02 7.40+0.21

−0.20 6.80→ 8.02 6.80→ 8.02

∆m2
3`

10−3 eV2 +2.494+0.033
−0.031 +2.399→ +2.593 −2.465+0.032

−0.031 −2.562→ −2.369

[
+2.399→ +2.593
−2.536→ −2.395

]

Figure 1.6: The best-fit oscillation parameters in a three-flavor model to global
neutrino oscillations data available as of November 2017. The first column
gives the best-fit parameters for the normal mass ordering while the second
column gives the best fit parameters for inverted mass ordering, which is dis-
favored at ∼ 2σ(∆χ2 = 4.14). The third column shows the result when mini-
mizing with respect to the mass ordering. Table reproduced from Ref. [114].

θ13, Daya Bay measures the atmospheric mass-splitting to high precision with

reported values ∆m2
32 = (2.45± 0.06 (stat.)± 0.06 (syst.)) × 10−3 eV2 in the

case of normal ordering and ∆m2
32 = (−2.56± 0.06 (stat.)± 0.06 (syst.)) ×

10−3 eV2 in the case of inverted mass ordering [111].

A collection of global fit efforts have been undertaken in order to com-

bine the plethora of experimental results discussed in this section into a unified

result summarizing the collective knowledge of neutrino oscillation parameters

[115] [116] [117] [118] [119]. A summary of the status of the neutrino oscilla-

tions parameters as computed by NuFit [116] [114] is shown in Fig. 1.6. The

remaining ambiguities in the three-flavor oscillation parameters are:
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• Mass ordering: Since neutrino oscillations experiments are most sensitive

only to the differences in the squared mass of the mass eigenstates, the

absolute ordering of these states is undetermined. The two possibilities

for mass ordering are the normal ordering (ν1 < ν2 < ν3; ∆m2
32 > 0)

and the inverted ordering (ν3 < ν1 < ν2; ∆m2
32 < 0). The data available

as of November 2017 show an emerging preference for the normal mass

ordering at a significance of ∼ 2σ.

• θ23 octant: The leading term for the disappearance of muon neutrinos is

given by sin2(θ23), which is not sensitive to whether θ23 is greater than or

less than π/4. Conducting precision studies of oscillation probabilities

sensitive to sub-leading asymmetric contributions of θ23 are necessary

to break this degeneracy. Current global data tend to prefer an upper

octant (θ23 > π/4) solution, however lower octant and maximal mixing

solutions are not disfavored significantly.

• CP violation: The δCP parameter determines the strength of CP viola-

tion in the neutrino sector and it has not yet been precisely measured.

The current best fit to global data shows a preference for significant CP

violation but persitent large uncertainties have prevented a definitive

measurement.
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Figure 1.7: The total excess of νµ → νe appearance events observed by LSND
as a function of L/E. The data are shown by the black points, and the best fit
is shown for background sources given by the red and green histograms and
an oscillation signal shown by the blue histogram. The figure is taken from
Ref. [120].

1.3 Anomalous Results

Neutrino oscillations amongst the three weak flavor eigenstates hav-

ing been established by both theory and experiment to high precision, the

oscillation results observed by a particular subset of eperiments has proved

anomalous. These anomalous results are presented in detail in this section.

1.3.1 LSND

The Liquid Scintillator Neutrino Detector (LSND), consisting of a sin-

gle cylindrical 167 ton tank containing mineral oil and a small amount of
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Figure 1.8: The allowed region in a two-flavor oscillations parameter space as
derived from the νe excess observed by LSND. The yellow and blue shaded
regions show the 90% and 99% confidence intervals respectively. Exclusion
limits from a selection of experiments obtaining null results are also shown by
the red lines for comparison. The figure is taken from Ref. [120].
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organic scintillator b-PBD, was designed to observe ν̄µ → ν̄e and νµ → νe

oscillations [121]. The neutrino beam sampled by LSND was produced by the

Los Alamos Meson Physics Facility (LAMPF) via 800 MeV protons bombard-

ing a beam stop with a baseline to the detector of approximately 30 m. The

primary source of neutrinos arises through the decay-at-rest (DAR) of pions

and muons within the 30 cm water beam stop in the processes

π+ → µ+ + νµµ
+ → e+ + νe + ν̄µ . (1.62)

The observation of ν̄µ → ν̄e is dependent upon the suppression of the charge

conjugate interaction, which would produce contaminating ν̄e not due to os-

cillations, due to an order of magnitude less π− production as compared to

π+ in the beam stop, high probability for π− absorption prior to decay, and

high probability of µ− capture prior to decay [122]. The combination of these

factors results in a ratio of 7.8× 10−4 between beam ν̄e from µ− DAR and ν̄µ

from µ+ DAR. The detection of ν̄e in LSND was observed in the interaction

ν̄e + p→ e+ + n , (1.63)

however LSND had no experimental apparatus for determing the charge of

outgoing particles, so the particular detection of ν̄e required the observation

of a correlated photon produced in the neutron capture process

n+ p→ d+ γ (1.64)

where the exiting photon has an energy of 2.2 MeV [123]. LSND further

suppressed the νe background by requiring an energy threshold Ee > 36 MeV

in order to eliminate misidentification with uncorrelated photons.
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In 1996, LSND first reported a fitted excess of 51.8+18.7
−16.9 ± 8.0 ν̄e can-

didate events with an expected background level of 4.6± 0.6 events [121]. In

terms of neutrino oscillation parameters, the observed excess requires a mass-

splitting ∆m2 ≥ 4 × 10−2 eV2 assuming a two-flavor oscillation framework,

which is an order of magnitude larger than the previoulsy observed mass-

splitting scales and defines the anomalous nature of this result. LSND also

searched for νµ → νe oscillations in a study published in 1998, and observed

an excess of 40 νe candidate events in comparison to an expected background

of 21.9 ± 2.1 events due to νe beam contamination, which was found to be

compatible in terms of oscillation parameters with the observation in antineu-

trinos [124]. The final published result from LSND [120], which is shown in

Figs. 1.7 and 1.8, claimed a total observed excess of 87.9± 22.4± 6.0 ν̄e event

candidates in the energy range of 20 to 60 MeV with a stated significance of

3.8σ and corresponding to an oscillation probability of (0.264±0.067±0.045)%

with a ∆m2 between 0.2 and 10 eV2.

1.3.2 MiniBooNE

Motivated by the anomalous ν̄e excess observed by LSND, the Mini-

BooNE (Mini Booster Neutrino Experiment) was designed to confirm the ob-

servation of LSND and to precisely measure the oscillation parameters govern-

ing the νµ → νe transition [126]. The MiniBooNE detector is a spherical tank

with diameter 12.2 m containing 800 t of mineral oil (CH2) with an optical

barrier dividing the inner detector region from an outer veto region. The in-
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Figure 1.9: The total excess of νµ(ν̄µ)→ νe(ν̄e) appearance events observed by
MiniBooNE as a function of visible energy. The data are shown by the black
points, which are observed above the level of estimated backgrounds (shaded
histograms) in the low energy region. The figure is taken from Ref. [125].
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Figure 1.10: The allowed region in a two-flavor oscillations parameter space
as derived from the νe(ν̄e excess observed by MiniBooNE. The colored lines
show the MiniBooNE results at the listed confidence levels. The identical
LSND allowed regions as shown in Fig. 1.8 are plotted as the shaded regions.
Exclusion limits from the null results observed by KARMEN2 and ICARUS
are also plotted for comparison. The figure is taken from Ref. [125].
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ner detector has a radius of 5.75 m and is instrumented by 1280 PMTs, which

provide 10% photocathode coverage. The veto region is instrumented with

240 additional PMTs and detects background particles entering from outside

the detector. MiniBooNE samples the Fermilab Booster neutrino beam, which

is produced by 8 GeV protons impinging on a beryllium target of length 71

cm and diameter 1 cm, at a baseline of 541 m with the center of the detector

displaced from the beam center by a distance of 1.9 m. MiniBooNE detects

particles by capture of both Čerenkov light and isotropic scintillation light in

order to classify each event candidate as a µ, e, or π0 candidate [127], with

the oscillations signal extracted from the electron candidate events.

In the earliest search for νµ → νe oscillations produced by MiniBooNE,

no significant excess compatible with the LSND observation was found [127].

An analysis with increased data collection published in the following year

reported an excess of 128.8 ± 20.4 ± 38.3 electron candidate events in the

energy range from 200 to 475 MeV, though no further excess was observed in

the energy range from 475 to 1250 MeV [128]. The results of the MiniBooNE

observed excess are shown in Figs. 1.9 and 1.10. In 2009, MiniBooNE reported

no observation of muon neutrino (νµ → νµ) or antineutrino disappearance for

mass-splitting scales in the range ∆m2 ∈ [0.1, 10] eV2 [129], which would be

later confirmed in a dual baseline search using the SciBar detector (referred

to as SciBooNE) [130] to exclude muon (anti)neutrino disappearance first for

0.5 eV2 < ∆m2 < 40 eV2 [131] and later for 0.1 eV2 < ∆m2 < 100 eV2 [132]. In

the release of analysis results from this year, MiniBooNE has reported a total
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Figure 1.11: A plot illustrating the reactor electron antineutrino anomaly. Un-
der the assumption of standard three flavor oscillations, the data points shown
in the plot measured at a menagerie of nuclear reactor neutrino experiments
should agree with the red line. However, solutions such as the blue line, which
is not a fit but is for illustration purposes, could describe the data given the
overall average rate deficit observed with respect to the standard three-flavor
prediction. The figure is taken from Ref. [134].

observed excess from the combined νe and ν̄e channels of 460.5± 95.8 events,

corresponding to a reported significance of 4.8σ. Further, the MiniBooNE

result is fit in combination with the final LSND data in order to derive a

combined significance of 6.1σ with oscillation parameters measured at ∆m2 =

0.041 eV2 and sin2 2θ = 0.958 under the assumption of two-flavor oscillations

[133].

1.3.3 Reactor Antineutrino Anomaly

The interpretation of observed neutrino event rates from nuclear re-

actor neutrino sources is highly dependent on the modeling of the expected

neutrino flux arising from the decays of nuclear isotopes 235U, 238U, 239Pu, and
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241Pu, and the change in relative composition of these isotopes during the nu-

clear fuel aging process [134]. Recent detailed recalculations [135] [136] of the

expected neutrino flux for reactor neutrino experiments results in a prediction

of increased neutrino flux of approximately 3.5% [137]. With the previous flux

predictions, the global average for the ratio of observed to expected event rates

for reactor experiments with baselines < 100 m was 0.976 ± 0.024, however,

the new flux prediction shifts this observed to expected ratio to 0.943± 0.023

implying a deficit of > 2σ significance in ν̄e flux from reactor experiments, as

is illustrated in Fig. 1.11. This effect has been called the “reactor antineutrino

anomaly” [134]. This heretofore unnoticed ν̄e disappearance observed in var-

ious short-baseline reactor experiments can be interpreted in the context of

oscillations with parameters |∆m2
new| > 1.5 eV2 and sin2(2θnew) = 0.14± 0.08

at a 95% CL.

1.3.4 Gallium Anomaly

A further anomaly has been observed in the solar neutrino experiments

GALLEX and SAGE, the experimental details of which were discussed in Sec-

tion 1.2.1. The initial observation of a deficit of solar neutrinos motivated

further study in the calibration of detector response in both of these experi-

ments. The detector calibration was performed by exposing the detectors to

a monoenergetic νe flux from source material containing either 51Cr or 37Ar

[138]. As in the detection of solar neutrinos, the GALLEX and SAGE detectors

measure the electron neutrino capture by Gallium nuclei shown in Eq. 1.10
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Figure 1.12: Plot summarizing the Gallium anomaly. The ratios of expected
to calculated electron neutrino events are shown for the GALLEX [139] [140]
and SAGE [141] along with the combined average from all of the plotted
measurements (red-hatched band). Figure reproduced from Ref. [142].

by extraction of the resulting Germanium and detection via Geiger counter.

The first source experiment conducted by SAGE [141] used a 19.13

PBq source of 51Cr with an expected neutrino emission energy of 747 keV.

The ratio of the observed to theoretical cross section was found to be 0.95 ±

0.12(expt.)+0.035
0.027 (theor.) using calculations by Bahcall. The second source

experiment at SAGE [143] used a source of 37Ar with intial strength 15.13 ±

0.07 PBq and an expected neutrino emission energy of 811 keV. The ratio of

observed to theoretical cross section for this source was found to be 0.791+0.084
−0.078.

GALLEX performed two source experiments [139] [140], both using a

51Cr with initial strength approximately 60 PBq. GALLEX compared the

strength of each source of the 51Cr samples as derived from the measurement
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of the neutrino flux with the independently measured source strengths. The

ratios of observed to expected neutrino flux upon initial measurement was

found to be 1.01+0.12
−0.11 for the first source [139] and 0.84+0.12

−0.11 for the second

source with a combined ratio of 0.93 ± 0.08 [140]. A later reanalysis of the

reults [144], which more accurately accounts for detector efficiencies, reduced

the observed ratios to 0.953+0.11
−0.11 for the first source, 0.812+0.10

−0.11 for the second

source, and 0.882± 0.078 for the combination of both source experiments.

Combining the source experiment results observed in SAGE and GALLEX

results in an average observed ratio, R̄, of observed to expected neutrino fluxes

of R̄ = 0.84 ± 0.05, which represents a deficit from unity with significance of

2.9σ and is shown graphically in Fig. 1.12 [142]. This effect is called the

gallium anomaly [138]. Given that the average traveling distances of detected

neutrinos from the radioactive sources can be computed at 1.9 m for GALLEX

and 0.6 m for SAGE, the observed νe deficit can be interpreted in the context

of neutrino oscillations with parameters sin2 2θ > 0.07 and ∆m2 > 0.35 eV2

assuming two-flavor oscillations.

1.3.5 Null Results

Following the observation of excess νe and ν̄e appearance by LSND, the

Karlsruhe Rutherford Medium Energy Neutrino (KARMEN) experiment [145],

the Neutrino Oscillation Magnetic Detector (NOMAD) experiment [146], the

previously discussed OPERA experiment (see Section 1.2.6), and the Bugey

nuclear reactor experiment [147], in addition to the aforementioned Mini-
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BooNE attempted to verify the LSND observation and to determine the under-

lying oscillation parameters. In each of these experiments, with the exception

of LSND and MiniBooNE, null results [148] [149] [150] [151] were found which

disfavor neutrino oscillations at a new mass-splitting scale.

More recently, the reactor antineutrino anomaly has found a possible

explantion outside of anomalous oscillations interpretation. In 2017, the Daya

Bay experiment (see Section 1.2.6) published a measurement of the changes

in the flux rate of the reactor neutrinos as a function of the relative fraction

of the fissile isotopes 235U and 239Pu [152]. This measurement finds that the

oscillations explanation for the anomalous reactor deficit is inconsistent with

the observation of linear dependence between the flux and isotope fractions at

a 2.6σ significance. Instead Daya Bay found a significant discrepancy between

the observation and prediction from the Huber-Mueller model for the flux

resulting from the decay of the 235U isotope, which is determined to be a

potential cause of the reactor antineutrino anomaly.

Another unique source of evidence comes from analysis fo the power

spectrum of the cosmic microwave background (CMB). The Planck satellite

[153] has measured the variations in the CMB to high precision, and a fit to

the power spectrum of these variations constrains the number of effective rela-

tivistic species Neff , a measurement of the number of neutrino flavors, and the

sum of the masses of the neutrinos
∑
mν . Mapping the constraints provided

by the CMB measurements to the parameter space of neutrino oscillations

results in a highly constrained null result [154], which is shown in Fig. 1.13.
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Figure 1.13: (a) Excluded regions (shaded) at a 95% CL of the neutrino
oscillations parameter space (∆m2

41, sin2 2θ24) for a fourth mass eigenstate
corresponding to the existence of a sterile neutrino. The limits shown are
from MINOS [155], IceCube [156], the forecast of the Fermilab Short-Baseline
Nuetrino (SBN) program [157], and three scenarios from the Planck experi-
ment detailed in [154]. (b) The excluded regions from the top panel mapped
into the parameter space (msterile

eff ,∆Neff ) which are those relevant to neutrino
oscillations in the fit to the power spectrum of the CMB. Differences between
the Planck scenarios are negligible in the CMB parameter space. Figure re-
produced from Ref. [154].
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The continuous tension between the anomalous and null results, in-

cluding those discussed in this section and others [156] [158] [159] serves as

motivation for the search for anomalous neutrino oscillations detailed in this

thesis.

1.4 Sterile Neutrinos

As was discussed in Section 1.2.6, experimental evidence has consis-

tently agreed with the existence of three light neutrino flavors with numerical

correspondence between the mass and weak eigenstates. Thus, if additional

neutrino flavors were to exist, such as to allow for a fourth mass eigenstate

to be accommodated, these must in fact be “sterile” with respect to the weak

interaction.

1.4.1 Properties

Sterile neutrinos are described by a right-handed singlet representation

with respect to the weak and strong interactions with zero weak hypercharge

and isospin [160]. Such a theory represents an extension to the SM, which

contains only left-handed neutrinos and right-handed antineutrinos in doublets

with associated leptons [30], though as it has been noted, any theory describing

massive neutrinos is in fact BSM. In addition to sterility with respect to the

weak interaction, the sterile neutrinos would also not participate in the strong

interaction, as with other leptons since they have no color charge, nor in the

electromagnetic interactions given that they have electric charge of zero.
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The only interactions in which the sterile neutrinos would participate

are gravitation and the Higgs field [161]. The Yukawa interactions with the

SM leptons and the Higgs field would allow for mixing of the sterile neutrinos

with the weakly interacting neutrino flavors allowing for indirect observation

of sterile neutrinos via oscillation measurements [162]. While the three weak-

flavored neutrinos are restricted in number, the number of right-handed singlet

sterile neutrinos is not restricted given that they represent a BSM extension.

Given that much remains unknown with respect to sterile neutrinos, and given

that the existence of sterile neutrinos could provide explanations for Majorana

or Dirac masses of the neutrinos, the evolution of supernovae, and represent

candidates for either warm or cold dark matter, sterile neutrino searches have

garnered increased interest in neutrino detection experiments.

1.4.2 Oscillations in a 3+1 Flavor Model

The simplest model allowing for the addition of sterile neutrinos to

the three known flavors is the so-called 3+1 model, wherein a fourth flavor

state νs is added, corresponding to a fourth mass eigenstate ν4 allowing for

the construction of a 4 × 4 unitary mixing matrix similar to those presented

previously. The mixing matrix has the structure

U =


Ue1 Ue2 Ue3 Ue4

Uµ1 Uµ2 Uµ3 Uµ4

Uτ1 Uτ2 Uτ3 Uτ4

Us1 Us2 Us3 Us4

 (1.65)
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The additional mass eigenstate gives rise to a new mass-splitting, ∆m2
41, as

well as three new mixing angles (θ14,θ24,θ34) and two new CP violating phases

(δ14,δ24). Carrying out calculations in the same manner as those detailed for

three-flavor oscillations, the probability for muon neutrino survival in the 3+1

model may be written

P (νµ → νµ) = δµµ − 4
∑
i>k

Re[U∗µiUµiUµkU
∗
µk] sin2 ∆ik

+ 2
∑
i>k

Im[U∗µiUµiUµkU
∗
µk] sin 2∆ik

= δµµ − 4
∑
i>k

Re[|Uµj|2|Uµj|2] sin2 ∆ik

+ 2
∑
i>k

Im[|Uµj|2|Uµj|2] sin 2∆ik.

(1.66)

By definition the Kronecker delta reduces to δµµ = 1 and the second sum is zero

since the squared modulus of complex numbers does not retain an imaginary

component. Expanding the first sum yields

P (νµ → νµ) = 1− 4
(
|Uµ1|2|Uµ2|2 sin2 ∆21 + |Uµ1|2|Uµ3|2 sin2 ∆31

+|Uµ1|2|Uµ4|2 sin2 ∆41 + |Uµ2|2|Uµ3|2 sin2 ∆32

+|Uµ2|2|Uµ4|2 sin2 ∆42 + |Uµ3|2|Uµ4|2 sin2 ∆43

)
.

(1.67)

As in the three-flavor oscillations computation, we use the atmospheric approx-

imation such that ∆41 ' ∆42 and ∆32 ' ∆31. Collecting terms and employing

the unitarity relation
∑

k |Uµk|2 = 1 gives

P (νµ → νµ) ≈ 1− 4(1− |Uµ3|2 − |Uµ4|2)|Uµ3|2 sin2 ∆31

− 4(1− |Uµ3|2 − |Uµ4|2)|Uµ4|2 sin2 ∆41

− 4|Uµ3|2|Uµ4|2 sin2 ∆43.

(1.68)
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In the ordinary parameterization, the relevant terms needed for the matrix

elements in Eq. 1.68 are

|Uµ3|2 = s2
13s

2
14s

2
24 + c2

13s
2
23c

2
24

− 1

2
s23s14 sin(2θ13) sin(2θ24) cos(δCP − δ14 + δ24),

|Uµ4|2 = c2
14s

2
24.

(1.69)

Further, assuming that ∆32 ≈ ∆31 and ∆43 ≈ ∆41, and taking θ13, θ14 � 1,

the form of the survival probability may be condensed and simplified to the

form

P (νµ → νµ) ≈ 1− sin2(2θ23) cos4(θ24) sin2 ∆32 − sin2(2θ24) sin2 ∆41. (1.70)

Similarly, the oscillation probability for the transition from a muon neutrino

to a sterile neutrino is given by

P (νµ → νs) ≈ δµs − 4
∑
i>k

Re[U∗µiUsiUµkU
∗
sk] sin2 ∆ik

+ 2
∑
i>k

Im[U∗µiUsiUµkU
∗
sk] sin 2∆ik

≈− 4
∑
i>k

Re[U∗µiUsiUµkU
∗
sk] sin2 ∆ik

+ 2
∑
i>k

Im[U∗µiUsiUµkU
∗
sk] sin 2∆ik.

(1.71)

Considering the first summation:

−4
∑
i>k

Re[U∗µiUsiUµkU
∗
sk] sin2 ∆ik (1.72)

we expand the indices to obtain

−4
(

Re[U∗µ2Us2Uµ1U
∗
s1] sin2 ∆21 + Re[U∗µ3Us3Uµ1U

∗
s1] sin2 ∆31

+ Re[U∗µ4Us4Uµ1U
∗
s1] sin2 ∆41 + Re[U∗µ3Us3Uµ2U

∗
s2] sin2 ∆32

+ Re[U∗µ4Us4Uµ2U
∗
s2] sin2 ∆42 + Re[U∗µ4Us4Uµ3U

∗
s3] sin2 ∆43

) (1.73)
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Using the previously discussed atmospheric approximation we can write

−4
(

Re[U∗µ3Us3Uµ1U
∗
s1 + U∗µ3Us3Uµ2U

∗
s2] sin2 ∆31

+ Re[U∗µ4Us4Uµ1U
∗
s1 + U∗µ4Us4Uµ2U

∗
s2] sin2 ∆41

+ Re[U∗µ4Us4Uµ3U
∗
s3] sin2 ∆43

)
,

(1.74)

and using the unitarity relation
∑

k UµkU
∗
sk = 0, the expression is simplified to

4
(

Re[U∗µ3Us3 (Uµ3U
∗
s3 + Uµ4U

∗
s4)] sin2 ∆31

+ Re[U∗µ4Us4 (Uµ3U
∗
s3 + Uµ4U

∗
s4)] sin2 ∆41

−Re[U∗µ4Us4Uµ3U
∗
s3] sin2 ∆43

)
.

(1.75)

In order to permit collecting of terms, we must note that

Re[Uµ4U
∗
s4U

∗
µ3Us3] = Re[U∗µ4Us4Uµ3U

∗
s3] (1.76)

such that the sum in Eq. 1.75 is approximated by

≈ 4|Us3|2|Uµ3|2 sin2 ∆31 + 4|Us4|2|Uµ4|2 sin2 ∆41

+ 4 Re[U∗µ4Us4Uµ3U
∗
s3] (sin2 ∆31 + sin2 ∆41 − sin2 ∆43)

(1.77)

Returing to the second sum in Eq. 1.71, a similar procedure as is used for the

first sum may be employed. In order to simplify and collect terms we must

use Im[UαkU
∗
αk] = 0 and the opposite condition to Eq. 1.76 given by

Im[Uµ4U
∗
s4U

∗
µ3Us3] = − Im[U∗µ4Us4Uµ3U

∗
s3] (1.78)

so that the second sum in Eq. 1.71 is approximated as

≈ 2 Im[U∗µ4Us4Uµ3U
∗
s3] (sin 2∆31 − sin 2∆41 + sin 2∆43). (1.79)
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We can therefore write the simplified form of transition probability from muon

neutrino to sterile neutrino given in Eq. 1.71 under the atmospheric approxi-

mation as

P (νµ → νs) ≈ 4|Us3|2|Uµ3|2 sin2 ∆31 + 4|Us4|2|Uµ4|2 sin2 ∆41

+ 4 Re[U∗µ4Us4Uµ3U
∗
s3] (sin2 ∆31 + sin2 ∆41 − sin2 ∆43)

+ 2 Im[U∗µ4Us4Uµ3U
∗
s3] (sin 2∆31 − sin 2∆41 + sin 2∆43)

(1.80)

In terms of the mixing angles and CP violating phases, the relevant combina-

tions of matrix elements for this oscillation probability are given by

Im[U∗µ4Us4Uµ3U
∗
s3] = −1

4
c2

13c
2
24s24 sin(2θ23) sin(2θ34) sin(δ24),

Re[U∗µ4Us4Uµ3U
∗
s3] = −c2

13c
2
24c34s23s24[c34s23s24 + c23s34 cos(δ24)],

|Us4|2 = c2
14c

2
24c

2
34,

|Us3|2 = c2
23s

2
34c

2
13 + c2

34s
2
23s

2
24c

2
13

+
1

2
s24c

2
13 sin(2θ23) sin(2θ34) sin(δ24).

(1.81)

Inspection of the probability expressions for both muon neutrino survival and

sterile neutrino appearance under the atmospheric approximation demonstrate

that these oscillation types have greatest sensitivity to the parameters θ23, θ24,

θ34, ∆m2
32, and ∆m2

41.
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Chapter 2

MINOS and MINOS+ Experiments

In this chapter, we present a brief overview of the MINOS and MI-

NOS+ experiments including the long-baseline concept and the production

of the NuMI neutrino beam, which the detectors sample. The MINOS and

MINOS+ detectors are discussed in detail including the design, instrumenta-

tion, electronics, and differences between the detectors. The conclusion of the

chapter gives an explanation of interactions observed in the detectors and the

event topologies that are produced.

2.1 MINOS and MINOS+

MINOS (Main Injector Neutrino Oscillation Search) [163] is a long-

baseline neutrino oscillation experiment. The long-baseline accelerator neu-

trino concept [164] involves the sampling of a neutrino beam at two points

along the beam separated by a long distance. In the case of MINOS, the beam

sampled is the NuMI (Neutrinos at the Main Injector) beam [165], predomi-

nantly made up of muon neutrinos or antineutrinos, and the two detectors are

the Near Detector (ND) and Far Detector (FD), positioned 1.04 km and 735

km downstream of the beam target, respectively. An illustration of the layout
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of the MINOS experiment is shown in Fig. 2.1. The downstream positions

of the ND and FD were selected in order to maximize the sensitivity in MI-

NOS to the disappearance of muon neutrinos as mediated by the atmospheric

mass-splitting scale (i.e. maximizing sin2(∆m2
atmL/4Eν)). In this scenario,

the ND measures the content of the neutrino beam before oscillations occur,

and the FD measures the first neutrino oscillations maximum. The MINOS

ND is located at Fermilab in Chicago, IL, and the MINOS FD was located in

the Soudan Underground Laboratory in Minnesota.

2.1.1 MINOS

MINOS collected data during the period of March 2005 to April 2012

with various periods of beam optimization for either muon neutrinos or muon

antineutrinos. The amount of data collected is quantified by the number of

protons delivered to the target by the NuMI beam (protons-on-target, POT),

and the per-week and cumulative POT exposure collected by MINOS is shown

by the green and orange histograms plotted in Fig. 2.2. The MINOS era

running was divided into ten run periods a summary of which may be found

in Table 2.1. The largest sample accumulated by MINOS was in the muon

neutrino mode with an energy spectrum peaking at approximately 3 GeV,

which results in an L/E parameter of 500 km/GeV in the FD. In addition

to the beam samples collected by MINOS, an additional atmospheric neutrino

sample was collected with a total exposure of 37.88 kt-yr using the FD at a

depth of 705 m below ground level (2070 mwe) [168].
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Figure 2.1: A map indicating the locations of the MINOS and MINOS+ ND
and FD. The ND is located at Fermilab at a baseline of 1.04 km from the
target while the FD is located in the Soudan Underground Laboratory at a
baseline of 735 km. Figure is reproduced from Ref. [166].
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Figure 2.2: The cumulative and per-week POT data exposure for the full
period of MINOS and MINOS+ running. MINOS and MINOS+ collected
beam data from approximately 25 × 1020 POT over a total of 13 years of
running. Figure is taken from Ref. [167].

The MINOS Collaboration has produced several important physics re-

sults in areas including standard three-flavor oscillations, non-standard inter-

actions (NSI) of neutrinos, atmospheric and cosmic neutrino measurements,

and sterile neutrino searches. The MINOS experimental measurement of the

atmospheric oscillation parameter ∆m2
32 was world-leading from the time of

publication [92] until 2016, when MINOS+ completed data taking, and re-

mains one of the most competitive measurements in that parameter amongst

global experiments.

A recent MINOS and MINOS+ combined three-flavor analysis uses an

exposure of 10.71×1020 protons-on-target (POT) with the beam in νµ running

mode, 3.36×1020 POT with the beam in ν̄µ-enhanced running mode, and 48.70

kton-years of atmospheric neutrino data [169]. Charged-current (CC) events

of both muon neutrinos and electron neutrinos are used in the analysis with
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neutral-current (NC) events removed as background contamination. The total

number of observed CC events in the FD for νµ (ν̄µ) is 2579 (312) fiducial events

in comparison to the 3201 (363) which would be expected for no oscillations.

The reconstructed energy spectra for the various event channels is displayed

in Fig. 2.3.
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Figure 2.3: The selection of spectra plots show the samples used in the stan-
dard three-flavor MINOS and MINOS+ analysis. The top four spectra show
the MINOS beam data. The lower plots show the atmospheric neutrino data
obtained by both MINOS and MINOS+. The atmospheric data is plotted as
a function of zenith angle and are differentiated by contained-vertex muons,
non-fiducial muons, and reconstructed energy of the neutrinos. Observed data
are shown as points and are compared to the unoscillated (grey) and best fit
oscillated spectra(red), while cosmic ray and NC background are shown in
solid grey and blue, respectively. Figure reproduced from Ref. [169].

In the three-flavor analysis, the FD sprectra are fitted to predicted FD

spectra as extrapolated from the measurements of the beam content at the
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Figure 2.4: Plot showing the results of the combined three flavor analysis in
terms of contours in (∆m2

32, sin2θ23), with the T2K results for comparison.
Figure reproduced from Ref. [169].

64



ND using probabilities calculated from the PMNS matrix parameterization.

The fitter is subjected to the external constraint of sin2θ13 = 0.0242± 0.0025

as determined by weighted averaging of Daya Bay [105], RENO [106], and

Double Chooz [107] reactor experimental results. The analysis is sensitive to

θ13, the octant of θ23, the ordering of neutrino masses (the mass hierarchy), and

the value of δCP (the CP-violating phase in neutrino oscillations). The best

combined fit values obtained by the analysis, including a highly competitive

measurement of ∆m2
32, are |∆m2

32| = 2.34+0.09
−0.09 × 10−3 eV2 and sin2 θ23 =

0.43+0.16
−0.04 for the normal mass hierarchy and |∆m2

32| = 2.37+0.11
−0.07 × 10−3 eV2

and sin2 θ23 = 0.43+0.19
−0.05 for the inverted mass hierarchy [169]. The contours

showing the 68% and 90% C.L. ranges for each of the paramters are shown in

Fig. 2.4 with the results published by the T2K Collaboration for comparison.

As can be observed in these contours, the best-fit point favors marginally the

inverted hierarchy and the lower octant of θ23 with non-maximal mixing.

2.1.2 MINOS+

MINOS+ [170] is the extension to the MINOS experiment using the

identical detectors and sampling the NuMI beam in the medium-energy con-

figuration. The NuMI beam medium-energy configuration was designed for

use by NOvA, a latest generation long-baseline neutrino experiment, in or-

der to measure electron neutrino appearance. The MINOS+ energy spectrum

peaks at approximately 7 GeV, whereas the NOvA energy spectrum has a

peak at approximately 2 GeV due to the 14.6 milliradian off-axis orientation
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Figure 2.5: Plotted is the NuMI neutrino beam simulated reconstructed energy
spectrum for the MINOS+ medium-energy configuration as the red line, the
NOνA spectrum (using the same energy as the MINOS+ spectrum but at a
14 mrad offset from the beam axis, along which MINOS+ is located) as the
blue shaded histogram, and the MINOS low-energy beam configuration as the
shaded golden histogram. Figure reproduced from Ref. [171].

of the detectors. The simulated energy spectra for the beam configurations in

MINOS, MINOS+, and NOvA is shown in Fig. 2.5.

MINOS+ collected data during the period of September 2013 to June

2016 with the beam optimized for muon neutrino production. The total POT

exposure during MINOS+ running is shown by the pink histogram plotted in

Fig. 2.2, with the run periods summarized in Table 2.1. The higher energy

of the MINOS+ era data allows for further refinement of the measurement of

atmospheric oscillation parameters in addition to providing a probe for models

beyond standard neutrino oscillations. The neutrino oscillation behaviors be-
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Experiment Run Configuration Mode
Data

POT(×1018)

MINOS

1 LE νµ 126.93
1 pHE νµ 15.31
2 LE νµ 194.27
3 LE νµ 388.71
4 LE νµ 8.84
4 LE ν̄µ 170.85
5 LE νµ 45.89
6 LE νµ 61.62
7 LE ν̄µ 124.08
8 LE νµ 12.58
9 LE ν̄µ 40.80
10 LE νµ 238.31

MINOS+
11 ME νµ 298.52
12 ME νµ 281.72
13 ME νµ 389.12

Table 2.1: Summary of data runs collected by the MINOS and MINOS+
experiments. MINOS data is dominated by the low energy (LE) beam config-
uration with a brief pseudo-high energy (pHE) during the first running period.
MINOS+ data was collected exclusively usng the medium energy (ME) beam
configuration. MINOS collected data in both νµ and ν̄µ mode running, while
MINOS+ collected only νµ mode data. Data in this table was compiled from
Refs. [172] and [173].

yond the standard three flavor paradigm include sterile neutrinos, large extra

dimensions (LED), and non-standard neutrino interactions (NSI) [170].

2.1.3 NuMI Beam

The Neutrinos from the Main Injector (NuMI) neutrino beam provides

the source of accelerator neutrinos analyzed by the MINOS and MINOS+

experiments. The beam is generated by accelerating protons to 120 GeV
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in the Fermilab Main Injector ring which subsequently bombard a graphite

hadron production target. The intensity of the bombarding protons averaged

approximately 350 kW during the MINOS era running, and the MINOS+

era running permitted further beam design improvements and upgrades such

that a maximum intensity of 560 kW was achieved. The particles showering

from the target, predominantly pions and kaons, are then focused by a pair

of parabolic electromagnetic horns, illustrated in Fig. 2.7 and following the

design first proposed by Simon van der Meer [174]. The focusing horns can be

tuned in both the direction and magnitude of current and position with respect

to the target in order to determine the dominant charge of focused particles and

the shape of the resulting energy spectra. The reversibility of the horn current

is the critical element allowing the NuMI beam to run in either neutrino or

antineutrino rich modes, which was exploited during MINOS era running, as

either pi+ and K+ or pi- and K- may be selectively focused. The higher energy

peak energy in MINOS+ is the result of repositioning the second focusing horn

a further 13 m down the beamline and moving the graphite target 95 cm up

the beamline. Particles focused by the horns then pass through a 675 m decay

pipe, which was evacuated in early MINOS running and subsequently filled

with helium as a safety precaution against catastrophic implosion. At the end

of the decay pipe, the non-neutrino particle beam is terminated by a series of

stopping features and monitoring stations including 220 m of rock for muon

absorption. An artistic representation of the structure of the NuMI beam

facility is shown in Fig. 2.6.
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Figure 2.6: Shown is a schematic drawing of the components of NuMI Beam.
The beam is initiated at the left with Main Injector protons bombarding the
target. Then moving rightward through the diagram, showering hadrons are
focused in the electromagnetic horns and allowed to decay in the decay pipe
or pass throug the hadron monitor into the absorber. Muons produced from
hadronic decays pass on to muon monitors and terminate in the rock, while
the neutrinos from these decays proceed on to the MINOS/MINOS+ detectors.
This drawing was reproduced from Ref. [165].

Figure 2.7: Diagram illustrating the focusing properties of the NuMI horns.
In the horn current orientation shown positively charged hadron parents are
focused while negatively charged parents are defocused. The relative position
of the target with respect to the first horn generally controls the position of the
energy peak. The horns are separated by a distance of 10 m and the vertical
scale in the diagram is four times as large as the horizontal scale. Figure
reproduced from [93].
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Figure 2.8: The predicted neutrino (black) and antineutrino (red) flux at the
MINOS ND for configuration of the NuMI beam in neutrino optimized (left)
and antineutrino optimized mode (right). The figure is reproduced from Ref.
[175].

Neutrinos are produced in the beam through three primary decay chan-

nels for pions, kaons, and muons:

π± → µ± + νµ/ν̄µ, (2.1)

K± → µ± + νµ/ν̄µ, (2.2)

K± → π0 + e± + νe/ν̄e, (2.3)

µ± → e± + ν̄µ/νµ + νe/ν̄e. (2.4)

The resulting beam is made up of predominantly muon neutrinos or antineutri-

nos depending upon the direction of the horn current, which is demonstrated

in Fig. 2.8. The composition of the combined MINOS and MINOS+ νµ-mode

beams is shown in Fig. 2.9.
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Figure 2.9: The decomposition of the combined MINOS and MINOS+ νµ-
mode neutrino beams by hadron parent (left) and beam neutrino flavor (right)
as a function of the true neutrino energy. In this configuration, the beam is
dominated by π+ and K+ parents for low- and high-energy neutrinos, respec-
tively.

2.1.4 NuMI Target Design

The NuMI target consists of a series of graphite fins with dimensions

20 mm by 15 mm by 6.4 mm. During normal beam running the target has 47

fins, while an additional 48th fin is added during beam scans in order to aid in

beam alignment. In the target module the fins are spaced by 0.3 mm which

means that the entire target had a length of approximately 954 mm, which

corresponds to about 1.9 hadronic interaction lengths. The graphite fins are

contained within an aluminum casing and cooled by a water jacket as can be

seen in the drawing of the technical design of the target module shown in Fig.

2.10. Due to the rapid heating, cooling, and intensive radiation, the target is

known to degrade over time. The ablation of the target material reduces the

flux of primary hadronic showers, which in turn reduces the expected neutrino

flux at the detectors. In order to mitigate the target degradation effects, a

71



Figure 2.10: A schematic of the design of the NuMI graphite fin target and
the canister house the target assembly. Figure is reproduced from Ref. [176].

total of seven target modules were used during data taking in the MINOS-era.

Near the conclusion of the MINOS+-era beam running, a video target autopsy

was conducted, which demonstrated significant delamination and cracking in

the target fins.

2.2 The MINOS/MINOS+ Detectors

The MINOS ND and FD are two functionally identical magnetized

steel-scintillator tracking sampling calorimeters. The near identical nature

of the two detectors permits the cancellation or mitigation of many sources

of systematic uncertainties, such as neutrino cross-sections, relative normal-

ization, beam flux uncertainties, etc., which will be discussed in detail in

Chapter 5. The detectors consist of steel planes with thickness 2.54 cm ori-

ented transversely to the beamline and instrumented on the downstream face
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Figure 2.11: Diagram of the scintillator strip assembly used to intstrument
the MINOS and MINOS+ detector planes. Scintillaton light from ionizing
particles is internally relfected in the strip until it is collected by the WLS
fiber. Reemission occurs isotropically so that only those photons emitted in
the direction of the fiber are transmitted to the PMT assembly at the strip
end. The diagram is taken from Ref. [177].

with polystyrene scintillator strips. The steel planes serve as a neutrino in-

teraction target and the average density of the steel used in the planes was

7.85 ± 0.03g/cm3 [177], which serves to increase the likelihood of interaction.

The separation between each of the steel planes was 5.95 cm. The detectors

are both magnetized using an electromagnetic coil passing through the planes

in the direction of the beamline. The resulting magnetic field allows the de-

termination of the charge of particles produced in the detectors, and thus the

isolation of neutrino and antineutrino samples.
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2.2.1 Scintillator Strips

The scintillator strips instrumenting the steel planes are made from

polystyrene doped with fluors PPO (1% w/w) and POPOP (0.030% w/w)

and extruded with cross-sectional dimensions of 1.0 cm x 4.1 cm. A diagram

of the scintillator strip design is shown in Fig. 2.11. The strips were coated

with a uniform layer of TiO2 (10% w/w) containg polystyrene in order to in-

crease internal reflectivity and improve the light yield [177] Light produced in

the scintillator strips is collected by a wavelength-shifting (WLS) fiber with a

diameter 1.20 +0.02/-0.01 mm, which is embedded in a groove in the center of

the wide profile of the scintillator strips and fixed in place by a reflective seal.

The WLS fiber is double-clad polystyrene containing 175 ppm Y11 (K27) flu-

orescent emitter which absorbs light at approximately 430 nm and fluoresces

at a wavelength of about 470 nm, which prevents re-absorption of scintillation

photons and promotes higher quantum efficiency in the light collection. Scin-

tillator modules are formed by joining 14, 20, or 28 scintillator strips together

at the narrow face and covering with thin aluminum sheets to prevent light

loss. The number of scintillator modules which form the scintillator planes is

dependent on the location in each of the detectors as will be detailed in the

subsequent sections. Photons collected in the WLS fibers from a scintillator

strip module are transported via optical connector and clear polystyrene fibers

to a photomultiplier tube (PMT) assembly.
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Figure 2.12: Diagram of the readout assembly for the scintillator strips. The
scintillation light colleced and transmitted by the WLS fiber is guided through
a clear optical fiber to a single PMT pixel. The diagram is taken from Ref.
[177].

2.2.2 Instrumentation

The photodetectors used in both detectors are produced by Hama-

matsu with the ND using a 64-anode (M64) PMT and the far detector using

a 16-anode (M16) PMT. The PMTs are shielded with steel enclosures from

electronic noise and the detector magnetic field. In the ND the M64 PMTs are

individually shielded, while in the FD three M16 PMTs are contained within

a multiplex (MUX) box. A diagram showing the interface between the scintil-

lator modules and PMT assembly is shown in Fig. 2.12. The ND used a total

of 194 PMTs with an average gain over all pixels of 8.0 × 105. In the FD, a

total of 1452 PMTs were required in order to read out signals at each end of

the scintillator strips, which corresponds to 484 MUX boxes. The gains in the
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FD were adjusted such that the highest gain for any pixel in each M16 was

1×106. The voltage required to achieve the gains in both the ND and FD was

approximately 800 V.

The front-end electronics designs required very different performance

characteristics at the ND and FD due to highly disparate event rates at the

two locations. The FD had a cosmic muon event rate of approximately 0.5

Hz, which is orders of magnitude less than the electronic noise rate of approxi-

mately ∼ 10 kHZ per plane side. Additionally, the FD expected to see only on

the order of a few events per day from beam neutrinos. This is contrasted to

the ND where the expected event rate is 1 MHz since as many as 10 neutrino

interactions may occur per 8-10 microsecond beam spill, which occur every

2.2, 1.69, or 1.33 seconds depending upon the beam era. Thus, the ND read-

out was specifically designed to operate at a constant 53.103 MHz in order

to avoid any downtime during beam spills, whereas the FD was safely oper-

ated by commercial digitizers serving multiple channels at a rate of 5 MHz.

A more thorough description of the ND and FD electronics may be found in

Refs. [178] and [179], respectively.

2.2.3 Far Detector

The MINOS FD had a total mass of 5,400 metric tons and was con-

structed at a depth of 705 m underground, corresponding to a 2070 mwe over-

burden. The FD had an approximately octagonal cross-section transverse to

the beamline with height and width of 8 m, and the FD is 486 planes in length.
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Figure 2.13: A schematic diagram (left) and photograph (right) of the end
view of the second of two FD supermodules viewed toward the target. The
labeled components in the diagram are: (A) the final FD steel plane, (B)
the cosmic ray veto shield, (C) the exit point of the magnetic coil from the
supermodule, and (D) one of the electronics racks situated along the sides of
the detector. Other elements of the diagram are non-detector machinery or
fixed structures within the FD cavern. Figure reproduced from Ref. [177].

Figure 2.14: Diagram showing the orientation of the U and V orientation of
scintillator strips for the FD planes. The planes alternate between U and V
views in order to provide stereo readout of the position of detector hits. Figure
reproduced from Ref. [177].
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The much larger size of the FD is necessary in order to achieve a significant

event rate given the loss in intensity due to the long baseline. A diagram of the

profile of the FD and the hall in which it was contained is shown in Fig. 2.13.

The full FD is formed from two supermodules that are separated by a gap of

1.15 m. The upstream supermodule is formed by 249 planes and is 14.78 m

in length while the downstream supermodule is formed by 237 planes and is

14.10 m in length. Each of the supermodules has an independent magnetic coil

running through the center of the planes resulting in an average FD magnetic

field of 1.42 T. In the FD, all planes are fully instrumented with the excep-

tion of the first plane in each of the supermodules. In order to provide stereo

readout of track hits, alternating scintillator planes are oriented with the long

axis of the modules +45 degrees, the V-planes, or -45 degrees, the U-planes,

from the vertical such that these planes are perpendicular to each other. Six

types of scintillator strip modules were produced for the FD with widths of 20

or 28 strips, which permits instrumentation of the 99% steel face without any

module crossing the vertex of the octagon. The FD is covered along the top

and sides of the detector by a cosmic ray veto shield that is assembled from

the same type of scintillator modules used in the detector planes. The veto

shield allows the differentiation between beam neutrino events and cosmic ray

tracks entering the detector.
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Figure 2.15: A schematic diagram (left) and photograph (right) of the end view
of the ND viewed in the direction of the NuMI beam. The labeled components
in the diagram are: (A) the first ND steel plane, (B) the exit of the magnetic
coil from the front face of the ND, (C) one of the electronics racks situated
along the sides of the detector. The position of the (A) label also indicates
the center of the beam spot on the ND. Figure reproduced from Ref. [177].

Figure 2.16: A schematic of the four configurations of plane instrumentation
used in the ND. The configurations are the partial U-view (upper left), the
partial V-view (upper right), the full U-view (lower left), and the full V-view
(lower right). The U and V view planes are alternated in the detector in
order to give a stereo readout of particle track position in the detector. The
partially instrumentation on the upper plane diagrams is situated to the left
of the magnetic coil in order to cover the beam spot location. Diagrams are
reproduced from Ref. [177].
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2.2.4 Near Detector

The MINOS ND has a total mass of 980 metric tons and was con-

structed at a depth of approximately 100 m below ground level, which gives a

225 mwe overburden. The cross-section of the ND, with respect to the beam-

line, is approximately 4.8 m by 3.8 m, and the ND is 282 planes in length.

A diagram of the ND and the underground hall in which it is contained is

shown in Fig. 2.15. The magnetic coil in the ND extends for the full detec-

tor length and is located 1.48 m from the center of the beamline in order to

reduce the number of tracks passing through the coil-hole region. The ND

magnetic field intensity was determined to average 1.28 T. The ND is divided

into two regions, the calorimeter and the spectrometer. The calorimeter is

formed by the 120 upstream planes of the ND, which are fully instrumented

at every fifth plane and partially instrumented for the remaining planes, and

contains the target fiducial volume. As in the far detector, a stereo view of

the tracks in the detector is achieved by alternating U and V planes which

have a +/- 45 degree rotation with respect to the vertical. The two possible

plane orientations in combination with either full or partial instrumentation

results in four distinctive scintillator plane configurations shown in Fig. 2.16:

full U-view (FU), full V-view (FV), partial U-view (PU), and partial V-view

(PV). The spectrometer is the remaining downstream planes 121 through 282,

which are fully instrumented at only every fifth plane with remaining planes

not instrumented. The function of the spectrometer is tracking muons from

neutrino interactions with sufficiently high energy to create long tracks.

80



Figure 2.17: A schematic model of a single subsection of the MINOS CalDet,
consisting of 12 planes with alternating vertical and horizontal scintillator strip
orientation. The diagram shows the readout modules on both sides of each
plane, which were used to simultaneously readout signals using both FD and
ND electronics. Figure reproduced from Ref. [180].

2.2.5 Calibration Detector

The MINOS Calibration Detector (CalDet) was a specially designed

small-scale detector analogue to the MINOS ND and FD, which was exposed

to the PS T7 test beam at CERN. The primary design purpose of this detec-

tor was to better understand the topology and energy deposition of expected

particles in the MINOS detectors and investigate the differing electronic read-

out systems in the FD and ND. The CalDet had 60 unmagnetized 1 m by 1

m square steel planes with thickness of 2.50 cm as compared to the 2.54 cm

thickness used in the FD and ND as shown in Fig. 2.17. The scintillator planes

in the CalDet were formed from 24 scintillator strips of similar construction

to that described previously and were each 100 cm in length. The scintillator

planes alternate between orientations that are rotated 90 degrees with respect
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to one another in order to achieve three-dimensional tracking as in the ND and

FD. The CalDet was simultaneously instrumented with the ND and FD elec-

tronics, in order to allow for calibration of these two differing systems to high

precision given the same light exposure. CalDet facilitated the development

of a calibration method (described in Chapter 3), which achieved a hit-by-hit

response in agreement between the ND and FD electronic readout systems to

within approximately 2.5% over a significant range of energies.

2.2.6 Light Injection System

The MINOS ND and FD had a light injection (LI) system designed

to periodically expose the detector photoreceptors to a known light source in

order to map the linearity of instrumentation and to monitor stability of the

PMTs and the light collection system. Ultra-violet (UV) light pulses were

generated by LEDs contained in pulser boxes in order to illuminate the WLS

fibers at the ends of the scintillation modules. The flash from the LEDs sim-

ulates a signal generated by the scintillation light in the strips and can be

simultaneously read out by a Positive Intrinsic Negative (PIN) photodiode for

comparison. The intensity of the light pulses are tuned such that a given PMT

pixel should receive approximately 50 photoelectrons per pulse, though due to

variance in the fibers and PMTs this can vary by as much as a factor of two.

82



2.2.7 Electronics Trigger

Readout of the PMTs and storage of data is initiated by a triggering

mechanism, which is prompted by one of two different sources: (1) beam spills

delivered by NuMI or (2) cosmic muons entering the detector.

The NuMI beam delivers protons to the target in quantized units called

spills, which are made up of batches of protons. The structure of the spill and

the number of protons it contains are features of the particular mechanism

by which the protons are injected in, accelerated, and extracted from the

Main Injector, though a typical spill could contain on the order of 4 × 1013

protons. The NuMI spills are delivered at intervals of approximately 2.2 s for

the MINOS era, 1.69 s for the early MINOS+ era, and 1.33 s for the remainder

of MINOS+, and can last for as long as 10 microseconds. For each beam spill,

a beam trigger signal is sent to both the FD and ND causing a readout of the

PMT data and digitization of signals for a window of 100 microseconds. At the

FD, there is significantly more interference in proper triggering at a frequency

of approximately 5 kHz due to dark noise in the PMTs and spontaneous photon

emission occurring in the WLS fibers. In order to avoid these false signals, an

additional trigger level is applied in the FD electronics, which requires that 2

out of each group of 36 PMTs be activated by a signal within a period of 400

ns in order for the data to be readout and digitized.

The second source of triggering occurs outside of the beam spill windows

and is initiated by cosmic muons interacting with the detector. The cosmic

muon trigger is an offline trigger based on a threshold for energy deposits in the
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detector or interactions being recorded in a group of planes isolated spatially

in the detector. If either of these criteria are met, the interaction is presumed

to be a cosmic muon event and the detector is readout in the region of the

triggering interaction.

2.3 Detecting Neutrino Interactions

2.3.1 Interaction Types and Cross sections

Neutrinos interact via the weak interaction, either through charged-

currents (CC) mediated by the W± bosons or through neutral-currents me-

diated by the Z0 boson, and via gravitation, though this type of interaction

is irrelevant to the present analysis. Another manner of division for neu-

trino interactions naturally arises from considering the kinematics and cross

section associated with the energy of the scattering neutrino. In this analy-

sis, neutrinos with energies ranging from 0.25 to 40 GeV will be considered,

which corresponds to three types of scattering processes. Figure 2.18 shows

the relative contributions from each of these scattering processes to the overall

observed neutrino cross section.

For neutrino (antineutrino) energies greater than ∼5 (7) GeV, the dom-

inant interaction type is deep inelastic scattering (DIS). In a DIS interaction,

the neutrino has sufficient energy to penetrate the inner structure of the target

and scatters with individual partons (quarks or gluons) in one of the nucleons

by the exchange of a virtual W or Z boson. Computation of the cross section

with the partons requires a treatment accounting for the structure functions
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Figure 2.18: The per nucleon total CC cross section for neutrinos (upper)
and antineutrinos (lower) divided by and plotted as a function of the neutrino
energy. The contributions from quasi-elastic (QE), resonant (RES), and deep
inelastic scattering (DIS) interactions to each total cross sections are shown
by various broken line styles. A selection of experimental scattering data is
also plotted in order to compare with the theoretical calculations. Figure
reproduced from Ref. [181].
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of the nucleons as described in Ref. [182]. The resulting state is a composite

of a lepton and hadronic particles.

At low energies, generally less than 1 GeV, neutrino interactions are

generally dominated by quasi-elastic (QE) scattering. In a QE interaction, the

neutrino scatters off a nucleon as a single particle instead of interacting with

partons. QE scattering is confined to the CC interactions and has the form:

νµ + n→ µ− + p

νµ + p→ µ+ + n (2.5)

The QE events in MINOS generally result in only an outgoing leptonic track

and do not contain significant hadronic activity.

In the intermediate energies between QE scattering events and DIS

events, various modes of resonant production become relevant. Resonant pro-

duction results from sufficient energy being delivered to the target nucleon to

produce an excited baryon resonance in addition to the outgoing lepton. Most

frequently, the excited baryon decays to the ground state via the production

of a pion, which is called resonant single pion production:

νµ +N → µ− +N∗

N∗ → π +N ′ (2.6)

The resulting pion can either produce a track in addition to a leptonic track

or it can cause further hadronic showering beyond the baryonic system.
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Figure 2.19: Simulated MC event topologies in the MINOS detectors for νµ-
CC (left), νe-CC (center), and NC (right) interactions. Feynman diagrams
describing the reactions are shown below the event displays. Figure reproduced
from Ref. [183].

2.3.2 Event Topologies

The MINOS detectors observe three general event topologies of interest

to the muon neutrino disappearance search, which are illustrated in Fig. 2.19.

The events used for the atmospheric oscillations disappearance search, and the

main sample used in the analysis described in this thesis are νµ CC events:

νµ +N → µ− +X (2.7)

The νµ CC events are characterized by the significant outgoing muon track.

The steel planes of the detector are designed to contain muons by forcing the

deposit of a large amount of energy. Additionally, the magnetic field in the

planes causes bending in the muon tracks in a charge dependent manner such

that the neutrino can be identified as ν or ν̄. Numu CC events can also have
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showering hadronic activity near the interaction vertex depending upon the

elasticity of the scattering process.

The second topology used in this analysis arises from NC events:

ν +N → ν +X (2.8)

NC events are agnostic to the flavor of the interacting neutrino as no lepton is

produced for identification. NC events are characterized by the presence of a

diffuse hadronic shower at the interaction vertex with no significant outgoing

tracks produced.

The third topology observed is due to electron neutrino CC interactions:

νe +N → e− +X (2.9)

The outgoing electron produced in a νe CC event produces an electromagnetic

shower, which is more compact than the hadronic showers observed in other

events, and displays a typical electromagnetic shower energy profile. In MI-

NOS, the νe CC topology is difficult to identify due to energy being deposited

very quickly in relatively few planes of the high density detector material,

which is ∼ 1.5X0 per plane for electrons. Thus, significant confusion can arise

between the νe CC and NC events and the similar showering activity.
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Chapter 3

Calibration and Reconstruction

In this chapter, the full method of calibration for both MINOS detectors

is presented. A discussion of the detector and data simulation packages used

along with the choice of flux model is discussed. The chapter concludes with

the method of event reconstruction used for both data and simulations in the

analysis.

3.1 Calibration

The MINOS and MINOS+ calibration procedure is designed to measure

the amplitude of the electronic output, or pulse height response, in the ND and

FD so that data in each detector can be compared to simulation and so that

the detectors can be directly compared to each other. The MINOS detectors

measure the output of scintillation light produced by particles traversing the

detector planes in order to determine the energy deposited in the detector

and therefore estimate the energy of the interacting neutrinos. Given that

the concept of a neutrino oscillations analysis is to search for modulations in

the neutrino energy spectra in either the ND, FD, or both, it is particularly

important to accurately and precisely measure the calorimetric energy in order
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to measure oscillation parameters. The MINOS calibration procedure, which

is represented by the schematic in Fig. 3.1, converts raw detector pulse height

Qraw(s, x, t, d), where s is the scintillator strip, x is the position along the strip,

t is the time, and d is the detector containing the strip, into a corrected signal

Qcorr(s, x, t, d) through a series of multiplicative calibration constants:

Qcorr = D(t, d)× L(s, d,Qraw)× C(s, t, d)× A(s, x, d)×M(d)×Qraw (3.1)

These correction constants are the drift and gains correction D(t, d) described

in Section 3.1.1, the linearity correction L(s, d,Qraw) described in Section 3.1.2,

the strip-to-strip correction C(s, t, d) described in Section 3.1.3, the attenua-

tion correction A(s, x, d) described in Section 3.1.4, and the absolute energy

scale factor M(d) described in Section 3.1.6.

3.1.1 Drift and Gains Calibration

The general purpose of the gains and drift calibration, which is summa-

rized in Fig. 3.2, is to correct variation in the detector response as a function

of time. The dominant cause of drift in the detector response is due to temper-

ature fluctuations that occur in the detector halls. The ambient temperature

and environment of the caverns containing the detectors is largely stabilized

by a climate control system, but seasonal variations and detector aging still

cause an approximate 4% loss in detector signal response per year [177].

The primary method of correction for the gains response is the LI sys-

tem discussed in Chapter 2. The LI system pulses each FD scintillator strip
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Figure 3.1: Schematic of the calibration chain used in MINOS and MINOS+
to convert electronic signals into units of enegy. Diagram reproduced from
Ref. [184].
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Figure 3.2: Time dependent variation in the ND (green) and FD (blue) re-
sponse used in the drift and gains calibration. The drift (top) shows the daily
changes in detector response normalized to the first day of data. The PMT
gains (middle) show the changes in number of ADC per photoelectron aver-
aged over three day intervals. The relative light level (bottom) is the ratio of
the drift to gains. The figure is reproduced form Ref. [185].
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approximately 300 times per hour and the rate is even larger in ND at ap-

proximately 1000 times per hour. The data from these pulses are collated at

regular intervals and the average response per photoelectron is computed using

photon statistics. The comparison of the rms widths of the measured pulses to

the mean provides a correction on the number of Analog-to-Digital Converter

(ADC) counts measured per photoelectron, which is used to calibrate both

Monte Carlo (MC) simulation and data reconstruction.

The smaller overall drift of the response in fibers and electronics across

the detector due to longer term aging and temperature effects must be handled

outside of the LI system since the PIN diode and PMT systems readout using

the same electronics. Instead of the LI system, the median response of the

detector planes to cosmic muons is used for drift calibration. The cosmic ray

muon spectra in the two detectors vary greatly due to differing detector mass,

overburden, etc. with the average energy and rate being 200 GeV at 0.5 Hz

for the FD and 55 GeV at 10 Hz for the ND. For each of these through-

going cosmic ray muons, the total pulse height per plane is measured. The

amount of energy deposited by cosmic ray muons is different in each detector,

however the average amount of energy deposited should be a constant over

time. Therefore, one can compute the ratio of the response at an initial time

t0 with the response at some later time t to give the drift correction:

D(t, d) =
Median response at time t0
Median response at time t

(3.2)

Thus, the drift correction is only a relative measurement of the response of
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one detector over time and gives no absolute energy information. In MINOS

and MINOS+ the drift correction constants were computed daily.

3.1.2 Linearity Calibration

The linearity calibration is designed to account for large energy deposits

in the MINOS detectors that can potentially overwhelm the PMTs and causes

them to behave non-linearly. Non-linear behavior in PMTs on the order of

5-10% occurs when the light level exceeds 100 photoelectrons. The LI system

discussed in the previous section delivers light pulses of various intensities to

the PMTs in order to quantify the response. The LEDs are tuned so that full

range of interest for the PMT response is covered in the average scintillator

strip. The PIN diodes in the LI system determine a linear scale for the true

light level being delivered by the LED flashes. The two pin diodes are tuned

to have differing gains such that one has a high gain and the other a low gain.

In this configuration, the high gain diode provides better measurements under

low light levels, while the low gain diode better measures high light levels. The

PIN diode response was determined to be linear to within 1% for intensities

producing 5-100 PMT photoelectrons. The light pulses determine a functional

form for PMT behavior in the PIN diode linear region such that non-linear

behavior can be extrapolated for all intensities and a pulse height dependent

linearity correction factor L(s, d,Qraw) can be found for each scintillator strip.

The method of electronics non-linearity calibration takes different forms

in the two detectors. The ND electronics system, particularly the PIN-pre-
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amplifier and QIE components, which are used to read out the response from

the PIN diodes during the linearity calibration are known to be linear within

less than 1% variation [186]. The ND utilizes special current injection runs

in order to calibrate the linearity of response in the QIE electronics system

online, that is during experimental running. This type of online calibration

for linearity is not possible in the FD as the VA electronics, which read out

the PIN diodes at the FD must be calibrated offline.

The FD offline calibration for electronic readout linearity is facilitated

by a special charge-injection (CI) system incorporated into the front-end elec-

tronics. The CI system exposes the FD channels to known quantities of charge

of increasing intensity in order to determine the variations from linear behav-

ior. This CI system is only used to calibrate the linearity of the electronics

directly reading out the PIN diode systems. For the VA electronics, which read

out the response from the PMTs, the combined non-linear response of both

the PMT and electronics readout is treated jointly such that one correction as

determined by the LI system can be used to compensate for both effects.

3.1.3 Strip-to-Strip Calibration

It has been demonstrated that the light response from the scintillator

strips in both detectors can vary by as much as 30%. In order to ensure a

consistent response from each of the strips across each detector, cosmic muons

are again employed as a standard for energy deposition. The strip-to-strip

correction factor is computed by taking the ratio of the mean response of the
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Figure 3.3: Plots showing the response of the ND (lower) and FD (upper) at
different stages of the calibration procedure. Left: The raw ADC distribution.
Center: Detector response after the linearity, drift, and strip-to-strip cali-
brations have been implemented. Right: The final post-calibration detector
response after correcting fiber attenuation. Plots are shown for the V planes
and similar effects are observed in the U planes. Figure taken from Ref. [187]

96



full detector to the mean response of each strip end:

C(s, t, d) =
Mean detector response(t, d)

Mean strip end response(s, t, d)
(3.3)

The source of the variability between the response from individual strip ends

can include the light yield from the scintillator, efficiency of light collection

in the WLS fibers, and the quantum efficiency and gain in individual PMTs.

These various sources of miscalibration are all corrected with the single strip-

to-strip correction factor. The cosmic ray muon tracks used for the strip-to-

strip calibration are corrected using the linearity calibration discussed previ-

ously along with attenuation and path-length corrections in order to remove

any effects due to position or angle of the track hits. The result of these cor-

rections is the computation of the strip response to a cosmic muon interacting

at the center of the strip and normal to the plane of the detector. One diffi-

culty in this method is the potential for a track interacting very near the edge

of the scintillation strip, which in turn produces a very low light level on the

order of 2-10 photoelectrons. The scenario of tracks passing very near the

edges of the strips is dealt with by assuming a Poisson process of energy de-

position and photoelectron emission and iteratively modifying the calibration

constants in order to account for the probability of a zero contribution from

each subsequent muon. The iterative technique for strip-to-strip calibration

is successful in reducing the statistical variation in mean response of the strip

ends to ∼ 2.1% in the ND and ∼ 4.8% in the FD. The results of the calibration

chain up to the point of the strip-to-strip calibration is shown in the center

plot of Fig. 3.3.
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Figure 3.4: The light output observed from cosmic ray muon data (blue points)
compared with the module mapper fit result (black line) for a sample ND
detector strip. Figure reproduced from Ref. [177].

3.1.4 Attenuation Calibration

During the construction of the scintillator strips, prior to the construc-

tion of the detectors, a module mapping procedure was used in order to provide

quality control as well as an attenuation calibration tool for the WLS fibers.

The module-mapping procedure involved the sequential exposure of the entire

surface of the scintillator modules to a well-known 5 mCi Cesium-137 source,

which produced gamma rays that illuminated a 4 × 4 cm2 area of the scin-

tillator module. The PMT signal output of the strip modules was integrated

for 10 ms out of every 40 ms and measurements of the activity were made

for exposures at every 8 cm along the length of the strips. The result of the

measurements is a detailed map of the response of the scintillation strips to

ionizing radiation. This map of data is fit to a double exponential function

A(x) = A1e
− x

L1 + A2e
− x

L2 (3.4)
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Figure 3.5: The stopping power of copper on muons as computed by the Bethe-
Bloch equation as a funtion of the muon momemtum. The relevant region in
MINOS and MINOS+ is near the point of minimum ionization. Figure taken
from Ref. [30].

where x is the position from the readout end of the strip, L1 and L2 are the

attenuation lengths and A1 and A2 are normalization constants. The fitted

functional form is then used to derive the attenuation correction. The atten-

uation correction was then checked using a sample of through-going cosmic

ray muons. The position of the muon transit along the scintillation strip was

measured by the orthogonal plane view and a similar map of the scintillation

module response as a function of position was created. The cosmic ray muon

fit agreed with the module mapper data to about 4% as can be seen in Fig.

3.4. In the final calibration procedure, the module map data is used for atten-

uation calibration in the FD due to the finer granularity whereas the cosmic

muon data is used in the ND for performing the attenuation fit.
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Figure 3.6: Plot of the energy loss per scintillator plane along muon tracks
(upper) and the mean energy loss as a function of distance for stopping muons
in the FD as a function of momentum (lower). The track window used for
the inter-detector calibration is shown in the upper plot, while the lower plot
shows the strong agreement between the analytical Bethe-Bloch prediciton,
MC simulation, and the observed FD data. Figure reproduced from Ref. [185].
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3.1.5 Inter-detector Calibration

Before a final conversion to absolute energy deposition can be made, an

inter-detector calibration must be applied in order to arrive at a standardized

Muon Energy Unit (MEU). The inter-detector calibration uses muons to as

a normalization of the response of the scintillator modules in both detectors

due to the relevant abundance of muons and the ability to determine the mo-

mentum of the muons without reliance on calorimetry. The MINOS detectors

can measure muon momentum either by range in the detector, which applies

to contained muons only, or by the measurement of the curvature of the muon

track in the magnetic field. For the purpose of the inter-detector calibration,

it is necessary to determine the total energy deposited in the detector so con-

tained cosmic muons are used. It would be convenient if the average response

of all muons in the detectors could be utilized in order to make a statement

on the relative calibration between the detectors. However, as was discussed

in Section 3.1.1, the spectrum of cosmic muons in each detector varies widely,

and this makes a measurement of the average response of all muons a poor

calibration choice. The energy loss of the contained muons in the MINOS de-

tectors can by determined by the Bethe-Bloch equation, which gives the rate

of energy loss of a muon as it traverses a medium. The stopping power, which

is given by the Bethe-Bloch formula, is shown for muons interacting with cop-

per in Fig. 3.5. Given the range of energies of muons observed in both the

MINOS ND and FD are in the range from 1-200 GeV, these muons fall in the

range of minimally ionizing particles (MIPs). The Bethe-Bloch formula yields
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approximately constant values in this region of energies, implying that the en-

ergy deposition by cosmic muons is very nearly constant on a plane-by-plane

basis.

The method used for the inter-detector calibration is known as a track-

window technique and is directly related to the relative flatness of the energy

loss for muons of a given range of momenta. The range of For a typical muon

momentum of 1.5 GeV/c, the loss in energy as a function of interaction length,

dE/dx, varies rapidly on the order of ∼ 100% increase near the end of the path

through the detector due to a significant increase in ionization, as is plotted

in Fig. 3.6. This same muon has a variability in dE/dx of only ∼ 8% during

the period that the momentum reduces from 1.1 GeV to 0.5 GeV. Thus, the

track window technique only measures the detector response of the muons

during this window of momenta where the energy deposition is approximately

constant. Taking advantage of this nature of the muon ionization, the 2%

error on the final position of muon stopping in the detector is translated to an

uncertainty in the MEU of 0.2%. The calibration of the MEU ensures that a

particle traversing a plane in either the MINOS ND or FD generates a response

which agrees between the two detectors within the established errors of the

calibration procedure. A caveat applies to this standard calibration in the case

of the first 190 planes of the FD, which are in fact approximately 1% thicker

than the remaining FD steel planes. Due to this additional steel thickness, an

additional correction must be applied to only these planes in order to arrive

at the standardized MEU.
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Figure 3.7: Plotted are the calorimetric energy response data for pions (upper)
and electrons (lower) with momenta 0.6 GeV/c (red), 1.6 GeV/C (blue), and
3.0 GeV/c (green), compared with MC simulation (black). Figure reproduced
from Ref. [177].

3.1.6 Absolute Energy Scale Calibration

The calibration procedure which arrives at a standard MEU as de-

scribed in the previous sections is still only a relative statement of the energy

deposited in the detectors. In order to determine the absolute energy deposit

in the detector that corresponds to the MEU, it is necessary to expose the

detectors to hadrons and leptons with known momenta. The mapping of rela-

tive energy units to absolute energy was accomplished using the CalDet [180],
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which is described in Chapter 2. The CalDet was exposed to a source of pro-

tons, pions, electrons and muons with a range of momenta from 0.2-10 GeV/c

using various test beams at CERN. The test beam data in the CalDet was

taken from a momentum of 200 MeV/c to 3.6 GeV/c in 200 MeV/c incre-

ments and then from 4 GeV/c to 10 GeV/c in 1 GeV/c increments. Particles

in the test beam were identified by time-of-flight or threshold Čerenkov de-

tectors, with pion and muon separation achieved by event topology. For each

of the data points, a comparison was made between the collected data and

MC simulations, which can be seen in Fig. 3.7. The results of the CalDet

data allow for the establishment of an absolute energy scale for the detector

response and further demonstrates that the energy resolution can be param-

eterized by 56%/
√
E ⊕ 2% for hadronic showers and 21.4%/

√
E ⊕ 4%/E for

electromagnetic showers, where E is the particle energy in GeV [188][189].

The final results in terms of the detector response after the completion of the

calibration chain is shown in Fig. 3.3.

3.2 Simulation

In order to study the behavior of neutrinos in MINOS and MINOS+, it

is necessary to carefully and completely simulate the entirety of the experiment

in order to establish the expected behavior based upon theoretical modeling

and to search for deviations from the expectation. The MC simulation for the

MINOS and MINOS+ experiments occurs in two main stages: (1) simulation

of the NuMI neutrino beam and (2) simulation of the MINOS detectors. These
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two phases of simulation are discussed in detail below.

3.2.1 NuMI Beam Simulation

The simulation of the NuMI beam is performed by the FLUGG MC soft-

ware package, which is a hybridization of a FLUKA simulation of the hadronic

interactions that occur in the target and a GEANT4 geometrical model of the fo-

cusing and beamline apparatus. The simulation begins with 120 GeV protons

impinging on the graphite target and tracks the production of any secondary

mesons. The interaction of the mesons with the focusing horn is then sim-

ulated in order to properly capture the kinematics of particles entering the

decay pipe. The simulated beam of secondary mesons is then allowed to either

decay or strike the beam absorbers at the termination of the decay pipe. If a

simulated meson decays and produces a neutrino, the properties of the flavor,

energy, and momentum of the neutrino are recorded in addition to the identity

and properties of the parent meson. Given the spectrum of possible momenta

for the parent mesons and the isotropic decay of neutrinos in the rest frame of

the decaying meson, it is possible for a neutrino produced in the beam to travel

in a direction that ensures no interaction with the detectors can take place. In

order to increase computational efficiency, all neutrinos from the beam sim-

ulation are propagated to the known locations of the ND and FD, though a

system of weights is applied in order to account for the solid angle swept out

by the detectors in relation to the production point of the neutrino in order

to arrive at the proper expectation for the neutrino flux at each detector.
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Figure 3.8: The ND reconstructed energy spectrum for focused neutrinos (left)
and defocused antineutrinos (right). The spectra are plotted prior to the SKZP
beam fit (blue) and after the beam fit (red). Figure taken from Ref. [167].

3.2.2 Selecting Flux Model

The flux model predicted by MC simulation using the FLUGG framework

discussed in the previous section has significant disagreements with observed

data. In standard oscillations analyses, the ND can be used to correct the

flux prediction since no neutrino oscillations driven at the atmospheric mixing

scale are expected to occur before traversing the ND. The method employed

to correct known flux model deficiencies is a reweighting of the predictions

for neutrino flux based upon the parent meson and the kinematic properties

at the time of decay. The resulting set of weights, called SKZP weights, are

discussed in detail in Reference [190], and result in a significant improvement

in agreement between observed data and MC simulation, as can be seen in Fig.

3.8. The strongest improvement in agreement realized by the SKZP weights
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is between 20-40% for neutrinos with energies greater than 7 GeV.

In the analysis presented here, the use of the SKZP weights is precluded

given that it is possible for neutrino oscillations to occur either in the midst of

the ND or earlier along the beamline. Thus, an alternative method of improv-

ing the flux prediction is required. Recently, the MINERvA experiment made

an in situ measurement in conjunction with both thin and thick target mod-

eling in order to improve the prediction of the expected neutrino flux from the

NuMI beam. The MINERvA detector sits in the NuMI beam line, upstream of

the MINOS ND, and is thus ideally suited for measuring the expected neutrino

flux at the MINOS detectors. As a part of the MINERvA flux measurement

program, a new software package called PPFX(Package to Predict the Flux)

[191] was designed in order to provide an experiment-independent platform

for the computation of expected neutrino flux at the various experiments sam-

pling the NuMI beam. The analysis presented here uses a modification of the

standard MINOS flux prediction from FLUGG, where the expected flux at the

MINOS detectors is predicted using the PPFX framework and the ratio of the

two flux models are used as a set of weights as a function of true energy in

order to transform the flux model. This strategy is chosen in order to promote

computational efficiency and to avoid a complete reproduction of the MC sim-

ulations using the updated flux prediction. The uncertainties associated with

the PPFX flux prediction are derived from a multi-universes method, which is

discussed in greater detail in Chapter 5.
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3.2.3 MINOS Detector Simulation

Neutrinos generated in the beam simulation are selected using pseudo

random number sampling and are then propagated through geometric models

of the detectors and the detector halls in order to model any possible inter-

actions. Simulation of the interactions of neutrinos in the MINOS Detectors

is facilitated by the NEUGEN software package [192], which has the ability to

simulate elastic, quasi-elastic, and inelastic neutrino interactions over an en-

ergy range from ∼ 100 MeV to ∼ 100 GeV. The NEUGEN package uses the

MODBYRS-4 model for calculating neutrino cross sections. Quasi-elastic inter-

action cross sections are calculated using the Llewellyn-Smith model [193].

Resonant neutrino interactions are modeled according to the Rein Sehgal

framework [194] [195], which involves a summation over possible resonances

assuming each corresponds to a Breit-Wigner distribution. The remaining

deep-inelastic scattering interactions are simulated using the modified Bodek-

Yang model [196]. The hadronic production in the detectors is modeled by a

hybridization of PYTHIA/JETSET [197] for large invariant mass hadrons with a

continuous transition to the KNO phenomenological model [198] for lower in-

variant mass hadrons. This combination is known as the AGKY model [199].

If a neutrino interaction is sufficiently energetic, it is possible that hadrons

produced in the collision may be liberated from the struck nucleus, which is

modeled using the INTRANUKE software package [200].

Subsequent to the simulation of the neutrino interaction, any of the

particles produced from the various platforms are then propagated through the
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geometric model of the detector where the interaction has taken place, which

is simulated by GMINOS framework [201]. The simulated detector geometry

crucially accounts for the effects of the magnetic field in the steel planes on

charged particles using GEANT4 and interactions between the particles and

the elements of the detector, which usually results in the deposit of energy,

is modeled using the GCALOR software package [202]. The GMINOS software

framework accounts for the energy deposited in each strip of the detector

by each of the simulated particles. A threshold energy of 10 keV is used for

determining the end of particle propagation in the detectors and the remaining

energy is assumed to be deposited at the subsequent track hit.

Using the simulated energy deposit information, a separate software

package called PhotonTransport [203] is used to determine the resulting pro-

duction of photons in the scintillator and to simulate the WLS fibers conveying

these photons to the PMTs. The PhotonTransport simulation includes sys-

tematic fluctuations designed to account for known features of the detector

components such as electronic noise, non-linearity, and triggering. A ran-

dom number generator using Poisson statistics is used to convert the collected

photons into a count of photoelectrons for readout by the electronics. The

concluding step of detector simulation involves the conversion of perfect simu-

lated data to a raw data sample, which can be passed directly into the MINOS

reconstruction package in the same manner as collected real-world data. This

process is handled by the DetSim software package [203] and requires the in-

troduction of effects in the data that are removed or mitigated by detector
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calibration. In order to produce uncalibrated data, the inverse of the standard

calibration constants from a randomly selected timestamp are applied to the

simulated data sample, and the data is marked with this timestamp such that

the process can be reversed at the time of reconstruction.

3.3 Event Reconstruction

The goal of the reconstruction software in MINOS and MINOS+ is to

identify the relevant topology of energy deposition associated with the event

types that are known to occur in the detectors and were initially discussed

in Section 2.3. The reconstruction software uses the energy deposition infor-

mation after passing through the calibration procedure in addition to timing

information in order to establish hadronic showers, electromagnetic showers,

and track-like structures and associate these topologies into aggregated events

that can be further analyzed offline.

3.3.1 Digitization and Slicing

The initial step in the reconstruction procedure is the identification of

the exact timing of individual deposits of energy occurring in the detector.

Charged particles passing through the scintillation strips produce photons

which are collected as described in Section ??, and the pulse height associ-

ated with the produced electronic signal stored in the form of digits, which are

associated both to a particular timestamp as well as the possible scintillator

strips from which they may have originated. At this step it is not possible to
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determine the precise scintillator that produced the signal due to multiplexing

of strips in the PMT readout. The digits are then further grouped by times-

tamp in order to reassemble the strip into which energy was deposited. The

high occupancy of the ND, approximately 20 to 40 neutrino interactions per

beam spill, requires that the strips be further associated to one another by

nearby timestamp and physical location in the detector in order to construct

units called slices. Ideally, the separation into slices ensures that only energy

deposits associated with a single event are contained within a single slice. The

slicing step is not required in the FD as the occupancy is low enough that mul-

tiple events occurring in the beam spill time interval is improbable. Thus, the

entirety of the FD for the entire spill duration is treated as a slice. The slices

resulting from this initial phase of reconstruction are then passed to further

methods for shower and track reconstruction.

3.3.2 Track Reconstruction

The track reconstruction software begins by searching for strips within

the slice that contain track-like segments. Here a track-like segment means

hits recorded on strips that are on neighboring planes and are sufficiently

close to a line passing through the hits. Any track-like segments found in this

stage of reconstruction are combined into a seed track, which is passed to a

Kalman filter for further reconstruction. The Kalman filter, otherwise known

as linear quadratic estimation, is an algorithm which attempts to improve the

initial seed track by estimation of the underlying track parameters using joint
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Figure 3.9: A simulated reconstructed event display for a νµ-CC event in the
MINOS FD. The red points indicate hits reconstructed as part of a track, which
follows closely the MC true µ− indicated by the blue line. Long muon tracks
of this form are an identifying feature of the CC events. Figure reproduced
from Ref. [204].

probability distributions. In the specific case of the MINOS and MINOS+ re-

construction, the main goal of Kalman filtering is to estimate the momentum

of the particles generating tracks and extrapolate the true path of the track,

which may include planes traversed without visible energy being deposited.

During the momentum fitting procedure, the Kalman filter makes two passes

along the full track and accounts for underlying effects that may cause inac-

curacies such as electronics noise, multiple scattering, and erroneous track-like

elements in the seed track. The resulting fitted track is assigned estimated

measurements for the ratio of charge to momentum, q/p, and the error on this

value, which are both crucial in offline analysis for the determination of neu-

trino or antineutrino events. An example of a reconstructed track is shown in

the event displayed in Fig. 3.9. Assuming that the charged particles producing

tracks in the detector are muons, the estimation of momentum also gives an
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Figure 3.10: A simulated reconstructed event display for an NC event in the
MINOS FD. In this event, all of the energy deposits given by the green, blue,
and black circles are identified as elements of a shower feature, indicated by
the yellow circles. The absence of reconstructed tracks is indicative of an NC
event. Figure reproduced from Ref. [204].

estimation of the particle energy based upon the track curvature. The esti-

mation of energy from curvature is less efficacious in general then determining

the particle energy from range in the detector, though range estimation is only

possible if the track is fully contained. For example, for a muon with energy

of 3 GeV the resolution achieved using curvature is 11% while the resolution

from range is 4.6% [180].

3.3.3 Shower Reconstruction

All hits not associated with tracks by the Kalman filter are grouped

by spatial proximity in the detector into showers. Hits that occur both in the

region of a shower and along a fitted track have the energy deposit separated

into track and shower contributions by subtraction of the standard amount of
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Figure 3.11: The ratio of the kNN shower energy to the simulated true shower
energy as a function of true shower energy before and after energy corrections.
A 14th order polynomial function is used in three iterations to fit and correct
the kNN shower energy to improve agreement with the true shower energy.
Figure taken from Ref. [187].

energy deposited by a muon traversing the detector plane steel and scintillator

and treating any remaining energy deposit as a component of the shower. An

example of a reconstructed hadronic shower is shown in the event displayed

in Fig. 3.10. A pulse height threshold requirement of two photoelectrons is

applied to shower detector hits in order to reduce contributions from events

that are poorly modeled by the MC. A shower energy estimation is made by

a kNN algorithm which is discussed in more detail in the next section and is

based upon analysis of data collected with the CalDet.

3.3.4 kNN Estimation of Shower Energy

The reconstructed energy of an observed CC event is the sum of the

energy contributions from the particle track and the hadronic shower. The
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Figure 3.12: The fractional improvement in the energy resolution due to us-
ing the kNN shower energy estimation as opposed to the calorimetric shower
energy as a function of the true shower energy. Improvement along the y-
axis is defined as the fractional reduction of the deviation between the mean
kNN shower energy and the true shower energy. Figure reproduced from Ref.
[187].

design of the MINOS detectors allows for precise estimation of track energy.

Thus, the limiting factor in energy reconstruction is the resolution of hadronic

shower energies. One method of shower energy estimation is simply a summa-

tion over all the apparent energy deposits in strips associated with the shower,

which is known as the calorimetric shower energy. It has been demonstrated

in more recent MINOS analyses that an improvement in the shower energy es-

timation can be achieved by using a k-Nearest-Neighbor (kNN) method which

better exploits features of the shower topology.

Generally, a kNN algorithm is designed to search for a collection of

number k of the nearest neighbors to a given point in parameter space. In the

case of the shower energy estimation, this becomes a search for the k nearest
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neighbor events in MC to a data event, such that the shower energy of the

data event can be estimated from the average of the known energies of the

MC events. In order to determine the nearest neighbors, a metric for distance

must be defined, which in the case of MINOS is the Euclidean metric given

by:

d =

√√√√ 3∑
i=1

(yi − xi)2

σ2
i

(3.5)

where x represents the data event, y represents the MC event, the index i =

1,2,3 defines the shower variables in the parameter space, and 1/σ2
i defines

the importance weight of each of the shower variables. In the shower energy

kNN estimation for MINOS and MINOS+, the 400 and 440 nearest neighbors

are used, respectively. The following three shower variables are used to the

define the parameter space for the nearest neighbor search:

1. The number of planes in the primary shower

2. The deweighted energy within 1m of the track vertex

3. The calorimetric energy in the first two showers if there is more than one

shower

The dramatic improvement in both the ratio of the kNN estimated shower en-

ergy to true energy in MC samples and the energy resolution for the kNN method

as opposed to ordinary calorimetric shower energy is shown in Figs. 3.11 and

3.12. A more detailed description of the kNN method and results can be found

in Reference [205] for MINOS and Reference [187] for MINOS+.
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3.3.5 Event Building

The basic components of detector events are the tracks and showers

reconstructed in the previous algorithms. After all tracks and showers have

been reconstructed, a further algorithm is applied, which groups tracks and

showers into events based upon the relevant spatial and timing information.

The events are not categorized at the reconstruction stage as either CC or

NC, nor are they assigned a neutrino flavor as it is possible for all events to

contain a number of tracks and/or showers associated with particles produced

in the interaction. The event reconstructing algorithm assigns a primary track

and primary shower to each event, which allows for the determination of the

vertex of the interaction and for calculation of the length of the event and

extension of any tracks from the vertex. In the ND, cuts must be applied

at the reconstruction stage in order to prevent erroneous reconstruction of

tracks and showers from different events into a single event. This applies to

the ND because the large event rate in the ND leads to high occupancy of

the electronics and overlapping event features. In the FD, the event rate is

sufficiently low that a single event is generally expected to occur for any given

spill, and this allows reconstruction to proceed with a much lower chance of

failure.
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Chapter 4

Event Selection

In this chapter, a detailed explanation of the methods used for event

selection in this analysis is discussed. In the standard three-flavor oscillations

analysis, MINOS searched for the disappearance of muon neutrinos, which can

only be detected via the selection of CC events. For beyond three-flavor oscil-

lations models, such as the 3+1 flavor extension presented here, the NC event

sample becomes relevant as a probe for anomalous neutrino disappearance not

observed in the three-flavor case. Thus, we select separate samples of CC and

NC events for analysis in this study, while endeavoring to remove backgrounds

events arising from cosmic muons, electron neutrinos, and antineutrinos of any

flavor.

4.1 Common Preselection

The aim of the preselection phase of the event selection procedure is

to ensure good data quality and to remove contaminant events unrelated to

the beam. A primary set of cuts is applied to all events in both detectors in

order to remove events that took place when the detector was not operating

correctly, the magnetic field was unstable, or the beam quality was in some
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Figure 4.1: Fiducial volume events in the MINOS/MINOS+ FD as a function
of the time elapsed between the most recent beam spill and the time of the first
event hit. Rejection of cosmic muon contamination is achieved by accepting
only those events occuring within the 10µs window indicated by the red lines.
The blue distribution represents those events passing the remainder of the
preselection cuts. Figure reproduced from Ref. [175].

manner compromised. Events occurring outside of the triggered beam spill

window of 10 microseconds are also discarded along with any events registered

during one of the calibration LI runs. A plot of the preselected events is shown

in Fig. 4.1. Events may also be rejected during preselection as if the Kalman

filter registered failure to properly reconstruct the track by assigning the value

on the error of the ratio of muon track momentum to charge to 1×10−4 GeV−1.

Additionally, any events where the muon track forms an angle with respect to

the beam-line axis, θ, such that cos(θ) < 0.6 are excluded in order to prevent

contamination of the beam spills by cosmic muons entering the detector.

The large distance separating the FD from the beam target makes it

unfeasible to prevent the LI system from flashing during all beam spills [206].
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The beam spills containing LI activity are generally identified by the trigger

PMT (tPMT), which is a distinct PMT illuminated directly by the LI system.

Due to the direct illumination of the tPMT, the threshold for the trigger can

be set at a high level in order to avoid false triggering and corresponding inef-

ficiency that can arise from the deadtime that occurs immediately subsequent

to triggering. Using a test MC sample, the tPMT successfully identified all LI

contamination except for approximately 1 in 104 LI containing beam spills.

The approach used to remove remaining LI contamination in beam

spills is a set of criteria known as the LISieve, which may be summarized as

follows:

1. High number of hits per plane: The LI system illuminates a large number

of strips (either 8 or 10) on a single plane during the LED flash. Due to

cross-talk in the PMT electronics, the apparent illumination during an

LI run can be the maximum per plane amount allowed by the demulti-

plexing algorithm, which corresponds to a total of 24 strips or 1 m wide

region in the detector. These levels of illumination on a single plane are

not observed in neutrino interactions as the energy deposits are spread

across multiple planes through the detector. Therefore, a high average

number of hits per plane in an event is indicative of an LI activity.

2. High East-West asymmetry of hits: The pulser boxes used to generate

the flashes for the LI system are near the edges of the detectors, which

means that attenuation in the WLS fibers yields a response approxi-
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mately five times greater along the side of the detector originated as

opposed to the response detected on the opposite side. Neutrino interac-

tions will originate in the centered fiducial volume of the detector, which

implies that the light readout will be more symmetric with respect to

the sides of the detector. The asymmetry of the light readout in the

detector can be defined according to:

AWE =

∑
PHW −

∑
PHE∑

PHW +
∑
PHE

(4.1)

Events exhibiting a high amount of asymmetry in this quantity are con-

sidered potentially LI activity contaminants.

3. High single pulser box fraction: Each pulser box illuminates planes in

only a given region of the detector. True neutrino interactions deposit

energy across many planes in the detector and are generally not confined

to a region that corresponds to a single pulser box. Therefore, if an event

is observed, which has a high fraction of the total hits occurring only

in the region of the detector that receives flashes from a single pulser

box then the event may be indicative of LI activity in the run. The

threshold used to determine if the activity is sufficiently high to warrant

the suspicion of LI activity is a fraction greater than 0.85 of the planes

in the region of any single pulser box.

4. Pulser box double ratio: The obverse approach of the previous condition

is that an event having a large number of hits in planes within a given

pulser box region may or may not have a similarly large number of hits

121



in other pulser box regions. Neutrino interactions tend to deposit energy

across many pulser box regions due to showering activity and potentially

long bending tracks. This is the opposite of a contaminant LI event

since the majority of hits from an LED flash will only illumine the planes

associated with the given pulser box. The double ratio may be computed

of the penultimate pulser box fraction to the highest pulser box fraction,

which is given as the third criteria above. If the pulser box double ratio is

found to be less than 0.05, then this is considered evidence of potentially

LI contamination in the event.

Each of the listed criteria above give only a small indication of the

possibility of LI contamination and would result in false positive indications

if taken in isolation. However, the strength of the LISieve is the use of all of

the criteria in conjunction with the requirement that all of the criteria be met

for any event to be flagged as LI contamination. The design of this method

of LI event removal is uncorrelated to the tPMT cut and can therefore be

used in tandem in order to have an overall removal effectiveness leaving only

approximately 1 in 107 LI contaminated spills.

4.2 NC Selection

4.2.1 NC Fiducial Volume Cuts

A neutrino interaction that deposits energy in the MINOS detectors

may originate either within the detector volume or in the rock walls of the

cavern containing the detector. If an event vertex occurs in the rock outside
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Figure 4.2: The locations of the NC-selected event vertices (black circles) in
the XY-plane of the ND. The large number of events overlap significantly,
which prevents resolution of the individual vertex locations. The black region
therefore represents the cross sectional face of the fiducial volume. Figure
reproduced from Ref. [187].

Figure 4.3: The vertex positions along the Z-axis, the direction of the beam,
for NC-selected events in the ND. The data and MC simulation have good
agreement over the length of the detector. This distribution includes all MI-
NOS neutrino data and the first two years of MINOS+ data.
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Figure 4.4: The locations of the NC-selected event vertices (black circles) in
the XY-plane of the FD. The events roughly indicate the cross sectional area
of the fiducial volume. Figure reproduced from Ref. [187].

Figure 4.5: The vertex positions along the Z-axis, the direction of the beam, for
NC-selected events in the FD. The data and MC simulation have good agree-
ment over the length of the detector. This distribution includes all MINOS
neutrino data and the first two years of MINOS+ data.
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the detector then it is strictly impossible to reconstruct the full energy of the

event even if the detector records some energy deposit. Additionally, some

events occurring near the edge of the detector may allow particles to exit the

detector carrying away some fraction of the total event energy. In order to

ensure the reconstruction of the full visible energy of neutrino interactions, it

is necessary to define a volume within the detector in which the majority of

events with vertices in said volume are well contained. This defined volume

is known as the fiducial volume, and containment in this context refers to the

deposit of the full energy of all particles produced in an interaction within the

detector volume.

The XY-plane of the NC fiducial volume in the ND is defined as the

region of the partially instrumented U and V scintillator planes where 50 cm

nearest the edges are excluded. Due to the shape and extent of the partially

instrumented planes, this cut excludes the region of the detector containing

the magnetic coil hole. The extent of the fiducial volume in the Z-direction

(i.e. along the beamline) is defined as 1.7 m < Z < 4.7368 m. The primary

vertices of the observed events must lie within this fiducial volume region in

order to be considered for further selection. Figure 4.2 shows the vertices for

events in the fiducial volume projected into the XY-plane, while Fig. 4.3 gives

the Z distribution of the vertices.

The XY-plane of the NC fiducial volume in the FD is defined by the

region of the U and V scintillator planes with the 40 cm nearest the external

edges and a 60 cm radius centered at the magnetic coil excluded. The resulting
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Figure 4.6: The distribution of the ND data (black points), MC simulation
(red), and poorly reconstructed background (hatched) as a function of the
maximum number of consecutive planes in the event. The cleaning cut in this
variable is set to reject events with less than 3 consecutive planes.

cross section of the fiducial volume is an octagon with a circular hole at the

center. The longitudinal extent of the fiducial volume is defined by 0.21 m

< Z < 13.72 m and 16.12 m < Z < 28.96 m, where Z is the distance along

the beamline from the front face of the first plane and the break in the fiducial

volume is due to the bi-modular design of the FD. Figure 4.4 shows event with

vertices in the fiducial volume projected into the XY-plane, while Fig. 4.5

gives the Z distribution of the vertices.

4.2.2 NC Cleaning Cuts

The relatively abundance of ND events on the order of 10 events per

beam spill in combination with the requirement of a confined fiducial volume

due to the detector geometry and instrumentation characteristics ensures high
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Figure 4.7: The distribution of the ND data (black points), MC simulation
(red), and poorly reconstructed background (hatched) as a function of the slice
pulse-height fraction of each event. The cleaning cut in this variable is set to
reject all events with less than 0.5 of the slice pulse-height fraction.

detector occupancy. While this yields very large samples for analysis, pile-

up effects can arise in reconstruction, which has the greatest effect on NC-

like candidate events. The most common effect seen due to event pile-up is

poorly reconstructed events, which are defined at those events where the ratio

of reconstructed energy to the true energy is less than 30%. These poorly

reconstructed events usually tend to arise due to errors in slicing where a

single event is divided amongst several slices and thus treated as multiple

events.

The mitigation of the detrimental effects of poorly reconstructed events

in the NC selection is achieved through the application of two ND NC cleaning

cuts. The first of the cleaning cuts is based on the fraction of the total event

pulse height that is contained in the initial slice. The distribution of the slice
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pulse height fractions for well (signal) and poorly (background) reconstructed

events in MC compared to the data spectrum is shown in Fig. 4.7. An event

is generally assumed to be contained within a slice, which would ideally result

in a fraction event pulse height in the slice of 1.0. If the initial slice fails to

adequately contain a single event due to the aforementioned pile-up effects and

the event becomes smeared over several initial slices, then the fractional pulse

height in the initial slice will be reduced. In order to discriminate between

well sliced and poorly sliced events, a cut value of greater than 0.5 is required

to pass an event through the cleaning process.

The second cleaning cut is based on the straightforward topological

feature of the maximum number of consecutive detector planes on which hits

from a given event are registered. The distribution of the maximum number

of consecutive planes variable for well and poorly reconstructed events in MC

compared to the data spectrum is shown in Fig. 4.6. A hand-scan of NC

events in the MINOS detectors found that poorly reconstructed events tend

to have a low number of total hits, which may be expected given that a small

amount of the possible visible energy is reconstructed. Since relatively few

hits are seen, the poorly reconstructed events tend to have a low maximum

number of consecutive planes with hits recorded. Thus, events are required

to have hits on greater than three consecutive planes in order to be passed

through the cleaning cuts.
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Figure 4.8: The distribution of the FD (upper) and ND (lower) data (black
points), MC simulation (red), and CC background (hatched) as a function of
the total event length. In order to remove CC backgrounds, all events with
length greater than 47 total planes are rejected.
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Figure 4.9: The distribution of the FD (upper) and ND (lower) data (black
points), MC simulation (red), and CC background (hatched) as a function
track extension of the longest reconstructed track in the event. In order to re-
move CC backgrounds, all events with a reconstructed track extending greater
than 6 planes beyond the reconstructed shower are rejected.
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4.2.3 NC Selection Cuts

The NC selection in this analysis is a cut-based method used to elim-

inate events which do not have necessary topological traits that are typical

of NC interactions. The NC selection is performed immediately subsequent

to the preselection described above and prior to the CC selection. The ND

events are also passed through the NC cleaning cuts prior to consideration

for selection. Only events which explicitly fail the NC selection are passed to

the CC selection algorithm in order to ensure that no events are included in

both samples. NC events are defined by the presence of a hadronic shower

and the absence of the extended track associated with an outgoing muon as

was discussed in Section ??. The functionally identical design of the ND and

FD ensures that the topological structure of the events will be similar in both

detectors allowing the use of a uniform set of selection cuts.

The first NC selection variable is based upon the size and extent of

NC hadronic showers in comparison to the shower-plus-track topology of the

CC events. Hadronic showers tend to deposit energy rapidly, meaning across

fewer planes, in comparison with a MIP such as the muons produced in CC

events. For this reason, the overall length of an event in the detector, which

is defined by the number of planes between the first and last plane of the

fully reconstructed interaction, is a discriminator between CC and NC events.

Though highly energetic NC events can produce extensive showers that cross

a significant number of planes, these are generally still shorter then CC events

which can have very long muon tracks. The distribution of the event lengths for
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the total MC sample in comparison with data along with the CC background

event spectra is shown in Fig. 4.8 for both the ND and FD. Events selected

as candidate NC events are those with lengths less than 47 total planes as

indicated by the arrows in the figures.

The second and final topological cut used for NC selection is based

upon the extension of track-like features beyond the hadronic shower associ-

ated with the event vertex. CC events must by definition containing a muon

track. It is also possible for tracks to be reconstructed within an NC event due

to highly energetic hadrons participating in the showering activity. Hadronic

tracks differ from muon tracks in several respects that will be more thoroughly

discussed during the CC selection description in the following section. For the

purposes of the NC selection, it is only necessary to note that hadrons de-

posit more energy in each plane than the typical muon, and therefore produce

shorter tracks. In addition, these tracks tend to be part of the larger shower

structure and not distinct prong-like extensions. Therefore, a variable called

track extension may be defined by subtracting the number of planes in the

reconstructed shower from the number of planes in the reconstructed track.

This number may be positive or negative given that the track may terminate in

a shorter or longer distance than the corresponding shower. The distribution

of the track extensions for the full MC sample in comparison with data along

with the CC background event spectra is shown in Fig. 4.9 for both the ND

and FD. Events are selected as NC candidates if the track extension variable

is less than 6 planes as indicated by the arrows in the figures.
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Figure 4.10: The locations of the CC-selected event vertices (black circles)
in the XY-plane of the ND. The large number of events overlap significantly,
which prevents resolution of the individual vertex locations. The black region
therefore represents the cross sectional face of the fiducial volume. Figure
reproduced from Ref. [187].

Events passing both of the aforementioned cuts form the NC-selected

sample used in this analysis. The quality of the NC selection method is quan-

tified in Section 4.4 in terms of the efficiency and purity of selection.

4.3 CC Selection

4.3.1 CC Fiducial Volume Cuts

The same principles with regards to event containment discussed for

NC events apply to the CC event selection as well. In the CC sample, events

with vertices in the rock of the cavern walls can produce muons that enter

the detector and are referred to as rock muons. These muons are not useful

for analysis given that the event vertex is not established, and therefore the
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Figure 4.11: The locations of the CC-selected event vertices (black circles) in
the XY-plane of the FD. The events roughly indicate the cross sectional area
of the fiducial volume. Figure reproduced from Ref. [187].

hadronic energy deposited near the vertex is not reconstructed. The fiducial

volume for the CC events attempts to define a region of possible vertex loca-

tions such that both the hadronic activity near the interaction vertex and the

muon track produced are typically well contained within the detector volume.

Due to the different nature of the CC event topologies and parallel analyses

within the MINOS experiment, the fiducial volume used for the CC event

selection differs in some respects from the NC fiducial volume.

The fiducial volume cuts for CC events in the ND are defined by a

cylinder oriented along the beamline, which is not centered in the detector.

Defining a coordinate system where the origin lies at the front face of the

ND at the center of the magnetic coil hole and the detector planes form the

XY-plane, the beam spot is located at (X,Y) = (1.4828 m, 0.2384 m). The

fiducial volume is centered around this beam spot, and the XY cross section
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is defined as a disk with radius of 0.8 m. The extent of the fiducial volume

in the Z-direction (i.e. along the beamline) is defined as 0.81 m < Z < 4.08

m. Events with primary vertices within the defined fiducial volume are passed

through for further selection. Figure 4.10 shows the vertices for events in the

fiducial volume projected into the XY-plane.

A special fiducial volume cut applied for CC events in the ND is on

events with tracks terminating in the vicinity of the magnetic coil hole. These

events are not well-modeled by the MC simulation of the ND as the recon-

struction of the tracks can often fail when passing through the coil hole region.

Therefore, events with a track ending within 0.6 m of the magnetic coil are

rejected. While a significant number of events are eliminated by this cut,

the high overall event rate in the ND means that the benefits of reduction in

systematic uncertainty outweighs any increase in statistical uncertainties.

The fiducial volume for CC in the FD is centered on the magnetic coil

and is cylindrical with the exception of the removed coil hole region. The XY

plane is defined by the orientation of the detector planes and the cross section

of the fiducial volume is a disk with radius from the center of the coil from 0.5

m to 3.74 m. The Z-axis, as in the ND, lies along the beam line with the origin

at the front of the FD. The fiducial volume in this direction is then defined

by 0.49 m < Z < 14.29 m and again by 16.27 m < Z < 27.08 m, where the

discontinuity in the fiducial volume is due to the bi-modular design of the FD.

Figure 4.11 shows event with vertices in the fiducial volume projected into the

XY-plane.
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4.3.2 CC Selection Algorithm

The initial requirement for CC selected events is the presence of at least

one reconstructed track emerging from the event. However, it is still possible

for an NC event to contain tracks due to highly energetic hadrons ejected from

the target nucleus in certain interactions or simply an erroneous reconstruction

of a track-like feature that is part of the hadronic shower. Therefore, some NC

background events may evade this initial selection criteria. In order both to

classify the charge of CC events and to remove the remaining NC backgrounds,

a kNN selection algorithm is employed.

The concept of a kNN algorithm was described in Section 3.3.4, and

a similar Euclidean metric may be used in the context of event selection to

compute distances between events in the parameter space. However, in this

instance, the result of the algorithm must be an evaluation of the likelihood

that an event is a right-sign (numu) charged current event. The CC/NC

separation variable used for the selector is the fraction of simulated signal

events contained in the set of nearest neighbors and is written:

fS =
kS

kS + kB
(4.2)

where kS and kB are number of signal and background MC events in the

group of k nearest neighbors. This likelihood value is in general termed a

particle identification (PID). In the MINOS CC selection, two PIDs called

roID [207] and jmID [208] were developed. The PID cuts used in this analysis

are discussed in more detail in the subsequent sections, and the quality of the
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Figure 4.12: Distributions in data (black points), tuned MC simulation (red),
and estimated total background (blue) at the ND for the four variable inputs
used by the kNN roID selector. Estimated systematic uncertainties on the
roID input variable are indicated by the shaded regions. Figures reproduced
from Ref. [209].

CC selection method is quantified in Section 4.4.

4.3.3 The roID Selector

The roID variable is calculated by searching for nearest neighbors in the

space of four features, which are found to discriminate between muon tracks

and tracks due to non-muon contaminants. In order to isolate the features of

tracks that are separate from shower features, an adjustable fraction of the

planes nearest the vertex of reconstructed tracks are generally removed from

consideration in the construction of the PID variables.
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Figure 4.13: The distribution at the ND of true MC simulated CC events and NC events as a function of
the roID (left) and the comparison of the total MC sample to the ND data (right). The ratio of the ND
data to MC indicates reasonable agreement above the cutoff for NC separation, which is set at roID > 0.3
in this selector. The comparison of signal CC to background NC demonstrates the suitability of setting
the cut at the stated value. Figure reproduced from Ref. [187]
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The first feature used in the parameter space is the length of the tracks

in the detector. This distance is computed by the number of scintillator planes

traversed by the reconstructed track. The muons observed in MINOS and

MINOS+ are almost exclusively MIPs that can travel a very long distance in

the detector, whereas hadronic tracks tend to be much shorter due to more

rapid energy deposition. Thus, selecting for long tracks with a large number

of scintillator planes hit is a good discriminator of muons. The distribution of

track lengths for both signal and background are shown in Fig. 4.12.

The second feature is the average energy loss in scintillator strips, which

is given by the mean pulse height of track hits. The mean pulse height for this

selection variable is computed by excluding the 30% of hit scintillator planes

that are closest to the primary vertex of the neutrino interaction and summing

over the remaining track hits. Muons tend to be low energy depositors, and

therefore form a narrow peak of pulse height contributions. Hadrons instead

have a much broader spectrum of energy deposition resulting in both large

and small pulse height fractions. The distributions of mean pulse height due

to track hits can be found in Fig. 4.12.

The third feature used in the roID are the fluctuations in deposited

energy in the scintillator strips. The variable used in the selection is computed

by taking a ratio of the means of low pulse height and high pulse height hits

as given in more detail in [207]. The principle being exploited by this variable

is that the energy deposits of muons along the track are relatively uniform

in each plane, while hadronic tracks can deposit widely different quantities of

139



energy in subsequent scintillator planes. The signal fluctuation discrimination

variable will thus indicate a narrower distribution of interplane energy deposit

fluctuations for signal events as opposed to background, a feature which can

be seen in the variable plots in Fig. 4.12.

The fourth and final feature is the transverse profile of the track in the

scintillator planes. In order to identify this feature, a variable is computed

that takes the ratio of the scintillator hits associated with the track to the

total of all hits occurring within a selected window of scintillator strips con-

taining the track. This computation is intended to identify the spatial extent

across the scintillator strips of energy deposits associated with the particle

forming the track. The energy deposition associated with a muon interacting

with the scintillator plane is generally confined to a single scintillator strip,

again due to the minimum ionizing nature of muons produced in the detectors.

Conversely, hadrons tend to produce broad energy depositions across multiple

strips when interacting with the scintillator. Thus, the muon signal events can

be expected to have a distribution in this ratio variable very near unity, while

the background events have a more uniform distribution. The distributions

of the transverse track profile variable for both signal and background events

can be seen in Fig. 4.12.

Once the parameter space is established using the MC training sample,

data events can be evaluated by the kNN algorithm. For the roID selector,

the number of nearest neighbors used for computing the CC/NC separation

variable discussed above (hereafter referred to as roID) is k = 80 for both the
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Figure 4.14: The ND distributions of the MINOS data (black points) and
MC simulation (red line) for the three additional variables used by the jmID
selector. The estimated systematic uncertainties of the distributions are given
by the shaded bands and the estimated total background is indicated by the
blue distribution. The figure is reproduced from Ref. [175].

MINOS and MINOS+ selections. The distribution of the roID is plotted in

Fig. 4.13. In order to determine the value of roID used for CC event selection,

separate optimization procedures were undertaken using the measurement of

a set of injected standard atmospheric oscillation parameters as a target. The

maximum sensitivity to the oscillation parameters were achieved for the MI-

NOS sample defined by roID > 0.25 and the MINOS+ sample defined by

roID > 0.3.
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Figure 4.15: A plot of the distribution of MINOS data events as a function of
the jmID CC/NC separaton variable. The total MC prediction (red) is plotted
in comparison to the data (black points) and the estimated total background
(blue). The optimized cut value for background elimination in this variable is
set at jmID < 0.5. The figure is reproduced from Ref. [175].
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4.3.4 The jmID Selector

Similarly to the roID selector, the jmID uses a four variable parameter

space in searching for nearest neighbor events. The aim of the alternative

jmID selection algorithm is the inclusion of lower energy CC events. The roID

selector has the removal of a selected portion of the track nearest the inter-

action vertex built into each of the variables. This has the effect of rejecting

all events with tracks that are short in comparison to the hadronic shower,

which is biased against low energy events. The jmID selector has no explicit

removal of any part of the track. In order to separate CC and NC interactions

in this class of lower energy events, three of track features used in the roID

were replaced with new variables. The variable maintained from the roID is

the track length, with the only alteration being that the full length of the track

is considered.

The first new feature introduced in the jmID selector is the amount of

energy deposited near the end of a reconstructed track. The variable computed

to capture this feature is sum of the pulse height of hits at the track end, which

is defined as the final five planes in the track. Muons begin to increase the

amount of energy deposited per track plane near the end of the track as the

momentum drops and transition out of the minimally ionizing region begins.

Hadrons can have much larger energy deposits near the end of the track due

to nuclear interactions, such as pion exchange. Therefore, muon signal events

are expected to generally lower pulse height near the culmination of the track

as compared to hadronic background events. The distribution of the track end
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pulse height for both signal and background events is shown in Fig. 4.14.

The second and third new features for the jmID are derived from con-

sidering the amount of scattering that occurs along the tracks. Muons tend to

traverse the detector planes without a significant amount of secondary scat-

tering. Hadronic particles in contrast scatter more widely between planes due

to the combined effects of nuclear interactions and Coulomb scattering. Addi-

tionally, false tracks may be reconstructed in the hadronic showers associated

with NC events, and these false tracks tend to exhibit apparent scattering to

a high degree. In order to quantify the amount of scattering along the track a

Pearson coefficient is computed using the sum:

ρ =
1

N

∑N
i xizi
σxσz

(4.3)

where xi and zi identify the x and z position of each of the N number of track

hits and σx and σz are the standard deviation of the distribution of x and z

track hits. Using the Pearson coefficient, the scattering variable used in the

kNN algorithm is given by

P =
0.01

1.01− ρ
(4.4)

Muon signal tracks can generally be differentiated by smaller values in the

scattering variable as compared to similar hadronic track backgrounds. The

scattering variable is computed identically but separately for the U and V

orientations of the scintillator planes in order to generate the two distinct

additional variables in the kNN parameter space. The distributions for both
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signal and background in each of the U and V plane views is shown in Fig.

4.14.

The jmID kNN parameter space is established similarly to the roID

by a MC training sample and data events are subsequently evaluated. The

number of nearest neighbors used for computing the jmID CC/NC separation

variable (hereafter referred to as rmID) is k = 80 and was only used a part of

the MINOS selection. The jmID is loses effectiveness in selecting low energy

events in the MINOS+ era data as there are an insufficient number of low

energy CC events observed. The distribution of the jmID is plotted in Fig.

4.15. In order to determine the value of jmID used for CC event selection, an

optimization procedure was undertaken considering the changes in likelihood

of a given set of given oscillations hypotheses in addition to the changes in

a likelihood contour in the oscillations parameter space for differing jmID

values. The maximum sensitivity to the oscillation parameters was achieved

for a requirement of jmID > 0.5 in logical union with the previously stated

roID cut.

4.4 Efficiency and Purity of Selection

The two figures-of-merit (FOMs) used to determine the efficacy of the

CC and NC selections are efficiency and purity. The efficiency and purity

are evaluated using the selection of MC samples since the truth information

is known regardless of the determinations of the selection methods, which is

clearly impossible for data. As can be noted in the mathematical expressions
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Figure 4.16: Efficiency (blue) and purity (red) of the NC selected sample as a
function of the reconstructed energy. The ND distributions are plotted with
solid lines, while the FD distributions are given by the dashed lines.
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Figure 4.17: Efficiency (blue) and purity (red) of the CC selected sample as a
function of the reconstructed energy. The ND distributions are plotted with
solid lines, while the FD distributions are given by the dashed lines.

146



that will follow, the efficiency and purity are measured as fractional ratios and

are thus bounded on a scale from zero to unity, with unity being considered

favorable.

Efficiency is designed to give a measurement of the proportion of true

signal events that pass the selection algorithm. The efficiency of a selection

can be defined with the expression:

Efficiency =
Selected Signal Events

Total True Signal Events
(4.5)

If the efficiency value is low, then the selection method is rejecting a large

fraction of the desired events available for selection. If the quantity of events

is very large, then the loss of efficiency may not be given priority if greater

purity can be achieved. However, if low event counts are expected as is true

for the MINOS FD, then the efficiency of a selection method must be high.

Purity is a measurement of the true signal events that have been se-

lected in proportion to the entire selected sample including backgrounds. There-

fore, the purity of the selection can be defined by the expression

Purity =
Selected Signal Events

Total Events Selected
, (4.6)

which is the ratio of true positives to the sum of true and false positives.

Purity is generally given the highest priority in the choice of a selection method

as it can have the most direct impact on measuring and constraining model

parameters. If contaminant background events that behave differently from

the desired signal are present in a sample, an otherwise observable effect may

be completely lost to signal-to-background noise.
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Detector Selector Efficiency (%) Purity (%)

ND CC 54.2 98.8

FD CC 86.8 99.4

ND NC 79.7 56.7

FD NC 87.3 60.1

Table 4.1: Integrated efficiencies and purities for the CC and NC selectors in
the ND and FD.

The efficiencies and purities of the MINOS and MINOS+ combined

selection methods can be seen plotted in Figs. 4.16 and 4.17 for both the

ND and FD as well as the NC and CC selected samples. A summary of

the integrated efficiency and purity for all samples can be found in Table

4.1. In general, high efficiency is achieved for all selections, but this FOM

is greatest in the FD CC selection, which is reflective of the optimization in

the MINOS design for detecting these long baseline muon neutrinos. The ND

selection efficiency is reduced significantly for reconstructed neutrino energies

greater than 4 GeV due to the application of the coil hole cut, which was

first discussed in Section 4.3.1 when defining the CC selection fiducial volume.

The motivation of this cut as discussed previously highlights the trade-off

decision taken in order to improve energy resolution and related uncertainties

at the expense of overall efficiency. The purity of the CC selection is very

high, which is again substantially linked to detector design and optimization of

performance. The NC selection has regions of less purity due to the presence

of irreducible, highly-inelastic CC background events. This is particularly
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exacerbated near the focusing peak of the CC events spectrum, as can be

identified by the rather sharp reduction in purity at lower energies followed by

a flattening of purity spectral features for increasing energies.
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Chapter 5

Systematic Uncertainties

The analysis presented here handles the effects of systematic uncer-

tainties through the use of a covariance matrix. In this chapter, we discuss

the general methodology employed to compute a relative uncertainty band as

a function of reconstructed energy and the subsequent procedure to create a

covariance matrix with the appropriate level of correlation between bins of

the energy spectrum. An overview of every source of systematic uncertainty

is given, while specific attention is dedicated to systematic uncertainties re-

assessed, recomputed, or improved in the time since the previous MINOS

sterile neutrino analysis [155]. Finally, we present the combined systematic

uncertainties which are used in the simultaneous two-detector search for ster-

ile neutrinos for both the CC and NC samples.

5.1 Methodology

Each of the sources of systematic uncertainty present in this analysis

have been carefully re-evaluated from previous sterile neutrino searches con-

ducted by MINOS, particulary with regard to the magnitudes of correlations

betweeen bins of reconstructed energy. All statements in this chapter relating
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to the treatment of correlations of systematic uncertainties amongst the recon-

structed energy bins are based on the findings in Ref. [210]. The importance

of the correlations between systematic uncertainties is expounded at length in

Section 6.3.3. The effects of systematic and statistical uncertainties are as-

sessed in the fit by the use of a covariance matrix. The method for generation

of the covariance matrix begins with an estimation of the effect on the recon-

structed energy spectra of the FD and ND of both a positive and negative one

standard deviation (± 1σ) shift in each source of systematic uncertainty. The

relative uncertainty on the reconstructed energy spectrum is calculated from

Sshifted
Snominal

− 1 (5.1)

where Sshifted is the systematically shifted FD or ND spectra and Sshifted is

the corresponding nominal spectra. In order to construct a covariance matrix

from the ± 1σ error bands, a sample of N = 10000 random numbers is sampled

from a zero-mean unit Normal distribution. If the kth random number falls

within the range [-1,1], then the interpolated uncertainty in the ith bin of

reconstructed energy εik is calculated from:

εik =
1

2
δk(δk − 1)σ−,i +

1

2
δk(δk + 1)σ+,i (5.2)

where δk is the kth random number and σ±,i is the ± 1σ relative systematic

shift in the ith bin of reconstructed energy. If the sampled random number δk

is outside the range [-1,1] then the interpolated uncertainty is given by:
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εik = δkσ±,i (5.3)

where σ+,i is used for δk > 1 and σ−,i is used for δk < 1. The elements of the

covariance matrix for the given systematic uncertainty are given by:

covij =
1

N

N∑
k=1

εik × εjk (5.4)

The general structure of the systematics matrices is four quadrants

corresponding to the FD covariance matrix, the ND Covariance matrix, and

cross-term matrices encoding the covariance between the detectors. The ma-

trix produced from this method encodes the relative systematic uncertainties,

which necessitates rescaling the magnitude of the absolute uncertainties to

the prediction at each iteration in the fit. The covariance matrix method is

described in greater detail in Chapter 6.

5.2 Acceptance

The systematic uncertainty related to the mismodeling of event accep-

tance and efficiency of reconstruction is unique to the ND and contributes to

the overall uncertainty for both CC and NC events. Though the FD and ND

are functionally identical, the detectors vary significantly in terms of geometry

in a number of characteristics [211]. First, the relatively small size of the ND

as compared to the FD results in a higher probability for tracks to be par-

tially contained. Second, the magnetic coil in the ND is offset from the center
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of the beam spot as was discussed previously, and this results in significant

magnetic field fringe effects near the edges of the fiducial volume. Finally, the

spectrometer region of the ND described in Section 2.2.4 has only 1 out of

every 5 planes instrumented, resulting in a factor of 4 reduction in sampling

with respect to the ND calorimeter region and the FD.

We estimate the systematic uncertainty associated with the acceptance

of a particular set of events by varying the fiducial volume selection cuts and

comparing the variations in the energy spectra in both MC simulation and

the data spectra. The acceptance uncertainty is evaluated differently from the

other systematics due to the use of ND data as an estimator for the systematic

shifts. In brief, the double ratio defined by

(data/MC)shifted
(data/MC)nominal

− 1 (5.5)

where the nominal data to MC ratio is the ratio with a standard selection cut

and the shifted ratio is the ratio using a modified selection cut, is taken to

be an estimate of the +1σ and -1σ uncertainties for each bin of the predicted

energy spectra. The acceptance systematic uncertainty fractional errors are

shown in Fig. 5.1, and the corresponding total error and covariance matrices

are shown in Fig. 5.2 for the CC sample and Fig. 5.3 for the NC sample. The

selection criteria modifications studied for CC events were:

• Selecting events in either the left or right half of the fiducial volume

• Selecting events with tracks entering the coil hole region
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• Excluding events with tracks ending in the 10 plane region of transition

between calorimeter and spectrometer

• Tightening the fiducial volume radius from 80 cm to 60 cm

• Tightening the fiducial volume length from 4.077 m to 2.5 m

• Excluding events with tracks exiting or ending within 10 planes of the

back of the detector

• Excluding events with tracks exiting the sides of the detector

For NC events, only two of the above criteria apply and some adjust-

ment is required given the differing geometry of the fiducial volume. The

selection criteria studied for the NC events were:

• Selecting events in either the left or right half of the fiducial volume

• Tightening the fiducial volume length from 4.7368 m to 2.5 m

A detailed explanation of the variations of the fiducial volume cuts for

the purposes of this uncertainty estimate is found in Ref. [187]. The geometric

effects considered here serve only to probe the level of mismodeling due to

geometrical effects and are not a reliable statement with respect to shape

variations of the spectrum. For example, given that data events are selected

in both the right and left sides of the detectors, it is an impossible scenario

that only events from the left or right side of the detector have been accepted
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Figure 5.1: Fractional systematic uncertainties due to mismodeling of detec-
tor acceptance as a function of reconstructed energy for CC-selected events
(left) and NC-selected events(right). The acceptance systematics quantify the
estimated uncertainty due to geometric effects in the ND caused by a shorter
baseline and smaller detector volume. The total acceptance uncertainty given
by the black line is the sum in quadrature of the underlying components.

in this analysis. On the contrary, the uncertainty estimated here is similar to a

statistical effect caused by a fluctuated bias to one side of the detector instead

of the other. Given that the spectral shape information is not relevant to

the analysis, we treat the acceptance systematic uncertainties as uncorrelated

between bins of reconstructed energy.

5.3 Backgrounds

The procedure for CC and NC event selection used in this analysis was

discussed in Chapter 4, resulting in selection purities of ∼ 99% and ∼ 58%
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Figure 5.2: Total fractional uncertainty, covariance matrix, and correlation
matrix for all acceptance systematic uncertainties in the CC sample. Top:
Total of summed CC acceptance systematic uncertainties before and after
decorrelation. Bottom: Summed CC acceptance covariance matrix (left) and
associated correlation matrix (right).
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Figure 5.3: Total fractional uncertainty, covariance matrix, and correlation
matrix for all acceptance systematic uncertainties in the NC sample. Top:
Total of summed NC acceptance systematic uncertainties before and after
decorrelation. Bottom: Summed NC acceptance covariance matrix (left) and
associated correlation matrix (right).

157



for the CC and NC selections, respectively. To estimate the systematic uncer-

tainty due to the remaining backgrounds, we generate the reconstructed energy

spectra under the assumption of increased or decreased number of background

events in order to capture the ± 1σ error bands. The background systematic

uncertainty fractional errors are shown in Fig. 5.4, and the corresponding to-

tal error and covariance matrices are shown in Fig. 5.5 for the CC sample and

Fig. 5.6 for the NC sample.

For the CC-selected event sample, the effects of the NC backgrounds

were quantified by taking the quadrature sum of errors arising from two meth-

ods. The first method utilized muon-removed charged-current events (MRCC)

as an independent proxy for the hadronic showers and found a discrepancy of

15% between data and MC [212]. The second method involved the independent

scaling of the CC and NC components of the ND PID spectra, while taking

into account potential ND oscillations, which found that the best agreement

between data and MC required a 11% [212] and 24.4% [187] shift for MINOS

and MINOS+ respectively. The total + 1σ error band is thus defined as an

increase in the NC background events by 20% in the case of the MINOS era

data and 30% for the MINOS+ era data.

In the NC-selected event sample, the variation in the CC background

was estimated by modeling a series of alternate beam configurations, which

captures potential spectral distortions arising from differing CC and NC cross

sections. The result is the increase in background events by 15% for both the

MINOS and MINOS+ eras in order to define the specra with a + 1σ shift
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[213].

The background energy spectrum of either CC or NC events has a well-

defined shape. Given that the systematic shifts applied to these backgrounds

result in the uniform scaling of the background spectra, the variations in the

spectra of each sample carry meaningful shape features that must be treated

as fully correlated between reconstructed energy bins.

5.4 Energy Scale

The systematic uncertainties relating to energy scales are designed to

capture the uncertainty in the reconstruction and calibration of both hadronic

showers and muon tracks. As discussed in Chapter 4, muon tracks are only

reconstructed for CC events, which implies that track energy uncertainties are

only considered for the CC sample. The track energy can either be computed

from the range or curvature of the track and each approach carries a differing

degree of systematic uncertainty. The muon track energy is varied ± 2%

if the track energy was computed using the track range, which is estimated

by propagating errors from MC simulation of the detector and particle flight

to the track energy measurement. If instead the track energy is computed

using track curvature a variation of ± 3% is used [214]. This uncertainty

is larger because it includes the same simulation uncertainties as in the case

of a range calculation combined with an additional level of uncertainty due

to discrepancies found in a study of individual tracks between the range and

curvature energy measurements. Both of the systematic uncertainties affect
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Figure 5.4: Fractional systematic uncertainties due to mismodeling of back-
ground events as a function of reconstructed energy for CC-selected events
(top) and NC-selected events (bottom) at the FD (left) and ND (right). The
background systematics quantify the estimated uncertainty due to the spec-
tral distortions caused by variations in the proportion of selected background
events. The total background uncertainty refers to NC events selected in the
CC sample or conversely CC events selected in the NC sample.
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Figure 5.5: Total fractional uncertainty, covariance matrix, and correlation
matrix for NC background systematic uncertainty in the CC sample. Top:
NC background systematic uncertainty before and after decorrelation. Bot-
tom: NC background covariance matrix (left) and associated correlation ma-
trix (right).
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Figure 5.6: Total fractional uncertainty, covariance matrix, and correlation
matrix for CC background systematic uncertainty in the NC sample. Top:
CC background systematic uncertainty before and after decorrelation. Bot-
tom: CC background covariance matrix (left) and associated correlation ma-
trix (right).
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the event distribution as a function of energy and therefore have energy bin-

to-bin correlations, which are included in the covariance matrix.

Hadronic showers are present in both CC and NC events, which re-

sults in similar calculations to determine the systematic uncertainties. The

hadronic shower energy scale uncertainty can be divided into two sources,

namely calibration uncertainties and modeling errors. The calibration uncer-

tainties are estimated from the response from pions in the CalDet test beam,

which resulted in a shift of ± 5.7% in the reconstructed hadronic shower en-

ergy [215]. An additional relative calibration uncertainty due to differences

in the response of the FD and ND is assessed in the calibration procedure

described in Chapter 3, and this gives estimated uncertainties of ± 1.9% and

± 0.9% for the ND and FD, respectively [184]. Since any function of energy

encodes spectral shape information, the calibration systematics are treated as

correlated between bins of reconstructed energy.

The remaining energy dependent uncertainty in the hadronic shower re-

construction comes in the form of varied model parameters in the INTRANUKE,

which is a computational tool used to simulate the scattering processes under-

gone by hadrons produced in neutrino interactions as they propagate through

the surrounding nuclear material [216]. The shower energy response from the

INTRANUKE simulation was determined for the following variations:

• Cross section of pions

• Cross section of nucleons
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• Branching ratios for pion producing processes

• Rate of secondary pion production from pions and nucleons

• Cross section for pion absorption

• Cross section for nucleon absorption

• Formation time for liberated hadrons

A descriptive listing of the alterations to the INTRANUKE parameters

is given in Ref. [187]. The effects of each of the parameter variations on the

shower energy was added in quadrature [217], and the result was approximated

using an exponentially decaying function with maximum value of 3.5% for low-

energy hadronic showers [218]. This approximated uncertainty band estimates

the total variation due to a set of underlying parameters, which lack well-

defined correlations. As a result, this systematic uncertainty is treated as

uncorrelated amongst reconstructed energy bins. The energy scale systematic

uncertainty fractional errors are shown in Fig. 5.7, and the corresponding

total error and covariance matrices are shown in Fig. 5.8 for the CC sample

and Fig. 5.9 for the NC sample.

5.5 Hadron production

As discussed in Section 6.2, a beam fit mechanism was used in the

context of MINOS three-flavor analyses in order to modify the hadronic phase

space of the MC prediction in order to improve data/MC agreement in the
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Figure 5.7: Fractional systematic uncertainties due to mismodeling of energy
reconstruction and calibration as a function of reconstructed energy for CC-
selected events (top) and NC-selected events (bottom) at the FD (left) and
ND (right). The energy scale systematics quantify the estimated uncertainty
arising from errors and mismodeling in determing the energy deposited by both
muon tracks and hadronic showers in the detectors. The total energy scale
uncertainty given by the black line is the sum in quadrature of the underlying
components.
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Figure 5.8: Total fractional uncertainty, covariance matrix, and correlation
matrix for energy scale systematic uncertainties in the CC sample. Top: Total
of summed CC energy scale systematic uncertainties before and after decorre-
lation. Bottom: Summed CC energy scale covariance matrix (left) and asso-
ciated correlation matrix (right).
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Figure 5.9: Total fractional uncertainty, covariance matrix, and correlation
matrix for energy scale systematic uncertainties in the NC sample. Top: Total
of summed NC energy scale systematic uncertainty before and after decorre-
lation. Bottom: Summed NC energy scale covariance matrix (left) and asso-
ciated correlation matrix (right).
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reconstructed energy spectrum. The systematic shifts determined by this beam

fit could then be propagated through the simulation of the FD in order to

arrive at the most accurate possible prediction. It is clear that the beam fit

is contraindicated when disagreement between data and simulation in the ND

may be attributable to some oscillation phenomenon, as is the case in a search

for sterile neutrinos of unknown mass scale, which is discussed in detail in

Chapter 6.

The most recent MINOS simulation of the neutrino flux in the NuMI

beamline was discussed in Chapter 3. The phase space of the parent hadrons

produced in the target can be described using the kinematic parameters trans-

verse momentum (pT ) and the longitudinal momentum (pZ). An initial fit

using the BMPT parameterization to the raw FLUKA simulation permits the

determination of the effective functional form of the flux prediction in the pZ-

pT phase space, and the beam fit is then carried out through a set of warping

parameters which modify the effective BMPT curves as a function of pZ . The

result of this fit mechanism is the modification of the spectrum of neutrino

events as a function of reconstructed neutrino energy based upon the under-

lying kinematic distribution of parent hadrons. It has been shown in previous

studies that the ratio of π+/K+ hadron production in the pZ-pT phase space

in the FLUKA simulation is well-tuned to data observations [219] as can be

observed in Figure 5.10. Using this information, identical weights are used for

π+ and K+ parent hadrons sharing identical kinematic parameters.

For the present analysis, as was outlined in Chapter 3, the new PPFX
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Figure 5.10: Comparison of the ratios of pions and kaons in data and FLUKA
MC simulation in bins of transverse and longitudinal momentum. The right
column shows the π+/K+ ratio, which provides justification for the use of iden-
tical weights as a function of kinematic parameters. The figure is reproduced
from Ref. [219].
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Figure 5.11: The spectrum of reconstructed νµ CC events decomposed by
parent hadron. Pion parents are the dominant parent hadron from 0-25 GeV
above which kaon parents dominate.

simulation of the flux from the NuMI beam was made available by the MIN-

ERvA experiment [221] in a form not including the νe scattering constraint

employed in [222]. The PPFX framework derives an a priori flux prediction

from hadron production experiments independent of the NuMI beam without

the use of any data from MINERvA or MINOS/MINOS+. The new flux pre-

diction was incorporated into the spectra generated for this analysis via the

reparameterization of PPFX using a variation on the beam fit mechanism de-

scribed above. The PPFX mechanism is only validated in the literature [221]

[191] for neutrino energies < 20GeV, and the MINOS and MINOS+ spectra

are dominated by pion parents below this threshold as is shown in Figure 5.11.

Therefore, the beam fit mechanism was applied to the PPFX flux prediction

for neutrinos with pion parents in both the horn-on and horn-off beam config-

urations in order to determine the warping parameters describing the PPFX
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Figure 5.12: Plots showing the population of the pT − pZ phase space by the
predominantly K+ hadron parents for the range of neutrino energies from
35-40 GeV (upper group of four) and the predominantly π+ hadron parents
for the range of neutrino energies 0-20 GeV (lower group of four). Note that
phase spaces are shared only marginally, necessitating the use of an empirical
parameterization [220] in order to span the disjoint samples.
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modifications to the raw FLUKA prediction. For reconstructed energies rang-

ing from 20-40 GeV contributions arising from kaon parents become significant,

and the phase space populated by pion parents, which is shown in Figure 5.12,

is insufficient for the BMPT parameterization to give an accurate description

of the required flux modifications. In order to bridge the gap between the pion

and kaon dominated regions of phase space, a new empirical parameterization

[220] of the pZ-pT phase space was developed, which more precisely maps the

contributions to the neutrino plux from hadron parents in the FLUKA simu-

lation. This new parameterization and fit method effectively transforms the

underlying neutrino flux into the de facto PPFX universes flux simulation for

reconstructed energies < 20 GeV while improving data/MC agreement for the

energy range 20-40 GeV independently of any neutrino oscillations data. The

results of the joint-fit for the MINOS+ era are shown in Figure 5.13 and an

identical fit was performed to improve the flux prediction for the MINOS era.

Given that the underlying flux simulation was novel for this analysis,

the hadron production systematic uncertainty was recalculated using a method

similar to the multi-universe construction employed by MINERvA [191]. In

the standard application of PPFX, an ensemble of many fluxes corresponding

to various “universes” is produced using a set of correlated input parameters.

In order to propagate the uncertainties associated with these parameters to

the MINOS and MINOS+ flux prediction, each of the PPFX multi-universes

was fit according to the method described above. The ensemble of fit results
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Figure 5.13: Left: Plot showing the results of MC tuning through the beam
fit procedure to the predicted reconstructed energy spectra for PPFX MC
simulated pions with horn focusing on (left), PPFX MC simulated pions with
horn focusing off (center), and MINOS+ data collected with horn focusing
off (right). The PPFX pion flux prediction is fit for reconstructed energies
ranging from 0-20 GeV while the MINOS+ data in the range of 40-60 GeV
in reconstructed energy is used to constrain the normalization of the fit. The
parameters extracted from this beam fit reparameterize the flux predicted by
PPFX and are used to correct the flux prediction used in the MINOS and
MINOS+ sterile neutrino search.

173



permits the construction of a covariance matrix using the standard formalism

Vij =
1

N

N∑
α

(niα − n̄i)(njα − n̄j) (5.6)

where N is the number of universes simulated and i and j are indices of the

ith and jth energy bins. The n̄i and n̄j are not necessarily equivalent to the

central value weight in each bin and are instead the average over the simulated

universes, which is computed from

n̄i =
1

N

N∑
α

niα (5.7)

The total hadron production systematic uncertainty band and covariance ma-

trix are shown in Fig. 5.15 for the CC sample and Fig. 5.16 for the NC sample.

Although the full covariance matrix is used in the oscillation fit, to

enable the visualization of the spectral information encoded by the hadron

production multi-universe method the covariance matrix is decomposed into

principal components by Principal Component Analysis [223]. The first five

principal components, which represent nearly the total variance of the matrix,

are plotted in Figure 5.14.

5.6 Beam optics

The beam optics systematics estimate the uncertainty associated with

systematic biases in the focusing apparatus of the NuMI beam. Spectra of

relative uncertainties for each of the beam optics categories are found in Fig-

ure 5.17 and 5.18. A total of seven sources of uncertainty are known to affect

the focusing of the beam [93] [224]:
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Figure 5.14: Fractional systematic uncertainties due to mismodeling of hadron
production as a function of reconstructed energy for CC-selected events (top)
and NC-selected events (bottom) at the FD (left) and ND (right). Hadron
production uncertainties result from generating 100 alternate fluxes reweighted
using the PPFX procedure with input parameters randomly varied within their
uncertainty. To visualize the uncertainties, the resulting covariance matrix
is decomposed into principal components representing the most important
correlated sources of variation, the first five of which are plotted as fractional
uncertainty bands.
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Figure 5.15: Total fractional uncertainty, covariance matrix, and correlation
matrix for hadron production systematic uncertainties in the CC sample. Top:
Total of summed CC hadron production systematic uncertainties before and
after decorrelation. Bottom: Summed CC hadron production covariance ma-
trix (left) and associated correlation matrix (right).
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Figure 5.16: Total fractional uncertainty, covariance matrix, and correlation
matrix for hadron production systematic uncertainties in the NC sample. Top:
Total of summed NC hadron production systematic uncertainty before and af-
ter decorrelation. Bottom: Summed NC hadron production covariance matrix
(left) and associated correlation matrix (right).
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• Horn Current Miscalibration

• Horn Current Skin Depth

• Horn 1 Position Offset

• Target Position

• Material Error

• Beam Spot Position

• Beam Width

Due to thermal variations in the focusing horns during the cycle of

beam incidence and the corresponding changes in electrical resistance, it is

difficult to precisely determine the instantaneous current delivered to the fo-

cusing horns. The magnitude of the horn current has a direct effect on the

ultimate position of the peak of the energy spectrum and is critical to the

oscillations analyses [93]. Miscalibration of the horn current represents the

largest individual contribution to the focusing systematic uncertainty and is

computed by assuming a deviation of ± 4 kA in the delivered horn current,

which had nominal values of 185 kA in the MINOS era and 200 kA for the

MINOS+ era.

If the focusing horns were ideal conductors, the entirety of the current

delivered during a beam spill would pass along the outer surfaces [225]. Since

the horns are non-ideal conductors, the skin depth δ to which the current
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can penetrate the surface of the horns must be considered. Calculation of

this skin depth indicates that it is in excess of the measured thickness of

∼ 3 mm for the horn conductor thickness, indicating that a model of uniform

current distribution may be assumed. The uncertainty on this model choice

is quantified by taking the relative difference between spectra modeled using

δ = 6 mm and the nominal infinite skin depth.

The modeling of the position and alignment of both the focusing horns

and the production target is an additional important element in determining

the position and shape of the predicted energy spectrum. The uncertainties for

the horn and target positions were computed for offsets of 0.5 mm and 0.2 cm,

respectively [224]. In order to estimate the possible impurities in the material

composition of the focusing horns, the beam spectrum is simulated assuming

the horns have the atomic number of air. The systematic uncertainty is then

estimated by taking the shift ± 5% of the variation between the aluminum

and air horn composition spectral simulations [165].

The final sources of uncertainty affecting the beam optics are related

to the position and width of the beam spot on the target and focusing geome-

try. A variation in either of these parameters can lead to a significant number

of protons missing the target. In order to minimize beam loss, only a single

profile monitor is maintained in the beamline in order to determine the beam

width, which leads to a significant increase in the uncertainty of the ultimate

beam spot size. The relative uncertainties for the beam spot are computed

for variations of ± 0.5 mm in the position and ± 0.2 mm in the width [224].
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All beam focusing effects encode relevant spectral shape information which re-

quires preserving the full correlations of all systematics between reconstructed

energy bins. The total systematic uncertainty band and covariance matrices

for the beam optics systematics are shown in Fig. 5.19 for the CC sample and

Fig. 5.20 for the NC sample.

5.7 Cross Sections

Neutrino cross sections in MINOS and MINOS+ are simulated using the

NEUGEN [192] event generator, which permits the estimation of cross section

uncertainties by altering the NEUGEN parameter inputs. Modifications to the

neutrino cross section are dependent on the neutrino energy, and are therefore

correlated in bins of reconstructed energy. The axial mass parameter is used to

modify both the QE interaction cross section and the resonance cross section.

The QE cross section is modified by the axial mass parameter, MQE
A , which was

varied by +35%/-15%. The asymmetry of the range of variation is designed to

encapsulate both the random phase approximation (RPA) effect [226], which

is caused by charge screening within the nucleus, and 2p2h processes wherein

neutrinos scatter with correlated nucleon pairs instead of individual nucleons

[227]. The resonance cross section is modified by the axial mass parameter

MRes
A varied by +25%/-15%. The resonance cross section uncertainty has

reduced asymmetry as only the RPA effect applies in this case.

As discussed in Section 2.3, neutrino interactions with energies ∼ 2-10

GeV are predominantly resonant or DIS interactions. The transition region in
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Figure 5.17: Fractional systematic uncertainties due to mismodeling of the
magnetic field of the horns as a function of reconstructed energy for CC-
selected events (top) and NC-selected events (bottom) at the FD (left) and
ND (right). The sources of systematic uncertainty directly related to the
magnetic horns include the position of the horns, the skin depth of the current
flowing through the horns, and the magnitude of the current delivered during
each beam spill. The total uncertainty given by the black line is the sum in
quadrature of the underlying components.
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Figure 5.18: Fractional systematic uncertainties due to mismodeling of the
beam optics apart from the magnetic horns as a function of reconstructed
energy for CC-selected events (top) and NC-selected events (bottom) at the
FD (left) and ND (right). The beam optics uncertainties not directly related
to the magnetic field in the horns are due to the beam position and width,
the position of the target, and the material error in the beamline. The total
uncertainty given by the black line is the sum in quadrature of the underlying
components.
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Figure 5.19: Total fractional uncertainty, covariance matrix, and correlation
matrix for beam optics systematic uncertainties in the CC sample. Top: Total
of summed CC beam optics systematic uncertainties before and after decorre-
lation. Bottom: Summed CC beam optics covariance matrix (left) and asso-
ciated correlation matrix (right).
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Figure 5.20: Total fractional uncertainty, covariance matrix, and correlation
matrix for beam optics systematic uncertainties in the NC sample. Top: Total
of summed NC beam optics systematic uncertainty before and after decorre-
lation. Bottom: Summed NC beam optics covariance matrix (left) and asso-
ciated correlation matrix (right).
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the neutrino energy spectrum between the resonant and DIS modes is modeled

by KNO multiplicity parameters, rijk [198]. The parameter indices describe

the characteristics of the interaction such that i = 1, 2 indicates the type of in-

teraction (CC = 1, NC = 2), j = 1, 2, 3, 4 indicates the particles participating

in the interaction (νp = 1, νn = 2, ν̄p = 3 ν̄n = 4), and k indicates the multi-

plicity of the final state. In order to estimate the uncertainties in modeling of

hadronization, we shift r1j2 by ±0.1, r1j3 by ±0.2, r1(3,4)2 by ±0.2, and r2,j,(2,3)

by ±0.33 [228]. As may be noted from the indices of the KNO coefficients, the

uncertainties for antineutrinos are modeled in the same manner as neutrinos

for the purposes of the multiplicity uncertainty. In order to account for un-

certainties in the ratio of σ(ν)/σ(ν̄) an additional ±8 % variation is applied

to QE and resonance interactions. The high energy region is dominated by

DIS interactions where the uncertainty is treated by an overall cross section

systematic.

In the CC sample, we set an overall cross section systematic of 3.5%,

which serves as a pure normalization systematic. The magnitude of the overall

cross section uncertainty can be justified by high energy cross section studies.

As an example, the CCFR experiment probed neutrinos and antineutrinos with

energies ranging from 30 to 300 GeV, and the results reported in that study

constrain the total cross section to ± 3.0% up to an otherwise linear energy

dependence [229]. The baseline used in the CCFR experiment was sufficiently

short that spectral shape distortions caused by sterile neutrino mediated oscil-

lations would have been detectable for mass-splitting scales as high as 103 eV2,
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and since no evidence for such an oscillation behavior was observed [230], we

conclude that the cross section constraint is well-founded. In the case of the

NC sample, the overall cross section uncertainty was estimated to be ±5%

as determined by the comparison of the ratio of the number of events tracks

to the number without tracks in both the NOMAD and MINOS experiments

[231]. For antinuetrinos, an additional 4% variation is applied to the overall

cross section to cover the aformentioned potential differences between neutrino

and antineutrinos cross sections. The component cross section systematic un-

certainty bands are shown in Figure 5.21. The total systematic uncertainty

band and covariance matrices for the cross section systematics are shown in

Fig. 5.22 for the CC sample and Fig. 5.23 for the NC sample.

5.8 Normalization

Normalization systematic uncertainties estimate the degree to which

mismodeling or mismeasurement of the intervals of data collection or beam

and detector materials alters the observed neutrino event rate. The individual

components of normalization uncertainty affecting both CC and NC samples

are listed in Table 5.1 and are found in Ref. [232]. The systematic effects due

to the properties of the steel and scintillator as well as the error on FD live

time are treated as fully correlated between bins of reconstructed energy as the

spectrum is changed uniformly over all energies by these effects. The fiducial

bias estimates assigned to the ND are computed from calculating the changes

to the event rate when comparing subregions of the fiducial volume divided
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Figure 5.21: Fractional systematic uncertainties due to mismodeling of the
cross sections as a function of reconstructed energy for CC-selected events
(top) and NC-selected events (bottom) at the FD (left) and ND (right). Sys-
tematic uncertainties resulting from scaling MQE

A , MRES
A , and KNO scaling

parameters can result in shape distortions in the energy spectra. The overall
cross section systematic uncertainties are approximately normalization shifts
(i.e. uniform with respect to reconstructed energy). The overall CC cross
section systematic shift is constrained by experiments analyzing high energy
neutinos such as CCFR. The overall NC cross section systematic shift is de-
termined by comparing the rates of events with and without tracks at NO-
MAD and MINOS. The total uncertainty given by the black line is the sum in
quadrature of the underlying components.
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Figure 5.22: Total fractional uncertainty, covariance matrix, and correlation
matrix for cross section systematic uncertainties in the CC sample. Top: Total
of summed CC cross section systematic uncertainties before and after decor-
relation. Bottom: Summed CC cross section covariance matrix (left) and
associated correlation matrix (right).
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Figure 5.23: Total fractional uncertainty, covariance matrix, and correlation
matrix for cross section systematic uncertainties in the NC sample. Top: Total
of summed NC cross section systematic uncertainty before and after decor-
relation. Bottom: Summed NC cross section covariance matrix (left) and
associated correlation matrix (right).
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Source Relative Uncertainty (%)

Steel Thickness 0.2
Scintillator Thickness 0.2
FD Live Time 0.32
ND Fiducial Bias x 0.54
ND Fiducial Bias y 0.14
ND Fiducial Bias z 0.43

Table 5.1: Sources of systematic uncertainty affecting the normalization of
the reconstructed energy spectra and the estimated relative size of each effect.
Normalization systematic uncertainties listed here were calculated in [232].

along the detector axes, and since this requires integration over all energies,

the systematics have no bin-to-bin correlations.

The bias in the event rate due to the particular constraints of the event

selection method discussed in Chapter 4 were also considered independently

for the CC and NC samples. For the CC sample, a hand-scan of events was

performed in order to determine the relative efficiency of event selection or

rejection in the ND and FD, yielding an estimation of ±0.7% and ±1.12% rel-

ative uncertainty for the ND and FD, respectively [233]. In the case of the NC

sample, MRCC events were used to determine the reconstruction efficiencies

for hadronic and systematic uncertainties, which were found to be ±2.4% and

±0.4% for the ND and FD, respectively [234]. The selection biases for both

CC and NC samples are estimated from the integrated behavior of all neutrino

energies and therefore are treated as uncorrelated between reconstructed en-

ergy bins. The total systematic uncertainty band and covariance matrices for

the normalization systematics are shown in Fig. 5.24 for the CC sample and
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Figure 5.24: Total fractional uncertainty, covariance matrix, and correlation
matrix for normalization systematic uncertainties in the CC sample. Top:
Total of summed CC normalization systematic uncertainties before and after
decorrelation. Bottom: Summed CC normalization covariance matrix (left)
and associated correlation matrix (right).

Fig. 5.25 for the NC sample.

5.9 Neutral Current Cleaning

The NC selection procedure outlined in Chapter 4 includes additional

cleaning cuts in both the FD and ND which are designed to exclude poorly-

reconstructed events [187], which are those events reconstructed with less than
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Figure 5.25: Total fractional uncertainty, covariance matrix, and correlation
matrix for normalization systematic uncertainties in the NC sample. Top:
Total of summed NC normalization systematic uncertainty before and after
decorrelation. Bottom: Summed NC normalization covariance matrix (left)
and associated correlation matrix (right).
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30% of the true visible energy in MC simulation, as well as filter out detector

noise at low energies and remove cosmic events [235]. As in the case of the

acceptance systematic uncertainties, the introduction of a specific cut on events

has the potential to introduce systematic biases in the sample. In contrast to

the acceptance systematic, the cut variations used in the cleaning systematic

permit the generation of a well-formed, functional energy variation permitting

the perservation of bin-to-bin correlations of the uncertainty. The systematic

uncertainty bands estimated from variations in the NC cleaning cuts are shown

in Figure 5.26.

The FD cleaning cuts are divided into those that are intended to reduce

detector noise and those which remove cosmic muon events. As a result, two

distinct systematic uncertainties are considered for these sets of cuts. The

specific ranges of energy and corresponding systematic shifts are detailed in

Ref. [236], which is based on the study conducted in Ref. [235] wherein the

position of individual cuts is shifted using an interval determined by the RMS

of the underlying MC distribution. In summary, the systematic energy shift

associated with FD noise cleaning cut is maximal for Eshower
Reco ≤ 0.5 GeV with

an estimated relative error of ±4.9% and is reduced exponentially to less than

±1% for higher energies. The systematic energy shift for the FD cosmic muon

cleaning cut is maximal for 0.5 < Eshower
Reco ≤ 1.0GeV with a value of ±2.7%

and similarly is exponentially reduced with increaing energy.

The systematic uncertainty associated with the ND cleaning cuts was

specifically evaluated for the context of a sterile neutrino search by the con-
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sideration of ND oscillations [187]. The ND cleaning cuts were varied for a

series of possible sterile neutrino mixing parameters, and the largest devia-

tions between the shifted cut, oscillated MC prediction and the nominal were

used to estimate the systematic uncertainty. The uncertainty measurement

was parameterized in function form as:

1 +
0.98

1 + (E/0.54)2
(5.8)

which results in very large systematic shifts at low energies with rapid

decay as energy increases. The total systematic uncertainty band and covari-

ance matrices for the NC cleaning systematics are shown in Fig. 5.27.

5.10 Combined Systematic Uncertainties

The systematic uncertainties derived from each of the sources presented

in this chapter are combined into a single covariance matrix for each of the CC

and NC samples in the two-detector fit. The combined matrix for each sample

is constructed by summing over the relevant component covariance matrices,

which is equivalent to a summation in quadrature. A simple summation over

the individual systematics assumes that each source of uncertainty is indepen-

dent of and uncorrelated with each of the other sources of uncertainty. This

assumption is justifiable as a conservative approach since any correlations be-

tween sources of systematic uncertainty would tend to increase the resulting

sensitivity to sterile oscillation parameters. The combined covariance matri-
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Figure 5.26: Fractional systematic uncertainties due to mismodeling of the
neutral current cleaning cuts as a function of reconstructed energy for CC-
selected events (top) and NC-selected events (bottom) at the FD (left) and ND
(right). The systematic uncertainties are estimated for the cleaning cuts ap-
plied in the procedure for NC selection to remove poorly reconstructed events
in the ND and detector noise and cosmic ray muons in the FD. The total
uncertainty given by the black line is the sum in quadrature of the underlying
components.
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Figure 5.27: Total fractional uncertainty, covariance matrix, and correlation
matrix for NC cleaning systematic uncertainties. Top: Total of summed
NC cleaning systematic uncertainty before and after decorrelation. Bottom:
Summed NC cleaning covariance matrix (left) and associated correlation ma-
trix (right).
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ces, which account for all systematic uncertainties considered in this analysis,

are presented in Fig. 5.28 for the CC sample and Fig. 5.29 for the NC sample.

An overall error band can be extracted from the combined system-

atic uncertainty covariance matrix by taking the square root of the diagonal

elements. This error band reflects the envelope of uncertainty under the as-

sumption of no correlations between energy bins. In order to produce a more

accurate measurement of the true magnitude of uncertainty as a function of

the reconstructed energy, the decorrelation procedure described in Chapter 6

is used to quantify the cancellation effects due to bin-to-bin systematic corre-

lations.
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Figure 5.28: Total fractional uncertainty, covariance matrix, and correlation
matrix for combination of all sources of systematic uncertainty studied for the
CC sample. Top: Combined systmatic uncertainty relative error band before
and after decorrelation. Bottom: The combined CC systematic uncertainty
covariance matrix used in the steril neutrino search (left) and associated cor-
relation matrix (right).
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Figure 5.29: Total fractional uncertainty, covariance matrix, and correlation
matrix for combination of all sources of systematic uncertainty studied for the
NC sample. Top: Combined systmatic uncertainty relative error band before
and after decorrelation. Bottom: The combined NC systematic uncertainty
covariance matrix used in the steril neutrino search (left) and associated cor-
relation matrix (right).
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Chapter 6

Search Methodology

In this chapter, we present the methodology employed to search for

sterile neutrino oscillations over a long-baseline in MINOS and MINOS+. We

begin with a brief description of the phenomenology of sterile neutrino oscil-

lations relevant for this analysis. Next, we discuss the motivation for using a

simultaneous Two-Detector fit in comparison to previous methods. We then

describe the strategy and mechanics of the fit with special consideration for the

treatement of systematics via covariance matrices. The chapter concludes with

a presentation of the Asimov sensitivities computed for this analysis along with

a comparison to median fluctuated sensitivities, which leads to a cautionary

discussion about the limited usefulness of Asimov experiments in general.

6.1 Phenomenology of Sterile Neutrino Oscillations

The phenomenology of sterile neutrino driven oscillations at long base-

lines consists of complicated interference phenomena arising from at least two

distinct oscillation frequencies and several scale-determining mixing angles.

For the purposes of discussion, we will consider approximate forms of the

probabilities describing the various oscillations phenomena, though it must be
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noted that in the analysis framework discussed here the exact probabilities are

calculated using the extended unitary matrix transformation presented in Sec-

tion 1.4. The approximate form of the probability for the transition νµ → νµ,

the survival of muon neutrinos, was given in Eq. 1.70 as:

P (νµ → νµ) ≈ 1− sin2(2θ23) cos4(θ24) sin2 ∆32 − sin2(2θ24) sin2 ∆41.

(1.70 revisited)

This probability function and the corresponding parameters are sampled by

searching for the apparent disappearance of expected νµ-CC with respect to

the MC simulation. The probability equation makes manifest the dependence

of the νµ-CC disappearance behavior on the mass-splitting scale ∆m2
41, the

mixing angle θ24, and the atmopheric oscillations parameters ∆m2
32 and θ23.

Similarly, the approximate probability for the complementary probability to

the transition νµ → νs using the atmospheric approximation may be written

1− P (νµ → νs) ≈ 1− cos4(θ14) cos2(θ34) sin2(2θ24) sin2 ∆41

− sin2(θ34) sin2(2θ23) sin2 ∆31

+
1

2
sin(δ24) sin(θ24) sin(2θ23) sin ∆31.

(6.1)

This probability corresponds to the survival of all active neutrino flavors, which

is visible only by searching for disappearance in the spectrum of NC events

since the NC interaction topology is flavor-independent. Any deficit in the

NC events would be indicative of transition to the sterile flavor state, since

the sterile neutrino does not couple to the Z boson. The probability in Eq.

6.1 introduces dependence upon an additional mixing angle, θ34, beyond the

four parameters given by the νµ-CC survival probability.
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The parameter θ14 also appears in Eq. 6.1, but given that it is the

argument of a cosine and has been strongly constrained by reactor neutrino

experiments [237], we will neglect it in this discussion. This can be interpreted

as the exclusion of mixing between νe and the additional sterile neutrino state

νs. Further, the CP violating phases δ13, δ14, and δ24 have been shown [175]

to contribute negligibly to the observation of anomalous NC disappearance.

This is due to subleading effects on the oscillation probabilities in the case

of δ13 and δ14 and due to low NC energy resolution and obscuration of the

observable signal by the presence of νµ- and νe-CC background events in the

case of δ24. Thus, each CP violating phase is set to zero for the purposes of this

analysis. The following sections outline the effects of each of the five dominant

parameters, namely ∆m2
32, ∆m2

41, θ23, θ24, and θ34, on the phenomenology of

oscillations considered by this analysis.

6.1.1 Atmospheric Oscillations Parameters

Atmospheric neutrino oscillation parameters θ23 and ∆m2
32, which MI-

NOS and MINOS+ were optimized to measure, are relevant in both the case of

standard three-flavor neutrino oscillations and in the case of sterile mediated

oscillations. In the case of standard oscillations, which is shown in Fig. 6.1,

a single oscillation maximum is observed in the FD with the position in the

energy spectra, as manifested as a function of L/E, determined by ∆m2
32 and

the magnitude dictated by the value of θ23.

In a model with an additional sterile neutrino, the value of ∆m2
32 not
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Figure 6.1: Plotted are oscillation probabilities as a function of L/E show-
ing the effect of neutrino oscillations in the case of a standard three-flavor
oscillations paradigm. The probabilities shown indicate muon neutrino sur-
vival (blue), electron neutrino appearance (violet), tau neutrino appearance
(green), and the sum total of these probabilities (red) given by the expression
1 − P (νµ → νs) since no sterile neutrinos exist in the case of three-flavor os-
cillations. A single oscillation maximum is observed in the MINOS/MINOS+
FD (right shaded region) with no oscillations observed in the ND (left shaded
region). In the standard oscillations picture, no sterile neutrino appearance
probability is present.
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Parameter Value

∆m2
21 7.40× 10−5 eV2

∆m2
32 2.49× 10−3 eV2

∆m2
41 0.5 eV2

θ12 0.587

θ13 0.149

θ23 0.824

θ14 0

θ24 0.2

θ34 0.4

δ13 0

δ14 0

δ24 0

Table 6.1: The nominal (3+1)-flavor oscillation parameters used for the gen-
eration of sample probability curves in Figs. 6.2, 6.3, 6.4, 6.5, and 6.6, except
when differing values are explicitly stated.

only determines the position of an oscillation maximum in the muon neutrino

disappearance channel but additionally in the NC disappearance channel, as

shown in Fig. 6.2. The θ23 mixing angle determines the magnitude of the

deficits in both channels as shown in Fig. 6.3. Due to the energy resolution

effects in the MINOS/MINOS+ detectors, variations in the mass-splitting scale

also result in apparent differences in the magnitude of the oscillation deficit,

though given the global observations of the atmospheric mass-splitting, this is

demonstrated to be a sub-leading effect.
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Figure 6.2: Plotted are oscillation probabilities as a function of L/E showing
the effect of the mass-squared splitting ∆m2

32 for νµ-CC disappearance (top)
and NC disappearance (bottom). The ∆m2

32 parameter governs the position
of the standard atmospheric neutrino oscillation maximum observed in the
FD for muon neutrino disappearance and introduces a similarly located deficit
associated with sterile neutrino appearance. The black line gives the proba-
bilities associated with the global best-fit parameters in Figure 1.6. For the
color lines, parameters not explicitly stated are fixed to the values shown in
Table 6.1.

6.1.2 The Sterile Mass-Splitting ∆m2
41

The new mass-splitting scale introduced by the addition of a sterile

flavor eigenstate, here given by ∆m2
41, contributes to a variety of phenomena

dependent on the relationship to the atmospheric oscillations mass-splitting.
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Figure 6.3: Plotted are oscillation probabilities as a function of L/E showing
the effect of the atmospheric mixing angle θ23 for νµ-CC disappearance (top)
and NC disappearance (bottom). The atmospheric mixing angle determines
the magnitude of the deficit observed in both muon neutrino and NC disap-
pearance channels. The black line gives the probabilities associated with the
global best-fit parameters in Figure 1.6. For the color lines, parameters not
explicitly stated are fixed to the values shown in Table 6.1.

The effect on the probability for a selection of possible ∆m2
41 is shown in Figure

6.4. First considering the case of ∆m2
41 ≈ ∆m2

32, the oscillation behavior due

to the sterile mass-splitting is degenerate with oscillations observed in the

atmospheric neutrinos for the νµ-CC sample, with both oscillations isolated

to the FD region of the L/E domain. In this case, anomalous oscillation

phenomena would be still be observed in the NC events with an oscillation
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maximum consistent with the atmospheric mass-splitting scale.

For the region of parameter space where 0.01 eV2 < ∆m2
41 < 0.1 eV2,

modulations are observed in the high energy region of the FD L/E domain in

the νµ-CC disappearance probability in conjunction with a modification to the

atmospheric oscillations maximum that is observed for all larger ∆m2
41, which

will be discussed in the context of the mixing angle θ24. A similar pattern of

modulations is also observed for the NC disappearance probability in addition

to the already anomalous atmospheric oscillation maximum.

In the case where 0.1 eV2 < ∆m2
41 < 1 eV2, the oscillatons maximum

due to sterile neutrino mixing occurs in the L/E domain between the MI-

NOS ND and FD. This results in the indirect observation of the oscillatons in

the νµ-CC sample through an overall FD normalization deficit and the afore-

mentioned modification to the atmospheric oscillations. The NC sample still

provides a method of direct observation of the effects of sterile neutrino medi-

ated oscillations in this region through the anomalous atmospheric mixing.

For ∆m2
41 > 1 eV2, the oscillation probabilities observed in the ND L/E

domain can be further simplifed from those given in Eqs. 1.70 and 6.1 to the

short-baseline approximations such that the νµ-CC disappearance probability

is given by

P (νµ → νµ) ≈ 1− sin2(2θ24) sin2 ∆41, (6.2)

and the NC disappearance probability becomes

1− P (νµ → νs) ≈ 1− cos2(θ34) sin2(2θ24) sin2 ∆41. (6.3)
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Both of these approximations have the same form as the effective two-flavor

oscillations probability given in Eq. 1.60 with the replacement of ∆m2
32 with

∆m2
41. It must be noted that this approximation only applies to the proba-

bility form in the ND domain and that the FD behavior remains unchanged

from the above descriptions for arbitrarily increasing ∆m2
41. This means that

the short-baseline approximation is never valid for the two-detector analysis,

but would only apply to a ND-only version of the analysis presented here.

The oscillations observed in the short-baseline regime for both νµ-CC and NC

probabilities are marked by the presence of an initial oscillations maximum

at a particular neutrino energy with oscillations smeared to some effective

normalization deficit for significantly lower energies.

Finally, considering the case of ∆m2
41 ≈ 1000 eV2, the approximate νµ

disappearance probability is given by

P (νµ → νµ) ≈ 1− 1

2
sin2(2θ24), (6.4)

and the NC disappearance probability is given by

1− P (νµ → νs) ≈ 1− 1

2
cos2(θ34) sin2(2θ24). (6.5)

where the oscillations due to ∆m2
41 are too rapid to be resolved by either de-

tector due to the energy resolution and baseline uncertainties from the length

of the decay pipe. This results in a constant normalization deficit with respect

to the standard three-flavor oscillations probability for all energies in both de-

tectors, with the exception of the modification to the atmospheric oscillations

maximum discussed in the next section.
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6.1.3 The Sterile Mixing Angle θ24

The general role of the mixing angle θ24 is to govern the magnitude

of the neutrino oscillations between the muon and sterile flavor eigenstates.

This results in both the disappearance of νµ-CC and NC events at differing

rates. Inspecting the short-baseline approximaton given in Eq. 6.2, we find

that θ24 functions in the same effective two-flavor manner for the MINOS ND

as θ23 functions in the atmospheric approximation for the FD given in Eq.

1.60. A sample of the range of oscillation magnitudes that may be explored

by the variation of the θ24 parameter is shown in Figure 6.5 for an oscillation

maximum occuring at the low energy edge of the ND L/E domain. Since θ24

enters the oscillation probabilities as the argument of the function sin2(2θ24),

the magnitude of the short-baseline oscillations is both maximized by and

symmetric with respect to a value of θ24 = π/4.
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Figure 6.4: Plotted are oscillation probabilities as a function of L/E showing the effect of the mass squared
splitting ∆m2

41 (top row) and the ratios of the probabilities with respect to the three-flavor global fit
(bottom row) for νµ-CC disappearance (left column) and NC disappearance (right column). MINOS and
MINOS+ are primarilty sensitive to ∆m2

41 and θ24 in a search for sterile neutrino-mediated oscillations.
The black line gives the probabilities associated with the global best fit parameters in Figure 1.6. For the
color lines, parameters not explicitly stated are fixed to the values shown in Table 6.1.
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In the previous discussion of ∆m2
41 we saw that the existence of a

sterile neutrino flavor eigenstate results not only in the short-baseline oscilla-

tion effects mentioned here, but also in the modification of the atmospheric

oscillations. The first term in the atmospheric approximation for νµ-CC disap-

pearance given in Eq. 1.70 is driven by the atmospheric mass-splitting ∆m2
32.

For all ∆m2
41 values, this term does not change frequency and therefore does

not transition to rapid oscillations. Thus, the mixing angle θ24 contributes to

the determination of the observed oscillations of muon neutrinos at the atmo-

spheric frequency independent of the value of ∆m2
41. In order to determine the

magnitude of the ∆m2
41-independent effect, we define an effective atmospheric

mixing angle which accounts for both standard and sterile oscillations given

by

sin2(2θeff
23 ) = sin2(2θ23) cos4(θ24). (6.6)

The effective mixing angle θeff
23 would correspond to the measured value for all

atmospheric oscillation experiments to date that use a standard three-flavor

framework. A priori, the observation of this effective mixing angle gives no

constraint on the possible values of the mixing angles θ23 and θ24 since various

combinations of these inputs can span the possible probability space. It can be

noted from this expression that due to the functional form of the cos4 θ24 factor,

a non-zero θ24 can only force sin2(2θeff
23 ) to smaller values than the maximal

value of unity. This feature can be seen in the lower left plot of Figure 6.5,

which shows the ratio of the (3+1)-flavor oscillation probability to the standard

three-flavor probability for increasing θ24. The plot shows that for larger values
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of θ24 a clear upward protrusion is observed at the atmospheric oscillations

frequency, implying reduction in the magnitude of the atmospheric oscillation

maximum with respect to three-flavor oscillations. The analysis presented here

is sensitive to such a modification to the atmospheric oscillation minimum.
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Figure 6.5: Plotted are oscillation probabilities as a function of L/E showing the effect of the mixing angle
θ24 (top row) and the ratios of the probabilities with respect to the three-flavor global fit (bottom row)
for νµ-CC disappearance (left column) and NC disappearance (right column). The θ24 parameter is the
second of the principle dimensions, along with ∆m2

41 of the parameter space accessible to this analysis.
The black line gives the probabilities associated with the global best fit parameters in Figure 1.6. For the
color lines, parameters not explicitly stated are fixed to the values shown in Table 6.1.
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6.1.4 The Sterile Mixing Angle θ34

The mixing angle θ34 is most significant in the observation of NC dis-

appearance as a result of sterile-mediated neutrino oscillations. The effects of

varying θ34 on both the νµ-CC and NC disappearance probabilities are plotted

in Figure 6.6 for a large range of θ34 values. The magnitude of the atmo-

spheric oscillations maximum in the NC disappearance probability is directly

controlled by θ34 as function of sin2(θ34) in the second term of Eq. 6.1. This

functional form implies that maximal NC disappearance at the atmospheric

scale occurs for θ34 = π/2.
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Figure 6.6: Plotted are oscillation probabilities as a function of L/E showing the effect of the mixing angle
θ34 (top row) and the ratios of the probabilities with respect to the three-flavor global fit (bottom row) for
νµ-CC disappearance (left column) and NC disappearance (right column). The θ34 mixing angle is a free
parameter in the fit described in this analysis. The black line gives the probabilities associated with the
global best fit parameters in Figure 1.6. For the color lines, parameters not explicitly stated are fixed to
the values shown in Table 6.1.
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The magnitude of the sterile mediated oscillations in NC disappearance

is also determined by θ34 through the second term in Eq. 6.5. It is straightfor-

ward to note a parallel relationship between this term and the modification of

atmospheric neutrino oscillations by θ24 by defining the effective mixing angle

sin2(2θeff
24 ) = sin2(2θ24) cos2(θ34), (6.7)

which has a similar functional form to the definition of θeff
23 in Eq. 6.6. We can

observe from this effective mixing angle that for increasing θ34, the magnitude

of the oscillations is reduced even for near-maximal mixing from θ24. This

property is readily seen in Figure 6.6 as the sterile mixing feature occuring

between the detectors for small θ34 is entirely removed when θ34 = π/2, which

is opposite to the maximal mixing at the atmospheric frequency for this value

of the mixing angle.

6.2 Motivation for a Two-Detector Fit

The three-flavor standard oscillations analyses in MINOS and MINOS+

searched for muon neutrino disappearance in the FD as predicted by the obser-

vation of the neutrino data spectrum in the ND [238]. In the case of standard

oscillations, oscillations do not occur in the ND, so any discrepancy between

data and simulation can be attributed to some form of mismodeling either in

the detector or in the neutrino beam. A beam fit mechanism was employed in

the three-flavor analyses in order to alter the underlying phase space of the MC

prediction in such a manner that the data/MC agreement in the energy spec-

trum was improved [92]. The systematic shifts determined by this beam fit are
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Figure 6.7: The beam matrix used in the extrapolation of the FD reconstructed
energy spectrum for the standard oscillations analysis (left) together with the
simulated ND and FD reconstructed energy spectra (right). The transforma-
tion of the hatched regions between the FD and ND spectra demonstrates the
effect of applying the beam matrix. Figures are reproduced from Reference
[92].

propagated to the FD by use of the beam matrix method, which accounts for

differing detector purity, background, energy resolution, and solid-angle accep-

tance using a multi-stage procedure. However, this analysis is not suitable in

the search for sterile neutrino oscillations as it is based on the assumption that

any data/MC disagreement in the ND can be attributed to systematic fluc-

tuations and not sterile neutrino oscillations. It was demonstrated in Section

6.1 that this assumption is invalid for ∆m2
41 > 1 eV2.

The previous MINOS sterile analysis [155] used a Far-over-Near ratio

fit method wherein MINOS FD spectrum was divided binwise by the MINOS

ND spectrum for both CC and NC selected events in order to search for mod-

ulations caused by sterile neutrino mediated oscillations. The Far-over-Near

ratio method benefits from the straightforward reduction or possible cancel-

lation of systematic uncertainties that share similar relative effects in both
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detectors such as cross sections with the detector components and beam op-

tics effects that are readily propagated forward from the ND to the FD. The

ratio of spectra shifted by equivalent relative amounts clearly would not suffer

from any reduction in sensitivity due to such a systematic effect. While the

reduction of systematic effects is a benefit of the Far-over-Near method, this

property also serves as a demonstration that such a method eliminates valu-

able information arising from the observation of neutrino spectra in the two

detectors. For instance, a shift in the energy spectra at a particular energy

in both detectors is not necessarily attributable to systematic effects. The

presence of sterile neutrino oscillations with shared effects at similar energies

in the two detectors can allow for the introduction of undesirable ambiguity

and degeneracy.

For the analysis presented in this thesis, I have developed a two-detector

fit method which simultaneously searches both detectors for the effects of

sterile neutrinos. In this method, the systematic uncertainties are incorporated

through the construction of a covariance matrix which includes the correlation

of systematics both within each detector and between the energy spectra of

the two detectors, as will be discussed in detail in subsequent sections. The

new method allows for the mitigation of the effects of systematic uncertainty

without the destruction of information that occurs in a ratio method. The

preservation of information from both detectors becomes critical to achieving

the maximal possible sensitivity of the search when considering the wide range

of possible oscillations that may be observed.
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Figure 6.8: The Far-over-Near ratios for MINOS data (black points) plotted
with the three-flavor simulation (red line) for the parameters listed on the plot
with the uncorrelated systematic uncertainty given by the red shaded band.
Events selected by the CC selector are shown in the upper plot while events
selected by the NC selector are shown in the lower plot. The data and three-
flavor prediction shown in this plot are reproduced from the similar figure in
Reference [155].
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In MINOS and MINOS+, oscillations arising from mixing with a sterile

neutrino state may occur at baselines ranging from before the ND to beyond

the FD, as illustrated in Section 6.1. Given that the three-flavor neutrino

oscillations paradigm has been well-measured, further searches for oscillations

phenomenon depend on the observation of variations on the three-flavor prob-

ability. The modulations on the standard three-flavor probability are shown in

the lower panels of Figs. 6.4, 6.5, and 6.6 by taking the ratio of the (3+1)-flavor

probability function with respect to the three-flavor expectation. Studying

these probability curves leads to several general conclusions. First, the first

oscillation maximum shifts to smaller values of L/E, which corresponds to

higher energy in each detector given the fixed baselines, as the mass-splitting

scale becomes larger. Second, if a first oscillation maximum occurs in the FD,

the ND spectrum remains largely unchanged, whereas if the first oscillation

maximum occurs in the ND, the FD spectrum observes a net normalization

offset due to smeared rapid oscillations. Third, if the oscillations maximum

occurs in the high-energy regime of the ND, then both detectors observe a

net normalization deficit with respect to the three-flavor oscillation case. Fi-

nally, if both detectors fall within the regime of rapid oscillations for the sterile

mass-splitting, variations are still present in the magnitude of the atmospheric

oscillations.

220



Figure 6.9: MC simulation of predicted reconstructed energy spectra and Far-over-Near ratio for three-
flavor oscillations and (3+1)-flavor oscillations at a test point in parameter space where θ24 = 0.2 and
∆m2

41 = 80.0 eV 2. The FD (upper left) and ND (upper center) simulated reconstructed energy spectra are
plotted. Using these plots as input, the ratios of the (3+1)-flavor prediction with respect to the standard
three flavor prediction are plotted for the FD (lower left) and ND (lower center) as well as the simulated
Far-over-Near ratio for 3- and (3+1)-flavor oscillations (upper right). Using the Far-over-Near ratio results,
the double Far-over-Near ratios of the simulated spectra with respect to three-flavor oscillations are plotted
(lower right).
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A comparison of the Far-over-Near ratio and simultaneous two-detector

fits methods is possible taking into account the probability signals that may

be observed. When oscillations are confined to the L/E regime corresponding

to greater than or equal to the FD, there is no significant difference between

methods as the ND serves only to establish the spectrum for a probability of

unity, either as the denominator of a ratio or through cancellations within a

covariance matrix. The power of the two-detector method is made apparent

when considering oscillations occurring at baselines less than or equal to the

ND. In a Far-over-Near ratio fit, the ratio spectrum is always subject to the

statistical uncertainties associated with the predicted event rate in the FD. For

MINOS and MINOS+, the relative statistical uncertainties in the FD are on

the order of 15%, as compared to the < 0.1% relative statistical uncertainty in

the ND. Thus, even though modulations on the three-flavor paradigm in the

ND can ideally be observed in a Far-over-Near ratio fit, the sensitivity of the

analysis is limited by the statistical errors in the FD. In fact, it would be rea-

sonable to expect a better measurement from a ND-only fit as compared to a

Far-over-Near ratio fit when considering these short-baseline oscillations. A si-

multaneous two-detector fit permits a synergistic combination of the strengths

of each detector without unduly penalizing the other.

A demonstration of the improvement in experimental sensitivity using

a two-detector fit is illustrated in Figure 6.9. Consider the predicted recon-

structed neutrino energy spectrum in both the FD and ND for the case where

a sterile neutrino exists with ∆m2
41 = 80.0 eV2 and θ24 = 0.2. At this point

222



in the parameter space, the Far-over-Near ratio contains only minimal oscilla-

tory behavior, which could not be disentangled from statistical or systematic

uncertainties. However, when using a two-detector fit both the FD and ND

observe a depletion in predicted event rate for the full range of reconstructed

neutrino energies with a small oscillatory modulation in the high energy tail

of the ND. Any oscillation signal with similar behavior becomes ambiguous in

a Far-over-Near ratio fit but is readily detectable when utilizing the combined

sensitivity of both detectors.

6.3 Simultaneous Two-Detector Fit

As discussed in the previous section, the 2016 MINOS sterile analysis

was based on a fit to the Far-to-Near ratio which had the benefit of canceling

many systematic uncertainties directly at the expense of removal of any effects

that occur at similar energies in both detectors, regardless of whether these

effects may in fact be due to oscillations. The simultaneous two-detector fit

presented here uses a covariance matrix in order to encode information about

both correlated and uncorrelated systematic effects between bins of recon-

structed energy in both the ND and FD. The covariance matrix construction

still permits the mitigation of the effects of correlated systematic uncertainties

through the behavior of large off-diagonal elements in the covariance matrices.

It can be demonstrated that the covariance matrix approach is mathe-

matically equivalent to the fitting of systematic uncertainties using estimated

systematic template spectra with scaling determined by nuisance parame-
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ters [187]. However, such a systematic parameter based fit is subject to in-

creased computational demands due to a large number of potentially degen-

erate nuisance parameters, which can be avoided by the use of a covariance

matrix. We will also see in the next section that it is possible to extract sys-

tematic information in post-fit analysis, reproducing the results determined

by a nuisance parameter fit while avoiding known weaknesses of that method

and demonstrating the superiority of a covariance matrix approach.

6.3.1 Fit Strategy

In this analysis we search simultaneously in both detectors for modu-

lations on the standard oscillations due to sterile neutrinos by minimizing

χ2
CC,NC =

N∑
i=1

N∑
j=1

(xi − µi)[V−1]ij(xj − µj), (6.8)

where the number of events observed in data and the MC prediction are de-

noted by xi and µi, respectively. The index i = 1, ..., N labels the reconstructed

energy bins from 0 to 40 GeV in each detector with N being the sum of ND

and FD bins. The predicted number of events µi is varied using a MC simu-

lation with exact forms of all oscillation probabilities in vacuum and includes

all other experimental effects. The V −1 matrix is defined as the inverse of the

N × N covariance matrix, which incorporates the sum of the statistical and

systematic uncertainties. The total χ2 expression has the form

χ2 = χ2
CC + χ2

NC +
(|∆m2

32| −∆m2
gf )

2

σ2
∆m2

gf

, (6.9)
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Parameter Fit Status Constraints

∆m2
21 Fixed 7.40× 10−5 eV2

θ12 Fixed 0.587

θ13 Fixed 0.149

∆m2
32 Free penalty (see Eq. 6.9)

θ23 Free ∈ [0, π/2]

∆m2
41 Free ∈ [10−4, 102] eV2

θ24 Free ∈ [0.01, π/2]

θ34 Free ∈ [0, π/2]

{θ14, δ13, δ14, δ24} Fixed 0

Table 6.2: The parameters for the (3+1)-flavor oscillation model analyzed in
the simultaneous two-detector fit listed with fit status, either free or fixed,
along with the constraints used in the fit.

where the last term constrains the atmospheric mass-splitting to the confi-

dence interval preferred by the global best fit [114] in order to prevent the

fit from reversing the roles of the atmospheric and sterile-mediated oscillation

frequencies. The status in the fit framework of all neutrino oscillations pa-

rameters in the (3+1)-flavor model are listed in Table 6.2. The χ2 statistic

is minimized with respect to the free atmospheric oscillation paramters ∆m2
32

and θ23, profiling over both mass orderings and mixing angle octants, as well

as the sterile mixing angle θ34 while searching grid points in the parameter

space of (θ24, ∆m2
41). All remaining oscillations parameters are irrelevant or

subdominant in the analysis and are fixed either to global best fit values or to

zero.
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The covariance matrix V is a sum of the component statistical and

systematic uncertainty covariance matrices following the form

V = Vstat + Vscale + Vhad + Vxsec + Vbkgd + Vother (6.10)

where each term accounts for a particular source of uncertainty as fully ex-

pounded in Chapter 5. The general structure of the covariance matrices is four

quadrants corresponding to the FD covariance matrix, the ND covariance ma-

trix, and cross-term matrices encoding the covariance between the detectors.

The total covariance matrix has the structure

V =



δ(f)1 0 · · · 0

0
. . .

δ(f)k
...

... δ(n)1

. . . 0
0 · · · 0 δ(n)m


+

26∑
i=1

Vi (6.11)

where the first matrix handles the statistical uncertainties for FD (δ(f)k) and

ND (δ(n)k) bins and the second matrix is the sum of all systematics covariance

matrices. Here the index k indicates the number of bins in the FD prediction

while the index m indicates the number of bins in the ND prediction. The

statistical uncertainties are the standard uncertainty for a Poisson process,

namely
√
N , where N is the expected number of events in a given bin. The

two-detector spectrum is generated for this fit by taking the FD and ND

predictions and joining the final FD bin with the initial ND bin to form a single

vector. This structure can be seen in the diagonal elements of the statistical
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uncertainty matrix where the final (kth) element of the FD spectrum is followed

by the first element of the ND spectrum. As opposed to the extrapolation

technique, this method treats the ND and FD on equal footing in order to

properly disambiguate shape variations arising from systematic uncertainties

from those due to sterile-mediated oscillations.

6.3.2 Near Detector Oscillations

Sterile neutrino mediated oscillations can occur in the ND for suffi-

ciently large mass-splitting ∆m2
41. For the purposes of a standard oscillations

analysis, where the baseline for the first oscillation maximum is on the or-

der of the 735 km distance to the FD, the variations in the true baseline for

detected neutrinos arising from decay within the 675 m decay pipe is of the

order ∼ 10−3, which is negligible. In order to measure the ND oscillations, it

is critical to properly account for the baseline traversed by the neutrinos, as

the effects of baseline variation rapidly become non-perturbative with increas-

ing ∆m2
41. While it is not possible to detect the point of creation of a given

neutrino, and to therefore have perfect knowledge of the traversed baseline,

we model the relative quantities of neutrinos being produced by hadron decay

along the length of the decay pipe. The mapping of this distance traveled by

simulated neutrinos prior to interaction in the ND is shown in Figure 6.10. In

order to properly compute the oscillation probabilities, we generate a matrix

for conversion of simulated neutrino L/E to reconstructed energy, which is uti-

lized in the generation of both ND and FD predictions. This method provides
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Figure 6.10: Plotted are the number of νµ produced from the decay of π+

(black) or K+ (red) and the number of ν̄µ produced from the decay of π− (blue)
or K− (green) as a function of the distance traveled by the neutrino prior
to detection in the ND. The baseline information of the simulated neutrinos
is preserved by the generation of L/E versus reconstructed energy matrices
which are used to generate oscillated predictions for ND and FD reconstructed
energy.

sufficient resolution to detect neutrino oscillations due to ∆m2
41 < 1000 eV2,

which would not be possible under the assumption of a single fixed baseline

for each detector.

6.3.3 Conditional Multivariate Gaussian Distributions

Performing a fit with a covariance matrix-based χ2 function implies that

the energy bins are distributed according to a multivariate Gaussian distribu-

tion. A multivariate Gaussian distribution is a generalization of the univariate

Gaussian distribution, which consists of a set of normally-distributed random

variables that may or may not be correlated. In the event that the multivari-
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ate Gaussian is correlated, and thus covariances exist between the variables,

one can compute the conditional distribution of a subset of the variables given

the observation of the remaining subset. The condition of strong correlations

between energy bins yields significant power in detecting oscillatory behavior

that is not expected from known sources of systematic uncertainty as each

observed energy bin serves as a constraint on the expected observation in cor-

related energy bins.

Visualization techniques used to display relative uncertainties in the

form of uncorrelated error bands can be highly misleading in the case of

strongly correlated uncertainties. Typically, an uncorrelated error band ap-

proximating the general shape and magnitude of systematic uncertainties can

be extracted from the diagonal elements of the covariance matrix, which are

the bin-by-bin variances. This method is sufficient in the case of a single

source of systematic uncertainty, or in the case of a weakly correlated ensem-

ble of uncertainties. As correlations increase, it is substantially more likely that

variations outside of those predicted by the uncorrelated error band could arise

that would not contribute significantly to a measurement of χ2. Further, in

displaying data/MC agreement in the context of a covariance matrix fit, large

deviations may be observed that correspond to known systematic fluctuations.

In a fit with template sytematics and nuisance parameters, these systematic

variations would be directly corrected out of the MC simulation but such cor-

rections are not naturally applied in the covariance matrix technique.

In order to address the need to visualize the internal functioning of the
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Figure 6.11: The combined total of systematic and statistical fractional un-
certainty for the νµ-CC sample is plotted as a function of the reconstructed
energy for at the FD (upper left) and ND (upper right). The fractional un-
certainty bands are computed from the square roots of the diagonal elements
of the summed statistical and systematic matrices. The red band corresponds
to the diagonal of the covariance matrix before the decorrelation procedure
(lower left), and the blue line corresponds to the diagonal after the decorrela-
tion procedure (lower right)
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covariance matrix method, we introduce here a decorrelation procedure, which

can be used to produce a post-fit data/MC spectrum that shows the differences

between observation and simulation after accounting for all the effects of corre-

lated uncertainties. Additionally, this method produces an uncorrelated error

band, which shows the irreducible level of uncertainty in each energy bin given

the known sources of systematic uncertainty. The decorrelation procedure has

a similar purpose to more traditional extrapolation methods in which one de-

tector observation is propagated to correct the prediction in a second detector,

though it should be noted that this is in fact occuring beneath the surface in

the mechanism of the covariance matrix fit. The decorrelation method exploits

the aforementioned properties of multivariate Gaussian distributions by itera-

tively conditioning each bin of reconstructed energy upon the observations of

events in all other energy bins.

Consider the multivariate Gaussian distribution, x ∼ N(µ,Σ) where

x contains N random variables representing histogram bins, µ is the nominal

prediction, and Σ is the positive semi-definite symmetric matrix describing

the covariances between bins. The N bins can be partitioned into two group

x1 and x2, which could represent the FD bins and ND bins, such that

x =

[
x1

x2

]
with sizes

[
q × 1

(N − q)× 1

]
, (6.12)

with the mean vector given by

µ =

[
µ1

µ2

]
with sizes

[
q × 1

(N − q)× 1

]
, (6.13)

231



and the covariance matrix taking the form

Σ =

[
Σ11 Σ12

Σ21 Σ22

]
with sizes

[
q × q q × (N − q)

(N − q)× q (N − q)× (N − q)

]
. (6.14)

Using the FD and ND example, µ1 is the nominal FD prediction and µ2

is the nominal ND prediction. Similarly Σ11 is the FD covariance matrix, Σ22

is the ND covariance matrix, and Σ12 and Σ21 contain covariances between

the detectors.

Now consider an observation (measurement) of x2 such that x2 = α.

One can calculate the conditional distribution of x1 after accounting for the

correlations encoded in the covariance matrix. Calculating the FD distribution

conditional on the ND is effectively an extrapolation procedure.

The conditional distribution is defined by x1 ∼ N(µ̄, Σ̄) [239] where

µ̄ = µ1 + Σ12Σ
−1
22 (α− µ2), (6.15)

with variance

Σ̄ = Σ11 −Σ12Σ
−1
22Σ21. (6.16)

In a simple two-bin example, after computing the conditional distribution of

x1, x1 and x2 are no longer correlated. In addition, µ2 is corrected according

to the difference between α and µ2. For more than two-bin fits, this decor-

relation procedure can be performed recursively, correcting N − 1 based on

observed data. This procedure is not used directly in the analysis, but it is
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Figure 6.12: The combined total of systematic and statistical fractional uncer-
tainty for the NC sample is plotted as a function of the reconstructed energy
for at the FD (upper left) and ND (upper right). The fractional uncertainty
bands are computed from the square roots of the diagonal elements of the
summed statistical and systematic matrices. The red band corresponds to the
diagonal of the covariance matrix before the decorrelation procedure (lower
left), and the blue line corresponds to the diagonal after the decorrelation
procedure (lower right)
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useful for visualizing the true data/MC agreement within the expected sys-

tematic uncertainties. The results of the decorrelation procedure outlined in

this section are shown for the combined total covariance matrices, including

both statistical and systematic uncertainties, are shown in Figs. 6.11 and 6.12.

6.4 Asimov Sensitivities

In order to quantify the improved sensitivity of the two-detector fit

method, we compute the confidence interval in the sterile mixing parameter

space (sin2(θ24),∆m2
41) as determined by fitting an Asimov experiment. The

Asimov experiment in the case of this analysis is defined as a high-statistics

pseudodata generated using the three-flavor neutrino oscillations paradigm

with all systematic parameters set to the nominal values. The Asimov exper-

iment defines the expected median spectrum of the population of all possible

spectra arising from the estimated statistical and systematic variations [240].

Contours showing the 90% C.L. Asimov sensitivities for the Far-over-

Near and simultaneous two-detector fit methods are presented in Figure 6.13.

A comparison of the plotted contours demonstrates the increased sensitivity

for all mass-splitting scales, though the most significant improvement is seen

for ∆m2
41 > 10 eV2. The source of this dramatic increase in sensitivity is the

utilization of the full statistical power of the ND spectrum as was previously

discussed, in addition to the more precise cancellation of only systematic effects

between the FD and ND. The contributions to the Asimov sensitivity resulting

from the component νµ-CC and NC samples is plotted in Figure 6.14. These
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Figure 6.13: Comparison of the Asimov sensitivities computed using the simul-
taneous Two-Detector fit method for MINOS and MINOS+ simulation (black)
with the Far-over-Near ratio method for the MINOS only analysis (green)
and the combined MINOS and MINOS+ analysis (orange). The two-detector
method has significantly higher sensitivity for all ∆m2

41 with the greatest im-
provement at large mass-splitting.
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contours demonstrate the dominance of the νµ-CC sample in terms of sensi-

tivity to sterile oscillation parameters for all regions of the (sin2(θ24),∆m2
41)

parameter space due to significantly lower estimated systematic uncertainties.

The NC events provide some excess sensitivity in the rapid oscillations region

(∆m2
41 > 500 eV2) and in the vicinity of the degeneracies associated with the

atmospheric mixing parameters discussed in detail in Chapter 7.

Figure 6.14: The 90% C.L. Asimov sensitivities computed in the simultaneous
Two-Detector fit framework for the isolated νµ-CC sample (blue), the isolated
NC sample (red), and the joint νµ-CC and NC fit (black). The νµ-CC sample
provides the dominant sensitivity for all regions of the parameter space. The
NC sample provides additional sensitivity at very high mass-splitting and in
the region surrounding the atmospheric oscillations degeneracy discussed in
Chapter 7.

The contributions to the Asimov sensitivity from independent fits to

the ND and FD are compared with the simultaneous Two-Detector fit method
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in Figure 6.15. The transition between the FD and ND dominance of the

sensitivity takes place at ∆m2
41 ∼ 1 eV2. The individual and joint detector

contributions are also shown for the isolated CC and NC samples. The similar-

ity between the CC sample contributions and the overall CC and NC Asimov

sensitivity demonstrates again that the CC sample is the dominant source

of sensitivity over the entire search range, though the NC events provide a

cross-check on the observation of large mixing angles. The comparison of the

individual FD Asimov sensitivity to that for the Two-Detector demonstrates

the role of the ND in strong cancellation of correlated sources of systematic

uncertainty. Further, the magnitude of the systematic and statistical uncer-

tainties in each detector are such that the detectors coincidentally contribute

in nearly equal proportion to the Asimov sensitivity for high ∆m2
41.

6.4.1 Shape vs. Normalization

Decorrelation of the covariance matrix and the resulting modifications

both to the band of uncertainty and the spectral prediction makes manifest the

complex interplay between the aspects of shape and normalization of the en-

ergy spectra. In this context, shape refers to fluctuation behavior that does not

result in a net change in event rate over the energy spectrum, whereas normal-

ization refers to the obverse. It has been shown in previous sections that the

measurement of a normalization deficit is necessary in this analysis for detect-

ing sterile neutrino mediated oscillations that may occur at shorter baselines

than the distance to the ND. In a covariance matrix fit, it is non-trivial to
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Figure 6.15: Asimov sensitivities for the simultaneous Two-Detector fit
method compared with the independent fits to the ND and FD. The detector
contributions are plotted for fits to the isolated νµ-CC sample (bottom left),
the isolated NC sample (bottom right), and the joint νµ-CC and NC fit (top).
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declare a single value which captures the level of uncertainty associated with

normalization. An effective normalization uncertainty can be determined by

sampling the χ2 function over a range of overall normalization shifts and de-

termining the magnitude of the displacement which varies the χ2 by one unit.

This procedure is demonstrated in Figure 6.16 for the MINOS and MINOS+

simultaneous Two-Detector fit, and the effective 1σ normalization uncertainty

is found to be 8.3% for the νµ − CC sample and 9.6% in the case of the NC

sample. Using these measured effective normalization parameters, we use a

post-fit minimization procedure to determine the magnitude of the systematic

contribution from the normalization that was favored by the covariance ma-

trix fit, which is an equivalent result to a fit using a normalization systematic

correction scaled by nuisance parameter.

Figure 6.16: The χ2 function for three flavor fake data scaled by a normaliza-
tion factor. This implies that the effective normalization systematic is ∼3%.
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The contributions to the Asimov sensitivity by the shape and normal-

ization effects is shown in Figure 6.17. For all ∆m2
41 < 10 eV 2 the contributions

from shape modulations are the dominant source of sensitivity. It is important

to note that for the purposes of the two-detector analysis a relative normaliza-

tion difference between the FD and ND is a shape effect since it affects some

bins of reconstructed energy at the exclusion of others. Thus, an exclusive

normalization component of the sensitivity can only emerge when an abso-

lute normalization offset is observed in both detectors. As has been discussed

in previous sections, a net normalization offset can only be observed in both

detectors when the first oscillation maximum precedes sampling by the ND,

which corresponds to a large value of ∆m2
41. This is the reason that the domi-

nant contribution to the experimental sensitivity transitions from shape-driven

to normalization-driven effects with increasing mass-splitting.

Although perhaps intuitively unexpected, there exist contributions to

the sensitivity due to shape effects at ∆m2
41 = 1 keV2. For sterile neutrino

mediated oscillations with ∆m2
41 ≥ 1 keV2, the first oscillation maximum oc-

curs at shorter baselines than the distance to the ND, and thus the oscillations

may be entirely smeared by energy resolution limitations such that both de-

tectors observe a net normalization offset. In this case, the contribution due

to shape arises from variations in the atmospheric oscillations maximum ob-

served in both the CC and NC samples as was discussed in the phenomenology

section and plotted in Figure 6.4. The shape contribution contour plotted in

Figure 6.17 indicates the minimum constraint in the (3+1)-flavor parameter
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space arising due to the observation in three-flavor neutrino oscillations of

near-maximal atmospheric mixing.

Figure 6.17: Comparison of the simultaneous Two-Detector Asimov sensitivity
(red) to the contributions from the spectral shape variations (green) and the
normalization systematic uncertainty (blue) as extracted in post-fit analysis.
The normalization component dominates the sensitivity for ∆m2

41 > 100 eV2

while shape information dominates the sensitivity for the remainder of the
parameter space.

6.4.2 Insufficiency of Asimov Sensitivity

The effectiveness of the Asimov sensitivity for determining the relative

contributions from the various fit components and simulated data samples

has been demonstrated. However, the Asimov experiment represents an ide-

alized case for the experimental results and is inadequate in determining the

expected median experimental sensitivity in the (sin2(θ24),∆m2
41) parameter
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space. In order to understand why this is true, we first note that the Asimov

experiment spectrum can only correspond to the expected median sensitivity if

systematic and statistical fluctuations that are symmetric with respect to the

Asimov result in symmetric variations in the resultant sensitivity. This criteria

can be tested empirically by applying symmetric shifts to the Asimov exper-

iment and observing the effect on the sensitivity. It can be demonstrated to

very high precision, as shown in Figure 6.19, that normalization-only shifts in

the Asimov experiment result in symmetric shifts in the expected sensitivity.

In this case, the median sensitivity of an ensemble of fluctuated pseudoex-

periments coincides with the Asimov sensitivity. In contrast, as is shown in

Figure 6.18, symmetric shifts with respect to the Asimov sensitivity that in-

clude shape information derived from known systematic uncertainties do not

result in symmetric variations in the fluctuated sensitivities with respect to the

Asimov sensitivity. Thus, the Asimov sensitivity is not generally an adequate

approximation for the median experimental sensitivity.

In order to understand the differing behaviors for normalization-only

and shapeful shifts with respect to the Asimov experiment, we note that a

normalization shift with respect to the Asimov experiment approximates a

possible sterile neutrino oscillation signal for high mass-splitting. The covari-

ance matrix fit is highly sensitive to the detection of spectral variations that

have the appearance of sterile oscillations, while strongly disfavoring a ster-

ile neutrino interpretation of an expected systematic shape fluctuation. Any

systematic variation which introduces spectral shape variations inconsistent
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Figure 6.18: Ratios of pseudodata samples with symmetrically varied system-
atics parameters to the Asimov spectrum (right) and the resulting Asimov and
fluctuated sensitivities in the sterile parameter space (left). The symmetry ob-
served in the comparison of fluctuated and Asimov spectra is not translated
to a symmetric response in the sensitivities.

with a sterile signature will necessarily increase the χ2 and therefore tend to

increase the sensitivity constraint, particularly for large ∆m2
41.

The asymmetric systematic fluctuations effected can be demonstrated

by studying an ensemble of flucutated senstivities with full systematic vari-

ations, which do not necessarily mimic a sterile signal in the manner of an

absolute normalization shift. The results of such a study are shown in Fig-

ure 6.20 where the FD has been removed from the sensitivities for simplicity.

In the case of purely statistical fluctuations, we see a lack of agreement between

the Asimov sensitivity and median of the fluctuated sensitivities due to the

discord between the randomness of statistical fluctuations and the smoothly

varying modulations that are observed for sterile signals. Reduction in the

size of the data sample, which necessarily increases the relative statistical er-

rors, results in a larger disagreement between Asimov and median sensitivity,
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Figure 6.19: Demonstration of the effects on the Asimov sensitivity for
normalization-only variations to the spectrum. The simulated data samples
with normalization shifts .
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though the relative size is preserved. The most dramatic difference between

the Asimov and median sensitivities is seen for the highly-correlated systemat-

ics variations as this results in the strongest difference between possible sterile

signals and expected systematic variations. As a result of these observations,

Asimov experiments and the corresponding sensitivities are useful only for the

rapid validation of the mechanism of the covariance fit method and should

not be considered as a reliable determination of the expected experimental

senstivity.
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Figure 6.20: A simulated νµ-CC data study of the differences between the
Asimov senstivity and median sensitvity of an ensemble of pseudoexperiments
for the standard covariance matrix (top row), the covariance matrix with cor-
relations removed (center row), and statistical uncertainty only (bottom row).
The left column is generated using the full simulated ND CC sample, while
the right column is produced with a scaled down ND CC sample in order to
increase the significance of statistical uncertainties.
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Chapter 7

Results of the Sterile Neutrino Oscillations

Search

In this chapter, we present the results of the simultaneous Two-Detector

search for sterile neutrino mediated oscillations. We begin by presenting the

data spectra for the combined MINOS and MINOS+ samples, and by per-

forming initial measurements of consistency with the standard three-flavor

oscillations paradigm. The χ2 surfaces resulting from the fit to the data are

then presented along with the data spectra compared to the best-fit (3+1)-

flavor spectral predictions. We then discuss the properties of the fit result

including properties of the χ2 surface and decomposition of the fit compo-

nents. Further, we discuss the statistical interpretation of the fit results using

two distinct methods to validate the setting of proper frequentist confidence

intervals. Finally, we discuss an experimental combination with reactor neu-

trino experiments Daya Bay and Bugey-3 in order to frame the results in the

electron neutrino appearance parameter space directly probed by LSND and

MiniBooNE.
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7.1 Reconstructed Energy Data Spectra

The sum of data collected by the MINOS experiment in neutrino (νµ)

mode, which accumulated an integrated proton exposure of 10.56×1020 POT,

and the MINOS+ experiment, which accumulated an integrated proton expo-

sure of 5.80× 1020 POT in the first two years of running, is shown in Figs. 7.1

and 7.2 for the νµ-CC selected and NC selected events, respectively. The re-

constructed energy spectrum of the data demonstrate the substantial number

of events MINOS and MINOS+ have collected over a broad range of ener-

gies, and the data is observed to be consistent with a three-flavor oscillations

hypothesis, as expected from the standard oscillations result. The energy win-

dow used in this analysis ranges from 0 − 40 GeV in both detectors, which

ensures that data is collected and analyzed both from the strongly focused

peak regions as well as the high-energy tail which is dominated by an unfo-

cused, highly-forward parent hadron flux. The estimated backgrounds are also

shown in the data energy spectra with the CC selection containing a minimal

NC background component and the NC selection containing a substantially

larger quantity of focused background CC events. The background CC events

in the NC sample undergo three-flavor oscillations, as evidenced by the varia-

tion in the background flavor composition from the ND to the FD.

7.1.1 Consistency with Standard Oscillations

Visual inspection of the reconstructed energy data spectra in Figs. 7.1

and 7.2 shows apparent agreement with the standard three-flavor oscillations
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Figure 7.1: The FD CC-selected (left) and ND CC-selected (right) recon-
structed energy data sample (black points) compared to the simulated predic-
tion for standard three-flavor oscillations (red) displayed with the uncorrelated
systematic uncertainty (red shading). The background events are also plotted
in stacked histograms, with the NC events representing the dominant back-
ground component.

Figure 7.2: The FD NC-selected (left) and ND NC-selected (right) recon-
structed energy data sample (black points) compared to the simulated predic-
tion for standard three-flavor oscillations (red) displayed with the uncorrelated
systematic uncertainty (red shading). The background events are also plot-
ted in stacked histograms, with the νµ-CC events representing the dominant
background component. The variations in the relative composition of the
background events is due to the effects of three-flavor oscillations.
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Figure 7.3: The double ratio of the Far-over-Near ratio in data (black) to the
Far-over-Near ratio for the standard three-flavor prediction (dashed red) for
the CC-selected sample (left) and the NC-selected sample (right). Relative
statistical uncertainties are represented by the black error bars, while the rela-
tive decorrelated systematic uncertainties are shown by the red shaded bands.
The χ2 per degree of freedom and p-values are computed using the standard
Pearson’s χ2 test [241] and are insufficient to reject the null three-flavor oscil-
lations hypothesis at a reasonable level of confidence.

paradigm. In order to make an initial quantitative statement with respect to

the level of this agreement, we construct double-ratio spectra separately for

the νµ-CC and NC spectra where the ith bin is given by

R3ν =
FDpred,3ν/FDdata

NDpred,3ν/NDdata

. (7.1)

In Eq. 7.1, FDMC,3ν and NDMC,3ν are the MC reconstructed energy spectra

simulations assuming three-flavor oscillations and FDD and NDD are the data

spectra. In the case of an Asimov experiment, which is defined by the ex-

pected median spectrum under the three-flavor oscillations hypothesis, this

ratio would be uniformly unity. The data R3ν spectra are plotted in Fig.

compared to the prediction from standard three-flavor oscillations with the
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systematic uncertainty band displayed after decorrelating the covariance ma-

trix as described in Chapter 6. We compute a χ2 statistic using Pearson’s χ2

test [241], which results in χ2/dof = 44.27/43 and χ2/dof = 9.07/26 for the

CC- and NC-selected samples, respectively. The p-value associated with the

observed χ2, which is the probability of finding a distribution at least as dis-

crepant as we observe, conditional on a true standard oscillations hypothesis,

is 0.418 in the case of the CC sample and 0.999 in the case of the NC sample.

The initial assessment of the double ratio R3ν permits two general con-

clusions. First, the variations between the observed data spectra and the

three-flavor oscillations predictions are not statistically significant. In order

for a result to permit rejection of the null hypothesis, which in this case is the

three-flavor paradigm, a p-value threshold is usually set at a value less than

0.05, which would represent a greater than 2σ deviation from the expected

result. Neither the νµ-CC- nor NC-selected samples give a large enough χ2

value to rise to such a threshold. The second conclusion is that the p-values

are indicative of a greater overall disagreement between data and MC in the

CC sample as opposed to the NC sample under the assumption of three-flavor

oscillations. This result is attributable at least in part to both a lower overall

event rate in the NC selected sample and larger residual systematic uncertain-

ties in this sample after accounting for correlated effects. It is important to

note that this initial evaluation of the data suffers the weaknesses associated

with the Far-over-Near ratio method discussed in Chapter 6, whereas state-

ments of greater significance can be achieved through an analysis using the
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simultaneous Two-Detector fit, as discussed in the following sections.

7.2 The χ2 Surfaces

Using the simultaneous Two-Detector fit method, we minimize the

χ2 test statistic as described in Section 6.3.1 using the MINUIT package

[242] within the ROOT data analysis framework. The best-fit (minimum)

χ2 at each fixed point of a logarithmically-spaced grid in the parameter space

(sin2(θ24),∆m2
41) is shown in Fig. 7.4 with the identically computed surface

for the Asimov spectrum also shown for comparison. The plotted surfaces

are truncated such that the color scale represents the range ∆χ2 ∈ [0, 20].

The Asimov and data fit χ2 surfaces have similar structures, particularly in

the region of 10−2 eV2 < ∆m2
41 < 103 eV2 where the χ2 values increase uni-

formly across the range of mass-splitting at an approximately quadratic rate.

Both surfaces also show clear signs of the degenerate regions in the area where

∆m2
41 < 5 × 10−2 eV2 and sin2(θ24) > 0.01, which is discussed in detail in

Section 7.2.2.

The global best-fit points are indicated on the χ2 surfaces by the yellow

circles, and the parameters associated with the global best fit to the combined

MINOS and MINOS+ data are listed in Table 7.2. The global best-fit to the

data is degenerate with the standard three-flavor oscillations solution as will be

discussed in the next section. At the joint best-fit point, χ2/ = 99.3085/140,

which corresponds to significantly less than one unit of χ2 per degree of free-

dom and is indicative of conservative error estimation. While the difference
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Figure 7.4: The χ2 surfaces in the (sin2(θ24),∆m2
41) parameter space resulting

from the simultaneous Two-Detector fit to data (upper) and to the Asimov
spectrum (lower). The contour at the nominal ∆χ2

2,0.9 = 4.61 value for the
90% C.L. is drawn (red) without correction by the FC method.
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Figure 7.5: Contours of constant ∆χ2 resulting from the (3+1)-flavor model
Two-Detector Fit to MINOS and MINOS+ data are plotted in the parameter
space (sin2(θ24),∆m2

41). The plotted contours are the raw output of the fit
framework and have not been corrected by the FC method.

between the Asimov and data best-fit points is large in the context of the avail-

able parameter space, it must be emphasized that both of these solutions are

indistinguishable from the standard oscillations case. The ∆χ2 with respect to

the standard three-flavor oscillations prediction is 0.0002, which is negligible.

Given that we minimize the χ2 statistic with respect to all free neutrino

oscillation parameters, the number of degrees of freedom of the distribution

for the difference of χ2 given by

∆χ2 = χ2
profile − χ2

best, (7.2)

where χ2
profile is the minimum χ2 at a given (sin2(θ24),∆m2

41) grid point, and

χ2
best is the global minimum χ2, is reduced to the dimensionality of the param-

eter space under the assumption of Gaussian-distributed uncertainties and an
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χ2
k Confidence Level

k 68% 90% 95% 99%

1 1.00 2.71 3.84 6.63

2 2.28 4.61 5.99 9.21

Table 7.1: Critical values defining the tail probability (Confidence Level) of
the χ2

k distribution where k is the number of degrees of freedom.

absence of physical boundaries. These assumptions are discussed further in

Section 7.3. The critical values of the χ2 distribution, which delimit particular

confidence levels (C.L.s), defined by the p-value or tail proability, are given in

Table 7.1 for both one and two degrees of freedom. The contours of ∆χ2 with

respect to the global minimum for the data fit corresponding to the relevant

confidence levels in Table 7.1 are plotted in Fig. 7.5, and the 90% C.L. contour

alone is also plotted superimposed on the χ2 surface plot in Fig. 7.4. The C.L.

contours demonstrate the nearly uniform decrease with respect to ∆m2
41 in the

overall data constraint as the confidence level is increased.

7.2.1 Best Fit Reconstructed Energy Spectra

The νµ-CC- and NC-selected data as a function of reconstructed energy

compared to the standard three-flavor prediction and the (3+1)-flavor best-fit

before and after application of the decorrelation procedure (see Section 6.3.3)

are shown in Figs. 7.6 and 7.7, respectively. Fluctuations are observed between

data and raw three-flavor predictions which are consistent with those expected

from statistical and systematic uncertainties, and the effect of decorrelation is
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Figure 7.6: The FD CC-selected (left column) and the ND CC-selected (right
column) reconstructed energy data sample (black points) compared to the
standard three-flavor oscillations prediction (red) and the best-fit 3+1-flavor
predictions (blue). The upper plots show the raw spectra and uncorrelated
systematic uncertainties while the lower plots show the spectra and residual
uncertainties after the application of the decorrelation procedure to both the
three-flavor predictions and the (3+1)-flavor best-fit predictions.
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Parameter
best fit preferred values

CC+NC CC NC

∆m2
32 (eV2) 2.430× 10−3 2.430× 10−3 2.636× 10−3

∆m2
41 (eV2) 2.325× 10−3 2.325× 10−3 9.256× 102

sin2(θ23) 0.6413 0.6413 0.5103

sin2(θ24) 0.0001 0.0001 0.9526

sin2(θ34) < 0.0001 < 0.0001 1.0000

Table 7.2: Best-fit parameter values in the (3+1)-flavor model from the simul-
taneous Two-Detector fit to the combined MINOS and MINOS+ νµ-CC and
NC disappearance samples. The preferred parameter values for the CC and
NC component contributions to the joint fit are shown for comparison.

discussed in the context of systematic effects in Section 7.2.3. A comparison

of the data spectra with the three-flavor prediction spectra shows no signifi-

cant modulations consistent with a (3+1)-flavor model such as significant rate

depletion with oscillatory effects, which would be most clearly visible when

comparing the ratio of the data specta to the standard oscillations prediction.

As stated in the previous section, the (3+1)-flavor best fit is approximately

degenerate with the three-flavor solution as evidenced by the complete overlap

of the red and blue spectra and ratios. The NC spectra retain larger resid-

ual deviations from the standard oscillations prediction than the CC spectra,

however this corresponds well with the similarly larger residual uncertainties

presnt in the NC sample, which tends to negate a sterile neutrino interpreta-

tion of these features given the present state of uncertainty.
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Figure 7.7: The FD NC-selected (left column) and the ND NC-selected (right
column) reconstructed energy data sample (black points) compared to the
standard three-flavor oscillations predictions (red) and the best-fit 3+1-flavor
predictions (blue). The upper plots show the raw spectra and uncorrelated
systematic uncertainties while the lower plots show the spectra and residual
uncertainties after the application of the decorrelation procedure to both the
three-flavor predictions and the (3+1)-flavor best-fit predictions.
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Figure 7.8: Oscillation probability curves plotted for sets of (3+1)-flavor pa-
rameters which result in approximately degenerate solutions to the standard
three-flavor oscillations case. The analysis presented here does not strongly
distinguish between these approximate degeneracies.
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7.2.2 Degeneracies

In each of the χ2 surface plots presented, a rapid loss of sensitivity be-

gins to occur in the region of ∆m2
41 < 5×10−2 eV2, with an additional distinct

island of allowed parameter space for ∆m2
41 ≈ 5 × 10−2 eV2 and θ24 ≈ π/4.

These features can be attributed to the possibility of emergent degeneracy be-

tween the probabilities for νµ-CC disappearance and NC disappearance in the

standard three-flavor and (3+1)-flavor models. The (3+1)-flavor oscillations

probability becomes approximately degenerate with the standard three-flavor

oscillations probability in three cases:

1. ∆m2
41 � ∆m2

31. In this case, ∆m2
41 ≈ 0 and ∆m2

43 ≈ ∆m2
31. The

convergence of the oscillation frequencies reduces the dependence of the

probability function to the single dominant atmospheric oscillations fre-

quency. The fit can then mimic the standard oscillations probability by

taking θ24 ≈ π/4 and {θ23, θ34} ≈ π/2.

2. ∆m2
41 ≈ ∆m2

31. As in the first case, the oscillation frequencies here

converge on the single atmospheric oscillation frequency, since ∆m2
43 ≈ 0.

This results in a multivalued functional form for the magnitude of the

observed atmospheric oscillation maximum, whereby the fit may mimic

standard oscillations by pairs of mixing angles θ23 and θ24 less than the

upper-octant constraint from a three-flavor fit to the effective θ23 mixing

angle. An example pairing of the mixing angles resulting in approximate

degeneracy is (θ23, θ24) = (π/4, π/8)
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3. ∆m2
41 ≈ 2∆m2

31. In this final case, since the sterile mass-splitting is

twice as large as the atmospheric, ∆m2
43 = ∆m2

31 which again reduces

to a single overall oscillation frequency approximately consistent with

the observed atmospheric oscillations. The fit can then mimic standard

three-flavor oscillations by taking θ24 ≈ π/4 and {θ23, θ34} ≈ π/2. This

results in allowed regions in the sterile parameter space of similar shape

with allowed regions from the standard oscllations analysis.

In each of the scenarios the fit is free to minimize the χ2 to a value consistent

with standard three-flavor oscillations. Given that both the Asimov spectrum

and the observed data spectrum are consistent with the expectation from stan-

dard three-flavor oscillations, we are prevented from excluding these regions

from the allowed parameter space.

7.2.3 Systematic effects

The disagreement between the data and three-flavor oscillations pre-

diction shown in the upper panels of Figs. 7.6 and 7.7, particularly for recon-

structed energies larger than 12 GeV, has the clear appearance of a systematic

effect. This attribution is due to the observation of similar fluctuations at

similar energies observed in both detectors and due to the fluctuations be-

ing observed in a large number of consecutive bins. Further, the fact that in

nearly all cases the observed fluctuations are consistent with an excess num-

ber of events as opposed to a rate depletion leads to the conclusion that an

explanation due to oscillation phenomena is unlikely.
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Having made these observations, it is critical to restate that the power

of the covariance matrix mechanism within the Two-Detector fit framework is

to minimize the impact of known systematic uncertainties at the level achieved

by a standard extrapolation method, while preserving strong sensitivity to os-

cillations phenomena. For illustration purposes, one can imagine that the

covariance matrix method achieves these coequal aims by “selecting” from

amongst a series of embedded correlated systematic shapes, “extracting” the

given shape from the covariance matrix, and “scaling” a corrected MC pre-

diction according to those shapes with iterative repetition until irreducible

uncorrelated uncertainties are all that remains. The actions in this illustra-

tion are not to be taken literally, as the matrix accomplishes the net effect by

a single calculation, which can only be decomposed in the described manner

through the decorrelation procedure.

The output of the decorrelation procedure is the irreducible, uncorre-

lated systematic uncertainty and the systematically-corrected MC prediction.

We can demonstrate the proper functioning of the covariance matrix method

by observing the results of the decorrelation method shown in the lower panels

of the same Figs. 7.6 and 7.7. In the CC selected sample, it is readily apparent

that the differences between data and the uncorrected MC prediction are read-

ily attributable to the various correlated systematic uncertainties contained in

the covariance matrix given the decorrelated agreement.

In the case of the NC sample, the discrepancy between data and the

three-flavor prediction in the ND appears to retain residual correlated shape
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Uncertainty
Sensitivity to sin2 θ24 at:

∆m2
41 = 1 eV2 ∆m2

41 = 1000 eV2

Statistics only 0.0008 0.0002

+Energy scale 0.0054 0.0003

+Hadron production 0.0131 0.0063

+Cross section 0.0138 0.0103

+Background 0.0141 0.0112

+Beam 0.0143 0.0128

+Other 0.0153 0.0165

Table 7.3: The cumulative reduction of the experimental sensitivity as deter-
mined from the median of fluctuated pseudoexperiments to the oscillations
parameter sin2 θ24 due to the effects of systematic uncertainties for selected
values of ∆m2

41. The sources of systematic uncertainty given in this table are
described in detail in Chapter 5.

effects, implying that a source of systematic uncertainty was suboptimally

treated as uncorrelated in the construction of the covariance matrix. In par-

ticular, it may be noted that the shape of the irreducible uncorrelated un-

certainty and the residual data/MC discrepancy are highly similar and share

common features with the uncertainty due to hadronic shower energy model-

ing errors given in Fig. 5.7. A subsequent analysis of this data sample could

potentially achieve a more constraining overall result if hadronic shower energy

modeling could be reevaluated in a manner consistent with bin-to-bin correla-

tions, resulting in both greater error reduction and signficantly better post-fit

agreement between data and simulation. For the purposes of this analysis, we

note that since the overall magnitude of the residual data/MC discrepancy is
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well contained within one standard deviation of the uncorrelated uncertainty

for all energies, the limits computed in this analysis are a conservative (i.e.

minimally constraining) given the observed data.

The estimated cumulative effects on the experimental sensitivity to

sin2(θ24) are listed in Table 7.3. The largest single degradation in sensitiv-

ity is due to the hadron production systematic, which is attributable to the

large uncertainty over a broad range of energies as well as the loss of strong

correlation as a function of bin-to-bin energy difference. The degradation in

sensitivity in the inter-detector region (∆m2
41 ≈ 1 eV2) is initially signficant

with reduced impact as a large number of systematic effects are absorbed. The

high mass-splitting region shows a more incremental response to the addition

of systematic sources, which is attributable to the increased importance of cor-

related, shapeful systematic uncertainties given the negligible ND statistical

uncertainty.

7.2.4 Decomposition of the χ2 Contributions

The modular structure of the simultaneous Two-Detector fit framework

allows for the decomposition of various subcomponents, which contribute to

the joint χ2 fit surface. In decomposing the results of a multi-input joint fit,

it must be noted that only the dominant contributions in any given decom-

position can be interpreted in the context of physical phenomena. If a single

component contribution to the overall χ2 is much larger than others, the sub-

dominant components may be allowed to experience pathological behaviors
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Figure 7.9: The χ2 surfaces in the (sin2(θ24),∆m2
41) parameter space for the

CC (left) and NC (right) component samples resulting from the simultaneous
Two-Detector fit to data (upper) and to the Asimov spectrum (lower). The
contours at the nominal ∆χ2

2,0.9 = 4.61 value for the 90% C.L. are drawn (red)
with respect to the best-fit point for the joint fit and without correction by
the FC method. The minimum χ2 point in each component plot is indicated
by the green point.
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Component χ2

CC sample 77.9479

NC sample 21.3408

∆m2
32 penalty 0.0196

χ2
4ν best fit 99.3083

χ2
3ν best fit 99.3085

∆χ2 0.0002

Table 7.4: The contributions to the χ2 test statistic at the (3+1)-flavor best
fit to MINOS and MINOS+ νµ-CC and NC data. The best-fit χ2 to the
three-flavor hypothesis and the ∆χ2 differentiating (3+1)- and three-flavor
hypotheses are also given.

without having an observable effect on the overall results.

Perhaps the most obvious decomposition is the separation of contribu-

tions from the νµ-CC- and NC-selected samples. The χ2 surfaces extracted

from the joint fit result for the CC and NC samples, both in the case of the

Asimov spectra and data, are shown in Fig. 7.9. Here the same trunctation

has been used as in the overall fit surface such that the color scale represents

the range such that ∆χ2 ∈ [0, 20].

We can immediately see significant similarities in overall structure be-

tween the data and Asimov cases, with the exception being that the χ2 in-

creases at a slightly larger rate as a function of sin2(θ24) in the data surface as

opposed to the Asimov sensitivity. The 90% C.L. limits drawn in Fig. 7.9 use

the ∆χ2 critical value indicated by Table 7.1 as computed from the best-fit

point of the joint fit, which does not necessarily coincide with the preferred
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Figure 7.10: The upper limit contour at 90% C.L. in the parameter space
(sin2(θ24),∆m2

41) resulting from the (3+1)-flavor model Two-Detector Fit to
the combined νµ-CC and NC samples (black) in comparison to the limits
computed from the CC (blue) and NC (red) component surfaces in the joint fit.
All contours are constructed by considering the ∆χ2 with respect to the joint
best-fit point. The plotted contours are the raw output of the fit framework
and have not been corrected by the FC method.
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parameters indicated by the minimum χ2 in the surface for each sample. A

comparison of the joint best-fit parameters to the preferred values in each

of the component samples is given in Table 7.2. The parameters preferred

by the CC sample are degenerate with those preferred by the joint fit. The

values preferred by the NC surface are an artifact of the joint fit procedure

and should not be attributed to oscillations phenomena given that the point

is in region where there is not expected to be NC sensitivity and where the

CC χ2 contribution is extremely high, which can allow for the aforementioned

pathologies.

The contributions of the CC and NC samples to the total χ2 at the

joint best-fit point are given in Table 7.4. The CC component is the dominant

contributor to the total χ2 with the NC sample contributing around one-third

of the value and the ∆m2
32 penalty term discussed in Section 6.3.1 making a

negligible contribution. The dominance of the CC sample for the entire range

of ∆m2
41 at the 90% C.L. can be seen in Fig. 7.10, where the CC and NC

component contours have been drawn for comparison with the combined fit.

Given the observed data in MINOS and MINOS+, the NC sample provides

only a minor increase in the overall exclusion region, which is very nearly

uniform across the entire range of the parameter space and is consistent with

the expectation for standard three-flavor oscillations as demonstrated in the

Asimov study in Fig. 6.14.

A second important decomposition of the joint fit result is the separa-

tion of exclusion power from isolated normalization and shape effects, corre-
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sponding to the same study performed on the Asimov sensitivity in Fig. 6.17.

The separate exclusion limits from normalization and shape components con-

structed using the ∆χ2 with respect to the joint best fit is plotted in Fig. 7.11.

In contrast to the Asimov spectrum, the observed data spectrum contains sys-

tematic and statistical fluctuations, as would be expected in the case of any

experimental result. These fluctuations introduce excess shape information be-

yond that which would be expected by an Asimov experiment, and this results

in the shape contribution to the joint limit overwhelming normalization-only

contributions for the vast majority of the range of ∆m2
41. This is the opposite

behavior of what is observed in the case of the Asimov sensitivity for large

sterile mass-splitting. For this reason, it is not possible to determine the effec-

tive normalization systematic constraint used in the fit directly from the data

fit.

At high ∆m2
41, the 90% CL limit on sin2 θ24 in the Asimov case (Fig.

6.17) is due almost entirely to normalization effects since for sufficiently small

θ24 the probability difference is an energy-independent net deficit. In such a

case, the effect of having a large number of bins in the fit to measure shape

information is rendered ineffective, and the measurement is equivalent to a

counting experiment. These conditions, which are satisfied by our Asimov

spectrum would allow the computation of the relative size of the one standard

deviation normalization constraint, σN
N

using the expression(
N − (1− 1

2
sin2(2θ24))N

σN

)2

< 2.71 (7.3)
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Figure 7.11: Comparison of the simultaneous Two-Detector data fit upper
limit at 90% C.L. (red) to the contributions from the spectral shape variations
(green) and the normalization systematic uncertainty (blue) as extracted in
post-fit analysis. The shape component is the dominant contribution to the
total limit for very nearly the entire range of mass-splittings with the nor-
malization constraint providing additional exclusion for ∆m2

41 > 10 eV2. The
contours plotted in this figure follow the structure established in Fig. 6.17.
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which can be rearranged to yield

1

2
sin2(2θ24) <

√
2.71

σN
N
, (7.4)

where the factor of 2.71 comes from the conversion of a 90% C.L. limit to

a 68% C.L. (1σ) limit. In the case of the Asimov sensitivity, the observed

high ∆m2
41 limit is sin2(2θ24) ≈ 0.07, which when substituted into Eq. 7.4

yields an estimated relative normalization constraint of ∼ 8% with respect to

three-flavor oscillations, which is fully consistent with the dominant CC nor-

malization constraint shown in Fig. 6.16. Performing a similar procedure for

the normalization-only component of the fit to data, we observe a high ∆m2
41

limit of sin2(2θ24) ≈ 0.034, which when substituted into Eq. 7.4 corresponds to

an estimated relative normalization constraint of ∼ 4.3% with respect to three-

flavor oscillations. The apparent decrease in this normalization constraint with

respect to the Asimov arises from the fact that in both the CC and NC samples

in the FD, MINOS and MINOS+ observed an overall event rate ∼ 4% in ex-

cess of the prediction from three-flavor oscillations. Therefore, a one standard

deviation constraint of ∼ 8% with respect to an observed data/MC of ∼ 1.04

translates to a lower ratio bound of 0.957, which rather accurately corresponds

to the ∼ 4.3% upper bound placed on the normalization-only, high ∆m2
41 mix-

ing from the decomposed limit. The entire discussion rendered here would not

apply in the case of a shape-only fit, yet the observed limit in this case, as

shown in Fig. 6.17 is still sin2(θ24) < 0.01 for arbitrarily large mass-splitting.
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7.3 Statistical Interpretation

Under the assumptions that a given parameter space has no relevant

physical boundaries, all uncertainties are normally-distributed, and that sig-

nals are non-degenerate, all results presented to this point are completely valid.

We know however, that in the case of a neutrino oscillations analysis, at least

the third assumption is invalid, and potentially the first two as well. In or-

der to form proper frequentist confidence intervals, we perform three distinct

brute force procedures, the Feldman-Cousins Unified Approach, the genera-

tion of sensitivity confidence bands, and the CLs method, each of which serve

as a tool for correction of the statistical interpretation of the analysis.

7.3.1 Fluctuated Data

In all the statistical methods, the brute force approach equires the sim-

ulation of large samples of pseudoexperiments. A pseudoexperiment is defined

as the simulation of a randomly fluctuated pseudodata sample consistent with

a mean spectrum defined as the predicted spectrum for a given set of oscil-

lations parameters and induced spectral flucutations consistent with the es-

timated statistical and systematic uncertainties. In each pseudoexperiment,

the fluctuated pseudodata is treated by the analysis framework in the same

manner as the real MINOS and MINOS+ data samples. The generation of

prediction spectra consistent with a given set of oscillatons parameters is a

native function of the fit mechanism and is accomplished by the application of

the oscillation probabilities to the migration matrices connecting true neutrino
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L/E to reconstructed neutrino energy for both signal and background events.

An example of one such prediction spectrum is the well-expounded Asimov

spectrum, the spectrum for the case of standard three-flavor oscillations.

In order to replicate fluctuations in the prediction spectra, which could

be reasonably expected from the estimated statistical and systematic uncer-

tainties, we again make use of a covariance matrix method. By construction,

the covariance matrix, V, contains all of the estimated sources of systematic

uncertainty, including the relative shape information and the expected bin-to-

bin correlations. The covariance matrix is also by definition Hermitian and

positive semi-definite, which permits Cholesky Decomposition [243] of the ma-

trix into a product of upper and lower triangular component matrices, as in:

V = LTL (7.5)

where L is the lower triangular matrix. The Cholesky decomposition is akin to

calculating the square-root of the covariance matrix. As discussed previously,

the fit mechanism is capable of generating a high-statistics spectral prediction

consistent with a set of oscillation parameters, which for convenience we will

call S. We then generate a random vector of independent, uncorrelated num-

bers y, such that y has the same number of elements as the spectral vector

S and yi ∼ N(0, 1). In order to transform the set of uncorrelated random

numbers in y into a correlated vector corresponding to the expected shape in-

formation in covriance matrix, we use the lower triangular matrix to produce

Sfluc = S + Ly (7.6)
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where Sfluc is the sysetmatically and statistically fluctuated pseudodata sam-

ple required for generating pseudoexperiments [244]. After the initial spectrum

S and the lower triangular matrix L have been computed, an arbitrary num-

ber of pseudodata samples can be produced by the regeneration of differing

random y vectors. An example of a statistically and systematically fluctu-

ated pseudodata sample compared with the Asimov spectrum from which it

was generated is shown in Fig. 7.16. Computation of the covariance of a

sufficiently large number of pseudodata spectra reproduces the initial input

covariance matrix, which serves as a convenient method for validation of the

computational procedure.

7.3.2 Feldman-Cousins Unified Approach

The Unified Approach proposed by Feldman and Cousins [245], here-

after referred to as the FC method or correction, is a mechanism for determing

the proper frequentist confidence interval for given set of parameters in a sce-

nario where one or more of the assumptions listed at the beginning of this

section is suspected to lead to either too broad or too narrow an accepted

interval. In the frequentist perspective, which generally uses the Neyman con-

struction [246], no prior knowledge of model parameters is assumed and a

classical confidence interval [θ1, θ2] is a member of a set of similar intervals

such that the set satisfies

P (θ ∈ [θ1, θ2]) = α, (7.7)
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Figure 7.12: Example simulated spectra for the Asimov experiment (black)
and statistically and systematically fluctuated pseudodata used for statistical
analysis of the Two-Detector fit. Fluctuated pseudodata are used in the FC
correction method (see Figs. 7.13 and 7.14), in the generation of the fluctuated
sensitivity band (see Fig. 7.16), and in the CLs method (see Figs. 7.17 and
7.18).
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Figure 7.13: The ∆χ2 distribution at a sample point in the (sin2(θ24),∆m2
41)

parameter space used for the determination of the FC correction. Using the
standard 90% C.L. critical value ∆χ2 = 4.61 results in the exclusion of this
point by 29% of pseudoexperiments. The ensemble of pseudoexperiments in-
dicate that for a true confidence level of 90%, a ∆χ2

critical = 6.72 must be
observed in order to ensure the proper frequentist coverage.
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Figure 7.14: The FC correction surface as computed for the Two-Detector
fit. Corrected ∆χ2 critical values are indicated by the shaded scale. The raw
data exclusion contour at 90% C.L. (orange) is compared with the exclusion
contour at 90% C.L. after the application of the FC correction (red).

where θ is the true parameter value, α is the confidence level, and θ1, θ2 are

functions of the experimentally observable quantities. A common interpreata-

tion of this probability statement in the frequentist approach is that for a large

number of hypothetical repetitions of the identical experiment, the fraction of

computed confidence intervals [θ1, θ2] containing the true value θ converges to

α. It is therefore true to claim that for a given future experiment, the prob-

ability that the computed confidence interval will contain the true parameter

value is equivalent to the confidence level. Once an experiment is performed

and a confidence level is established, however, the probability collapses to ei-

ther 0 or 1 as the true value is definitively either contained in the interval or

it is not.
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In this analysis, we seek to set an interval in the (sin2(θ24),∆m2
41) pa-

rameter space at the 90% C.L. As was argued previously, the naive expectation

in this case is that the ∆χ2 critical value of 4.61 for two degrees of freedom

should be the proper threshold for establishing such a confidence interval. The

FC method is a test of this assumption through the simulation of pseudoex-

periments at relevant points in the parameter space, which are generally those

in the region near the raw data limit. In MINOS and MINOS+, we imple-

ment the FC method by simulating statistically and systematically fluctuated

pseudoexperiments with true (3+1)-flavor oscillation parameters. For each

pseudoexperiment, the ∆χ2 is computed in the same manner as for the data,

the form of which is given in Eq. 7.2. An example distribution of ∆χ2 com-

puted for true parameter values sin2(θ24),∆m2
41) = (0.01, 600 eV2) is shown.

For these parameters, the pseudoexperiment distribution shows that a thresh-

old set at ∆χ2 = 4.61 would result in 29% of experiments rejecting the true

parameter values, whereas at the 90% C.L. only 10% of experiments would be

expected to exclude the truth. In order to correct for this overcoverage effect,

we determine a threshold of ∆χ2
critical = 6.72 corresponding to 10% of the sim-

ulated pseudoexperiments rejecting the true parameters. FC correction refers

to the requirement for the data to reach the computationally determined ∆χ2

thresholds in order to reject regions of parameter space instead of the initial

assumption of a flat ∆χ2 = 4.61 critical value.

The results of the FC correction are shown in Fig. 7.14, with the thresh-

old ∆χ2 values given by the blue-scale shading. The most significant correction
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is observed in the ND dominated, high ∆m2
41 region, which is susceptible to

signicant overcoverage due to the tendency of the fit to find local minima in the

degenerate region given these true parameters. As a result of this tendency

toward overcoverage, the 90% C.L. exclusion region is reduced by approxi-

mately a factor of two in the high ∆m2
41 region. The FC-corrected contour is

the proper frequentist upper bound presented as the data limit in all subse-

quent plots.

The FC-corrected data limit is shown in Fig. 7.15 in order to compare

the new result with previously published experiment results constraining this

parameter space. MINOS and MINOS+ set a signficant upper bound on ster-

ile neutrino mediated oscillations over seven orders of magnitude in ∆m2
41.

Over significant ranges of the mass-splitting, MINOS and MINOS+ now set

the most constraining limits to date. The new MINOS and MINOS+ result

improves upon the previously published MINOS-only Far-over-Near ratio anal-

ysis shown in the figure. This improvement can be attributed to the increase

in the data sample, including the new energy range detailed by MINOS+, the

new simultaneous Two-Detector fit method, and improved mapping of the at-

mospheric oscillations maximum due to a finer binning structure. The result

is also in clear tension with global best-fit results for sterile neutrino mediated

oscillations in a (3+1)-model, as evidenced by the clear exclusion of a best-fit

result from Gariazzo et al. [142] shown in Fig. 7.15.
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Figure 7.15: Comparison of the simultaneous Two-Detector data fit upper
limit at 90% C.L. with previous results from IceCube [156], Super-K [247],
CDHS [248], CCFR [230], and SciBooNE/MiniBooNE [131] constraining this
parameter space. The Gariazzo et al. region is the result of a fit using a
(3+1)-flavor model to global neutrino oscillation data [142].
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Figure 7.16: Plotted are the MINOS and MINOS+ data upper limit
(black) and median fluctuated sensitivity (blue dashed) at 90% C.L. in
the (sin2(θ24),∆m2

41) parameter space resulting from the simultaneous Two-
Detector fit after the FC correction. The bands surrounding the median sen-
sitivity indicate the regions containing 68% (green) and 90% (yellow) of the
90% C.L. sensitivity contours resulting from statistically and systematically
varied pseudoexperiments.
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7.3.3 Fluctuated Sensitivity Band

In order to determine how unusual our observed data limit is with re-

spect to the expected experimental sensitivity, we draw systematically and

statistically fluctuated pseudoexperiments using the aforementioned method

with the oscillation parameters set to standard three-flavor values. For each

pseudoexperiment we construct a 90% CL sensitivity and apply the FC cor-

rection. As was discussed in Section 6.4.2, the median sensitivity of fluctuated

pseudoexperiments is expected to be significantly more constraining than the

Asimov sensitivity in the case of our systematically dominated, highly corre-

lated covariance matrix fit.

Given that the data is expected to have fluctuations of the type ap-

plied to the pseudoexperiments, the median sensitivity provides the relevant

benchmark for comparison with the data result. The large number of pseu-

doexperiment contours are summarized by the construction of bands which

contain 68% and 95% of the contours. The fluctuated sensitivity bands are

shown with the FC-corrected data limit in Fig. 7.16. In the FD region, where

∆m2
41 ≤ 3 eV 2, the data contour broadly excludes more parameter space at

90% C.L. than the expected median sensitivity. This limit is attributable to

upward fluctuations in the event rate observed in the FD spectrum as can

be seen in Fig. 7.6. As stated previously, these fluctuations are consistent

with expected and reasonably likely statistical and systematic fluctuations,

and this is further demonstrated by the fact that the exclusion contour falls

largely within the 1σ fluctuated sensitivity band.
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Figure 7.17: Comparison of the upper limits derived from the data fit using the
FC method and the CLs method. The limits are mutually consistent within
the variations caused by statistical fluctuations in the samples of pseudoex-
periments produced in both methods.

7.3.4 CLs Method

The CLs method is a statistical computation using a frequentist ap-

proach to set upper limits or define exclusion regions in a parameter space.

The method reiles on defining the probabilities

CLb = P (∆χ2 ≥ ∆χ2|3ν)

CLs+b = P (∆χ2 ≥ ∆χ2|4ν),
(7.8)

where (1−CLb) is the ordinary discovery p-value, which is the probability of

finding an experimental result at least as extreme as the observed result under
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the condition that the null hypothesis (3ν) is true, and CLs+b is similarly the

p-value under the assumption that the alternate hypothesis (4ν) is true. We

can then define the test statistic CLs given by the ratio

CLs =
CLs+b
CLb

(7.9)

where the level of exclusion is determined by (1− CLs)× 100%.

In order to compute the relevant probability distributions of ∆χ2 re-

quired for the CLs method, two alternative procedures may be employed.

The first method, called the Gaussian method in literature [249], involves the

computation of the central values of the null and alternative hypothesis dis-

tributions from the Asimov experiment. For this method, the assumption is

made that the ∆χ2 are normally-distributed such that the mean, ∆χ̄2, is given

by the Asimov experiment and the width may be computed analytically ac-

cording to 2
√
|∆χ̄2|. The second method, which is employed for MINOS and

MINOS+, involves computing the ∆χ2
3ν and ∆χ2

4ν through the simulation of

pseudoexperiments under the assumption of standard three-flavor oscillations

and (3+1)-flavor oscillations, respectively. The empirical calculation of the

distributions requires no assumptions about the shape of the distributions and

is therefore robust to deviations from normally-distributed test statistics, ex-

amples of which were already hinted at by the discussions in Sections 7.3.2

and 6.4.2.

The result of the CLs method using the MINOS and MINOS+ com-

bined data sample is shown in Fig. 7.18 compared with the contour construced
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using the FC correction. Due to present computational constraints, the CLs

contour presented in this section was confined to 500 pseudoexperiments per

grid point, which can result in variations in the limit due entirely to statis-

tical effects. Even under this constraint, broad agreement is found between

these two methods which points to the efficacy of both methods in determining

properly covering frequentist intervals.

7.4 MINOS/MINOS+ and Daya Bay/Bugey-3

Using a similar method to that given in Section 1.4.2 for computing

oscillation probabilities in a (3+1)-flavor oscillation model, the probability

for the appearance of electron neutrinos from a muon neutrino source can be

written:

P (νµ → νe) ≈ 4|Uµ4|2|Ue4|2 sin2 ∆41, (7.10)

where we have assumed large sterile mass-splitting such that ∆m2
41 ≈ ∆m2

42 ≈

∆m2
43 and ∆m2

41 � ∆m2
32,∆m

2
21. It is convenient to define an effective mixing

angle such that

P (νµ → νe) ≈ sin2(2θµe sin2 ∆41, (7.11)

where

sin2(2θµe) = 4|Uµ4|2|Ue4|2, (7.12)

In the standard parameterization of the (3+1)-flavor model, the absolute

square of the matrix elements Uµ4 and Ue4 are given by

|Ue4|2 = sin2(θ14)

|Uµ4|2 = sin2(θ24) cos2(θ14),
(7.13)
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Figure 7.18: The joint exclusion contour at 90% CLs for the MINOS/MINOS+
and Daya Bay/Bugey-3 combination in the parameter space (sin2 2θµe,∆m

2
41).

Previous exclusion results from the MINOS and Daya Bay/Bugey-3 combi-
nation [249], KARMEN2 [148], and NOMAD [149] are plotted in addition to
allowed regions from short-basline νe (ν̄e) appearance experiments LSND [120]
and MiniBooNE [250] for comparison.
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which implies that the effecting mixing angle is expressed in terms of mixing

angles θ14 and θ24 through the relation

sin2(2θµe) = sin2(2θ14) sin2(θ24). (7.14)

By construction, this effective mixing angle is the amplitude for the anomalous

electron neutrino and antineutrino appearance observed by LSND [120] and

MiniBooNE [250].

We can indirectly probe the effective mixing angle for electron neutrino

appearance by the combination of experiment results. MINOS and MINOS+

place strong constraints on the mixing angle θ24 as presented throughout this

chapter. Reactor neutrino searches for sterile neutrino oscillations, such as that

produced by Daya Bay in combination with data from Bugey-3 [237], constrain

the mixing angle θ14 through the null observation of electron antineutrino

disappearance.

In order to combine the experiment results, MINOS/MINOS+ and

Daya Bay/Bugey-3 have used the previously discussed CLs method in close

collaboration, which is discussed in detail in Ref. [249]. Briefly, each experi-

ment produces the CLb and CLs+b distributions associated with its data in-

dependently, with Daya Bay employing the Gaussian method for determining

the distributions and MINOS/MINOS+ using the brute force MC simulation

method. The CLb and CLs+b distributions are summed in order to create com-

bined distributions from which CLs can be calculated. For each row of ∆m2
41

in the [sin2(2θµe),∆m
2
41] parameter space the effective mixing angle θµe is a
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multivalued function of θ14 and θ24. The CLs is computed for all values of θ14

and θ24, and the largest (most conservative) value of CLs for each sin2(2θµe)

is taken as the combination value to form the CLs surface.

The MINOS/MINOS+ and Daya Bay/Bugey-3 combination contour

at the 90% CLs, which is given by the threshold value CLs = 0.1, is plotted

in Fig. 7.18. In comparison to the previously published combination result

[249], which used the MINOS Far-over-Near sterile neutrino analysis as input,

the new combination is more constraining for nearly all choices of the mass-

splitting ∆m2
41. The greatest improvement is seen in the high ∆m2

41 region

due to the effects of the Two-Detector fit framework, as should be expected

given the results presented in previous sections. The new MINOS/MINOS+

and Daya Bay/Bugey-3 combination increases the already strong tension with

observations of νe/ν̄e appearance at LSND and MiniBooNE, and excludes the

current global best-fit allowed regions at 90% CLs. Further efforts are in

progress to include a larger Daya Bay data set representing an accumulation

of 1230 days of data, which may result in a stronger constraint than that shown

here.

7.5 Projection to Probability Space

In the vast majority of published neutrino oscillation studies, the results

are displayed in terms of allowed or excluded regions of parameter space, as

has been the case for this analysis to this point. It is important to remember

that these parameter space points each define unique oscillatory functions of
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probability which exist in a completely distinct space that is entirely model-

independent. If the exclusion or allowed regions of parameter space can be

effectively mapped into the probability space, the comparison of a variety of

oscillation models could be made without specific concern for the particulars

of the parameters describing the probability calculation.

289



Figure 7.19: Projection of the (3+1)-flavor model 90% C.L. exclusion contour into the space of oscil-
lation probabilities. Upper row: The probability curves associated with the best-fit (3+1)-flavor model
parameters at points forming the exclusion contour are plotted for νµ-CC disappearance (left) and NC
disappearance (right). Lower row: Taking the minimum probability as the conservative (largest) estimate
of the oscillation magnitude at each value of L/E in the upper plots results in the excluded regions (dark
shading) in probability space. For comparison, the MINOS and MINOS+ data ratio to the null-oscillations
hypothesis (black points), estimated residual uncertainty bands (light shading bands), and (3+1)-flavor
model best-fit probability curves are plotted for comparison to the excluded region.
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In order to attempt to describe in a model independent way the MINOS

and MINOS+ exlcusion result, which in point of fact is calculated in a (3+1)-

flavor model space, we first scan along each row of ∆m2
41 in our FC-corrected

exclusion plot (see Fig. 7.16) until the limiting contour is reached. For each

point along the limit contour, the oscillation probablility is plotted for both

the CC (P (νµ → νµ)) and NC (1−P (νµ → νs)) events, the results of which are

shown in the top panels of Fig. 7.19. Since we are considering a disappearance

analysis from MINOS and MINOS+ in this exercise, we take the largest allowed

oscillations from the ensemble of plotted probability curves at each value of

L/E as the conservative exclusion limit. The result of plotting this lower

bound on oscillations probability variations is shown in the lower panels of

Fig. 7.19. The MINOS and MINOS+ decorrelated data spectra, relative

uncertainties, and the best-fit oscillations probabilities are also plotted for

comparison with the exclusion region. The probability exclusion plots appear

to be dominated by the CC sample given the large allowed deviations in the

NC sample, which is expected from the observations of the χ2 surfaces. While

this projection method is novel and not yet well-studied, it may represent a

useful proof-of-concept for transition to model independent comparisons of the

allowed probability effects in future study of neutrino oscillations.
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Chapter 8

Summary and Future Work

We have conducted an extensive search for sterile neutrino mediated

oscillations within a (3+1)-flavor model using MINOS and MINOS+ neutrino

mode data. The search employed the new Two-Detector fit technique, which

treats the observations in both detectors as coequal measurements via the use

of a covariance matrix. We find no significant evidence for oscillations driven

by the existence of sterile neutrinos. We set a leading upper limit on the mag-

nitude of oscillations governed by sin2(θ24) over approximately seven orders

of magnitude in ∆m2
41. With the exception of regions in the parameter space

where experiments are uniquely positioned to observe very strong constraints

(e.g. IceCube), MINOS and MINOS+ set the most constraining limit to date

on sterile mixing-driven νµ-CC- and NC-disappearance.

The covariance matrix method for fitting neutrino oscillations in two

detectors over a long-baseline has been demonstrated to be both effective and

efficient in this analysis. We believe that the covariance matrix fit technique

should become the standard method for neturino oscillations analyses. This

method has been demonstrated to be uniquely effective in the detection of

neutrino oscillations signals while simultaneously enabling extensive cancella-
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Figure 8.1: The expected senstivity of the Fermilab SBN program in a three-
detector analysis with the listed POT accumulations in Ref. [157] used for
scaling the data sample. The LSND, MiniBooNE and global fit allowed regions,
and several exclusion limits corresponding to those shown in Fig. 7.18 are also
plotted for comparison.
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in neutrino and antineutrino mode assuming a 40-kt fiducial mass far detector
in an 80-GeV, 1.07 MW beam. The LSND, MiniBooNE and global fit allowed
regions, and several exclusion limits corresponding to those shown in Fig. 7.18
are also plotted for comparison. Figure taken from Reference [251].

tion of highly correlated systematic uncertainties. The decorrelation method

we introduce in this thesis further allows for the post-fit extraction of all in-

formation described in other forms of analysis. We have illustrated that the

internal mechanism of the covariance matrix fit is able to accomplish the same

goals of all other existing fitting frameworks, while providing the additional

benefit of a holistic treatment of the correlations of all sources of systematic

and statistical uncertainty.

Future searches for sterile neutrinos in MINOS and MINOS+ will in-
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volve new contributions to the overall data sample including data collected

during MINOS ν̄µ mode running, the final year of MINOS+ νµ mode data (a

∼ 50% increase in MINOS+ statistics), and the unfocused ν̄µ and νµ sam-

ples from both MINOS and MINOS+ eras. Each of these samples offer new

windows on the parameter space of sterile mediated neutrino oscillations in

addition to providing the opportunity for the reevaluation of systematic un-

certainties, which are treated with clear conservatism in the context of the

present analysis. Additionally, the analysis presented here could be signifi-

cantly improved by the treatment of all samples in a single joint covariance

matrix, permitting the further extraction of all correlated information from a

collection of systematically disparate samples.

In the general field of sterile neutrino searches, a collection of ongoing

experimental efforts provide hope for continually increasing sensitivity and

clarification of the disappearance and appearance tension observed in global

data, two of which we will highlight briefly. In the νe appearance channel, the

Short Baseline Neutrino (SBN) program at Fermilab will use three separate

detectors to yield a definitive answer to the LSND/MiniBooNE anomaly [157].

The expected sensitivity from the full SBN program is shown in Fig. 8.1. The

first of these detectors to be constructed, MicroBooNE, has done pioneering

work in the understanding of state-of-the-art Liquid Argon Time Projection

Chamber (LArTPC) technology since it began data collection in 2015. The

SBN program has set a target of 2020 for full three-detector operations.

Finally, perhaps the largest and most sensitive of planned neutrino ex-
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periments to date, the Deep Underground Neutrino Experiment (DUNE) will

probe not only the existence of leptonic CP violation and potentially make

a first measurement of δCP , as well as the question of the ordering of neu-

trino mass eigenstates, but also continue the hunt for sterile neutrinos. Early

estimates of the potential sensitivity to (3+1)-flavor mixing are very strong,

an example of which is show in Fig. 8.2. DUNE will combine the LArTPC

technology with a high-energy, high-intensity beam over a very long baseline,

permitting precision measurements of all forms of oscillations phenomena.

The future is bright.
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