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CHAPTER 1

INTRODUCTION

Dark matter (DM) was initially proposed by Fritz Zwicky in 1933 [1]. Zwicky combined

Hubble’s results (using redshift to calculate distances) and van Maaen’s results (calculating

the angular movements of a cluster) to calculate the mass-to-light ratio of the Coma clus-

ter. For both Hubble and van Maanen to be correct, Zwicky concluded the total matter

density needed to be about 400 times the amount given by luminous matter alone; modern

observations observe the total mass density to be 200 to 300 times the luminous density.

Zwicky explained the difference by introducing a dark particle. Sinclair Smith did the same

calculation for the Virgo cluster in 1936 [2], but it took another 35 years for the physics

community to start accepting DM to be universal.

Today, evidence for DM comes from a wide range of cosmological scales including galax-

ies, clusters, cosmic microwave background (CMB), and gravitational lensing. For example,

the Doppler shift of the 21 cm line from hydrogen is used to calculate rotation curves for

single galaxies. Fig. 1.1 shows the rotation curve for NGC 3198. The main characteristic

of the rotation curves is the long flat component that extends for most of the distribution.

The best fit, shown in Fig. 1.1, is when the rotational curve is composed of a convolution

of disk and halo like mass densities. The data cannot be explained fully by a mass density

consistent of a disk, i.e. ordinary matter cannot fully explain the curve. The halo line is

an assumption for the mass density of DM in the galaxy. At 30 kpc the DM density is
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Figure 1.1: Rotation curve of NGC 3198. From Ref. [3]

.
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measured to be four times the amount of ordinary matter. Coma and Virgo are examples

of galaxy clusters where evidence of DM is seen.

The CMB is known to be isotropic to 10−5, once the galactic plane and dipole contribu-

tions are subtracted [4]. The observed temperature anisotropies are expanded by spherical

harmonics Ylm (θ, φ) given by

δT

T
(0, φ) =

+∞∑

l=2

+l∑

m=−l

almYlm (0, φ) ,

where the variance on alm is given by

Cl ≡
〈
|alm|2

〉
≡ 1

2l + 1

+l∑

m=−l

|alm|2 .

The multipole l is related to the distance between nodes by

l = kdcA,

where k is the wave number, dcA is the comoving angular diameter distance defined by

dcA ≡
λc

θ
=

(1 + z)λphysl

2π
.

The power spectrum of the CMB, Fig. 1.2, shows Dl ≡ l (l + 1)Cl/2π vs l [4]. The

peaks in the power spectrum measure different properties of the universe, which can be

determined by knowing how various properties effect different length scales. The relative

size between the first two peaks is dependent on how much of the universe is baryons.

The first peak also provides information about the shape of the universe. The remaining

peaks, if measured well, characterize how much non-relativistic matter there is in the uni-

verse. Combining the temperature power spectrum with the polarization and temperature-

polarization cross-correlation power spectra the Planck Collaboration (Planck) fit the data

to the Lambda-Cold Dark Matter (ΛCDM) cosmological model to determine various cos-

mological parameters [5].

ΛCDM is considered the standard model of Big Bang cosmology that incorporates

the cosmological constant Λ representing dark energy and cold dark matter into general
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Figure 1.2: The CMB temperature power spectrum from 2015 Planck results [5].

relativity. For a specifically flat ΛCDM model, the model consists of six fit parameters; two

of the fit parameters are the physical baryon density Ωbh
2 and the physical DM density

Ωch
2 [5]. Ωx is defined as the ratio of the density of x and the critical density of the

universe ρcrit, and the critical density of the universe is the needed energy/matter density

to produce a flat universe. ρcrit is approximately equal to 10−6 GeV cm−3 [4, 6]. Hubble’s

constant H0 and the dark energy baryon density parameter ΩΛ, along with many other

parameters, are derived from the fit parameters, where the reduced Hubble’s constant is

defined as h ≡ H0/
(
100 km s−1 Mpc−1

)
. Planck measured Ωbh

2 = 0.022 30± 0.000 14,

Ωch
2 = 0.1188± 0.0010, H0 = (67.70± 0.46) km s−1 Mpc−1, and ΩΛ = 0.6911± 0.0062 [7].

Using the measured H0 to calculate Ωb, Ωc, and ΩΛ, gives the current measured composition

of the universe to be 69.1 % dark energy, 25.9 % DM, and 4.9 % baryonic matter [7].

Dark matter evidence also comes from gravitational lensing. The Bullet cluster is an
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example of leftover mass seen from two galaxy clusters colliding. After taking into account

gravitational lensing, the mass distribution is measured to be concentrated further away

from the “collision” point than what X-ray data suggests [8].

With all the evidence in cosmology for DM, DM interactions with the particles in the

standard model of particle physics remains a mystery. The subject of this work is to search

for interactions of DM, produced in a proton beam dump, with standard model particles

in the MiniBooNE detector. Chapter 2 will highlight several proposed theories and their

limitations, and describe in more detail the theory tested by this analysis. Chapter 3 gives

the experimental setup that was used in this analysis. Chapters 4 to 6 describes the analysis

cuts, fit procedure, and method for determining confidence limits. Chapter 7 compares this

result to previous experiments. There is also a set of appendices to provide more details of

the analysis.
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CHAPTER 2

DARK MATTER THEORY

There is a zoo of theories predicting how dark matter (DM) interacts within the standard

model (SM). This chapter starts with an order of magnitude calculation to determine a

likely cross secion/mass scale for a DM search, and an overview of some of the proposed

theories. A detailed look into the theory tested in this analysis is then presented followed

by a discussion of previous experimental data that has been used to set limits on the

benchmark model.

2.1 ORDER OF MAGNITUDE CALCULATION

The following calculation follows from Ref. [6]. Independent of the DM model, the number

density for DM should follow

nrel ∼ T 3 for mχ � T,

nnon−rel ∼ (mχT )3/2 exp
(
−mχ

T

)
for mχ � T,

where mχ is the mass of the DM particle χ, and T is the temperature of the thermal bath

in which the DM sits [6]. Setting the following assumptions:

1. the decay rate of producing standard model particles from DM annihilation/decay Γ is

equal to the DM number density times the DM interaction cross section, Γ = nσ,

2. Γ is equal to the Hubble parameter H,
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3. DM is cold, mχ � T ,

allows the following condition on the number of DM particles at freeze-out

nf.o. ∼
T 2
f.o.

mP · σ
, (2.1)

where mP = 1/
√

8πGN , and GN is Newton’s gravitational constant [6]. Freeze-out is when

the probability of two particles annihilating becomes insignificant due to the temperature

of the universe cooling causing n to become small. Eq. (2.1) can be rewritten as

m3
χ

x3/2
e−x =

m2
χ

x2 ·mP · σ
,

where x ≡ mχ/T and assuming DM is nonrelativistic. Solving for x produces

√
xe−x =

1

mχ ·mP · σ
,

which is dependent on the values of mχ and σ. If an “electro-weak interacting” DM particle

is assumed, i.e. σ ∼ G2
Fm

2
χ with mχ between 4.6 and 104 GeV, x has a value between 20

and 50 [6].

By definition the DM relic density is equal to

Ωc =
ρχ
ρcrit

.

Knowing that ρχ = mχnχ (T = T0), Ωc can be rewritten as

Ωc =
mχnχ (T = T0)

ρcrit

where T0 = 2.75 K ∼ 10−4 eV. Assuming an iso-entropic universe, where acceleration of the

universe times the temperature of the universe is constant, the ratio of n/T 3 at freeze-out

is the same as T0 [6]. Applying the iso-entropic universe approximation along with known

values for ρcrit, mP , and T0, produces

Ωc
0.2
' xf.o.

20

(
10−8 GeV−2

σ

)
. (2.2)
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Substituting σv for σ in Eq. (2.2) produces

〈σv〉 ∼ 3× 10−26 cm3 s−1, (2.3)

where Ωc ∼ 0.2, and v ∼ c/3 for x ∼ 20.

Eq. (2.2) tells us that 0.1 eV � mχ < 120 TeV if σ ∼ 10−8 GeV−2; this leads to

the weakly interacting massive particle (WIMP) “miracle” because the electro-weak cross

section is on the order of 10−8 GeV−2. Many DM candidates have been proposed and

Eq. (2.3) is used as a guide to see if the candidate is valid or not.

2.2 CANDIDATE DARK MATTER MODELS

The discussion of this section follows that of Ref. [4]. References listed are taken from

Ref. [4]. Supersymmetry particles are a popular choice for DM. The supersymmetric can-

didates include neutralinos, sneutrinos, gravitinos, and axinos. Neutralinos have a large

possible DM parameter space because of the large number of free parameters in the mini-

mal supersymmetric standard model. Neutralinos are made up of four Majorana fermionic

mass eigenstates composed by the superpartners of the photon, Z-boson, and neutral Higgs

bosons [4]. Sneutrinos are ruled out due to a high cross section with the nucleon [9]. Grav-

itinos require a low temperature in the reheating epoch in the early universe [10], but that

can be circumvented [11–13]. Axinos are restricted to being cold if they are to be a DM

candidate [14, 15].

The neutrino was originally considered as a DM candidate, but the neutrino relic density

is calculated to be less than 0.07 due to constraints on the mass limit [16]. This is too low

for the DM relic density of about 0.118 (see Chapter 1). Sterile neutrinos were proposed

as a DM candidate in Ref. [17]. The possible light mass also rules out the sterile neutrino,

O (10 eV), but if there is a small lepton asymmetry then a cold sterile neutrino DM may

be possible [18].
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Other models include axions, brane world DM, charged massive particles, cryptons,

D-matter, DM from little Higgs models, heavy fourth generation neutrinos, Kahuza-Hlein

states, mirror particles, Q-balls, self interacting DM, super heavy DM, superweakly inter-

acting DM, etc. For more information on these models follow references in Ref. [4].

2.3 LIGHT DARK MATTER THEORY

Another DM theory to add to the possible list of explanations is called light dark matter

(LDM) [19, 20]. LDM was developed to explain the observed 511 keV excess the INTE-

GRAL satellite observed from the galactic bulge [21, 22]. The WIMP model assumes the

mediator between the dark sector and the SM (V ) to be the Z-boson. LDM is the simplest

extension to this model where the mass of the mediator mV is unknown and the coupling

between the dark sector and SM is not necessarily in the weak scale. Models were proposed

and then used to show that current neutrino detectors should be sensitive in a region of

the LDM parameter space [23–26].

LDM is a spontaneously broken theory, e.g. U(1), that is not limited by the Lee-

Weinberg bound [27]. Because the DM annihilation cross section is dependent on m2
χ/m

4
V

and the Lee-Weinberg bound assumes V is the Z-boson, the bound forbids a massive particle

to satisfy the observed DM relic density to be less than O (GeV). LDM has no assumption

on the mass of the mediator, therefore, the dark matter particle can have any mass as long

as the ratio m2
χ/m

4
V does not get too small. The discussion in this section will only consider

the vector mediator, a.k.a. vector portal, and will follow the discussion of Ref. [28].

With the vector mediator an extra spontaneously broken U(1)′ symmetry is added to

the SM using

L = Lχ −
1

4
F ′µνF

′µν +
1

2
m2
V VµV

µ − ε

2
FµνF

′µν ,

Lχ =





ıχ (∂µ − ıg′Vµ)χ−mχχχ Dirac fermion DM

|(∂µ − ıg′Vµ)χ|2 −m2
χ |χ|

2
Complex scalar DM

.

(2.4)
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The extra Lagrangian L adds four free parameters to the SM: ε is the kinetic mixing angle

between the dark and light sectors, α′ = g′2/4π is the square of the gauge coupling between

the dark mediator and particle, mV , and mχ. Fig. 2.1 shows schematically the role of ε

and α′. There is nothing limiting χ to be a fermion or a scalar particle, but for this paper

SM

ε
2
FµνV

µν

DS

(a) Role of ε

V g′ α′ = g′
2

4π

χ

χ†

(b) Role of α′

Figure 2.1: Schematic view of the role of ε and α′ in LDM.

χ is assumed to be a complex scalar. The annihilation cross section, assuming ε is small,

is given by

σv ∼ α′ε2α

(
m2
χ

m4
V

)
, (2.5)

where α is the electromagnetic fine structure constant, and the Feynman diagram is shown

in Fig. 2.2.

SM

Z/γV

χ†

χ

Figure 2.2: Feynman diagram showing two complex scalars annihilating into SM particles.

Defining

Y = α′ε2
(
mχ

mV

)4

,

allows Eq. (2.5) to be written in terms of Y which will be used as a convenient combined

variable in Chapter 6.
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2.3.1 MUON MAGNETIC MOMENT

The current experimental measurements of the electron magnetic moment is consistent

with theory, however, the muon shows a discrepancy greater than 3σ [29–31]. LDM has

the capability to reduce the discrepancy on the predicted and observed muon g − 2 [32,

33]. This is done by adding a 1-loop correction to the γ-fermion vertex, see Fig. 2.3. This

γ V

Figure 2.3: One-loop correction to the γ-fermion vertex in QED.

correction adjusts the electromagnetic fine structure constant, α. One of the goals of this

analysis was to test the parameter space where LDM solves the muon g − 2 discrepancy.

2.3.2 PRODUCTION

For MiniBooNE, the production of V in the beamline comes from two channels, π0, η

decay-in-flight and proton bremsstrahlung. The Feynman diagrams are shown in Fig. 2.4.

π0, η DECAY IN FLIGHT

Decay-in-flight is assumed because the lifetime of the π0 is 8.4× 10−8 ns, the lifetime of η

is 5.02× 10−10 ns, and the particles are neutral. Defining ϕ = π0, η the production channel

for DM is

ϕ→ γ + V → γ + χ† + χ.
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π0, η

γ

V

χ

χ†

(a) Neutral Meson Decay

p p

γ

V
χ

χ†

p p

(b) Proton bremsstrahlung

Figure 2.4: Production of DM in a proton fixed-target/beam dump beamline.

The amplitude is then given by

|M|2 =
k

(1)
V αf

(
q2, p · k1, p · k2

)

πf2
ϕ

[
(q2 −m2

V )
2

+m2
V Γ2

V

] , (2.6)

where f =
(
q2 − 4m2

χ

) (
m2
ϕ − q2

)2− 4q2 (p · k1 − p · k2)
2

and k
(n)
V = ε2α (α′)

n
. In Eq. (2.6)

p is the photon momentum, q is the momentum of V , k1,2 are the dark sector particles’

momentum in the final state where q = k1 + k2, and ΓV is the decay width of V . No form

factor is included, though one can be added to account for the virtuality dependence.

PROTON BREMSSTRAHLUNG

The other relevant production channel for MiniBooNE is through proton bremsstrahlung

p+N → p+N + V.

Although the total production rate through proton bremsstrahlung is lower than DM pro-

duced from π0, η decay, the angular spread is less, i.e. forward-peaked, thus contributing

to more DM particles crossing the MiniBooNE detector. DM production through proton

bremsstrahlung is still predicted to be uniform in MiniBooNE. The production rate of the

number of V is dependent upon: (i) z the fraction of the beam momentum carried by the

produced V , (ii) p⊥ the perpendicular momentum of V to the beam momentum, (iii) mV ,

(iv) ε, (v) α′, and (vi) the form factor used. Vector particle mixing, e.g. ρ → V , can

12



be included in the same model as proton bremsstrahlung using a timelike form factor,

F1,N

(
q2
)

[28]. For this paper, the timelike form factor is used, therefore, DM produc-

tion through bremsstrahlung includes vector particle mixing in the scope of this analysis.

Ref. [28] shows the differential V production rate as a function of z and p⊥ with the as-

sumption

Ep, EV , Ep − Ev � mp,mV , |p⊥| ,

where Ep = P + m2
p/ (2P ), P is the momentum of the incident proton, and EV = zP +

(
p2
⊥ +m2

V

)
/ (2Pz) [28]. For this experiment z ∈ [0.3, 0.7] and |p⊥| < 0.2 GeV.

2.3.3 INTERACTION

For this analysis, the only interaction considered is neutral-current elastic scattering of

DM with either free or bound nucleons. The Feynman diagrams are shown in Fig. 2.5.

The left diagram in Fig. 2.5 is the same as the right except the right includes nuclear

χ χ

V

p p

χ χ

V

C12

C11
(
B11

)

n (p)

Figure 2.5: Interaction channels in LDM considered in this analysis.

effects for nucleons bound in carbon. The LDM theory developed to date only considers

interactions with free nucleons. Applying the nuclear effects for nucleons bound in carbon

will be discussed in Sec. 6.1.

The DM nucleon scattering cross section on free nucleons has the form

dσχN
dEχ

= 4πk
(1)
V Q2

NGD
(
Q2
) 2mNEEχ −m2

χ (E − Eχ)
(
E2 −m2

χ

)
(m2

V +Q2)
2 + . . . (2.7)

where QN is the nucleon electric charge, Eχ is the recoil DM energy, Q2 = 2mN (E − Eχ)
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is the four momentum transfer with E being the energy of the incoming DM particle, and

GD
(
Q2
)

is the Sachs form-factor, GD
(
Q2
)

= 1/
(
1 +Q2/M2

)2
, where M = 0.843 GeV.

The next leading term includes dipole form factors and are included in the simulations

described in Sec. 6.1 but are not shown for simplicity.

2.4 EXPERIMENTAL SEARCH

The discussion of experimental searches for DM is intertwined with specific types of DM.

The discussion here focuses on direct search experiments.

2.4.1 DARK MATTER DIRECT DETECTORS

Many experiments have tried to detect DM in our solar system directly, that is, observation

of DM interaction with particles in a purpose-built detector. Fig. 2.6 gives the best limits

to date. From Fig. 2.6a the low mass sensitivity of the direct DM detectors searching for

(a) Low Mass Limit [34]
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Figure 2.6: Current best limits in direct DM WIMP searches.

WIMPs is O (GeV). A way to lower the mass sensitivity is to search for boosted DM

produced from an accelerator. The boosted DM will be able to exchange more energy in

the detector, or decay into more energetic daughters making it easier to detect. Current
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collider experiments are able to search for missing energy, or the decay of the DM particle

into standard model particles [36, 37]. Fixed-target experiments are also able to detect the

DM directly.

2.4.2 PREVIOUS BEAM DUMP EXPERIMENTS

Fixed-target searches have been preformed for decades to search for weakly interacting

particles. Tables 2.1 and 2.2 lists some previous/current/future experiments who place

limits on LDM. Table 2.1 (Table 2.2) shows experiments on proton (electron) beamlines.

The table is not exhaustive, but gives a good idea of the variation of experiments which

are sensitive to LDM. The initial goal for all experiments in Tables 2.1 and 2.2, except

APEX and the third MiniBooNE run, was to search for non-DM axions, neutrinos, or rare

decays. The limits from these experiments shown for LDM come from reinterpretation of

the experiment’s data; references for the reinterpretations are given in Tables 2.1 and 2.2

when applicable.

The APEX, Heavy Photon Search (HPS), and DarkLight experiments are currently

being developed to search for V produced in the electron beam at Jefferson National Lab-

oratory (JLab). The signature of V would be the standard model daughter products.

SeaQuest at Fermi National Accelerator Laboratory (FNAL), is planning on doing a ded-

icated run to search for V → µ−µ+ [38]. Fig. 2.7 shows the comparison between current

and proposed visible decay limits on V , a.k.a. A′. Current limits on the invisible decay

2mχ < mV are given in Figs. 7.2 and 7.3.

MiniBooNE, with this analysis, is the first to do a dedicated proton beam dump run to

set a limit on LDM. The following chapter explains the experimental setup of this run.
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16



E
x
p

e
ri

m
e
n
t

L
o
c
a
ti

o
n

a
p

p
ro

x
.

D
a
te

A
m

o
u

n
t

o
f

B
e
a
m

B
e
a
m

E
n

e
rg

y
T

a
rg

e
t

M
a
t.

R
e
f.

(1
0

2
0

P
O

T
)

(G
eV

)

C
H

A
R

M
C

E
R

N
19

83
0.

02
4

40
0

C
u

[3
9]

P
S
1
91

C
E

R
N

19
84

0
.0

86
19
.2

B
e

[4
0,

41
]

E
6
05

F
er

m
il
a
b

19
86

4
×

10
−

7
80

0
C

u
[4

2]

ν
-C

a
l

I
IH

E
P

S
er

p
u
k
h
ov

19
89

0
.0

17
1

70
F

e
[4

3–
45

]

L
S
N

D
L

A
N

S
C

E
19

94
-1

99
5

81
3

0.
79

8
H

20
,

C
u

[4
6]

19
96

-1
99

8
88

2
W

,C
u

N
O

M
A

D
C

E
R

N
19

96
-1

99
8

0
.4

1
45

0
B

e
[4

1,
47

]

W
A

S
A

C
O

S
Y

20
10

0.
55

0
L

H
2

[4
8]

H
A

D
E

S
G

S
I

20
11

0.
32

p
A
∗
t

3
.5

L
H

2,
N

o,
A

r+
K

C
l

[4
9]

M
in

iB
o
o
N

E
F

er
m

il
ab

20
03

-2
00

8
6
.2

7

8

B
e

[5
0]

20
05

-2
01

2
11
.3

B
e

[5
1]

20
13

-2
01

4
1
.8

6
S
te

el
[5

2]

T
ab

le
2
.1

:
P

re
v
io

u
s/

C
u
rr

en
t/

F
u
tu

re
ex

p
er

im
en

ts
on

p
ro

to
n

b
ea

m
li
n
es

w
h
er

e
li
m

it
s

on
L

D
M

h
av

e/
w

il
l

b
e

se
t.

F
or

ea
ch

ex
p

er
im

en
t,

th
e

a
m

ou
n
t

of
b

ea
m

,
ta

rg
et

m
a
te

ri
a
l,

b
ea

m
en

er
gy

,
an

d
th

e
ex

p
er

im
en

t
ru

n
p

er
io

d
ar

e
li
st

ed
.

17



E
x
p

e
ri

m
e
n
t

L
o
c
a
ti

o
n

a
p

p
ro

x
.

D
a
te

A
m

o
u

n
t

o
f

B
e
a
m

B
e
a
m

E
n

e
rg

y
T

a
rg

e
t

M
a
t.

R
e
f.

(1
0

2
0

E
O

T
)

(G
eV

)

E
1
37

S
L

A
C

1
98

0-
19

82
1.

87
20

A
l

[5
3–

55
]

E
14

1
S
L

A
C

19
86

2
×

10
−

5
9

W
[5

4,
56

]

K
E

K
-P

F
K

E
K

19
86

1
.6

7
×

10
−

3
2.

5
F

e,
P

B
,P

la
st

ic
[5

7]

L
A

L
86

/
2
5

O
rs

ay
19

86
∼

9.
64
×

10
−

5
1.

5
W

[5
8]

E
77

4
F

er
m

il
ab

19
91

0.
52
×

10
−

1
0

27
5

W
[5

4,
59

]

A
1

M
A

M
I

20
11

90
µ

A
∗
t

0.
85

5
T

a
[6

0]

A
P

E
X

J
L

A
B

20
11

15
0
µ

A
∗
t

2.
26

0
T

a
[6

1]

T
ab

le
2
.2

:
P

re
v
io

u
s/

C
u
rr

en
t/

F
u
tu

re
ex

p
er

im
en

ts
on

p
ro

to
n

b
ea

m
li
n
es

w
h
er

e
li
m

it
s

on
L

D
M

h
av

e/
w

il
l

b
e

se
t.

F
or

ea
ch

ex
p

er
im

en
t,

th
e

a
m

ou
n
t

of
b

ea
m

,
ta

rg
et

m
a
te

ri
a
l,

b
ea

m
en

er
gy

,
an

d
th

e
ex

p
er

im
en

t
ru

n
p

er
io

d
ar

e
li
st

ed
.

18



CHAPTER 3

EXPERIMENTAL SETUP

A search for dark matter (DM) produced in the Booster Neutrino Beamline (BNB) beamline

at Fermi National Accelerator Laboratory (FNAL) was conducted using the MiniBooNE

detector. MiniBooNE was chosen because it was already well understood after it had run

for about a decade before doing the dedicated dark matter search. This chapter gives

an overview of the BNB, the MiniBooNE detector, simulations, and track reconstruction.

Details of the dark matter analysis follow in Chapters 4 to 6.

3.1 BOOSTER NEUTRINO BEAMLINE

The MiniBooNE detector, discussed in Sec. 3.2 is located 541 m downstream of the BNB

at FNAL, schematically shown in Fig. 3.1. The BNB delivers 8 GeV protons to a beryl-

lium target producing decay-in-flight neutrinos. The proton beam intensity ranges from

(1 to 5)× 1012 protons per pulse (ppp), where each pulse is 1.6 µs long with a 53 MHz mi-

crostructure. The microstructure of the beam consists of 2 ns wide “buckets” separated by

18 ns.

Fig. 3.2 shows the 7.1 cm-long, 0.51 cm-radius beryllium target. The target is held in

a beryllium shell by three beryllium fins creating a gap where air is circulated to cool

the target. The target–shell structure is placed in an aluminum-alloy electromagnet, a.k.a.

horn, to enhance either neutrino or anti-neutrino running [62]. A 214 cm concrete collimator
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Using this high-statistics and low-background event sam-
ple, we report the first measurement of an absolute !"

CCQE double differential cross section, the main result
of this work. In addition, CCQE cross sections in several
other conventional forms are provided. The layout of the
remainder of this paper is as follows. In Sec. II, we provide
a summary of the MiniBooNE experiment, including the
booster neutrino beamline (BNB) and the MiniBooNE
detector. We detail the neutrino interaction model used to
describe the signal and background in Sec. III. The CCQE
selection and analysis strategy is outlined in Sec. IV.
Finally, in Sec. V, we report the MiniBooNE flux-
integrated CCQE double differential cross section
( d2#
dT"d cos$"

), the flux-integrated CCQE single differential

cross section ( d#
dQ2

QE
), and the flux-unfolded CCQE cross

section as a function of energy (#½EQE;RFG
! "). To facilitate

comparison with updated model predictions [16,17], we
provide the predicted MiniBooNE neutrino fluxes and
measured cross section values in tabular form in the
appendix.

II. MINIBOONE EXPERIMENT

A. Neutrino beamline and flux

The Booster Neutrino Beamline (BNB) consists of three
major components as shown in Fig. 1: a primary proton
beam, a secondary meson beam, and a tertiary neutrino
beam. Protons are accelerated to 8 GeV kinetic energy in
the Fermilab Booster synchrotron and then fast-extracted
in 1:6 "s ‘‘spills’’ to the BNB. These primary protons
impinge on a 1.75 interaction-length beryllium target cen-
tered in a magnetic focusing horn. The secondary mesons
that are produced are then focused by a toroidal magnetic
field which serves to direct the resulting beam of tertiary
neutrinos towards the downstream detector. The neutrino
flux is calculated at the detector with a GEANT4-based
[18] simulation which takes into account proton transport
to the target, interactions of protons in the target, produc-
tion of mesons in the p-Be process, and transport of
resulting particles through the horn and decay volume. A
full description of the calculation with associated uncer-
tainties is provided in Ref. [19]. MiniBooNE neutrino data

is not used in any way to obtain the flux prediction. The
resulting !" flux is shown as a function of neutrino energy
in Fig. 2 along with its predicted uncertainty. These values
are tabulated in Table V in the appendix. The !" flux has an
average energy (over 0< E! < 3 GeV) of 788 MeV and
comprises 93.6% of the total flux of neutrinos at the
MiniBooNE detector. There is a 5.9% (0.5%) contamina-
tion of !!" (!e, !!e); all events from these (non-!") neutrino
types are treated as background in this measurement
(Sec. IVD).
The largest error on the predicted neutrino flux results

from the uncertainty of pion production in the initial p-Be
process in the target as the simulation predicts that 96.7%
of muon neutrinos in the BNB are produced via %þ decay.
The meson production model in the neutrino beam simu-
lation [19] relies on external hadron production measure-
ments. Those of the HARP experiment [20] are the most
relevant as they measure the %$ differential cross section
in p-Be interactions at the same proton energy and on the
same target material as MiniBooNE. The uncertainty in
%þ production is determined from spline fits to the HARP
%þ double differential cross section data [19]. The spline-
fit procedure more accurately quantifies the uncertainty in
the underlying data, removing unnecessary sources of error
resulting from an inadequate parameterization [21] of the
HARP data. The HARP data used was that from a thin (5%
interaction length) beryllium target run [20]. While that
data provides a valuable constraint on the BNB flux pre-
diction, additional uncertainties resulting from thick target
effects (secondary rescattering of protons and pions) are
included through the BNB flux simulation.

FIG. 1 (color online). Schematic overview of the MiniBooNE
experiment including the booster neutrino beamline and
MiniBooNE detector.
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Figure 3.1: Schematic of how the neutrinos are produced at the BNB with respect to the

MiniBooNE detector.

Figure 3.2: Picture of the BNB target
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is placed right after the horn to remove particles that would not contribute significantly to

the neutrino flux. Downstream from the collimator there is 45 m of air, before the beam

dump, acting as a decay pipe. The beam dump is composed of layers of steel and concrete.

Prior to the target, there consists a series of beam position monitors (BPMs) and loss

monitors to determine the beam position during running operations. Before running, the

beam is adjusted to find the target with respect to the BPMs. Fig. 3.3 is the output of

a target scan, and shows that the BPM are calibrated well, although it looks like there is
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Figure 3.3: Results of a BNB target scan.

more loss in +x than in −x. This is due to either the target not being exactly parallel with

the beam or some material downstream of the target not aligned. The distinction cannot

be made from this data.

There are three sets of multiwire detectors upstream of the target to have more precise

proton bunch projection information to be used off-line. MWTGT is placed about 64 cm in-
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front of the face of the target and consists of 24 tungsten wires in each direction, with

a radius of 1.5 mil and separated by 0.5 mm. The wires are attached to a 80 mil thick

Al2O3 ceramic disk with an inner radius of 625 mil. Just before and right after the wires

is an aluminum foil that has an inner radius of 250 mil and is 10 mil thick. MWTGT was

not in operation during most of the MiniBooNE runs but the beam does interact with the

material. MW876 is placed around 440 m upstream of the face of the target and MW875 is

about 1 m upstream of MW876. They consists of the same tungsten wires used in MWTGT but

are place 1 mm apart. There is also a foil before and after the wires, but the beam does

not interact with it. MW875 and MW876 were upgraded before the 2013-2014 run period.

A detailed study of the neutrino and anti-neutrino modes, labeled ν–Mode and ν̄–Mode

respectively, was published in Ref. [62]. BooNEG4Beam is a GEANT4-based simula-

tion [63] package where the cross sections for π± and K± were tuned for beryllium and

aluminum based on Harp [64] and BNL E910 data [65]. BooNEG4Beam simulates the

particles that are generated when protons travel down the BNB target hall, decay pipe,

and beam dump. To save computation time the results from BooNEG4Beam are passed

through BooBeamNT to redecay each neutrino that got generated N times to calculate

the flux in units of ν/protons on target (POT) that passes the MiniBooNE cross sectional

area.

The cross sections used in BooNEG4Beam are parameterized with the Sanford-Wang

distribution (SW) for a given meson [66]

d2σ

dpdΩ
(p, θ) = c1p

c2

(
1− p

pB − c9

)
exp

(
−c3

pc4

pc5B
− c6θ (p− c7pB cosc8 θ)

)
,

where the double differential cross section is calculated with respect to the momentum p

(in GeV/c) and angle θ (in radians) of the meson. The angle is with respect to the incident

proton. pB is the incident proton momentum in GeV/c and c1 . . . c9 are fit parameters,

where c9 is not used for the pion distributions. Table 3.1 gives the results of the fit param-

eters for both π+ and π−. The DM generator discussed in Sec. 6.1 defaults to using the
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Meson c1 c2 c3 c4 c5 c6 c7 c8 c9

π+ 220.7 1.080 1.000 1.978 1.32 5.572 0.0868 9.686 1.000

π− 213.7 0.9379 5.4545 1.210 1.284 4.781 0.07338 8.329 1.000

Table 3.1: The π+ and π− SW parameters c1−9 used in the BooNEG4Beam simulation

package. Copied from Ref. [62]

average of the SW π+ and SW π− distributions to simulate the π0 distribution. Fig. 3.4

shows the ν–Mode total flux Φν as a function of the true neutrino energy Eν . Integrating

0.2 to 3 GeV gives Φν = 5× 10−10 ν POT−1 cm−2 at the MiniBooNE location.

Table 3.2 gives different interaction/collision lengths for the various materials in the

BNB. To reduce the neutrino background during the DM search, either the protons need

Interaction Be Al Fe Air Concrete

Nuclear Collision 0.2993 0.2582 0.1037 508.8 0.2832

Nuclear Interaction 0.4210 0.3970 0.1677 747.7 0.4239

Pion Collision 0.4460 0.3541 0.1359 734.8 0.3996

Pion Interaction 0.5947 0.5064 0.2042 1013 0.5592

Radiation 0.3528 0.088 97 0.017 57 303.9 0.1155

Table 3.2: Interaction and Collision lengths for the various materials in the BNB. All values

are given in meters [67].

to pass through air or a “thick” target of material more dense than beryllium. Therefore,

for this search the beam was steered between one of the air gaps around the target with

the horn turned off. The protons then traveled through air down to the 50 m beam dump.

Any charged particle produced in the beam dump would interact before decaying lowering

both the flux of neutrinos and the energy of the neutrinos that are produced. Data was

taken in 2013-2014 in this mode, resulting in 1.86× 1020 POT compared to 6.46× 1020 POT
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Figure 3.4: The ν–Mode flux as a function of true ν energy predicted by the

BooNEG4Beam simulation package.

24



obtained in ν–Mode. The target of the run was the beam dump, but in this paper it is

referred to as “off-target” because the beryllium target and horn were still in the beamline.

Sec. 4.2 describes the development and study of the off-target flux.

3.2 MINIBOONE DETECTOR

The MiniBooNE detector, Fig. 3.5, is a mineral oil Cherenkov detector with a scintillation

component [68]. The mineral oil sits inside a 610 cm radius sphere with two regions sepa-

40ft

Detector

EntranceElectronics Room

Overflow Tank

Vault

Signal
Region Veto

Region

Figure 3.5: A schematic of the MiniBooNE detector showing (left) the cut-away drawing

and (right) the location of the photomultiplier tubes as well as the separation between the

signal and veto regions. Copied from Ref. [68]

rated by an optical barrier at 575 cm. The inner, signal region consists of 1280 inward facing

8-inch photomultiplier tubes (PMTs) that have a total photocathode coverage of 11.3%.

The outer, veto region consists of 240 PMTs arranged in back-to-back pairs. The veto re-

gion thickness was chosen to best optimize signal region size and to reject beam-unrelated

muons and beam-related neutrino-induced events outside the detector to greater than 99%.

The PMTs have an intrinsic time resolution of ∼1 ns and have a charge resolution of 15%

at 1 photoelectron.

MiniBooNE is filled with 807 tons of Marcol-7 mineral oil (CH2) with an index of re-
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fraction of n = 1.47 and a density of 0.85 g cm−3. The PMTs have an index of refraction of

n ' 1.5. Nitrogen is circulated constantly through the mineral oil to purge the detector of

oxygen. This is important for light yield and structure longevity. Impurities in the mineral

oil cause the scintillation light [68].

3.2.1 DAQ AND TRIGGER SYSTEM

The MiniBooNE data acquisition (DAQ) system uses 14 QT VME crates to record and an-

alyze the detector and veto PMT hits which are recorded with a 10 MHz sampling rate [68].

Charge and time information for each PMT hit is processed on eight-channel QT cards (16

per crate). If the preamp PMT signal exceeds about 0.1 photoelectron, the discriminator

signal is activated digitizing for 200 ns. The single photoelectron resolution is about 4 bits

corresponding to a full scale of 20 to 30 photoelectrons. The preamplifier is continuously

integrated with a capacitive circuit having a decay constant of about 700 ns.

The charge measurement is set to the digitized value of at each 10 MHz clock tick. A

ramp voltage is generated using a fixed transistor ramp circuit triggered by the discriminator

being activated. The voltage is digitized at 10 MHz and quickly returns to baseline after two

subsequent clock ticks. The time of the hit is determined by extrapolating two successive

measurements of the ramp voltage to baseline. The analog-to-digital conversion happens

independently of the trigger (see below).

Each digitized signal is stored in a buffer for approximately 200 µs for the trigger to

use before the signal is overwritten. The data rate loss in normal running in less than

0.1%. Each QT crate contains an integrator board that sums the total number of hits

and the total charge the create accumulated for each clock tick. This information is sent

to the triggering create and is used to create trigger definitions as described below. More

information about the DAQ can be found in Ref. [68].

A complex trigger system was designed to create different trigger windows depending
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on the number of tank/veto hits as well as outside signals. Table 3.3 gives the condition

and reason for each of the comparators, and external trigger settings.

Input Name PMT hits Purpose

External 1 BEAM n/a Beam to MiniBooNE

External 2 RANDOM n/a Strobe, NuMI, Debuncher

External 3 CALIB n/a Calibration event

Comparator 1 DET1 # tank hits ≥ 10 Activity Monitor

Comparator 2 DET2 # tank hits ≥ 24 Michel electron

Comparator 3 DET3 # tank hits ≥ 200 High-energy neutrino

Comparator 4 DET4 # tank hits ≥ 100 Neutrino candidate

Comparator 5 DET5 # tank hits ≥ 60 Supernova ν candidate

Comparator 6 VETO1 # veto hits ≥ 6 Cosmic veto

Comparator 7 VETO2 # veto hits ≥ 4 Cosmic activity

Table 3.3: The three external and seven comparator trigger settings. Copied from Ref. [68].

If any of the external triggers, DET1, or VETO1 are true a word containing the state of

all comparators and external triggers at the 100 ns clock tick is stored in the trigger FIFO

register (2048 words deep). The words are composed in pseudo-realtime to select events

for readout. For each event that is stored to disk the previous 90 trigger words are stored

regardless of time. This information will be used to reduce the amount of beam-unrelated

background (BUB), discussed in Sec. 4.1.1.

Various triggers are defined depending on the trigger word or group of words that are

built. Two of the external triggers, BEAM and STROBE, both open a 19.2 µs DAQ window with

no condition on the detector activity. The BEAM trigger is defined as seeing the “beam to

MiniBooNE” accelerator signal while the STROBE trigger comes from a “random” clock. In

the BEAM trigger the beam arrives about 5 µs into the trigger; this provides a measurement

of the BUB using the pre-beam information. For on-target running, BUB was a small
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percentage of the background [50, 51, 69, 70]. Chapter 4 explains how lowering the produced

neutrinos affects the percentage of BUB in this analysis. See Ref. [68] for more information

on the trigger.

3.2.2 MEASURING BEAM UNRELATED BACKGROUNDS

Beam unrelated backgrounds come from cosmics and radioactive material in the ground

surrounding the detector. The purpose of the STROBE trigger is to measure the BUB that

would be seen underneath the beam signal. It is important for STROBE data to be collected

coincidentally with BEAM data so that the detector conditions are the same in the two data

sets. For on-target running the STROBE was set to 2.01 Hz while off-target used a rate of

10 to 15 Hz. The increase in rate was necessary because the BUB was going to be a larger

percentage of events with the reduction of the neutrino flux and therefore a larger sample

was needed to reduce the BUB statistical uncertainty contribution. BUB was also measured

by using the pre-beam information as a check. In off-target mode, 4.5 times more STROBE

triggers were analyzed than for ν–Mode. Not all the ν–Mode STROBE triggers were used in

the analysis.

Each STROBE event’s weight is the ratio of the number of BEAM triggers to the number

of STROBE triggers. The BNB trigger that BEAM is based on comes from a clock that is

independent of if there is beam or not. Sometimes the clock is left running although no

beam is being sent down the beamline. The Intensity Frontier Database (IFDB) is used to

find the fraction of triggers that did not contain beam. For off-target running this fraction

was 7.9%. IFDB is also used as a check in the number of beam triggers recorded in the

MiniBooNE database. For off-target running the difference between the two databases was

0.4%.

For ν–Mode running IFDB was not up and running, so the pre-beam data was used

as a check [71]. A large discrepancy was found between the ratio of pre-beam and the
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Figure 3.6: Checking the scaling of STROBE triggers to BEAM triggers. The blue line (top

plot top line) is data from STROBE while the orange line (top plot bottom line) is data from

BEAM. The axis is time in the DAQ window. The green vertical lines and arrows shows the

beam time cut discussed in Sec. 4.1.1. The bottom plot is the ratio of BEAM to STROBE it is

in good agreement with what one would expect after adjusting the number of BEAM triggers

to account for empty triggers.
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ratio of triggers [71], so the uncertainty on the STROBE scaling was set to 100%. This

adds a systematic uncertainty of only 1.3% to the ν–Mode neutral-current elastic (NCE)

events due to the small percentage of BUB (see Table 4.8). The same check was done

for off-target with the 7.9% correction and good agreement was found, see Fig. 3.6. The

systematic uncertainty on the off-target STROBE scaling was set to 0.4% which adds a

systematic uncertainty of 0.2% to the off-target NCE sample (see Table 4.8).

3.2.3 DETECTOR SIMULATION

The simulation (MC) of the beam related neutrino events was split into two, detector

simulation (detMC) and dirt simulation (dirtMC). The only difference between detMC

and dirtMC was the size of the volume the neutrinos were allowed to interact in; detMC

(dirtMC) used a radius of 610.6 cm (14 m). The MC was split into neutrino cross section

modeling and particle transport/detector response.

NEUTRINO CROSS SECTION MODEL

The nuance V3 neutrino event generator [72] was used to simulate neutrino interactions

in CH2. Refs. [50] and [69] describe the relevant simulation models for NCE and charged-

current quasielastic (CCQE) respectively. The relativistic Fermi gas model of Smith and

Moniz [73] is used to describe both NCE and CCQE events on carbon, while Llewellyn-

Smith was used for free hadrons [74]. For this paper NCE is defined as the incoming

particle interacting with a single nucleon causing the nucleon to recoil. This is in con-

trast with Super-K which includes the detection of the de-excitation gammas from excited

nucleons [75].

Final-state interactions of the nucleons in the carbon nucleus are included, which in-

cludes pion absorption. The axial form factor is assumed to be of dipole form with an axial

mass MA and a Pauli-blocking parameter κ is introduced as an extra degree of freedom to
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model the low-Q2 events in MiniBooNE correctly.

Table 3.4 gives the parameters that were used to generate the ν–Mode events. Ref. [69]

Parameter Value

MA for QE events on carbon 1.2341 GeV

Binding energy for carbon 34.0 MeV

Fermi momentum for carbon 220.0 MeV

∆s, the axial vector isoscalar term 0.0

MA for CC and NC single pion events 1.1 GeV

MA for CC and NC multiple pion events 1.3 GeV

Scale factor for NC coherent π0 events 1.302

Scale factor for NC and CC ∆ radiative events 1.00

Scale factor for deep inelastic scattering events 1.00

Pauli blocking scale factor, κ 1.0220

MA for for CC single coherent events (not coherent NCπ0) 1.030 GeV

Scale factor for NC resonant π0 events 1.00

MA for QE events on hydrogen 1.13 GeV

Table 3.4: The nuance parameters used to generate the ν–Mode detMC events. QE =

quasi-elastic, CC = charge-current, NC = neutral-current. Copied from Ref. [76]

measured the effective axial mass M eff
A and κ to be 1.35 GeV and 1.007, and reported

an extra 1.08 scale-factor to match simulations with ν–Mode data. For this analysis, all

detector and dirt simulated events were reweighted to these updated measured values, while

only the CCQE distributions includes the scale-factor. The overall scaling is allowed to float

(see Sec. 5.2).

Kinematic equations are used to determine Q2
QE , the reconstructed four momentum

transfer for both NCE and CCQE events under the assumption the target nucleus is at

rest. These equations are given in Eqs. (4.1) and (4.2) for CCQE and NCE events.
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PARTICLE TRANSPORT/DETECTOR RESPONSE

A GEANT3 simulation [77] was developed to simulate the particle transport in the Mini-

BooNE detector. Fig. 3.7 shows the detector geometry modeled in the detector simulation.

Light can be generated through ionization, Cherenkov radiation, scintillation, fluorence, or

Figure 3.7: The geometry domain of the MiniBooNE GEANT3 simulation. The dirt

region and overburden are indicated by the thick-lined cylinder and the conical frustum,

the thin-lined cylinders indicate the electronics room and vault, the sphere and the top-hat

determine the detector tank and the tophat. From Ref. [71]

scattering. Ionization occurs when a particle transfers enough energy to a bound electron

causing it to become a free electron. Cherenkov radiation occurs when a particle’s relative

velocity to the speed of light β is greater than 1/n. The kinetic energy of a particle required

to produce Cherenkov light is

TCh = m

(
n√

n2 − 1
− 1

)

where m is the mass of the particle. Electrons have T eCh ' 0.20 MeV and protons have

T pCh ' 350 MeV. The primary light generation in MiniBooNE for electrons (protons) is

Cherenkov (scintillation).

Scintillation light occurs when energy from the traveling particle excites a bound elec-
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tron to a higher level state. The de-excitation light from the electron is scintillation. The

amount of scintillation light generated is proportional to the particle’s ionization loss and

quenching factor. Birks’ law [78] relates the scintillation light yield to ionization energy

loss per unit length

dEsci
dx

=
dEion/dx

1 + kB
dEion
dx + k′B

(
dEion
dx

)2

where kB = 0.014 g cm2 MeV−1 and k′B = 0 were obtained empirically for MiniBooNE’s

mineral oil. While Cherenkov light is prompt scintillation light is delayed based on the

lifetime of the electron in the excited state. For the MiniBooNE mineral oil the scintillation

life time is ∼35 ns [79].

Photons produced in the detector can interact in the detector while traveling to the

PMTs. Scattering is the process when the photon gets absorbed and readmitted at the

same wavelength but possibly a different direction. Fluorescence is the process when the

admitted photon is a different frequency than the absorbed photon. Scattering, fluores-

cence, ionization and loss of photons from absorption, were measured and included in the

MiniBooNE GEANT3 simulation [80, 81].

Digitization of the PMT signal was also simulated so the output from the simulations

was in the same form as that from data. BUB data was overlayed on top of the simulations,

based on analysis of the ν–Mode STROBE trigger, to correctly model beam events that get cut

because of coincident BUB events modifying the reconstructed charge/time of the neutrino

event or causing there to be too many events in the DAQ window. The single BUB event

rate changed from 4.24 kHz in ν–Mode to 4.40 kHz in off-target.

3.2.4 EVENT RECONSTRUCTION

Not knowing a priori which type of production the event is, e.g. electron, muon, nucleon,

different particle hypothesis tests were developed based on the topology for each event. For

example, a high energy muon is expected to be a sharp Cherenkov ring while an electron
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will be a fuzzy Cherenkov ring. Most of the nucleon events have PMTs that contain charge

and time consistent with scintillation light. The following describes the NCFitter developed

to reconstruct proton recoil events in the detector. Discussion is based on Ref. [76, 79].

As previously stated, the proton has a Cherenkov threshold of 350 MeV. Most of the

neutral-current elastic events seen in MiniBooNE are below this threshold, nonetheless NC-

Fitter uses both the scintillation and Cherenkov light to reconstruct the outgoing nucleon.

The predicted charge for a given PMT, µi given track parameters X is given by

µsci (X) = εφsci (E)
exp [−r/λsci (R)]

r2
f (cos η)Fsci (E, cos θ,R)Corr (E, cosα)

µcer (X) = εφcer (E)
exp (−r/λcer)

r2
f (cos η)Fcer (E, cos θ,R)Corr (E, cosα)

where sci stands for scintillation and cer stands for Cherenkov. The rest of the parameters

are as follows:

• X = (x0, y0, z0, t0, θ0, φ0, E0) as shown in Fig. 3.8.

Figure 3.8: Schematic of the reconstructed geometry defining the values that go into X.

• ε is the quantum efficiency of the PMTs.
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• φ is the number of photons per solid angle for a given event.

• λ is the effective attenuation length. For scintillation λ is dependent on where in R the

event occurred.

• f (cos η) is the angular acceptance of the PMTs, where η is the angle of the incident light

with respect to the PMT normal.

• F (E, cos θ,R) is the angular emission profile with θ being the angle between the particle’s

direction and the direction from the vertex to the PMT.

• Corr (E, cosα) is a correction function for the probability of the proton leaving the

detector before depositing all of its energy. α is the angle between the line from the

center of the tank and the event direction.

The best fit X for a given event with a specific particle hypothesis is when the following

likelihood is maximized

L (X) =
∏

nohits

fq (0,X)
∏

i,hits

fq (qi,X) ft (ti,X) . (3.1)

In Eq. (3.1) qi and ti are the measured charge and time for the ith PMT, fq is the probability

distribution function (PDF) for the ith PMT to measure qi given X, and ft is the PDF ti

will be measured given X. fq and ft can be written in terms of µi by

fq (qi,X) = fq (qi, µi (X)) ,

ft (ti,X) = ft (ti, µi (X) , E) .

Independent of particle hypothesis, the charge likelihood fq (q > 0, µ) was measured

by laser calibration data in the MiniBooNE detector, see Ref. [68]. ft (ti, µi (X) , E) is

calculated from

ft (tcorr,X, E) =
µsci

µsci + µcer
fscii (tcorr, µsci, E) +

µcer
µcer + µsci

f ceri (tcorr, µcer, E) ,
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where tcorr is the time of the event corrected for the photon propagation time from the

vertex of the event to the PMT. Cherenkov light’s time PDF is assumed to be Gaussian

distribution while scintillation’s time PDF is modeled by convolution of a Gaussian with

two exponentials. The exponentials represent the time response of the scintillator and

the Gaussian represents the response of the PMTs. More detail about the MiniBooNE

reconstructed method is given in Ref. [79]. Details about the NCFitter is given in Ref. [82].

Results from using the NCFitter for ν–Mode-NCE cross section analysis is given in Ref. [50]

and for ν̄-Mode-NCE cross section in Ref. [51].
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CHAPTER 4

DATA SET DISTRIBUTIONS

Selection criteria were used to enhance the predicted dark matter (DM) neutral-current

elastic (NCE) signal in the off-target data set. In addition, three other distributions were

included to constrain the flux and neutrino cross section systematic uncertainties on the

DM sample.

The four data sets used in this analysis were: ν–Mode-CCQE (CCQEν), ν–Mode-NCE

(NCEν), off-target-CCQE (CCQEOff) and off-target-NCE (NCEOff). Here CCQEν , NCEν ,

CCQEOff, and NCEOff refer to the selection sample that was used and are defined in

Sec. 4.1. ν–Mode data comes from runs when the beam was hitting the beryllium target

and the horn was focusing positive charge mesons; off-target data comes from runs where

the beam was steered past the target to hit the beam dump and the horn was powered

off. The off-target mode was run to reduce the number of decay-in-flight neutrinos being

produced since all neutrino interactions are counted as background in a DM analysis. The

cuts described are built upon Refs. [69, 83] for charged-current quasielastic (CCQE) and

Refs. [50, 82] for NCE.

CCQEν and CCQEOff are used to constrain flux systematics, and NCEν constrains cross

section systematics for NCEOff, the signal channel. This chapter will discuss the selection

cuts for both CCQE and NCE, how the off-target flux was determined, and the systematic

uncertainty on each distribution. The chapter will conclude with a summary of the four
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distributions that were used.

4.1 EVENT SELECTION CUTS

Cartoons of NCE and CCQE events in the MiniBooNE detector are shown in Fig. 4.1.

The definition of NCE and CCQE events follow from previous MiniBooNE analyses where

12C

Scintillation

νµ-beam

p(n)

(a) NCE

12C

(Scintillation)

n

p

νµ-beam

µ

Cherenkov 1
e

Cherenkov 2

(b) CCQE

Figure 4.1: Cartoon of what a typical (a) NCE and (b) CCQE events contains in the

MiniBooNE detector.

a NCE (CCQE) candidate event is really NCE-like (CCQE-like). The “like” is added

because the cut is not based on the true neutrino interaction but the final state particles.

For example the true neutrino interaction could have been CCQE but the muon did not

leave the carbon atom and so only the proton was seen. This event is then seen as NCE-like.

In contrast, the DM signal is assumed to be purely DM scattering off a nucleus, i.e.

NCE. For the rest of this discussion the “like” will be dropped. When cuts are being

described NCE (CCQE) will refer to NCE-like (CCQE-like), but when the actual processes

are being discussed NCE and CCQE refer to the true interaction.

A NCE event is expected to have a single outgoing nucleon, assuming no other final state

interactions, while a CCQE event is expected to have an outgoing muon and an outgoing
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proton. All MiniBooNE analyses to-date have been fully contained analyses, therefore, for

the CCQE event selection, the muon is required to decay in the MiniBooNE detector and

the Michel electron is detected. The lifetime of a muon in mineral oil is about 2 µs. The

CCQE analysis search selecting for a muon followed by an electron is simplified by the high

Cherenkov threshold of protons compared to muons in mineral oil. For CCQE events the

Cherenkov light produced by the muon will dominate the scintillation light produced from

the proton.

4.1.1 NCE SELECTION CRITERIA

The NCE cuts in this analysis follow those of Ref. [51] and are shown in Table 4.1. An

individual 19.2 µs DAQ window with all photomultiplier tube (PMT) hit information is

called an event, therefore, groups of hits localized in time inside the DAQ window are

called subevents. A hit is defined as a single PMT fired above threshold regardless of the

amount of charge on the PMT. A subevent is defined as a group of hits, independent of

spatial location, that are not separated by more than 10 ns and must have at least 10 hits.

NCE events are expected to produce a single subevent in the DAQ window resulting in

NCE1.

NCE2 ensure the event is coming from the beam. This assumes the interacting particle,

neutrino or DM, is traveling near the speed of light, β ' 1. With 491 m of mainly dirt

from the front of the beam dump to the center of the detector to stop any charged or slow

moving neutral particles, it is reasonable to believe events outside the beam timing region

are coming from only beam unrelated sources.

NCE3 is split between requiring a minimum number of tank hits for reconstruction

purposes and reconstructed nucleon kinetic energy T reco
N region where the neutrino NCE

reaction dominates over beam-related background events. In simulations, there were no

events that violated the tank hit cut but satisfy the energy cut. This relationship between
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cut # description

neutral-current elastic (NCE)

NCE1 # total subevents = 1

NCE2 event time widnow 4.4 < T (µs) < 6.4

NCE3 # tank hits > 12 and

reconstructed kinetic energy between 0.035 and 0.65 GeV

NCE4 # of veto hits < 6

NCE5 Reconstructed vertex radius < 500 cm

NCE6 p/e log-likelihood ratio < 0.42

NCE7 Trigger with less than 60 hits 10 µs before event trigger

charged-current quasielastic (CCQE)

CCQE1 # total subevents = 2

CCQE2 all subevents, # of veto hits < 6

CCQE3 1st subevent, # of tank hits > 200

CCQE4 1st subevent, event time window, 4.4 < T (µs) < 6.4

CCQE5 1st subevent, reconstructed vertex radius < 500 cm

CCQE6 1st subevent, kinetic energy > 200 MeV

CCQE7 1st subevent, µ/e log-likelihood ratio > 0.0

CCQE8 µ− e vertex distance > 100 cm and

µ− e vertex distance > (500× Tµ (GeV)− 100) cm

Table 4.1: List of cuts for the NCE and CCQE event selections.
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the tank hits and reconstructed energy was used to make sure there was no overlap between

the minimum number of tank hits and T reco
N . The upper bound on T reco

N was set where the

neutrino background to NCE events became greater than the NCE signal when running in

ν–Mode.

To reduce the number of beam-unrelated background (BUB), where the interacting

particle was generated outside the detector, NCE4 was used. With the back-to-back nature

of the PMT positioning and the noise of the PMTs the maximum number of allowed veto

PMTs was set to 6. Cosmic muons and electrons produced outside are greatly rejected by

this cut. The veto hit cut reduces the cosmic ray background by a factor of 104 [68].

The apex of the tank PMTs are at a radius of ∼550 cm. A fiducial volume, the volume

required to contain the starting position of the track, was determined for reconstructed

efficiency (NCE5). The NCEν cross section analysis applied an energy-dependent fidu-

cial volume cut to reduce more of the dirt background [50]. For this analysis an energy

independent fiducial volume was used for all distributions.

NCE6 separates events that are more Cherenkov- or scintillation-like by utilizing the

difference in the time response of the PMTs between Cherenkov and scintillation light. All

events are fitted with both hypothesis and NCE6 is a ratio of the two hypothesis, denoted

as L
p/e
t , to reject more Cherenkov like events. Details of a study to search for a T reco

N -

dependent L
p/e
t cut is given in appendix A. The gain from the T reco

N -dependent cut was not

enough to merit the additional complication. The cut L
p/e
t < 0.42 determined by Refs. [50,

70], was used.

NCE7 uses previous trigger information (see Sec. 3.2.1) to further reduce the amount

of BUB. For an event to survive the cut the event cannot be correlated with a trigger that

contained more than 60 tank hits within 10 µs of the events trigger. The following explains

the study done to set this cut.
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PREVIOUS TRIGGER CUT STUDY

A study was done to see if adding a cut using the previous trigger information (see Sec. 3.2.1)

would reduce the amount of BUB in the NCEOff sample. All combinations of the DET, VETO

triggers and time difference between previous trigger and the subevent trigger (∆T ) were

considered. To find the best combination of DET, VETO, and ∆T the following equation for

the figure of merit F was maximized

F =
NBeam −NBUB√
NBeam + σ2

NBUB

,

where NBeam (NBUB) is the number of beam (beam-unrelated) events after applying a

DET, VETO, and ∆T cut, σ2
NBUB

is the uncertainty on NBUB. NBUB is measured by using

the STROBE trigger (see Sec. 3.2.2). F is approximately equal to one over the fractional

uncertainty on the beam-related background (BRB).

The simulations do not simulate the previous trigger, therefore NBeam has to come from

beam data. To keep the DM search blind, this study only used the first 0.32 × 1020 POT

of the off-target data, ∼17% of the total sample. Two different trigger types are defined,

Word and Cluster. A single previous trigger’s clock-tick information is called a Word. A

Cluster is defined as a group of Words with no more than two clock-ticks separating two

continuous Words, as shown in Fig. 4.2. The trigger information in a Cluster is the logical

Figure 4.2: Diagram showing how previous trigger Clusters are made.

OR of all the Words that make up the cluster. As shown in Fig. 4.2, if an internal event

occurs a clock-tick or two before an external trigger the Cluster would register the internal
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trigger as part of the external trigger. A detailed analysis showed cutting on Word had

a higher efficiency than cutting on Clusters [84]. The following description focuses on the

Words analysis .

To require a previous trigger to be correlated with the subevent’s trigger, the previous

trigger cannot come from an external trigger. Figure 4.3 shows an example ∆T distribution

for both NBeam and NBUB applying all the other NCE selection cuts (NCE0) and taking

the opposite of the time likelihood cut (NCE1).
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Figure 4.3: Example time difference between current event and previous triggers distribu-

tions for beam and beam-unrelated data where the previous trigger has the DET5 bit set.

(a) Uses the normal time likelihood cut while (b) takes the inverse.

The lifetime of the NCE0 distribution is 0.8 µs, which is not consistent with the muon

lifetime. NCE1, on the other hand, has a lifetime of 2.2 µs, which is consistent with the

muon lifetime. The fact NCE0 does not produce a muon lifetime suggests that events in the

detector with a previously correlated trigger are from BUB neutrons most likely produced

by muon spallation in the rock where the muon missed the MiniBooNE detector.
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To calculate the uncorrelated, or accidental rate the following was used

R =
# events fail cut in time window

(# original events) (length of time window)

for a period in ∆T where no correlated signal is expected. For this analysis the window

between −20 and −40 µs was used. The accidental efficiency is calculated by

PS = 1−R∆T

Fig. 4.4 shows the percent change in F before and after applying a previous trigger cut

for all the different combinations of DET, VETO, and ∆T . The combination that gives the

maximum F is DET5 with no VETO constraint at ∆T = 14 µs. With little change in F and

lower R, the cut chosen was to reject events with a previous trigger containing at least

DET5 with no external trigger within 10 µs of the subevent’s trigger. The BUB is reduced

by 42.5% while only reducing the number of beam related events by (4.7± 0.2) %. It was

assumed the previous trigger rate for off-target was the same for ν–Mode.

4.1.2 CCQE SELECTION EVENTS

The CCQE cuts in this analysis follow those of Ref. [83] and are shown in Table 4.1. With

the expectation of detecting the muon followed later in time by the decay electron, the

number of subevents required equals two. The veto rejection cut is required on all subevents

while the event time window cut, tank hit cut, and fiducial volume are all requirements

only on the first subevent. The tank hit cut was set to 200 to distinguish between electrons

and muons at low visible energy. The log-likelihood cut to separate muons from electrons

uses the full likelihood, not just the time likelihood used in the NCE selection. A distance

cut between the starting positions of the first and second subevent reduces events where

the first and second subevent are uncorrelated.

Refs. [69, 83] discuss a side band analysis where the number of allowed subevents was set

to three and the distance cut between the first and second subevent was removed. This was
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Figure 4.4: Percent change of F after applying a pre-trigger cut as a function of DET, VETO,

and ∆T . A DET0 or VETO0 means there was no constraint on that type of trigger, i.e. DET0

and VETO0 means any trigger not caused by an external trigger.

45



to measure the CC1π+ contribution to the CCQE-like background. With limited statistics

in CCQEOff, the correction to the low energy CC1π+ cross section used in CCQEν was

used for CCQEOff.

4.1.3 DEFINITION OF Q2
QE

Kinematic equations relate reconstructed energy/angle to the four-momentum transfer Q2.

Both CCQE and NCE label the reconstructed four-momentum under the quasi-elastic hy-

pothesis with Q2
QE . For CCQE, Q2

QE is defined by [69]

Q2
QE = −m2

µ + 2EQEν

(
Eµ −

√
E2
µ −m2

µ cos θµ

)
, (4.1)

where

EQEν =
2m′nEµ −

[
(m′n)

2
+m2

µ −m2
p

]

2
[
m′n − Eµ +

√
E2
µ −m2

µ cos θµ

] ,

m′n = mn−Eb is the neutron mass adjusted for the binding energy of carbon, set to 34 MeV,

mp is the mass of the proton, mµ is the mass of the muon, Eµ is the total reconstructed

energy under the muon hypothesis, and θµ is the reconstructed angle with respect to the

beam direction. For NCE, Q2
QE is defined as [50]

Q2
QE = 2mNT

reco
N , (4.2)

where mN is the mass of the nucleon. This analysis uses the definitions of Q2
QE instead

of the true Q2, because the true Q2 is impossible to define experimentally, and Q2
QE is

a well-defined approximation of Q2 based on reconstructed quantities. In later sections

CCQEν , NCEν , CCQEOff, and NCEOff will be plotted as functions of Q2
QE .

4.2 OFF-TARGET NEUTRINO SIMULATION

With approximately 500 m of distance and shielding between the beam dump and the

MiniBooNE detector the BRB is assumed to be composed of only neutrino induced events.
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BRB are arranged into two subcategories, 1) beam related events interacting in the detector

(νdet), and 2) beam related events that interact in the dirt around the detector (νdirt). To

understand these backgrounds, the neutrino flux needs to be well understood. For the

off-target neutrino flux, updates were made to BooneG4Beam to better simulate the off-

target running conditions. These updates include the beam profile and the addition of

materials that change the on-target flux by less than a percent. This section will discuss

theses changes, and show the official off-target flux prediction.

4.2.1 SIMULATED GEOMETRY

Materials listed in Table 4.2 were added to BooNEG4Beam. Most of the geometry in

the simulations are either a rectangular box or are concentric cylinders with an inner and

outer radius as shown in Fig. 4.5. The inner radius is bound between 0 and the length of

the outer radius. An inner radius equal to 0 means there is no gap in the material at the

center of the cylinder. The added materials came in the following classes: 1) material that

should have been included due to having no inner radius, 2) material with an inner radius

that has the off-target beam now interacting with the material, and 3) material that is

down stream of interacting material but does not interact with the beam. The last class is

added because although the material does not interact with the beam directly, any particles

produced upstream can see the material thus generating more secondary particles.

To simulate the effect of particles scattering off wires, multiwire planes were added to

the simulations. MW876 and MW875 were positioned an arbitrary distance in-front of the

start of the beam. An end cap was discovered during the beam pipe inspection that was

not in the simulations. Without having much information about the material or thickness

of the end cap, a steel end cap located 49.92 m from the target center with a half length

0.516 cm was added to the simulation. With this position, an air gap of 9.91 cm between

the end cap and the steel beam dump was assumed. Schematics of the entire beam-line
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Geometry Material
Inner Radius Half Length Location

(mil) (mil) (cm)

Vacuum vacuum

0 51 929 −214.1

0 19 685 −395.1

0 7874 −464.1

MW wires W
0 1.5 −476.1

0 1.5 −475.6

MWTGT foils Al
250 5 −103.4

250 5 −98.3

MWTGT Ceramic Al2O3 625 40 −100.7

MWTGT wires W
0 1.5 −100.8

0 1.5 −100.6

End of vacuum window Ti 0 0.6 −82.2

Target Back Plate Al 500 250 −56.2

Target Window Be 0 15 −47.7

Target Base Block Al 543 1000 −45.1

Target BCA Al 575 905.5 −40.3

Upstream fin locator Be 475 2500 −47.6

Downstream fin locator Be 475 405.5 34.5

Horn Window Al
0 5 143.9

13 012 375 143.9

Table 4.2: List of geometries upstream or around the target needed for off-target simu-

lations. The location is with respect to the center of the target. When there is multiple

information given for a specific geometry that is either because there are multiple pieces

not connected, e.g. MWTGT foils, or the geometry spans over several mother volumes,

e.g. Vacuum. BCA stands for bellows contact assembly.
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half–z ro

ri

Figure 4.5: Schematic of a tube shape material in the simulations. The dark outer cylinder

is the material of radius ro and the inner white cylinder is hollow with radius ri. The half

length of the tube (half–z) is also shown.
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simulation can be found in Figs. 4.6a to 4.6d.

BMLN CAVE DKO1
IABC

DKTN FABC

Dolomite

(a) The entire BooNE Beam-line simulated geometry. BMLN stands for beam-line, CAVE is where

the target hall sits, DK01 contains the upstream decay pipe, IABC houses the 25 m absorber, DKTN

contains the downstream decay pipe, and FABC houses the 50 m beam dump.

Concrete
Air

Steel

Air

Air Air
Air

Vacuum Be
Air
Al

Al

Al

(b) The target hall

AirAir Air

Steel

Steel

Concrete

Steel
Concrete

Air

Air

(c) The 25 m absorber

Steel
Concrete Steel

AirConcrete

Air

*Endcap

(d) The 50 m absorber

Figure 4.6: Simulated beamline geometry. (b), (c), and (d) are zoomed in parts shown in

(a). The zoomed in parts are not zoomed to the same scale.

4.2.2 DETERMINING CENTRAL-VALUE FLUX

The beam starting parameters, Table 4.3, for the off-target simulation of the neutrino flux

were taken from measurements by MW875 and MW876 during off-target running. The beam

divergence was determined for on-target running and was not changed for this analysis.

Fig. 4.7 gives the 3-σ profile of the off-target beam at various points along the beamline

with different variations in the beam profile.

The nominal beam profile with the updated geometry produced 62% fewer CCQE events

than measured, as shown in Fig. 4.8. Four variations, or excursions, were found to reproduce

the number of CCQE events to within 15% with little scraping of the target. The four
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Parameter Value Uncertainty Unit Extra Description

x −4.098 0.44 mm

y 6.399 0.511 mm

z −4.372 m

θx 0.93 0.21 mrad

θy 0.42 0.31 mrad

σx 2.88 0.19 mm
Beam Spread

σy 1.11 0.05 mm

σθx 0.66 mrad
Beam Divergence

σθy 0.40 mrad

Table 4.3: The nominal beam off-target staring parameters, where the uncertainties given

are RMS errors for the given parameter.
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Figure 4.7: 3-σ Projections of the beam with various starting parameters given at various

points along the beamline.
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Figure 4.8: Comparing CCQEOff EQE
ν data to three different Monte Carlo Predictions.

Dotted red is the output of the nominal off-target beam profile, dashed red is the dotted red

scaled by 1.62, solid blue is the final central-value flux determined by averaging excursions.
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excursions were: 1) decrease θy by 0.22 mrad, 2) increase θy by 0.60 mrad, 3) increase θx

by 1.375 mrad, and 4) increase σθy by 0.02 mrad. Each excursion except for the increase

of θx is within 2-σ of the uncertainty from MW875 and MW876 measurements. The central

value of the off-target flux Φoff was taken to be the average of the four excursions not

knowing which one, or combination of, is reality. Fig. 4.9 shows Φoff as a function of true

neutrino energy Eν as well as the energy dependent ratio of off-target to ν–Mode flux.

5× 1010 protons on target (POT) were simulated for each excursion.
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Figure 4.9: (top) The Eν distribution of the flux in off-target mode. (bottom) The ratio of

off-target to ν–Mode flux. Both show each neutrino species.
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Uncertainty in the flux was determined by the nominal beam profile, 1-σ excursions

around the nominal beam profile, and the excursions that made up the central value. The

1-σ excursions and the nominal beam profile were scaled by 1.62 so the nominal beam

profile reproduced the number of CCQE events. The energy dependent flux covariance

matrix is calculated using

Mij =
∑

l

∑

k

(
N l,k
i −N

l,CV
i

)(
N l,k
j −N

l,CV
j

)
,

where i and j index the energy bins, k indexes the systematic excursions and l indexes the

neutrino species. Fig. 4.10 shows the uncertainty of the total flux with its correlation matrix.

The off-target flux is (1.9± 1.1)× 10−11 ν POT−1 cm−2 integrated over 0.2 < Eν < 3 GeV

Energy (GeV)
0 0.5 1 1.5 2 2.5

-1
1

) 
x 

10
2

/P
O

T
/c

m
ν

) 
(

ν
(E

Φ

-510

-410

-310

-210

-110

1

Average CV (sys error)

Average CV (stat error)

Energy (GeV)
0 0.5 1 1.5 2 2.5

E
n

er
g

y 
(G

eV
)

0

0.5

1

1.5

2

2.5

C
o

rr
el

at
io

n
 V

al
u

es
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Figure 4.10: (a) The total off-target central-value flux distribution with stat and beam

profile systematic errors. (b) The total beam profile systematic correlation matrix.

with a mean energy of 657 MeV. The off-target flux has a reduction factor of 26.6 compared

to ν–Mode and is softer by 176 MeV. The breakdown of the integrated off-target flux by

species is given in Table 4.4.

Fig. 4.11 and Table 4.5 give the breakdown of the parent mesons that produced neutrinos

as a function of neutrino species. These are to be compared to Figs. 29 and 30 and Table
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Figure 4.11: Predicted νe (top right), νe (top left), νµ (bottom left), and νµ (bottom right)

flux at the MiniBooNE detector by secondary particle in beam off-target mode. The black

line is the total predicted flux. The rest of the lines (except the dashed black line) are from

primary parent meson production. The dashed black line includes all other contributions.
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ν species
Φ (Eν)

(
ν POT−1 cm−2

)
× 10−12

Perc. Of Total
Value Uncertainty

Total 19 11

νµ 12 6 63.7

ν̄µ 6.6 4.7 35.4

νe 0.11 0.09 0.6

ν̄e 0.05 0.04 0.3

Table 4.4: Beam off-target profile systematic percent error independent of energy for the

various ν types, including correlations. Φ (Eν) integrated over 0.2 < Eν < 3 GeV

9 in Ref. [62]. In particular, the ν–Mode flux is made up of 93.6% νµ, 5.9% ν̄µ, and 0.5%

νe, ν̄e while the off-target flux is composed of 63.7% νµ, 35.4% ν̄µ, and 0.9% νe, ν̄e. In

on-target running the parent mesons that produce neutrinos that intersect the MiniBooNE

detector, are primarily produced in beryllium and aluminium, but in off-target running the

break-down is 55% air, 30% beryllium, 10% steel, 3% aluminium, and 2% concrete. Above

neutrino energies of 500 MeV, air and beryllium contribute about equally to the flux.

Table 4.6 shows the breakdown of predicted νdet events by true neutrino interaction

given by nuance. The true neutrino interaction is determined at the primary vertex, i.e.

not including any final state interactions. Table 4.6 shows the breakdown for both ν–Mode

(top) and off-target (bottom), what is produced by nuance before cuts are applied (first

column), and after applying NCE (second column)and CCQE (third column) cuts. There

is a slight change in the breakdown coming from nuance between ν–Mode and off-target.

The difference is explained by the softer flux.

Fig. 4.12 shows how the NCE (CCQE) Etrue
ν distributions change when comparing

true events coming from nuance, after applying NCE (CCQE) cuts, and changing from

ν–Mode to off-target. The softer off-target neutrino flux causes the peaks in the no-cut

samples to be softer when compared to ν–Mode. The NCEOff Etrue
ν distribution is softer
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νµ νµ

Flux (ν POT−1 cm−2) 1.91× 10−11 1.25× 10−11

Frac. of Total 60.07% 39.31%

Composition π±: 89.07% π±: 87.96%

K±: 5.56% p(n): 8.21%

p(n): 4.22% Other: 2.50%

Other: 0.76% K±: 0.72%

K0: 0.26% K0: 0.33%

π± → µ±: 0.12% π± → µ±: 0.28%

νe νe

Flux (ν POT−1 cm−2) 1.29× 10−13 6.69× 10−14

Frac. of Total 0.40% 0.21%

Composition K±: 42.43% K0: 49.87%

π± → µ±: 27.21% π± → µ±: 33.63%

K0: 25.77% K±: 8.97%

p(n): 2.81% p(n): 4.29%

π±: 1.50% π±: 2.09%

Other: 0.27% Other: 1.14%

Table 4.5: Predicted νµ/νµ (top) and νe/νe (bottom) fluxes at MiniBooNE detector while in

beam off-target beam configuration. The contribution flux of the decay chains are provided

for the primary parent meson production.
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ν–Mode: ν Interaction nuance (%) NCE (%) CCQE (%)

CCQE 40 2 84

CC1π± 24 1 13

NCE 17 76 < 1

NC1π0 6 11 < 1

NC1π± 4 10 < 1

CC1π0 4 < 1 2

Other 4 < 1 < 1

Off-Target: ν Interaction nuance (%) NCE (%) CCQE (%)

CCQE 42 4 84

CC1π± 20 1 13

NCE 19 77 < 1

NC1π0 6 10 < 1

Other 6 < 1 1

CC1π0 4 < 1 2

NC1π± 3 8 < 1

Table 4.6: Breakdown of predicted νdet by true neutrino interaction given by nuance. The

first column gives the percentage of total events of each type, as determined at the primary

vertex (not counting any final state interactions). The second and third columns gives

the percentage of each event type for NCE and CCQE cuts. Other includes multiple π

production, deep inelastic scattering, elastic scattering off an electron, and delta radiative

decay.
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Figure 4.12: Etrue
ν distributions for true (a) NCE and (n) CCQE events. The bold lines are

after the corresponding selection cuts are made and the thinner lines are before detector

effects and selection cuts. For each set ν–Mode and off-target are given.

than the corresponding NCEν , but the difference is reduced in the CCQE distributions.

The selection cuts reduces the sensitivity to the low energy events; CCQE has a harder low

energy “cut” than NCE.

A key feature to understand the predicted number of DM events is knowing the total π0

production. The average of the total π±, independent of if a neutrino was produced or not,

distributions were used for the π0 prediction because of the tuning of BooNEG4Beam’s

π± distributions. Taking the average of π+ and π− is consistent with the expected π0

distribution [85, 86]. For off-target 90% of the total pions are generated in the steel beam

dump. Although the neutrino distribution changes depending on how the beam scrapes the

target, the overall π0 distribution remains constant over the off-target excursions because

of the percentage of pions generated in the beam dump. Table 4.7 gives the break down of

the material the π± were generated in for both off-target and ν–Mode. Fig. 4.13 gives the
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π+ π−

off-target meson/POT 2.48 2.36

Composition

Air 3.6% 3.0%

Aluminium 0.2% 0.2%

Beryllium 0.2% 0.2%

Concrete 3.6% 4.1%

Dolomite 0.1% 0.1%

Steel 92.3% 92.4%

Neutrino Mode meson/POT 2.54 2.51

Composition

Air 1.7% 1.4%

Aluminium 5.3% 5.2%

Beryllium 29.5% 27.6%

Concrete 28.0% 27.6%

Dolomite 0.1% 0.2%

Steel 35.4% 38.0%

Table 4.7: The breakdown of the total number of π± per POT and by material in the

beamline. A pion was counted if it had a total kinetic energy greater than 1 MeV, was

traveling in the forward direction, and had a transverse momentum less than 1 GeV. Off-

target, in this table, refers to the nominal beam position measured by the multiwires, not

the average of the four excursions that is used as the neutrino flux CV.
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π0 angle vs π0 momentum 2D distribution for both ν–Mode and off-target.
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Figure 4.13: The average of the π± produced in the BooNEG4Beam simulation, used as

the π0 distribution in simulating DM, for off-target and ν–Mode.

4.2.3 TESTING CCQE EQE
ν PREDICTABILITY

The off-target central-value flux was determined by looking at the integral number of CCQE

events. Can the CCQE EQE
ν distribution, with its distinct shape, rule out different ex-

cursions as candidate for the off-target flux? The following study looked to answer that

question.

Define the smearing matrix between CCQE Etrue
ν and EQE

ν as M so that for a given

true distribution S the reconstructed EQE
ν distribution can be calculated by

E′ = SM, (4.3)

where E′ is a column matrix representing the predictive EQE
ν distribution.

Define a given neutrino flux output from BooNEG4Beam by Φ (Eν). Modify the flux

by Φ (Eν)→ Φ (Eν) (1 + bEν) where b is a floating parameter. For each b, E′ is calculated
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using Eq. (4.3), e.g. SEν=1 GeV = Φ (1 GeV) [1 + b (1 GeV)]. To make the test shape only,

the resulting E′ is scaled so the predicted number of CCQE events matches data. A fit

was done using ROOT’s implantation of MINUIT [87] to find the minimum b for both

the nominal off-target flux NBP and the off-target central-value flux CV .

For a given b, the difference between the corresponding χ2 and the minimum χ2 ∆χ2
min

was plotted as a function of b to see how sensitive the off-target CCQE distribution is to b

for a given input flux. Fig. 4.14 shows ∆χ2
min vs b for both NBP and CV . The scale used to
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Figure 4.14: ∆χ2
min distributions of the NBP flux compared to data (solid black curve) and

CV flux compared to data (long dashed black curve) when varying b. The scale applied to

E′ is shown for NBP (solid gray curve) and for CV (long dashed gray curve). The black

square marker shows where on the NBP flux ∆χmin curve b = 0 and the black circle marker

shows where, on the same curve, b = bminCV
. Horizontal gray dashed lines make it easier

to see the flux-factor scale for NBP and CV when b = 0. The scale for the flux-factors is

given on the right while the scale for ∆χ2
min is given on the left.

match the predicted and reconstructed number of CCQE events is also shown. The black
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markers on the plots show where on the NBP curve b = 0 and b = bminCV
are located. The

NBP default output, b = 0, is practically at the minimum of the data curve, and the CV

curve corresponds to less than 2σ on the data curve.

The same analysis was performed assuming an uniform 15% uncorrelated systematic

uncertainty on the flux. The results are shown in Fig. 4.14b. Including systematics reduces

the number of sigma CV is away from NBP.

The study shows some sensitivity to the shape of the flux in the CCQE EQE
ν distribution,

but no distinction between NBP, CV , or any of the excursions can be made based on the

CCQE EQE
ν distribution. So for this analysis, the CV flux with systematic uncertainties,

as described in the next section, were used.

4.3 SYSTEMATIC UNCERTAINTY

The results of the systematics study for neutrino oscillations was used for this analysis. See

Refs. [82, 83, 88–90] for more information.

Systematic uncertainties for MiniBooNE are calculated with two different methods:

1) unisims, and 2) multisims. Unisims are generally used when the effect on the final physics

parameters are changed, e.g. higher light yield, number and energy of pions produced

change in beam, etc., while multisims are generally used when the covariance matrix of

the input parameters is known. An unisim covariance matrix Munisim is generated by

simulating a 1-σ excursion around a particular input parameter, e.g. proton beam angle.

The resulting uncertainty is given by

Munisim
ij =

(
Nunisim
i −N cv

i

) (
Nunisim
j −N cv

j

)
,

where N
unisim/cv
i is the number of events predicted for the ith bin by the excursion (unisim)

or by the central value simulation (CV). The resulting Munisim
ij is assumed to be a 1-σ un-

certainty around the central value. The resulting covariance matrix for each unisim is added
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together. Unisims considered in this analysis were beam unisims, effects of the discrimina-

tor and effects of the QT boards, uncertainty on POT counting, previous trigger accidental

efficiency, scaling the STROBE triggers, and uncertainty in the dirt contribution [76, 82].

The unisim method falls short if there are correlations between parameters. The multi-

sim method handles correlations between parameters because it takes as input a covariance

matrix of certain parameters. The following is an example input covariance matrix for the

cross section uncertainties

M input
xsec =




var (MA) cov (MA, κ) 0

cov (MA, κ) var (κ) 0

0 0 var (∆s)


 ,

where ∆s is the strange contribution to the proton spin. Several trials are run to see how

the reconstructed distribution changes by picking different parameter values based off the

input covariance matrix. This is possible because the analytic and/or simulated relationship

between the input parameters and the true energy of the event is known. The covariance

matrix from the multisim method was calculated by

Mmultisim
ij =

1

# trials

# trials∑

s=1

(Ns
i −N cv

i )
(
Ns
j −N cv

j

)
. (4.4)

Multisims considered in this analysis were cross section, hadronic interactions, and changes

in pion and kaon production due to uncertainties in the Sanford-Wang distribution param-

eters. Although the optical properties of the mineral oil were well studied, changes in the

parameters had complex changes in the results.

The optical model uncertainty was handeled differently than the other multisim sys-

tematics. Other multisim systematics reweighted the CV based off a ratio of the new to

original true energy. New simulations were not needed allowing statistical uncertainty to

be ignored. Adjusting the optical model however causes the range of energy, the timing,

amount of Cherenkov verses scintillation light, etc. to be different than original, thus affect-

ing the reconstruction output, and removing the ability to analytically reweight previously
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run events. About 70 sets of simulations were run where each set was a change in the

optical model properties based off measurements, see Sec. 3.2.3. These sets of simulations

were run with lower statistics and therefore statistical uncertainty had to be considered in

generating the systematic covariance matrix. Eq. (4.4) was still used to calculate the final

uncertainty since a given set of parameters was chosen based on the correlation matrix of

the optical model parameters.

The final covariance matrix is then a simple sum of all the covariance matrices generated,

where each category of unisims and multisims are considered independent.

4.3.1 OFF-TARGET SYSTEMATICS

Correlations were calculated between different Q2
QE bins and between different data sets.

Fig. 4.15 shows correlation matrices for the cross section and optical model uncertainties.

For the cross section and optical model uncertainties, the expectation was to see corre-
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Figure 4.15: Example of the individual correlation matrices from the systematic uncertainty

studies. Cross-section and Optical Model systematics are shown. All four distributions are

plotted as functions of Q2
QE
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lations between data sets of the same channel type, e.g. if an increase in a parameter

increases the number of events for NCEν , it increases for NCEOff, and Fig. 4.15 shows that.

The total correlation matrix is given in Fig. 4.16, with the breakdown of each systematic

for each distribution given in Table 4.8. The total systematic uncertainties are domi-
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Figure 4.16: The energy dependent systematic uncertainty correlation matrix between the

four datasets.

nated by cross section, optical model and flux uncertainties. The flux and cross section

uncertainties contain a dominate overall scaling term, i.e. number of events all go up or
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Systematic CCQEν NCEν CCQEOff NCEOff

Cross-sections

Cross-Section 16.6 13.3 18.2 7.9

Hadronic <0.1 <0.1 <0.1 <0.1

Detector Model

Discriminator and QTCorr 1.4 2.0 1.3 1.5

Optical Model 2.3 13.2 2.1 8.1

Dirt <0.1 2.2 <0.1 1.0

POT 1.9 1.6 1.9 0.9

ν Flux

Beam Unisims 4.3 4.0 50.5 31.3

K− Prod <0.1 <0.1 0.3 0.2

K0 Prod <0.1 <0.1 0.1 0.1

K+ Prod 0.2 0.5 0.8 0.6

π− Prod 0.2 0.1 2.7 1.0

π+ Prod 4.0 3.8 3.5 2.6

Misc.

Strobe Scale 0.0 1.3 0.0 0.2

Previous Trigger Cut 0.0 0.2 0.0 0.1

Total Systematic 17.9 19.9 54.0 33.5

Statistical 0.3 0.3 3.2 2.6

Table 4.8: Percent systematic uncertainty on total number of events for each channel and

beam-mode.
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go down together. These dominant uncertainties drive the total correlation matrix to have

no negative correlations and the large uncertainty on the off-target flux drives all CCQEOff

and NCEOff bins to be almost fully correlated.

The covariance matrix could be calculated either around the CV or around the mean of

the multisims. The latter method would then require the resulting uncertainty to be scaled

to the CV. For this analysis the former was chosen to be consistent with the oscillation

analysis. The former will almost always produce larger uncertainty than the latter. To

keep correlations between data sets, the multisim random number seeds were chosen to be

the same between those data sets.

In the published CCQEν [69] and NCEν [50] cross section papers, the cross section

uncertainties did not include the true uncertainty on the CCQE or NCE events respectively

because the cross section for these channels were measured and not subject to simulation

(MC) predicted signal uncertainties. With all neutrino interactions treated as background

for this analysis the uncertainties on true CCQE and NCE events were included in all

samples.

As stated in Sec. 3.2.3, the default M eff
A and κ values used to run the simulation were

1.23± 0.20 and 1.019± 0.011, respectively. The measured values from CCQEν were M eff
A =

1.035± 0.170 and κ = 1.007± 0.009 [83]. The updated values were used in this analysis,

so in calculating the uncertainty in the cross section the central value was set to the new

values and the input covariance matrix was updated to include the uncertainty in those

values. The off-target beam unisims do not include the unisim cross section uncertainties

used in ν–Mode because the uncertainties from interactions in aluminum and beryllium are

small with the increased percentage of neutrinos coming from the air and steel, and the

position unisims dominate the uncertainty in off-target running.

NCEOff has smaller systematic uncertainty compared to both NCEν and CCQEOff be-

cause the larger percentage of BUB which is known statistically to an order of a percent
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for off-target running. CCQEOff peaks at a lower EQEν value than CCQEν , which drives

the cross section uncertainty in CCQEOff to be higher than CCQEν . The kaon and pion

production uncertainties have the same underlying covariance matrix for both ν–Mode and

off-target.

4.4 FINAL Q2
QE DISTRIBUTIONS

Now, with the selection criteria for each sample defined (see Sections 4.1.1 and 4.1.2), the

predicted neutrino flux determined, and the correlated uncertainties set, the four distri-

bution as a function of Q2
QE are shown in Fig. 4.17. Each plot shows the predicted or

measured number of events/(1e20 POT) to account for the different number of POT in

ν–Mode and off-target samples. The data is shown with statistical uncertainty bars and

the predicted background is shown with systematic uncertainty bars. The breakdown of

the backgrounds is also shown.

The CCQE distributions have a very small component of dirt; small enough to be

ignored as was done in the ν–Mode analysis [69]. Fig. 4.17a shows the BUB is a high

percentage of the background at low Q2
QE for NCEOff compared to NCEν . For NCEOff,

1579 events ± 33.5% (sys.) were predicted and 1465 events ± 2.6% (stat.) were observed.

There is a slight deficit but consistent with prediction.

Fig. 4.17b shows the total background prediction is high in every bin compared to

data. It is hypothesized that either the cross section of NCE events or NCE-like events is

wrong in nuance. For ν–Mode and ν̄-Mode analyses, this was not addressed as the goal of

the analysis was a measurement of data, not a model/data comparison. For this analysis;

however, if no correction is made then the resulting confidence limit may result in a stronger

confidence limit than reality. The correction that is made is discussed in Sec. 5.2.

Table 4.9 gives the number of predicted and observed events. Although the off-target

flux is reduced by a factor of 26.6 (see Sec. 4.2.2), the CCQE and NCE event rate is
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Figure 4.17: The NCE/CCQE ν–Mode/off-target distributions. Statistical uncertainty are

shown in black and systematic uncertainty are shown in gray.
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Off-Target ν–Mode

NCE # events uncertainty # events uncertainty

exp. data 1465 38 119 255 354

pred. backgounds

beam-unrelated 697 11 1819 1821

νdet 775 454 20 591 3645

νdirt 107 81 115 854 26 067

Total background 1579 529 138 264 27 514

Propagated Fit Results 1548 198 133 011 14 422

Constrained Fit Results 1454 101 119 246 345

CCQE # events uncertainty # events uncertainty

exp. data 956 31 156 340 395

pred. backgounds

νdet 944 510 152 875 27 365

νdirt 0.011 0.015 1.8 0.3

Total background 944 510 152 877 27 365

Propagated Fit Results 999 233 162 042 19 718

Constrained Fit Results 950 31 156 327 395

Table 4.9: The integral number of events for each distribution. The experimental data,

total background, breakdown of background, and fit results are given. The fit results are

discussed in Sec. 5.2.
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decreased by a factor of 47.6, after adjusting for the difference in off-target and ν–Mode

POT. The difference is due to the softer flux combined with the NCE and CCQE cross

sections decreasing with lower Etrue
ν .
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CHAPTER 5

FIT PROCEDURE

The purpose of a fit the data distributions described in the previous chapter is to find the

best estimate of the amount of dark matter (DM) in the NCEOff sample given experimental

uncertainties. To best use the constraining information in the other MiniBooNE samples

is to use a simultaneous combined fit of all four distributions, referred to as chain in this

discussion. The term chain came from showing the distributions in one plot where the distri-

butions were put together in a chain, as can be seen in Fig. 5.1a, which made keeping track

of the systematic correlations easier. The correlation matrix for the fit is shown in Fig. 4.16.

Another viable fitting method is to take a double ratio, NCEOffCCQEν/ (NCEνCCQEOff),

as a function of Q2
QE . The data compared to background prediction after taking the ratio is

shown in Fig. 5.1b. The full covariance matrix is needed for both methods. An advantage

the chain method has over the ratio is that each distribution in the chain does not have to

have the same independent variable, or the same number of bins. This chapter explains how

fake data sets get generated, the results from the background only and model independent

fits.

5.1 GENERATING FAKE DATA

Fake data sets are used throughout the discussion of fits and when setting confidence limit

(see Sec. 6.2.2). This section will discuss how the fake data sets are generated. Fake data
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Figure 5.1: The data and total background predicted distributions for CCQEν , NCEν ,

CCQEOff, NCEOff as a (a) chain and (b) ratio in Q2
QE

is generated around a given central value and the corresponding covariance matrix, see

Fig. 5.2 for a schematic of the process.
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Figure 5.2: Schematic of how to generate fake data

The covariance matrix is decomposed by Cholesky decomposition [91, 92], M = LLᵀ.

Depending on the definition used, the result is an upper, or lower triangular matrix. For

each bin in the distribution an uncorrelated random number is generated. The random

numbers were generated from a Gaussian distribution with a mean of zero and a standard

deviation of one. Multiplying the triangular matrix by the vector of uncorrelated random

numbers produced a vector of correlated random numbers. The resulting fake data set is
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generated by adding the correlated random numbers to the central value distribution. If

any element in fake data is negative it is set to zero because number of events has a lower

bound of zero.

To produce N fake data sets, N uncorrelated sets of random numbers are generated.

Each set is multiplied by the triangular matrix giving N fake data sets whose elements are

correlated.

5.2 BACKGROUND-ONLY FIT

A background-only fit was performed to determined how predicted background compares

to data, and determine nuisance parameters. The six nuisance parameters used in this

analysis are summarized in Table 5.1. The ν–Mode and off-target flux factors are to allow

Symbol Name

fν ν–Mode Flux Factor

fOff off-target Flux Factor

y0 neutral-current elastic (NCE) cross section offset

A NCE cross section Gaussian amplitude

x0 NCE cross section Guassian energy off-set

σ NCE cross section Guassian energy uncertainty

Table 5.1: The symbol and name of the nuisance parameters used for the analysis.

the integral number of events predicted by the simulation (MC) to be adjusted, within

uncertainties and beyond the initial tuning, to better match the data. The other four

nuisance parameters are parameters of the following equation

G (x) = y0 −A exp

[
− (x− x0)

2

2σ2

]
. (5.1)

The purpose of these nuisance parameters was to adjust the NCEν prediction to data,

within uncertainties. The Gaussian correction to νdet, as shown in Fig. 5.3, matches to
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data well. No distinction is made between true NCE and NCE-like events because they are
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Figure 5.3: The ratio of NCEν , after beam-unrelated background (BUB) and νdirt sub-

traction, data to νdet as a function of Q2
QE (black histogram) with fit results of the fit to

Eq. (5.1) (red line).

both backgrounds for this analysis and can be combined.
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The nuisance fit parameters in Table 5.1 are incorporated into the fit function by

NPred′

i =





CCQEMC
νi /fν i ∈ CCQEν(

NCEdetMC
νi ∗G (xi) + NCEdirtMC

νi

)
/fν + NCEBUB

νi i ∈ NCEν

CCQEMC
Offi/fOff i ∈ CCQEOff(

NCEdetMC
Offi ∗G (xi) + NCEdirtMC

Offi

)
/fν + NCEBUB

Offi i ∈ NCEOff

, (5.2)

where i is the bin number in the chain; xi corresponds to the Q2
QE value for the ith bin,

and NX
i is the number of events predicted/measured for the X background, where X can

be νdet, νdirt or BUB.

The fit uses MINUIT to minimize the six nuisance parameter space to calculate the

nuisance parameter covariance matrix. The initial guess passed to MINUIT is calculated

for fν (fOff) by setting them to the ratio of prediction to data for CCQEν (CCQEOff). The

NCE/NCE-like cross section adjustment parameters are generated by subtracting BUB

and νdirt from NCEν data and then fitting the Q2
QE-dependent ratio of data to νdet with

Eq. (5.1), (see Fig. 5.3). The initial guess for the flux factors does not include correlations

between the bins while the NCE/NCE-like cross section adjustment does use the diagonal

bins of the systematic covariance matrix in the fit. Table 5.2 gives the initial and fitted

values for the nuisance parameters.

The fit method uses a log-likelihood test statistic [93] given by

−2 ln (L) = χ2 + ln (|M |) , (5.3)

where

χ2 = ∆ᵀM−1∆, ∆i = NData
i −NPred′

i

is the standard correlated χ2 test statistic. The underlying probability distribution used

for the likelihood is given by a correlated multiparameter Gaussian probability distribution

function instead of the Poisson distribution needed for low count experiments. With an

initial guess at what the nuisance parameters are expected to be, Eq. (5.3) can be expanded
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Fit Param Initial Guess Result Uncertainty

fν 0.98 0.94 0.11

fOff 0.99 0.95 0.22

y0 0.90 0.98 0.08

A 0.27 0.27 0.13

σ 0.20 0.25 0.04

x0 0.83 0.89 0.04

−2 ln (L) 442.0

ln (|M |) 393.9

χ2/NDF 48.1/74

Table 5.2: The numerical values of the nuisance parameters from the initial guess and the

background-only fits shown in Fig. 5.4.

to

−2 ln (L) = χ2 + ln (|M |) +

nparams∑

i

(
pi − piniti

)2

σ2
piniti

, (5.4)

where pi is the ith fit parameter, piniti is the initial guess on the ith fit parameter, and σpiniti

is the uncertainty on the initial guess for the ith parameter. Since the flux factors should

be independent of the correlations between bins, Eq. (5.4) is used instead of Eq. (5.3). The

difference between using Eq. (5.3) and Eq. (5.4) is small and consistent with each other.

Eq. (5.4) was used over Eq. (5.3) to include information from the initial guess.

When using Eq. (5.4), the only nuisance parameters that are constrained are fν and

fOff and the uncertainty on the initial guess is set to 30% of the initial guess to ensure the

parameters do not wander off to silly values.

During the fit the fractional covariance matrix

Fij =
Mij

NPred
i NPred

j

,

where M is the covariance matrix (described in Sec. 4.3) was held constant. This was done

for the oscillation analysis [93] and is achieved in an iterative method where the covariance
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matrix was held constant while the nuisance parameters were determined using MINUIT.

The covariance matrix was then adjusted to the results of the nuisance parameters; the fit

was performed again. This pattern repeats itself until the change in the test statistic is less

than a percent.

Fig. 5.4 shows the fit compared to data and predicted background, and the resulting

nuisance parameters are given in Table 5.2. The strong correlations between energy bins
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Figure 5.4: The results of the background-only fit.

and between data sets are driving the fits to a best value that is somewhat counterintuitive,
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i.e failed the “eye” test. It can be shown that if the correlations are strong then the fit

between two points can be either above or below both points. A test case of this is given in

appendix B. A fit using the singular value decomposition of the covariance matrix was done

to see how the results from the fit compare in an uncorrelated basis. The singular value

decomposition, as explained in more detail in appendix C, rotates a correlated matrix to

an uncorrelated basis. The fit results are more intuitive when viewed in the uncorrelated

basis, i.e. the “eye” test works.

5.2.1 PROBABILITY OF FIT

Based off the χ2-test statistic, there is a 0.1% chance to get the small χ2 value obtained

from the background-only fit – the fit is too good. Fig. 5.5 shows that comparing with

fake data the probability is about 3% – fit is still too good. Fitting the Q2
QE distribution

with an upper limit of 0.6 GeV2 produces a χ2 fit probability of 11%. The high Q2
QE NCE

optical model uncertainties are driving the lower χ2 value, suggesting that the optical model

uncertainty is conservative. Due to the conservative nature of the systematics, the resulting

confidence limits will be conservative. The low 3% probability of the test statistic can be

small due to the MC being tuned to previous MiniBooNE data. The next section describes

an analytical fit that further constrains the MC to data to see what the true probability of

the fit is.

CONSTRAINED FIT

A constrained fit was done by applying the nuisance parameters from the background-only

fit to determine how probable the background-only fit is knowing the MC was tuned by

previous MiniBooNE measurements. All calculations are done in units of events/1e20 pro-

tons on target (POT). Denoting the number of events for a given bin to be Ni, the scaled
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number of events is given by

Ni =
Ni

fPOTi

,

where fPOTi is the POT scaling in units of 1e20 POT for the data set corresponding to the

ith bin. For ν–Mode (off-target) fPOTi is equal to 6.461 (1.861). This means the statistical

uncertainty for a given bin is then

σstati =

√
Ni

fPOTi
=

√
Ni

fPOTi

,

and the covariance matrix scales as the following

Mij =
MNij

fPOTifPOTj

,

where M is in units of events/1e20 POT and MN is in units of events. The constrained χ2

is given by

χ2 =

all bins∑

i,j





(
Nfit
i −NMC

i

)
M−1
ij

(
Nfit
j −NMC

j

)
+

(
Nfit
i −Ndata

i

)2

fPOTiδijδi,con

Ndata
i




,

(5.5)

where δij is the Kronecker delta, Nx
i is the number of events/1e20 POT predicted in the

ith bin from source x, and x can come from fit, MC or data. MC refers to the predicted

background corrected by the background-only fit nuisance parameter results, and Mij is

scaled so the fractional uncertainty stays the same. The fit distribution will be solved for

assuming this χ2 distribution can be minimized. δi,con is given by

δi,con =





1 i ∈ CCQEν

1 i ∈ NCEν

1 i ∈ CCQEOff

0 i ∈ NCEOff

, (5.6)

and makes sures that only the non-NCEOff bins are being constrained by data.

To solve for Nfit
i , the number of constrained events, the first derivative of Eq. (5.5)

with respect to Nfit
i is set equal to zero. The steps are worked out in [89, 94, 95]. The
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final solution is given by

Nfit
i =

∑

k

Bik
∑

j

{
M−1
kj N

MC
j + fPOTkδkjδk,con

}
,

where σmc,pred statk is the predicted statistical uncertainty given the MC prediction at the

kth bin, and

B−1
ij =





M−1
ij δi,con or δj,con = 0

M−1
ij +

fPOTi
δij

Ndatai
δi,con and δj,con = 1

. (5.7)

The test statistic χ2
con is calculated to give how probable the constrain background-only fit.

χ2
con is given by

χ2
con =

∑

i,j

(
Nfit
i −Ndata

i

)
B−1
ij

(
Nfit
j −Ndata

j

)
, (5.8)

and the constrained log-likelihood is

−2LB = χ2
con + ln (|B|) .

Fig. 5.6 shows the probability for a null fit to data is consistent with MC predictions using

Eq. (5.8) as the test statistic to be 8%.

5.2.2 PROPAGATING NUISANCE UNCERTAINTIES

The resulting nuisance covariance matrix, shown in Fig. 5.7a, can be propagated to find

the fit uncertainty for each bin.

Assume there is a function w = g (u, v, . . .); the difference between a given w and the

mean is

wi − w = (ui − u)
∂g

∂u

∣∣∣∣
x=wi

+ (vi − v)
∂g

∂v

∣∣∣∣
x=wi

+ · · · .

Using

σ2
wi = (wi − w)

2
and σwiwj = (wi − w) (wj − w)

the variance on wi σ
2
wi can be written as

σ2
wi = σ2

ui

(
∂g

∂u

∣∣∣∣
x=wi

)2

+ σ2
vi

(
∂g

∂v

∣∣∣∣
x=wi

)2

+ 2σuivi
∂g

∂u

∣∣∣∣
x=wi

∂g

∂v

∣∣∣∣
x=wi

+ · · · . (5.9)
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Figure 5.6: The cumulative distribution function distribution for the constrained fit test

statistic when fitting null fake data with the null hypothesis, and where the background-only

(null) fit to data falls in the cumulative distribution function distribution. The probability

data is consistent with MC predictions using the constrained fit is 8%.
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Figure 5.7: The correlation matrix for (a) fit parameters in background-only fit and (b)

number of events after propagating the best fit parameters.

Extending Eq. (5.9) to include cross terms, the covariance σwiwj is written as

σwiwj = σuiuj
∂g

∂u

∣∣∣∣
x=wi

∂g

∂u

∣∣∣∣
x=wj

+ σvivj
∂g

∂v

∣∣∣∣
x=wi

∂g

∂v

∣∣∣∣
x=wj

+

σuivj
∂g

∂u

∣∣∣∣
x=wi

∂g

∂v

∣∣∣∣
x=wj

+ σviuj
∂g

∂v

∣∣∣∣
x=wi

∂g

∂u

∣∣∣∣
x=wj

+ · · · .

Using Eq. (5.2) for the definition of w = g (u, v, . . .) and the results of the background-

only fit produces the propagated correlation matrix shown in Fig. 5.7b. Table 5.3 gives the

propagated uncertainty for each data set with the assumption that the other three data sets

are constraining that data set. Because CCQEν , NCEν and CCQEOff are used to constrain

NCEOff, the chain fit reduces the total uncertainty on NCEOff from 33.5% to 12.8%.

The low test statistic of the background-only fit suggests that the covariance matrix

used is conservative. Regardless of the probability, fitting all four distributions at the same

time decreases the effects of the systematics on the NCEOff sample by almost half. This

suggests that sensitivity to a DM signal will be increased. The next step in fitting is to
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Dist.
Source total uncertainty (%)

ν Flux cross sections det. model total sys stat Fit Result

CCQEν 5.9 16.6 3.0 17.9 0.3 12.2

NCEν 5.5 13.2 13.5 19.9 0.3 10.8

CCQEOff 50.7 18.2 2.8 54.0 3.2 23.4

NCEOff 31.4 7.9 8.2 33.5 2.6 12.8

Table 5.3: The systematic and statistical uncertainty for each data set along with the

propagated uncertainty looping only over the given data sets block.

assume a signal. A model independent fit was performed before testing the vector portal

light dark matter model.

5.3 MODEL INDEPENDENT FIT

An efficiency-corrected excess true nucleon recoil energy T true
N distribution was produced

by adding fit parameters to the background-only fit. The excess has no assumption on

shape, but requires the excess events come from a true NCE interaction and pass NCE

selection cuts, and the neutrino nuclear and final state models in nuance are a good

approximation. These assumptions are DM model independent and are termed model

independent fit (MIF). The excess distribution is provided as a data release for theorists

to use to test other DM models. This section describes developing the efficiency/smearing

matrices and the fit results.

5.3.1 CREATING EFFICIENCY MATRIX

Fig. 5.8 shows the raw proton recoil energy T true
p , defined as the difference in the incoming

and outgoing neutrino energies, and the total efficiency as a function of T true
N for both

protons and neutrons. The efficiency is about 35% above T true
N ≥ 150 MeV and drops to
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Figure 5.8: (a) T true
p coming from nuance, shown with the extrapolated distribution used

to simulate every scattering is off a free nucleon. (b) Total efficiency of NCE events in the

MiniBooNE detector. The total efficiency is the product of detector threshold, NCE selec-

tion criteria, and nuclear model so that results of MIF and confidence limit are corrected

to free nucleon scattering.
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less than a percent around 50 MeV. The drop in the efficiency is due to detector efficiency,

the requirement of needing 10 tank hits to generate a subevent, and the minimum T reco
N cut

(see Sec. 4.1.1). The efficiency also includes undoing of the nuclear model effects in carbon

modeled by Pauli blocking at low Q2, T true
N . 90 MeV. The Pauli blocking correction was

treated as an efficiency so that results of the MIF are to be compared with scattering from

free nucleons. The extrapolated proton distribution is used for the neutrons below the Pauli

blocking threshold because there are no free neutrons in the detector. If the Pauli blocking

correction was not made then the efficiency would be four times higher (8 total protons/2

free protons) below 90 MeV. This is a small adjustment to the dropping detector efficiency.

The new total shown in Fig. 5.9 is used as the true distribution to come up with the

efficiency of MiniBooNE seeing a nuclear recoil in the detector with a given T true
N and

applying NCE selection cuts (see Sec. 4.1.1). Fig. 5.9a shows the true distribution with fine

 (GeV)true
NT

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

 N
U

A
N

C
E

 E
ve

n
ts

/1
e2

0 
P

O
T

/(
10

 M
eV

)

0

50

100

150

200

250

300

350

(a)

 (GeV)true
NT

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

N
U

A
N

C
E

 E
ve

n
ts

/(
1e

20
 P

O
T

)

2

4

6

8

10

12

14

310×

(b)

Figure 5.9: (a) The predicted T true
N coming from the MiniBooNE nuance simulation ex-

trapolating to 0 GeV as stated in Fig. 5.8a. (b) The same distribution but rebinned into

the bins used in the excess search.
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binning while Fig. 5.9b shows the true distribution with the binning used in the MIF.

The smearing matrices, to go from Q2
QE ↔ T true

N , are shown in Fig. 5.10. The efficiency
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Figure 5.10: (a) The smearing matrix (to go from Q2
QE ↔ T true

N ) for NCE off-target Q2
QE

binning and the fine T true
N binning. (b) Same as (a) but with the coarse T true

N .

for a given T true
N bin x is given by

εx =

ny∑

y=1

Sxy

Nx
, (5.10)

where ny is the number of Q2
QE bins, Sxy is the x, y bin in the smearing matrix, and Nx is

the number of true events in the x bin. S can then be normalized by

Sεxy =
Sxy

ny∑

y′=1

Sxy′

.

Fig. 5.11 shows Sε and ε as a function of T true
N .
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Figure 5.11: (a) Showing the ε distribution given by Eq. (5.10), as well as (b) the Sε matrix

shown with NCE off-target Q2
QE binning.

5.3.2 GENERATING PREDICTED Q2
QE DISTRIBUTION

Now that the ε and Sε distributions are known the predicted reconstructed Q2
QE distribu-

tion for a randomly given T true
N distribution is given by

N excess
y =

nx∑

x=1

εxS
ε
xyN

excess
x ,

were N excess
y (N excess

x ) is the predicted number of excess events for a given Q2
QE (T true

N ) bin.

A fit of the possible number of events in the T true
N bins allowing only excess events

in the NCEOff sample was performed using MINUIT. The resulting excess distribution is

given in Fig. 5.12. The model independent fit yields (130± 270) excess events/(1e20 POT)

integrated over 0.1 < T true
N < 2 GeV.

When generating any efficiency a true radius has to be chosen. For the CCQEν cross

section analysis the true radius reported was 550 cm due to there being no events that pass

cuts with a true radius greater than that number (see Fig. 5.13a). For the NCE analysis

though true events go out to 610.6 cm (see Fig. 5.13b). The true radius used in calculating
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Figure 5.13: The true radius position for (a) nuance = 1 events passing CCQE cuts and

(b) nuance = 2 events passing NCE cuts.

the MIF was 610.6 cm.

Fig. 5.14 shows the raw excess number of events/(1e20 POT) as a function of recon-

structed Q2
QE . The black points show the result before applying nuisance parameters and

gives an excess of −61 events/(1e20 POT). After applying initial guess nuisance parame-

ters, the dotted line, the integrated excess is 7 events/(1e20 POT). The MIF result gives

−7 events/(1e20 POT). The region of interest for sensitive light dark matter is to the left of

the gray line. Although Table 4.9 shows there is a deficit in the NCEOff data, by applying

the nuisance parameters an excess is seen, but the results from the MIF also suggests there

is a deficit. Of course the deficit/excess are consistent with each other.

With the MIF and propagated fit results at hand, it is time to move on to setting

confidence limits.
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Figure 5.14: The excess number of events/(1e20 POT) as a function of reconstructed Q2
QE .

The black points with error bars shows the data in Fig. 4.17a subtracted by the total

prediction. The error bars on the black points is total uncertainty. The dotted line gives

the results when adjusting the prediction by the initial guess nuisance parameters. The long

dashed line gives the results of the MIF. The light dark matter (LDM) region of interest

(ROI) is to the left of the vertical gray line.
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CHAPTER 6

GENERATING CONFIDENCE LIMITS

A confidence interval (CI) is the observed interval where an experiment knows, to a given

confidence level, where the unobservable true value of the measurement lies based off the

observable data at hand [96]. The confidence level is a predefined probability value that

represents the probability of another experiment setup the exact same way will observe the

same CI. A CI contains two sides and is therefore referred to as a bound limit. Each side

of a CI is named a confidence limit (CL). If an experiment does not measure a significant

amount of observable data over background then a lower or upper CL is reported.

To measure the MiniBooNE CL on light dark matter (LDM) using the nuclear recoil

signature, a detailed simulation was developed to predict the LDM interaction in the Mini-

BooNE detector. The output was used as input for the MiniBooNE simulation (MC) to

determine the predicted event distribution for LDM in MiniBooNE. Using these predictions

in the fitting procedure (see Chapter 5) 90% CL were produced. The CL were calculated

using a frequentist technique. This chapter will explain the LDM simulation, and the CL

analysis.

6.1 LIGHT DARK MATTER SIMULATION

A detailed customizable C++11 simulation tool, BdNMC [28], was developed in paral-

lel with this analysis to simulate vector portal LDM production in the Booster Neutrino
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Beamline (BNB) in off-target mode (see Fig. 6.1). BdNMC does what BooNEG4Beam,

Be

Target

EarthAir

Decay Pipe

Steel

Beam Dump MiniBooNE Detector

p
π0

V

γ

χ†

χ
N

χ
50m 4m 487m

Figure 6.1: Schematic of vector portal LDM being produced in the off-target running

configuration through π0 decay.

BooBeamNT, and nuance (see Sections 3.1 and 3.2.3) do for neutrino production but

for dark matter (DM) instead.

BdNMC is a generic simulation package that simulates the production of complex scalar

LDM produced in a beam dump via various production channels and simulates the DM

interacting in spherical or cylindrical detectors. Production channels used for this analysis

are the π0, η on-shell decay and proton bremsstrahlung. The input meson energy vs angle

distribution default for MiniBooNE is the Sanford-Wang distribution [62], though a particle

list can be provided. The particle list is used when the Sanford-Wang distribution does

not describe the meson production accurately. When using BdNMC, unless otherwise

stated, the particle list was provided, because the average π0 distribution simulated by

BooNEG4Beam is a composite of distributions of many materials, i.e. Sanford-Wang

distribution for beryllium is not accurate enough (see Fig. 4.13a). The η particle lists were

generated by reweighting the π0 distribution by mass.

BdNMC can simulate nucleon and electron elastic scattering as well as ∆ production

from inelastic scattering. For this analysis BdNMC was used to simulate nucleon scattering

in the MiniBooNE detector (see Sec. 3.2). The number of DM particles produced from a
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given ϕ decay is

Nχ,ϕ = 2NV,ϕ = 2NϕBr
(
ϕ→ V + γ → χχ† + γ

)

= 2NϕBr (ϕ→ V + γ) Br
(
V → χχ†

)
.

For large values of α′, the branching ratio Br
(
V → χχ†

)
' 1 and

Br
(
π0 → V + γ

)
' 2ε2

(
1− m2

V

m2
π0

)3

,

with Br (η → V + γ) having a similar expression [24]. The number of V produced through

bremsstrahlung is

NV =

∫ pmax2

⊥

0

dp2
⊥

∫ zmax

zmin

dz
d2NV
dzdp2

⊥
.

This analysis uses BdNMC to simulate DM-nucleon scattering in the MiniBooNE de-

tector. The simulated differential cross section, given in Eq. (2.7), includes the dipole

term. The leading term is coupled to the electric charge of the nucleus, i.e. no coupling

to neutrons, causing an asymmetry in the production of neutrons and protons. With the

(
m2
V −Q2

)−2
in the leading term the ratio of number of protons to number of neutrons

produced is dependent on the mV and on the low-Q2 cutoff, if one is applied while running

the simulation. The low-Q2 cutoff speeds up the simulation and only produces scatters

that the detector would be sensitive to. Fig. 6.2 shows the ratio of protons to neutrons

as a function of mV , mχ with a cut to not include any scatters that produced a nuclear

recoil less than 20 MeV. The predicted number of events as a function of mV for a given

mχ, ε, and α′ combination is given in Fig. 6.3. The resonant peak around 780 MeV comes

from an increase in the production cross section of V because of contributions from ρ→ V

mixing. Below mπ0 , V is predominately produced through decay of π0s.

BdNMC produces an event list giving the 4-momentum of the parent meson, if through

meson decay channel, the 4-momentum of V and χ, and the 4-momentum and 4-position

vectors for the scattered particle in the detector. BdNMC was run under the assumption

that the scattered particle is a free nucleon.
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Figure 6.2: Ratio of number of protons to number of neutrons produced in DM-nucleon

scattering with a low nuclear recoil cut off at 20 MeV. ε = 10−3 and α′ = 0.1.
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The predicted number of events/(1e20 protons on target (POT)) and the average of the

true nuclear recoil energy 〈T true
N 〉 are given in Fig. 6.4. AsmV increases 〈T true

N 〉 also increases
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Figure 6.4: The predicted number of events/(1e20 POT) and mean true nucleon recoil

energy coming out of BdNMC. Both plots use an efficiency equal to 1 as well as ε =

10−3 and α′ = 0.1. The lighter mV , mχ combination the softer the recoil nucleon energy

spectrum.

while the number of predicted raw events decreases, except for around the ρ mass. There

is not much dependence on mχ, though if mχ equals half of mV there is a discontinuity

which causes the probability of decay to increase.

Example T true
N distributions are shown in Fig. 6.5a with an artificially low energy cut off

below MiniBooNE detection. The two LDM parameters were chosen to show the sensitivity

comparing low and high mV values. Fig. 6.5b applies the ratio of BdNMC prediction to

nuance neutral-current elastic (NCE) truth information. Protons and neutrons are han-

dled separately because of the asymmetry in production. True neutrino NCE interactions

are used regardless of final state interactions to correctly handle all efficiencies correctly.

With the total efficiency in MiniBooNE dropping below ∼90 MeV, MiniBooNE is most
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Figure 6.5: (a) Produced T true
N distribution from BdNMC for different combinations of

mV , mχ. (b) Reweighted DM prediction as a function of Q2
QE for the same combinations

of mV , mχ used in (a). Both plots have ε = 10−3 and α′ = 0.1.

sensitive to LDM when the average efficiency applied nuclear recoil energy is greater than

or equal to 100 MeV. The difference in the predicted reconstructed distribution for two

combinations of mV , mχ is shown Fig. 6.5b. The weight of a simulated event is given by

Fig. 6.5a divided by Fig. 5.9a. Because BdNMC does not contain a nuclear model, the

extrapolated nuance result was used so the weight for the event is based on free nucleon

interactions only.

In summary, for this analysis the following conditions were used when running BdNMC:

1) only included on-shell decays, 2mχ < mV , 2) mixing angle between dark and light sec-

tors: ε = 0.001 for all runs, 3) coupling strength between the vector mediator and the

particle: α′ = 0.1 for all runs, 4) production channels = π0-decay, η-decay, bremsstrahlung,

5) included event list of π0 and η generated from the MiniBooNE BooNEG4Beam simula-

tion for off-target running, and 6) outgoing nucleon kinetic energy restricted to be between

0.02 to 8.9 GeV.
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6.2 CONFIDENCE LIMITS

For each combination of mV , mχ BdNMC generated 2 × 105 simulated nucleon scatters

in the detector. These events were then scaled by the probability of 1 scatter to occur per

1e20 POT. Each combination of mV , mχ is treated independently of all other combinations,

where the CL is set on the combination ε4α′. Two different CL methods were considered, the

“traditional” χ2 and a frequentist method. The frequentist method follows the MiniBooNE

oscillation analysis [89, 93], which is based off the method developed by Feldman and

Cousins [97].

With the addition of the DM scale parameter ε4α′, finding the minimum of the six

nuisance parameters (see Sec. 5.2) plus ε4α′ is dependent on the initial parameter values

because the minimum of the parameter space is so wide MINUIT thinks it found the

minimum. But if one of the parameters is fixed then a “better minimum”, i.e. lower test

statistic, could be found. To avoid this, the nuisance parameters were fixed to their initial

guesses (see Sec. 5.2) to make sure the fits during the CL procedure behave.

An important difference between this fit and those described in Chapter 5 is the co-

variance matrix was held fixed. This ensures that if the fake data generated bins with zero

content the covariance matrix will still be invertible. The size of the systematic compo-

nent was based on the original background prediction and the statistical component was

determined by the data or fake data generated.

6.2.1 TRADITIONAL χ2 METHOD

The traditional χ2 approach to setting confidence limits is applicable when the test statistic

is of quadratic form. The CL is deduced from the intersection of

∆χ2
i = χ2

i − χ2
min (6.1)
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with a probability determined from the χ2 probability distribution function (PDF) where

the number of degrees of freedom is equal to the number of independent parameters [98].

This method requires no fake data studies and is sometimes referred to as the “graphical

method” [98]. Define ∆χ2
c as the value at which 90% of Eq. (6.1) is less than itself.

For this analysis the log-likelihood test statistic was used instead of the χ2 test statistic.

Wilks’ Theorem [99] is traditionally used to approximate the log-likelihood ratio

∆ (−2 lnL) = (−2 lnL)i − (−2 lnL)min (6.2)

as a χ2 distribution. It is valid in large data samples. For this analysis where each combi-

nation of mV , mχ are treated independently, Eq. (6.2) can be rewritten as

∆ (−2 lnL)ε4α′ = (−2 lnL)mV ,mχ,ε4α′ − (−2 lnL)mV ,mχ,min

⇒ ∆ (−2 lnL)Sig = LSig − LBF,

since the minimum test statistic should equate to the best fit parameter combinations. LSig

fixes ε4α′ to a specified value while LBF lets ε4α′ float in the fit. The special case when

ε4α′ = 0 will be labeled as LNull since the fit does not contain any DM. Fig. 6.6 gives the

LBF and −
(
ε4α′

)
BF

for each combination of mV , mχ that were tested when fitted to data.

(
ε4α′

)
BF

is the resulting DM scale parameter that corresponds to LBF. Over the entire

LDM mass parameter space there is little variation in the test statistic, but there is a large

range in
(
ε4α′

)
BF

. The large variation in
(
ε4α′

)
BF

is consistent with Fig. 6.4, and the

uncertainty on
(
ε4α′

)
BF

is always greater than 100%. The small change in LBF suggests

that one mV , mχ combination is not more likely to describe the difference between data

and background prediction.

Using Wilks’ theorem, the 90% CL is set to the intersection of ∆ (−2 lnL) with the

value of 2.67. If there are two intersections in physical parameter space, i.e. ε4α′ ≥ 0,

then a bounded limit is reported. If only one intersection is found then a one sided limit is

reported. Fig. 6.7 illustrates this method with fits to data as black dots and the line equal
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Figure 6.6: The percent difference (a) corresponding −
(
ε4α′

)
(b) as a function of mV , mχ

are the results of the best fit to data.

to 2.67 given as an orange solid horizontal line. The other lines in Fig. 6.7 are discussed in

Sec. 6.2.2.

6.2.2 FREQUENTIST METHOD

The only assumption in the frequentist method for setting CLs is the test statistic used, e.g.

∆χ2 or ratio of log-likelihoods. The ratio of log-likelihoods is more general and is what is

used here. A fully frequentist approach uses fake data to generate both sensitivity and CL

curves. The sensitivity curve is the predicted CL for the experiment based on background

studies only. It shows how much signal has to be added to the background studies before a

change is seen at a given confidence level. No data is used in constructing the experiment’s

sensitivity. Confidence limits are generated using fits to data and to the same fake data

used to generate the sensitivity curve.

The fake data were generated using Cholesky decomposition described in Sec. 5.1. Ini-

tial parameters were calculated for each fake data generated, so no nuisance parameter

103



'α4ε
-1410 -1310 -1210

N
u

ll
(-

2l
n

L
)

∆

-110

1

10

210

310  = 11 MeVχ = 100 MeV mVm

Data

Fake Data: 90%

Fake Data: 90% Fit

90% Sensitivity Point

 (ndf = 1): 90%2χ∆Trad. 

3e-13± = -1e-13
Data BF

')α4ε(

Figure 6.7: An illustration of the CL procedure for a given mV , mχ combination. The

data distribution is given by black points, the 90% values from frequentist fake data is the

black line, a linear fit to the fake data is the red dashed line, the traditional χ2 value used

is given by the solid orange line, and the predicted sensitivity using SensMethod1 is shown

as a vertical blue dotted line.
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corrections were made to the background prediction before generating the fake data. This

ensured the sensitivity was not biased by off-target data.

GENERATING SENSITIVITY

To generate the sensitivity, 5000 null fake data sets were generated. Null fake data sets

are fake data sets where no DM is added to the background prediction before generating

the fake data. In contrast, signal fake data sets are added to the background prediction by

the predicted amount of signal before generating the fake data. To reduce any bias in the

fitting method the difference ∆ (−2 lnL)Null is calculated where

∆ (−2 lnL)Null = LNull − LBF.

Fig. 6.8 gives ∆ (−2 lnL)Null compared to different χ2 distributions with different degrees

of freedom and different assumptions on ε4α′ with mV = 100 MeV, mχ = 11 MeV. Cal-

culating ∆χ2
c for the ∆ (−2 lnL)Null distribution (vertical red line in Fig. 6.8a) shows that

if Wilks’ theorem was assumed (vertical orange dotted line in Fig. 6.8a), the resulting CL

will be stronger than the fake data suggests. The effective degrees of freedom for the DM

signal is greater than 1. This alone suggests the traditional χ2 method is not valid in this

case.

2000 signal fake data sets were generated for each ε4α′. For each signal fake data

∆ (−2 lnL)Null is calculated and the PDF are shown in Fig. 6.8b. By increasing ε4α′ there

is a point when ∆ (−2 lnL)Null > ∆χ2
c for all fake data sets, but since ε4α′ ≥ 0 there will

never be a point when ∆ (−2 lnL)Null < ∆χ2
c for all generated fake data sets.

To generate the sensitivity, two methods, labeled SensMethod1 and SensMethod2 were

compared with each other.

SensMethod1: This method, used in the oscillation analysis [93], calculates the mean of

∆ (−2 lnL)Null 〈∆ (−2 lnL)Null〉 for each ε4α′ simulated. The sensitivity for the mV , mχ
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combination is the value of
(
ε4α′

)
Sens

that produces 〈∆ (−2 lnL)Null〉 = ∆χ2
c . This is

achieved by extrapolating ε4α′ vs 〈∆ (−2 lnL)Null〉 at ∆χ2
c for the generated ε4α′ values.

An example sensitivity result is shown in Fig. 6.7 as the vertical dotted blue line.

SensMethod2: This method tries to employ the CLs style CL technique [35, 100, 101] that

produces uncertainty on the sensitivity, but using the framework already developed by

MiniBooNE. Instead of plotting ε4α′ vs. 〈∆ (−2 lnL)Null〉 as done in SensMethod1, a

predicted ε4α′ vs. 〈∆ (−2 lnL)Null〉 distribution is simulated by randomly choosing a

∆ (−2 lnL)Null value for each ε4α′ value based off its PDF (see Fig. 6.8b). For the pre-

dicted distribution the corresponding
(
ε4α′

)
Sens

is calculated. 5000 predicted
(
ε4α′

)
Sens

values are calculated from 5000 predicted ε4α′ vs. 〈∆ (−2 lnL)Null〉 distributions. Fig. 6.9

gives an example cumulative distribution function (CDF) of
(
ε4α′

)
Sens

. The
(
ε4α′

)
Sens

distribution can be fitted with a Gaussian, but the distribution, as shown in Fig. 6.8b

may not be symmetric.
(
ε4α′

)
Sens

for the combination of mV , mχ is calculated to be

when the CDF = 0.5. The ±1σ are when CDF = 0.5± ≈ 0.34 and ±2σ are when CDF

= 0.5± ≈ 0.475. Calculating the mean and uncertainty this way will better model the

potential asymmetric behavior of
(
ε4α′

)
Sens

Fig. 6.10 shows the comparison between SensMethod1 and SensMethod2 for two slices of

themV , mχ, ε, α′ parameter space. SensMethod2 is stronger, a.k.a lower, than SensMethod1

but does contain SensMethod1 within 1σ. SensMethod2 can be “biased” to producing a

stronger sensitivity than SensMethod1 because there is no ε4α′ that will produce all fake

data sets with ∆ (−2 lnL)Null < ∆χ2
c . Since SensMethod1 falls within 1σ of SensMethod2,

SensMethod2 is the method used to produced the sensitivity for this analysis because it

provides more information.
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Figure 6.10: Comparing SensMethod1 and SensMethod2 for (a) Y vs. mχ with mV = 3mχ

and α′ = 0.5, and (b) ε vs. mV with mχ = 10 MeV and α′ = 0.1.

GENERATING CONFIDENCE LIMITS

All the fake data sets needed for generating the CL were already generated when calcu-

lating the sensitivity. For each fake data set ∆ (−2 lnL)Sig is calculated. For each ε4α′

∆ (−2 lnL)Sig distribution ∆χ2
c is calculated. An example of this is shown by black his-

togram in Fig. 6.7. The resulting ∆χ2
c distribution is fitted by a 0th-order polynomial

since the distribution of ∆χ2
c for a given mV , mχ combination is nearly independent of

ε4α′. ∆ (−2 lnL)Sig is then calculated using data instead of fake data (the black points in

Fig. 6.7), and the CL is where data’s ∆ (−2 lnL)Sig intersects the 0th-order polynomial.

The 90% CL using the fake data sets are shown in Fig. 6.12b.

Fig. 6.11 compares the two CL methods and the two sensitivity methods for two slices

in the LDM parameter space. The CL set by the traditional χ2 method is stronger than

the frequentist method because the fake data shows the effective number of degrees of

freedom is larger than one. The traditional χ2 method also differs from SensMethod2 by
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Figure 6.11: Comparing the two CL and sensitivity methods for (a) Y vs. mχ with mV =

3mχ and α′ = 0.5, and (b) ε vs. mV with mχ = 10 MeV and α′ = 0.1.

more than 2σ. Fig. 6.12 gives the CL and sensitivity results for both the frequentist and

the traditional methods for the entire parameter space. The best limit is at mV = 769 MeV

and mχ = 381 MeV with a 90% CL of ε4α′ = 1.2× 10−14. Assuming α′ = 0.1 the 90% CL

on ε = 6.0× 10−4 at the best limit. These values of mV , mχ produce a ratio of mχ to mV

equal to 0.495.

Taking the best fit mV , mχ point, a constrained fit test was done to see how probable

data matches prediction assuming signal. Fig. 6.13 gives the probability that a signal fit to

data is consistent with background plus signal, using Sec. 5.2.1 as the test statistic, to be

19%.
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(a) Traditional (b) Frequentist

(c) Sensitivity SensMethod1 (d) Sensitivity SensMethod2

Figure 6.12: The 90% CL on ε4α′ for each set of mV , mχ from using the (a) traditional

and (b) frequentist approaches. The sensitivity is shown in (c) for SensMethod1 and (d)

for SensMethod2.
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CHAPTER 7

CONCLUSION

MiniBooNE conducted a dedicated dark matter (DM) search with a special “off-target”

run where the Booster Neutrino Beamline protons were steered off-target to reduce the

neutrino flux by 26.2, and made the neutrino spectrum softer by 176 MeV compared to

ν–Mode running (see Sec. 4.2). No significant excess over background was observed and a

90% confidence limit (CL) was placed on the vector portal light dark matter (LDM) model

using a frequentist approach (see Sec. 6.2.2 and Fig. 7.1).

Since the LDM model consists of four free parameters (see Sec. 2.3), slices of the LDM

parameter space are needed to compare to other experiments. Figs. 7.2 and 7.3 compares

this analysis with previous results. Fig. 7.2 plots Y , the cross section scaling variable (see

Sec. 2.3), verses mχ where mV is set to three times mχ and α′ = 0.5. Fig. 7.3 plots ε verses

mV where mχ is set to 10 MeV and α′ = 0.1. These are standard slices to present in the

LDM community.

In all parameter space tested, MiniBooNE excludes this model as a solution to the

muon g-2 discrepancy (see Sec. 2.3.1). MiniBooNE excludes new parameter space primarily

when 100 < mχ < 400 MeV, At low to medium mχ/mV ratio MiniBooNE excludes where

this model solely satisfies the DM relic density. All previous curves, including the direct

detection results, are reinterpretations of the published results.

Model independent fit (MIF) results have also been obtained by doing a general excess
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(a) Confidence limit (Frequentist) (b) Sensitivity (SensMethod2)

Figure 7.1: (a) The 90% CL on ε4α′ for each set of mV , mχ from using the frequentist

approach discussed in Sec. 6.2. (b) The 90% sensitivity on ε4α′ for the same combinations

of mV , mχ as in (a).

search (see Sec. 5.3). The MIF found (130± 270) excess events/(1e20 protons on target)

when 0.1 ≤ T true
N < 2 GeV. The data and covariance matrix from the MIF have been used

to set limits on a variation of the vector portal LDM model, called leptophobic LDM. In

this model, interactions with leptons is highly suppressed by adding a baryonic current

(qBVµJ
µ
B) to Eq. (2.4) and setting ε = 0. Fig. 7.4 shows MiniBooNE’s 90% CL in the lep-

tophobic LDM model using the MIF results. In the leptophobic LDM model MiniBooNE

excludes a large range of new parameter space. Experiments on proton fixed-target beam-

lines have high sensitivity to the leptophobic LDM by searching for neutral-current elastic

(NCE) and inelastic ∆ signatures in their detector. MiniBooNE has produced neutral-

current inelastic π0 cross sections, primarily from ∆ decay, from neutrino and anti-neutrino

scattering [111], and plans on producing a LDM search results in this channel. The neutral-

current inelastic π0 interaction composes only 8% of the total neutrino production in Mini-

BooNE, compared to 16% from the NCE channel [69]. This analysis will not benefit from
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Figure 7.2: Slices of Fig. 6.12 in Y vs. mχ with a fixed ratio of mχ/mV and fixed α′. The

blue shaded region is where this model reduces the muon g-2 discrepancy between theory

and experiment to ±3σ [29–31]. E137 was an electron beam dump at SLAC originally

searching for axions [53, 55]. LSND was a stop pion neutrino detector at LANCE [25, 46,

102]. Direct detection includes limits from the most sensitive low mass results, currently

from CDMSlight [103] and CRESST-II [34] for nucleon recoils and Xenon10 [104] for elec-

tron recoil. K+ → π+ + invisible was a rare kion decay search done at BNL (E949) [32,

53, 105]. J/Ψ → invisible was done by BES searching for missing energy in the J/Ψ de-

cay [106]. BaBar was a reinterpretation of Υ (3S)→ γ+invisible [107, 108]. NA64 searched

for missing energy [109]. Dot-dashed lines rely on DM coupling to leptons.

115



 (GeV)Vm
1−10 1

ε

4−10

3−10

LSND

E137

BaBar

+invis.+π→+
KNA64

Electron
Detection
Direct

Relic Density

 favoredµα

' = 0.1α = 10 MeV, χm
MB 90% CL
MB 90% Sensitivity

σ 1 ±
σ 2 ±

Figure 7.3: Slices of Fig. 6.12 in ε vs. mV with a fixed mχ and α′. The blue shaded region

is where this model reduces the muon g-2 discrepancy between theory and experiment to

±3σ [29–31]. E137 was an electron beam dump at SLAC originally searching for axions [53,

55]. LSND was a stop pion neutrino detector at LANCE [25, 46, 102]. K+ → π+ +invisible

was a rare kion decay search done at BNL (E949) [32, 53, 105]. BaBar was a reinterpretation

of Υ (3S) → γ + invisible [107, 108]. NA64 searched for missing energy [109]. Direct

detection electron is from Xenon10 [104]. Dot-dashed lines rely on DM coupling to leptons.
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more statistics because of it is systematic-limited (see Table 4.8), but more running would

help statistical limit analyses such as searching for DM in the π0 or electron channels.

The biggest improvement that can be made to this analysis is to replace the beryllium

target/aluminum horn with a thick steel target. Simulations suggests this will reduce

the charged-current quasielastic events in the MiniBooNE detector by about a thousand,

and, therefore, reduce all neutrino channels by about the same amount. The implications

for a NCE DM search would be to now have a region T reco
N ≤ 300 MeV where the only

contributing background would be beam-unrelated background. This would greatly increase

MiniBooNE’s sensitivity to DM because beam-unrelated background is well measured.

MiniBooNE has conducted the first dedicated proton beam dump DM search, setting a

path for continuing DM searches, on the Booster Neutrino Beamline and elsewhere.
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APPENDIX A

ENERGY-DEPENDENT L
p/e
t CUT STUDY

A study was done to see if a distinction could be made between neutrino neutral-current

elastic (NCE) events and neutrino NCE-like events. A NCE-like event is where non-NCE

neutrino interactions in the detector resulted in producing one and only one nucleon leaving

the nucleus; no other particles are allowed to be admitted. These events are primarily

from inelastic neutral-current pion production, where the pion get absorbed in the nucleus.

Fig. A.1a shows there is a slight difference in the p/e time log-likelihood ratio with the cut

that was defined for both the ν–Mode and ν̄-Mode analyses [76, 82], and Fig. A.1b shows

that a more optimized cut could be made as a function of reconstructed kinetic energy.

The figure of merit was defined as

F =
signal√

background
=

NUANCE channel = 2√
BUB2 + Dirt2 + (NUANCE channel 6= 2)

2
.

Although the energy-dependent cut decreases the percentage of neutrino related back-

grounds in NCEOff the energy independent cut was still decided upon because the gain

in F was not large enough to merit the added complexity from the simple cut already

determined for ν, ν̄ analyses.
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Figure A.1: (a) The Ltp/e distribution broken down by channel; beam unrelated back-

ground, neutrino NCE interactions, neutrino NCE-like interactions, and neutrino interac-

tions in the dirt. The vertical line and arrow shows where the cut is placed and which events

are kept after the cut. All other cuts are applied. (b) L
p/e
t vs T recoN where the columns are

differences to the minimum F in that column. The white line shows the original cut, the

tan vertical lines show the T recoN cut, the dashed yellow (magenta) line shows the results of

fitting the minimum in each bin with a 4th- (6th-) order polynomial.
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APPENDIX B

EFFECT OF CORRELATIONS ON FITS

Consider the follow simple experiment. A measurement takes a measurement at x1 and x2

and records y1 and y2 respectively. The assumed underlying distribution is

y (x) = ŷ.

The covariance matrix of ŷ is assumed to be

M =


α γ

γ β


 .

If the measurements are fitted with the fit function f = θ, then the following questions

are what we need to answer: (i) what is the best fit value θmin?, and (ii) when is θmin

> max (y1, y2) or < min (y1, y2)?

B.1 FIT CALCULATIONS

It can be shown that determinate of M |M | is always greater than 0 if the uncertainties

and covariances are determined from an ensemble of experiments. We constrain α, β and γ

to make sure that is true causing the inverse of the matrix to exists. Using the χ2 method

for produces

χ2 =

2∑

i=1

2∑

j=1

(θ − yi)M−1
ij (θ − yj)

=
1

|M |

[
β (θ − y1)

2 − 2γ (θ − y1) (θ − y2) + α (θ − y2)
2
]. (B.1)
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When fitting to the data the goal is to find the minimum χ2 value. Taking the first

derivative of Eq. (B.1) with respect to θ and setting it equal to zero gives

θmin =
βy1 + αy2 − γ (y1 + y2)

β + α− 2γ
. (B.2)

It can be shown that θmin is the minimum and not the maximum.

B.2 CONDITIONS ON θmin

When can θmin > ymax and θmin < ymin? Using the fact that the denominator is positive,

using the definition that α and β are also positive, and subsituting Eq. (B.2) for θmin in

the inequality gives

γ >
β
(

y1
ymax

− 1
)

+ α
(

y2
ymax

− 1
)

y1
ymax

+ y2
ymax

− 2
. (B.3)

We wrote the inequality in the form of Eq. (B.3) because it is easy to see that

γ >





α, ymax = y1

β, ymax = y2

. (B.4)

For physical data events where α and β = ŷ, this means the correlations must be bigger

than the variance which is unphysical because of the following inequality |γ| <
√
αβ. Using

this inequality and Eq. (B.4) we can say

β

α



 > γ >





α, ymax = y1

β, ymax = y2

.

Similarly

α

β



 > γ >





β, ymin = y1

α, ymin = y2

is the condition needed for the fit to be below both points.

Correlations have an effect on the fits. The best fit, independent on the strength of the

corrections, occurs when the fit parameter falls the minimum number of standard deviations

away in the uncorrelated basis. In the correlated basis in which the data was taken, this

best fit may be above or below the data due to the relationship between the elements of

the covariance matrix.
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APPENDIX C

SINGULAR VALUE DECOMPOSITION

A singular value decomposition of any matrix A that is of size (m× n) with m ≥ n can be

obtained by setting A equal to

A = UΣV ᵀ,

where U is a (m×m) matrix, Σ is a diagonal (m× n) matrix and V is a (n× n) matrix.

To construct the U , Σ, and V matrices one finds the eigenvalues λ and eigenvectros v of

AᵀA. Defing Σ by

Σii = σi =
√
λi | σ1 ≥ σ2 ≥ . . . ≥ σm,

and V by

V =
[
v1 v2 · · ·vm

]
. (C.1)

Using Eq. C.1 we can construct ui = Avi/σi which makes

U =
[
u1 u2 · · ·um

]

the equation for U . By definition U and V are both column and row orthonormal which

means that Uᵀ = U−1 and V ᵀ = V −1. The basis of Σ is represented by V , so any (n× 1)

vector y that is in the same basis as A can be rotated to the basis of Σ by V ᵀy. Σ is an

uncorrelated basis of A.
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