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Abstract

The measurement of the cross section for the inclusive production of isolated
prompt photons in proton-antiproton collisions at /s=1.96 TeV is presented.
The data set corresponds to an integrated luminosity of 9.5 fb~!, collected with
the Collider Detector at Fermilab in Run II. The measurement is performed as a
function of the photon transverse energy (E;}) covering the range of
30 GeV< EJ. <500 GeV in the pseudorapidity region |7 <1.0. To reduce the
background coming from the decays of 7°’s, n’s and other hadrons, photons are
required to be isolated in the calorimeter. The output distributions of an
Artificial Neural Network are exploited to estimate the remaining contamination
from jets faking isolated photons. Results are compared to leading-order and

next-to-leading-order perturbative QCD calculations.






Chapter

Introduction

The subject of this thesis is the measurement of the inclusive isolated prompt
photon cross section with a total integrated luminosity of 9.5 fb=! of data
collected with the CDF Run II detector at the Fermilab Tevatron Collider. The
prompt photon cross section is a classic test of perturbative quantum
chromodynamics (pQCD), probing parton distribution functions (PDFs) and
parton-to-photon fragmentation functions (FFs) [1]. In addition, prompt photons
can also constitute a background for many other searches such as Higgs boson
decays into photon pairs (H — ~7) or SUSY and extra-dimensions with

energetic photons in the final state.

The study of prompt photon production also offers some experimental advantages
compared to QCD studies using jets. Electromagnetic calorimeters have better
energy resolution than hadronic calorimeters, and the systematic uncertainty on
the photon absolute energy scale is smaller. Moreover, the reconstruction of the

photon kinematics does not require the use of jet algorithms.

However, the measurements with photons in the final state require a good
understanding of the background, mainly dominated by light mesons such as
mYand 7, which decay into two or more collinear photons. Since these photons
are produced within a jet, they tend to be non-isolated in most of the cases, and
can be suppressed by requiring the photon candidates to be isolated in the
calorimeter. In the case the hard scattered parton hadronizes leaving most of its
energy to the meson, the photon produced in the decay may have surrounding

energy deposits small enough to appear as an isolated photon. To further reduce



Chapter 1. Introduction 4

this remaining isolated background, a technique based on a Likelihood fit of the

Artificial Neural Network output distributions was developed.

The measured cross section is compared to leading order (LO) and
next-to-leading order (NLO) pQCD calculations.

This thesis is organized as follows:

e Chapter 2 contains a brief review of the Standard Model of particle physics,
including a short discussion of the perturbative quantum chromodynamics.
The phenomenology of prompt photon production follows along with the

summary of the most recent measurements.

e Chapter 3 and Chapter 4 contain a description of the Tevatron and the CDF

detector, respectively.

e Chapter 5 deals with the reconstruction of the “physical objects” of interest

for the analysis.
e Chapter 6 discusses about the currently available predictive tools.

e Chapter 7 describes the different data sets used in the measurement, the

trigger, and the event selection requirements.

e Chapter 8 is devoted to the explanation of the background subtraction

method and the determination of the photon signal fraction.

e Chapter 9 discusses the final results and the comparison to the theoretical

predictions.

e Chapter 10 finally presents the conclusions.



Chapter

Theoretical Motivation

This

chapter provides the theoretical motivation for the study of

prompt photons production at hadron colliders. First, a brief review of

the Standard Model of particle physics is presented; then, the physics

of hadron colliders is introduced, including a short discussion of

perturbative quantum chromodynamics (pQCD). The phenomenology

of prompt photon production follows along with the summary of the

most recent measurements.
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2.4.2 NLO calculation: the MCFM program . . . . . . . .. .. 26

2.4.3 Previous measurements . . . . . . .. .. .. ... ... 30

2.1 Short Review of the Standard Model

The Standard Model of particle physics (SM) is a successful theory for the
elementary particles phenomenology [2]. Developed in the second half of the 20"
century, it has been tested experimentally in many ways and to high precision
during the last decades. The Standard Model is a theory which describes the
strong interactions and the electroweak processes through the Quantum
Chromodynamics (QCD) and the Glashow-Weinberg-Salam (GSW) theory,
respectively [3, 4]. Gravity is not incorporated, but in the quantum world of
particle interactions the effects of gravity are insignificant. According to the
Standard Model, all matter is built from 12 fundamental particles and and their
corresponding anti-particles. The basic constituents of matter are 6 quarks (q)

and 6 leptons (¢); these subatomic particles are 1/2-spin fermions.

The six leptons are electron e”, muon u~, 7-lepton, and three neutrinos v, v,
vy; the six quarks are up, down, strange, charm, bottom and top, denoted as wu,
d, s, ¢, b and t, respectively. These elementary particles are arranged into three
“families” or “generations”, as shown in Figure 2.1. Quarks and leptons completely
differ in the phenomenology of their interactions, being the former ones, subject
to all the three interactions, while the latter ones are not subject to the strong
force. Interactions between them are mediated by particles with integer spin,
called gauge bosons: photons (v), W* and Z bosons, and gluons (g) [5]. The
Higgs boson (H) is postulated by the electroweak theory primarily to explain the
origin of particle masses. Some of the properties of the fundamental particles of

the Standard Model are summarized in Figure 2.1 and in Figure 2.2.

The number of bosons for each interaction depends on the symmetry properties
of the fermion (particle) field. The Electroweak theory and Quantum
Chromodynamics are so-called gauge theories; this translates into the invariance
of their equations of motion under a local gauge transformation!. In gauge

theories the boson (mediator) field appears naturally after requiring the

A gauge transformation is a transformation of the fermion wave functions plus a
corresponding change of the mediator field, which together leave the Lagrangian unchanged.
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FIGURE 2.1: Fundamental particles and their properties in the Standard Model.
Figure taken from Ref. [6].

Leptons

Quarks

FIGURE 2.2: A diagram showing the tree-level interactions between elementary

particles according to the Standard Model. The types of particles in the vertices

(darkened circles) are leptons and quarks (top row), the force mediating particles

(second row) and the Higgs boson (bottom row). Vertices are connected by edges
(blue arcs) if interactions can occur.

Lagrangian invariance under local phase transformation of the fermion fields. A
local phase transformation can be seen as an action of the element of some
symmetry group; the number of the generators of this group defines the number

of mediator bosons.

The interaction of quarks is invariant under SU(3)¢ transformations of the quark
fields in color space. The SU(3)¢c color symmetry is exact and consequently the

gluons are massless. The number of group generators is given by n? — 1, where n is
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the dimension of the gauge group, so for SU(3)¢ it is 32— 1 = 8, which means that
there are 8 bosons (gluons) which are carriers of the strong interaction, according

to the Quantum Chromodynamics, (see Section 2.2.4).

Quantum Electrodynamics (QED), the theory of electromagnetic interactions, is
invariant against global phase transitions of the fermion field; the Fermi theory
that describes the weak interaction is not a gauge theory. However, there exists
a mechanism to combine these two into a single gauge theory, invariant against
SU(2), x U(1)y transformations (Electroweak theory), where SU(2),, is the weak
isospin group, acting on left-handed fermions, and U(1)y is the hypercharge group.
which gives rise to 22—1 = 3 massive (W', W™, Z) and 1 massless () boson fields.
At “low" energy (M < 250 GeV) the SU(2), ®U(1)y symmetry is “spontaneously"
broken and the residual group is U(1)ey,g whose generator is a linear combination of
the U(1)y generator and a generator of SU(2).: the corresponding gauge boson is
of course the photon and the associated “coupling" is o ~ % Symmetry breaking
implies that the other gauge bosons acquire a mass: they are the heavy W=, Z
bosons discovered at CERN in the mid 80’s. The symmetry breaking mechanism
is associated to the names of R. Brout, F. Englert, P. Higgs, G. S. Guralnik,
C. R. Hagen, and T. W. B. Kibble (1964), but it is often simply referred to as
the Higgs mechanism [7]. The existence of a massive boson, the Higgs boson,
would be associated with the Higgs field. On 4 July 2012, the ATLAS and CMS
collaborations at CERN’s Large Hadron Collider (LHC) reported independently
the existence of a Higgs-like boson [8]. On March 14, 2013 this newly discovered

particle was tentatively confirmed as a Higgs boson [9].

2.2 Fundamental Interactions

In this section more details on the fundamentals interactions formalism are
given. The Standard Model is a non-abelian local gauge theory. In a gauge
theory the fundamental particles are described by quantized fields <,
characterized by quantum numbers (e.g: spin). The interactions among particles
are elegantly described via local Gauge symmetries: according to the Noether’s
theorem [10], every differentiable symmetry of the action S = [ L(¢,9,¢)d*z of
a physical system? has a corresponding conservation law. The interactions in the

SM are reviewed below.

2L is the Lagrangian density, which describes the dynamics of the system.
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2.2.1 The Electromagnetic Interaction

The Lagrangian density of a free fermion with mass m is:

Lpirac(x) = () (i § —m)ip(x) (2.2.1)
where 1 is the Dirac spinor, @ = v#0,, 7" being the Dirac matrices.

The Lagrangian density yielding the Maxwell equations for the electromagnetic
scalar and vectorial potential A*, associated to the photon field, can be expressed

as:

1
'CMaz‘well(I) = _ZFW/FMV (222)

where F,,, = 0,A, — 0, A, is the electromagnetic field tensor.

Equation 2.2.1 is invariant under global U(1) rotations (1) — €'?%t)), o being the
parameter of the rotation and () an arbitrary number. If the system is further
required to be invariant under a local rotation (i.e.: U(l) with a space-time

dependent generator a(z)), Equation 2.2.1 has to be re-written as follow:
Lpirac(r) = (@)@ D —m)i(w) (2:2.3)

where D = ~+*D,, D, = 0, + iQA, (D, is named “covariant derivative”), and
A, = A, — %@a(w) under the local aforementioned rotation®. Thus, the QED
Lagrangian density is derived:

Lapn(z) = Fa)(i = m)p(e) — {F*"F — QeA P (224)

where the new term QeA“@’yuw describes the interaction between a fermion of
charge @ in units of the electron charge* and the photon field. The corresponding

current, which is conserved (QMJMQED = 0, see Noether’s theorem), is defined as:

TP = Qi (2.2.5)

In a classic analogy the conservation of Jég ED integrated over the space, represents
the time-conservation of the electric charge, on which the electromagnetic force

depends.

3It can be shown that equations 2.2.2 and 2.2.3 are respectively invariant under A, — A, —
%aua(x) and ¢ — €'@%1). The latter invariance happens since D, (z) — eiQo‘(m)DHw(x).
4e is the charge of the electron. e = 1.60217646 x 10~!° Coulomb.
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Starting from Equation 2.2.5, Logp in Equation 2.2.4 can be re-written as:

1

Lapp() = Y(@)(i Jp —m)p(z) = 7F"F —eA" ), (2.2.6)

2.2.2 The Electroweak Interactions

Weak interaction phenomena show common properties between doublets of
fermions ((Z’e > e (3) ... ). Because of this reason the weak isospin is defined
and the weak interaction Lagrangian density is built in order to be invariant
under a local SU(2),, rotation in the weak isospin space. Such a rotation is given
by (x) — €@7/2 o being the parameters of the rotations, and 7 = /2 the

1

generators of the rotations, with ¢ = (¢!,0% 03)/2 being the Pauli matrices.

According to the proposal presented by Glashow in 1961 [4], these two theories,
QED and weak, have been unified in the electroweak (EW) theory, represented
by the group SU(2); x U(l)y, Y being the hypercharge, as defined by the

Gell-Mann-Nishijima formula below:
Y=Q-1T° (2.2.7)

T3 = 73 is the third component of the weak isospin. The invariance under such
a transformation implies that two currents are conserved. These currents, J:feak

and JZ , are defined in analogy with Equation 2.2.5:
wea — = o
I = XX (2.2.8)

JY =Y =J9P -3 (2.2.9)

Once the conserved currents are defined, it is straightforward to write the SU(2), x

U(1)y-invariant Lagrangian density:
b 1 v 1 v wea g/
Low = P(i = m)p = 7B By = TW"Wy, + g} kWH 4 EJ;VB“ (2.2.10)
where:

e W =9 W, —9,W,+¢gW,xW,, B, =09,B,— 8,B, describe the
propagation of the W, = (W, W2 W7) and B, electroweak fields. They
are defined in analogy with the QED case. The definition of W#” contains
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an extra term with respect to Fj,,: it accounts for the non-abelianity of the
SU(2) group.

e g, g are two different coupling constants arising from the the fact that SU(2)

and U(1) commute. The coupling constants can be expressed as:
e = gsin(By) = g cos(Ay) (2.2.11)

Oy being the Weinberg angle’.

Equation 2.2.10 can be re-written as:

N 1 v 1 v
£EW = ¢(Z ,D — m)1/1 — ZIBH BHV - ZWM W,uu (2212)
where:
D, =0, - igWug —igVB, (2.2.13)

The EW Lagrangian density (Equation 2.2.10) uniquely determines the coupling

of the boson fields to the fermions, once the quantum number (TF,7T~,T3) =

1

5(c' +i0%, o' —io* 0%) of the fermion fields are specified. To determine these

quantum numbers, one must take into account that the W bosons couple only to

6

left-handed chirality states [15] of quarks and leptons®. For simplicity fermions

are therefore grouped into doublets and singlets as follows:

_ (VY
XL = (1/1d>L (2.2.14)
Xr = Yr (2.2.15)

where “I” and “R” mean respectively left-handed and right-handed chirality states.
“u” and “d” are the labels up and down fermions in the weak isospin doublet. Such

a grouping uniquely defines the quantum numbers of the fermions.

The electroweak theory must also take into account the observed flavor changing

/ i ’

charged currents in the quark sector’. g“‘"k = (d,s,b) — w;q“‘”k = (d,s,b)

Ssin%6y = 0.23116 £ 0.00012 (Ref. [11]).

6No right-handed neutrinos have been observed yet. This statement is considered valid for
quarks as a natural extension in the electroweak unification.

"The first evidence came from strangeness changing charged current. An example of this
phenomenon is A — per.
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where (d',s',b') is expressed according to the following:

/

d d Vid Vs Vb d
s | =Vexu | s | = Vi Vis Va s (2.2.16)
b b Viae Vis Vi b

where Vog s is the Cabibbo-Kobayashi-Maskawa quark mixing matrix.

2.2.3 EW Symmetry Breaking: Higgs Model

The SU(2) mentioned earlier would be exact if fermions, W and Z° bosons were
massless. In order for the Standard Model to be compatible with the large observed

masses of W and Z° bosons®, symmetry breaking must occur.

Spontaneous electroweak symmetry breaking (EWSB) can be accomplished by
the introduction of a scalar field ¢ which interacts with both fermions and gauge
bosons. Since the EW interactions are local and the masses of the particles are
different from zero also when non interacting (during free propagation), the scalar
field must be always locally present; then the scalar field is usually said to have
a non vanishing vacuum expectation value. The Lagrangian density for such a
scalar field is:

L= |Dusl? = V(9) (2.2.17)

where:

e the covariant derivative D, (Equation 2.2.13) takes care of the interaction

between the Higgs field and the electroweak bosons.

e the potential V(¢)?, which includes the self interaction of the Higgs field, is
given by:
V(o)g = 1*6'¢ + A(¢'9)? (2.2.18)

with p? < 0 and A > 0.

8The quantum fields of the W+ and Z° mass eigenstates are defined as Wj[ = %(W,} q:iWﬁ),

Zy) = W(gwg — ¢ B,), with W, B,, g, ¢ defined in the last section. M+ = 80.385 +
0.015 GeV/c? and Mo = 91.1876 = 0.0021 GeV /c? (Ref. [11]).

9In order to preserve the renormalizability of the theory terms up to dimension 4 are kept.
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The Higgs mechanism predicts two complex scalar fields, such that:

or
¢ = <¢0) (2.2.19)
where the field ¢7/¢° are respectively the charged/neutral component of the
doublet.  The symmetry is broken since the minimum of V(¢) occurs at

V< ot > = \/_2—‘;\2 = \% # 0. The gauge freedom allows to conveniently choose
the scalar field in its ground state, as follows:

< >= %(S) (2.2.20)

The gauge boson mass terms come directly from substituting Equation 2.2.20 into

Equation 2.2.17:

My+ = g% (2.2.21)

My = g\/g2+g'2 (2.2.22)

while the photon remains massless (Equation 2.2.20 does not break the U(1)gn

symmetry!?).

From Equation 2.2.11 one can see that the masses of the weak bosons are related

by the weak missing angle, as follows:

My
Mo

sin’Oy =1 — (2.2.23)

The ¢ doublet in its ground state can be parameterized also in terms of the Higgs
boson H:

1 0
< bz) >= ﬁ<v ) H<x)) (2.2.24)

From Equation 2.2.18 and 2.2.24 it is possible to derive the Higgs mass term:

My = 20V = uv/2 (2.2.25)

The fermion masses can also be generated if a Yukawa couplings for the upper

(U) and lower (D) components of fermion isospin doublets (Equation 2.2.15) is

08U (2)r x U(1)y is spontaneously broken down to the electromagnetic U (1), symmetry
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considered:

¢+

# )%? +n(oth ¢ (wg)] (2.2.26)

»CYukawa,D = —QD[(ngf)( wD
L

and a similar expression for Lyuawa,u. gu/p are the coupling of the fermions to

the Higgs boson. Those Lagrangians lead to:

My = gyv/V2 (2.2.27)
Mp = gpv/V2 (2.2.28)

where the constants gy /p can be extracted by the measurements of the fermion

masses.

2.2.4 Quantum-Chromo-Dynamics

In the SM the strong interaction is described by the Quantum-Chromo-Dynamics
(QCD). This force is responsible for quarks “sticking” together to form composite
particles (hadrons). QCD is described by a non-abelian local SU(3)¢ group. The
QCD Lagrangian density, invariant under a SU(3) local transformation, is given
by:

Locp = (i @, —m)p — iGg”G,‘jy — g5 Y, Teaby A (2.2.29)
where:
e abc=1,..8
e g is the QCD coupling constant
o T¢ are the generators of the SU(3) group;
o G =0,A, — 0,A] — gs fabcAZA,ﬁ describes the propagation of the strong

Af field. It is defined in analogy with the aforementioned W*”. f,;. are the
structure constants of the SU(3) group: [T¢,TS] = i2fu. TS

As for the QED and weak interactions, gauge invariance of the QCD gauge
symmetry group implies a new degree of freedom to be conserved: the color.
However, unlike QED, the gauge symmetry group is non-abelian, causing gluons

(carriers of strong interaction) to possess color charge and interact with each
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other. The strength of interaction is parametrized by the strong coupling

constant o, = g%/4m. To a first approximation in Q%/\? one has:

127

(@) = (33 — 2n,)In(Q2/\2)

(2.2.30)

where (? is the interaction momentum transfer scale and n; is the number of
different flavored quarks with mass less than Q?* [14]. Fits to experimental data
set the parameter A around 200 MeV [10]. In Figure 2.3 measurements of o (Q?)

as a function of the energy scale () are summarized.

October 2015

o v T decays (N°LO)
S(Qz) o DIS jets (NLO)
0 Heavy Quarkonia (NLO)
031 o e'e jets & shapes (res. NNLO)
® g.w. precision fits (NNLO)
v PP —> jets (NLO)
v Pp—> tt (NNLO)
0.2 -
01 L RS £ 2 TR
= QCD og(Mz) =0.1181 +0.0013

1 100 1000

" QIGev)

FIGURE 2.3: Summary of measurements of a(Q?) as a function of the energy
scale . Plot taken from Ref. [21].

QCD features two very important properties:

e Asymptotic freedom. as(Q?) becomes small at large Q2 (see
Equation 2.2.30 and Figure 2.3). This means that quarks and gluons
interact weakly if they are within a short range or, equivalently, large
momentum transfers. This property allows perturbation theory (pQCD) to
be used in theoretical calculations to produce experimentally verifiable

predictions for hard scattering processes.

e Confinement. Colored particles are confined into colorless singlets
(hadrons) by an increasing QCD potential with increasing relative distance.
If quarks are forced to large relative distances the energy density in the
binding color string increases and energy is materialized into colored quark
pairs. Thus a hard scattered parton evolves into a shower of partons and
finally into hadrons (hadronization). Even if theoretically unproven,
confinement is widely believed to be true because it explains the consistent

failure of free quark searches.
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In the SU(3) representation of QCD, the gluons have an effective color charge
that is larger than of the quarks. The effective gluon and quark color charges are
proportional to the square roots of C'y and CF respectively, where C'y = 3 and
Cr = 4/3. The larger effective gluon color charge with respect to the quark one
results in a number of properties (e.g: broadness, particle multiplicity with the

jet) distinguishing gluon jets from quark jets [17].

2.2.5 Lagrangian of the Standard Model

In summary, QCD and Electroweak Theory are combined into the single Standard

Model of particle physics, having the group symmetry structure of:
SUB)e® (SU2),@U(1)y) (2.2.31)

i.e. the direct product of three simple groups [12]. The Higgs boson permeates the
physical vacuum breaking the symmetry of the theory and giving masses to the
previously mentioned elementary particles, in a renormalizable theory framework.
The SM Lagrangian density, including all the ingredients described in the previous

sections, can be found in Appendix A.

HTt can be shown that C4 = N and Cr = (N? — 1)/2N for a SU(N) invariant theory, N
being a given integer [14].
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2.3 Physics at Hadron Colliders

Hadron colliders are powerful tools for studies of QCD dynamics, its parameters
and particle structures. The importance of these studies is for both the SM and
new physics processes. The later most likely proceed via QCD subprocesses and,
at the same time, have as main background QCD subprocesses as well. Therefore,
searches of new physics both at the Fermilab Tevatron and the CERN Large
Hadron Collider (LHC) require solid knowledge of many aspects of QCD.

QCD provides the formalism to calculate the cross sections for interactions
involving hadrons in the initial state and predicts a wide range of final products
such as photons, W and Z bosons, jets. The term “jet” refers to a collimated
collection of hadrons emerging from a hard-scattering reaction. Jets result from
the process of hadronization, wherein the scattered partons are converted to the
hadrons appearing in the final state. The four-vector of the jet is closely related
to that of the parent parton, so that by studying jet production one can get

closer to the underlying parton-level kinematics.

The use of perturbation theory in QCD calculations is made possible by the
feature of asymptotic freedom. If a process involves a large momentum transfer,
then the running coupling constant ag may be small enough to justify the use of
perturbative techniques. When pQCD can be applied, the factorization theorem
states that the cross section of any QCD process can be written as the
convolution of basic building blocks such as the quark and gluon distributions in
the incoming hadrons, the hard subprocesses describing the large-angle scattering

of partons, and the fragmentation functions of quarks and gluons into hadrons.

For example, for the high-pr process pp — hX, where p and p are the initial state
particles, h is the final state hadron and X represents all other particles, one can

calculate perturbatively the cross section as follows:

do.pﬁ—mX

7P = Z /dxldl'gdelp(xla/'LZ)fg(‘CCQHMQ)

fif2,f

d(}flf2—>fX' . )
X | ——5——(21p1, 2p2, pr, 1) X D (2, p°) (2.3.1)

dP
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In Equation 2.3.1, P stands for an appropriate set of the kinematic variables of the
process, f¥(z;, u?) is the parton distribution function which gives the probability
of finding parton ¢ within the initial hadron with momentum fraction z; (see
Section 2.3.2); p is the factorization scale; p; and py are the momenta of the initial
hadrons . The ¢/1/27/X" is the hard process cross section for the initial partons
f1 and f5 which are producing a final state parton f and all other final products
X' (see Section 2.3.1). Then, Djé(z, ©?) is the fragmentation function giving the
probability density for finding a hadron A with fraction of momentum z in the
final state parton f (see Section 2.3.3).

2.3.1 Partonic cross sections

The partonic cross section ¢ can be calculated using pQCD and Feynmann

diagrams techniques [18| and can be expressed as:

6 =060 1+ as6W +0(2) (2.3.2)

where ¢(©) is the contribution at leading order (LO), o) is the contribution at next
to the leading order (NLO). In Appendix B the parton-parton two body scattering

differential cross sections are listed.

Calculating high orders terms of the perturbative expansion, two kinds of

divergences appear, the ultraviolet and infrared and collinear divergences:

e Ultraviolet divergences (UV), come from the integration over large values
of loop momenta, but they are removed after the renormalization of the
theory. There isn’t an universal scheme for the renormalization method, but
several are available: (1) Minimal subtraction scheme, (2) MS scheme, (3)
on shell scheme. The renormalization of the theory implies the introduction
of a scale parameter ug, called renormalization scale. The ur dependence of
the strong coupling constant, as(ir), is described by the Callan - Symanzik
equation [19].

e Infrared and collinear divergences appear in the calculation of the Feynman
diagrams of the real and virtual corrections in the limit of vanishing energy of
an emitted parton or when two partons become collinear. In analogy to the

renormalization procedure, a factorization scale, ur, has to be introduced
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for the removal of the infrared and collinear divergences. After this removal,
both the parton distribution functions and the partonic cross sections acquire

a dependence on the factorization scale.

2.3.2 Parton Distribution Functions

Protons are composed of three wvalence quarks and a number of sea quarks and
gluons carrying fraction x of the proton momentum. The valence quarks only
carry about half of the proton total momentum: the rest is carried by virtual
gluons continuatively exchanged by the quarks. These gluons in turn produce
virtual qq pairs called sea quarks. The parton distribution functions [21] f;(x, u%)
corresponds to the probability to find a parton'? i (quark and gluon) carrying a
momentum fraction x at a given factorization scale u%. The factorization scale is
an arbitrary parameter introduced to handle singularities in the calculation that
cannot be treated perturbatively. These singularities are caused by soft physics
effects such as collinear radiation, and are absorbed into the parton distribution

functions at a given scale u%, usually chosen to be of the order of the hard scale
probe Q2.

The evolution of the parton distribution functions (PDFs) with respect to the
factorization scale is determined in pQCD, by the DGLAP (Dokshitzer, Gribov,
Lipatov, Altarelli, Parisi) [22| equations:

ofi(x, uF) Vdz ) )
Olnp2 ;}/z — Pz, as(up)) f5(x /2 1) (2.3.3)
J1e19,9

where P;j(z,as(u?)) are the Altarelli-Parisi splitting functions, describing the
probability of the splitting of a parton of kind j into a parton of kind ¢ carrying a
fraction z of the longitudinal momentum of j; they have perturbative expansions:

Py as()) = PO () + 25WE) py (23.4)

v

Expressions for the leading order (LO) and next-to-leading order (NLO) splitting

functions can be found in Ref. [23].

12Tn 1969 Richard Feynman introduces the name parton as a generic description for any particle
constituent within the proton and other hadrons [20].
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The DGLAP equations determine the p dependence of the PDFs. The x
dependence, on the other hand, is determined by fitting a number of datasets
(from deep inelastic scattering and hadron colliders experiments). Several PDFs
parametrizations are available'® and the most widely used come from the CTEQ
and MRST/MSTW collaborations [24-27|. The PDFs of valence quarks, gluon
and sea quarks from the MSTW group are shown in Figure 2.4 as a function of
the momentum fraction for two values of transferred momentum Q2 at which the

proton is probed.

MSTW 2008 NLO PDFs (68% C.L.)
—1.2 T T TIIT

o~

HQZ =10* GeV? |

Il", g/10

10 10° 107 10" 1 10 10° 107 10 1

FIGURE 2.4: The MSTW 2008 Proton Parton Distribution Functions (PDFs)
at transfer momentum Q?=10 GeV? (Q?=10* GeV?) on the left (right) [134].

2.3.3 Fragmentation Functions

Physically, an energetic parton fragments (“showers”) into many further partons,
which then, on later timescales, wundergo a transition to hadrons
(“hadronization”). Since the parton-hadron transition is non-perturbative, it is
not possible to perturbatively calculate quantities such as the energy-spectra of
specific hadrons in high-energy collisions [21]. However, one can factorize
perturbative and non-perturbative contributions via the concept of
fragmentation functions (FFs). These are the final-state analogue of the parton
distribution functions that are used for initial-state hadrons. The fragmentation

function D?(z, ,ufc) gives the probability that parton f will produce the final state

13See for more information the Les Houches Accord PDFs (LHAPDF): http://lhapdf.
hepforge.org/.
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particle h with momentum fraction z during the fragmentation process; ,u?c is the
fragmentation scale analogous to the factorization scale p%. Since the
fragmentation functions are non perturbative objects, they cannot be computed
from first principles and they need to be extracted by fitting the experimental
data of different kind of processes. However, the factorization scale dependence
of the fragmentation functions can be obtained in pQCD: like parton distribution

functions, they satisfy a DGLAP evolution equation.

Renormalization scale, Factorization scale and

Fragmentation scale

A typical QCD calculation involves up to three arbitrary scales: the
renormalization scale, the factorization scale and the fragmentation scale. There
is no compelling reason why all three scales must be exactly the same. However,
the scales should not be chosen to be very different from each other because this
would introduce an unphysical hierarchy into the problem. A common choice is
to set all three scales equal to the transverse momentum, pr, of one of the final

state objects (particle or jet) which is observed by the experiment [28|.

Moreover, if a given calculation were carried out to all orders in perturbation
theory, then the final result would not have any dependence on this scale. By
truncating the perturbation series at a fixed order predictions exhibit a residual
dependence on the scale which implies an uncertainty on the predictions due to
the arbitrariness of the scale choice. This uncertainty will be O(N +1), i.e. of the
same order as the neglected terms [21]. For this reason it is customary to use QCD
predictions’ scale dependence as an estimate of the uncertainties due to neglected
terms. Uncertainties are then commonly determined by varying p by a factor of

two up and down around the central scale choice.

2.4 Prompt Photon Production

The main motivation for the photon measurements is that “direct photon” emerges
unaltered from the hard scattering and due to electromagnetic interaction with
quarks provides direct probe of the hard scattering dynamics. In addition, photons

are free from complications caused by jet fragmentation and systematics caused by
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their identifications and measurements. Photons may provide direct information
on gluon PDF [48], being gluon involved at Leading Order (LO) in contrast to

deep inelastic scattering (DIS) processes.

They are also good source for testing gluon resummation techniques and various

models of gluon radiation.

In addition, prompt photon production is a major background for important SM
processes such as Higgs boson decaying into photon pairs (H — 77) and in searches

for new physics with signatures containing photons [29-31].

Prompt photons are defined as photons produced in the beam particle collisions
and not originating from particle decays. They include both “direct photons”,
which originate from the hard interaction, and “fragmentation photons”, which
arise from the parton fragmentation'*. Figure 2.5 shows some examples of

Feynman diagrams of prompt photon production.

q i q Y q g
\I,: q Y jﬁ S
¢
(6666 g q _ rf@'\ B
g q g g g Y

Compton Annihilation

~OOO000000 45— ————~———* 00000000
(%]
u VL

Fragmentation
FIGURE 2.5: In the upper part, Feynman diagrams of leading order (O(aag))
direct photons production processes in pQCD: (1) quark-gluon Compton
scattering gq(q) — 7q(q), (2) quark-antiquark annihilation ¢¢ — g¢gv. In
the bottom part, examples of Feynman diagrams of fragmentation photons
production. The left one is the point like fragmentation of a quark into a photon,
which can be calculated perturbatively for asymptotically large scales. The right
one is the non-perturbative fragmentation of a gluon producing a photon.

The term direct photon refers to those photons which are produced in the hard-

scattering subprocess and are not decay products of some particle. Figure 2.5

MHowever, application of photon isolation requirements substantially reduce the contribution
of fragmentation photons.
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shows the two-body subprocesses which can produce direct photons: the QCD
Compton subprocess gqg — yq and the annihilation subprocess qq — ~g.

These have a Born cross sections of order aag , because the partonic scattering
involves the inelastic emission or absorption of a photon; their cross sections can

be written as

do Taas € 1§
91 =0) = ——- 5 (2 (2.4.1)

where § = (¢ + 9)2, t= (g — q’)Q, U= (g— q/)Q’ and

do Taos € 1§
(g7 — == 2= 2.4.2

where § = (¢ + )%, ¢ = (¢ — 9)* and @ = (7 - 9)*

Depending on the nature of the colliding hadrons and on the values of /s and pr,
either of these two subprocesses can dominate. For photons produced centrally, i.e.
y ~ 0 in the colliding hadrons’ center-of-mass frame, the initial-state partons are
probed at a  ~ xr = 2pr/+/s. At medium and large = there is natural hierarchy
of parton distributions in the proton, ¢ > g > ¢, while at small z, g > ¢, q. Thus,
for example, in proton-proton collisions the qg Compton process dominates over
essentially all the pr range!®, while in proton-antiproton collisions the Compton
process dominates at low py and the (valence-valence) ¢(g) annihilation process

dominates at high prp.

Fragmentation photons are produced via the hard radiation from a final-state
quark (LO component of the fragmentation contribution) or via the fragmentation
of a final-state parton in association with hadronic remnants of fragmentation,

including photons produced collinear to the parton momentum (NLO component).

From a technical point of view, the fragmentation contribution comes from the
calculation of the higher order corrections in the perturbative expansion in
powers of the strong coupling «g. At higher orders, final state collinear
singularities appear in any subprocess where a high-p; outgoing parton of species
k (quark or gluon) undergoes a cascade of successive collinear splittings together

with the collinear emission of a photon. The higher order corrections to the cross

154q annihilation it is suppressed at the LHC as antiquarks must be promoted from the sea.
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section can be split into (1) a contribution free from these final state collinear
singularities, to be added to the Born term so as to build dog;,., and (2) a term
do¢rqg involving these singularities together with accompanying large collinear
logarithms. In the fragmentation, the final state collinear singularities and
accompanying logarithms can be factorised to all orders in ag from short
distance terms according to the factorisation theorem, and absorbed into
fragmentation functions of parton k to a photon D] (z; ufc) However the splitting
of the cross section between dog;, and dof.q, is not unique and the D] (z; ,ufc)
depends on the arbitrary factorization scheme specifying which non-singular
parts are factorised together with the collinear singularities; the latter depend in
particular on some arbitrary fragmentation scale piy. The point-like coupling of
the photon to quarks is responsible for the well-known anomalous behaviour of
D} (z, ps), roughly as a/as(pir), when the fragmentation scale pf , chosen of the
order of a hard scale of the subprocess, is large compared to O(1)GeV; in this
case the photon fragmentation contribution is of the same order O(a/ag(juy)) as

the Born level terms in the direct mechanism.

Schematically, the differential photon cross section in transverse energy FEr and

rapidity y can be written as

do = dgdir + dafrag Z f dxadxb fa(maa M%)fb(xln ,u%‘) X

a,b=q,q,9

1 dz

da—zb<p77xaamb;MR7:uFa/'Lf)+ Z f ;da-cczb(pvaxawrb?Z;MRa/*LFnuf)DZ(Z;M?”) (243)

Zmin

¢=9q,9,9

where f,(x,; u%) is the parton distribution function of parton species a inside the
incoming hadrons h at momentum fraction z,; D] (z, ps) is the fragmentation
function of parton k to a photon carrying a fraction z of the parent parton energy

(integrated from z,,;, = x7 coshy, with zr = 2E7/4/s, to 1).

The fragmentation component represents a fraction of the inclusive prompt
photon signal which grows with the center-of-mass energy of the collision and it

becomes dominant at collider energies. On the other hand, most collider
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experiments — in particular, the TeV collider experiments CDF and DO at the
Tevatron, ATLAS and CMS at the LHC — measure isolated-photons, because at
these energies the inclusive prompt photon signal would be swamped by a large
background of secondary photons from hadron decays. The isolation criteria on
the hadronic final states of photon candidate events requires that the photon be
not accompanied by more than a prescribed amount of hadronic transverse
energy in some given cone about the photon (see Section 2.4.1). An analogous,
criterion can be implemented in parton level calculations. The isolation cuts do
not only suppress the background, they also substantially reduce the

fragmentation component.

2.4.1 Isolated Prompt Photons

The main challenge of prompt photon measurements at hadron colliders is the
estimation of the signal over a large backgrounds, primarily coming from light
mesons (7%, 7, w) that decay to multiple photons. In order to separate the
prompt photon signal from these backgrounds, photon candidates are typically
required to be isolated from nearby hadronic activity, which usually accompanies
a jet with a leading light meson. One measure of this nearby hadronic activity is
the transverse energy in a region around the photon candidate, called the
transverse isolation energy (FEJ’*°).  The isolation region, which set the
separation between the photon and the parton, corresponds to the usual
definition of a cone or radius Ry = \/m, around the photon, where A¢
and An refer to the difference in azimuthal angle and pseudorapidity from the
photon respectively. The transverse isolation energy E%’iso corresponds to the

sum of the hadronic energy in the transverse direction inside this cone:

7774'50 J— had
ET - E : ET
hade Rg

The isolation cut usually can be defined in different ways: either a cut relative to
the photon Ep (EJ*°/E). < €), or an absolute cut independent of E}. (E}**° <
Emaa:)‘

Photons produced as part of a fragmentation process also has hadronic
remnants. In cases where the cone radius is small and the photon is produced

with large z, EJ** can still be small (or zero), and the separation between signal
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and background is preserved. In cases when the cone radius is large, or when 2z is
small, the value of EJ"*° will increase. Thus, as already stated the application of
an isolation requirement will remove some fraction of the fragmentation

component as well as the background.

2.4.2 NLO calculation: the MCFM program

The distinction between the direct and the fragmentation photon production has
no physical meaning beyond LO. In fact, from a theoretical point of view, the
distinction is defined by an arbitrary choice, which follows from the necessity of
factorizing the final state collinear singularities and absorbing them into the
fragmentation functions. Several theoretical tools provide predictions for the
prompt-photon production calculation such as the JETPHOX [49] and MCFM [50]
next-to-leading order Monte Carlo programs. The main advantage of the these
MC programs is that one can easily account for any kind of experimental cuts
(e.g. on kinematics and/or isolation) implementable at partonic level. In
addition, one can easily match the binning of experimental data by

histogramming of the generated partonic configurations.

The present analysis predictions relies on the implementation of the photon NLO
calculation of both dog;, and do 4,44 in the MCFM program. MCFM is a Monte Carlo
program that computes the theoretical cross sections for a variety of FeMtobarn

level processes at hadron colliders. Full documentation for the program is available

at Ref. [50].

In the MCFM MC, prompt photon production processes are encoded with two

options:

e 280 (NLO+F): f(p1) + f(p2) = 7v(ps) + f(pa)

e 282 (LO): f(p1) + f(p2) — v(p3) + f(pa) + f(ps)

where f(p;) is a generic partonic jet. Processes denoted as “LO” may only be
calculated in the Born approximation. For photon processes, “NLO+F” signifies

that the calculation may be performed both at NLO and also including the effects
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of photon fragmentation and experimental isolation. For the prediction presented

in this thesis the process 280 has been used.

Since this process includes a real photon, the cross section diverges when the
photon is very soft or in the direction of the beam. In order to get a well-defined
cross section, the input file must supply the values of p™ and |y|[™®* for any
photons produced in the process; they are specified by the ptmin_photon and

etamax_photon parameters.

The isolation cut is defined by the cone radius Ry, specified with the cone_photon
and epsilon_h parameters. If epsilon_h < 1 then the photon is isolated using
> cr, Er(had) < e, pr. Otherwise epsilon_h > 1 sets E7**® in ) _p FEr(had) <

max

For this analysis the final state is defined by the following basic set of cuts on the

photons,
o ptin =30 GeV
o [y = 1.0
L R() =04
o 7 =2 GeV

The user can also select the desired option for the process:

e virt. Virtual (loop) contributions to the next-to-leading order result are
calculated (4counterterms to make them finite), including also the lowest

order contribution.

e real. In addition to the loop diagrams calculated by virt, the full next-
to-leading order results must include contributions from diagrams involving
real gluon emission (-counterterms to make them finite). Note that only the

sum of the real and the virt contributions is physical.

e tota. This option runs the wvirtual and real real terms in series before
performing a sum to obtain the full next-to-leading order result. For
photon processes that include fragmentation, it also includes the

calculation of the fragmentation contributions.
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The option tota has been used.

The value of ag(My) is hardwired with the parton distribution. Furthermore,

the parton distribution specifies the number of loops that should be used in the
running of ag. The default mode of operation can be choose from a collection of
modern parton distribution functions that are included with MCFM. Some PDF

sets, together with their associated ag(Myz) values, are given in Table 2.1.

TABLE 2.1: Some example of the available MRS- and CTEQ- type pdf sets and
their corresponding values of ag(Myz).
PDF set | ag(My)
mstw8lo | 0.1394
mstw8nl | 0.1202
ct10.00 0.118
cteq66m | 0.118

The NLO predictions are obtained using MSTWO0SNL PDFs, for which ag(Mz) =
0.12018. Although each PDF set uses a slightly different reference value, the
resulting differences in the ~ cross sections are very small. This can be seen in
Figure 2.6 showing the ratio data/theory calculated with two choices of PDFs:
CTEQ6.6M and MSTWOSNL. On average the CTEQ6.6M prediction is a few per
cent higher than the MSTWOSNL distribution.

CDF Run Il Preliminary

2

1.8
=16
Q14
—~12
1
0.8
0.6
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CDF y + X data, L = 9.5 fb"!, [nY|<1.0

MCFM MSTWS8NL
os = 0.12018 (2-loop running of &s)

MCF

...........................................

DATA

0 50 60 70 80 9'0162 E/(GeV) 2102 AR 40P
FIGURE 2.6: Ratio of isolated photon spectra in measured in this analysis
over the MCFM predictions for two PDFs set: MSTWO8NL (default choice for
this analysis) and CTEQ6.6M. Although each PDFs set uses a slightly different
reference value, i.e. ag(Myz) =0.12018 for MSTWOSNL and ag(Mz) = 0.118
for CTEQ6.6M), the resulting differences in the obtained ~ cross sections is very
small: on average the CTEQG6.6M prediction is a few per cent higher than the
MSTWOSNL distribution.
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The MCFM program has several fragmentation functions sets implemented:
Bourhis, Fontannaz and Guillet FFs (BFGSet_I, BFGSetII) [51] and those
proposed by Gerhrman-De Ridder and Glover (GdRG_LO) [52]. Gerhrman-De

Ridder and Glover calculated the fragmentation functions using a fixed order

expansion!®.

Figure 2.7 shows the contributions of each one of the three subprocesses (Compton,
annihilation and fragmentation) to prompt photon production at the Tevatron as
a function of the photon Er for the central pseudorapidity region (|n?| < 1.0 ).
At the Tevatron collider, quark-gluon scattering is the dominant component up
to ~ 120 GeV, beyond which the annihilation of valence (anti)quarks from the
(anti)proton beams plays a preeminent role. The single contributions have been
obtained by selecting the corresponding Feynman diagrams at NLO with the MCFM
Monte Carlo, setting all scales to the photon transverse energy ( up = pup = pf =
E7.) and using the MSTWOSNL parton densities and the GARG parton-to-photon

fragmentation functions.
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F1GURE 2.7: Contributions of the quark-gluon Compton, ¢¢ annihilation and

fragmentation subprocesses in NLO isolated photon production at the Tevatron,

obtained with the MCFM calculation (¢ = E7,, MSTWOSNL PDFs and GrDG

FFs ).

16Using the current isolation conditions the LO FFs are sufficient to remove the collinear
singularity.
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2.4.3 Previous measurements

In hadron colliders, the first direct photon data came from the CERN
Intersecting Storage Rings (ISR) pp collider, followed by the SppS
collider [32-35]. More recent prompt photon measurements have been performed
at the Fermilab Tevatron collider, by CDF and DO using pp collisions data
collected at a center of mass energy /s = 1.8 TeV and /s = 1.96 TeV [36-38]
and at the CERN Large Hadron Collider, by ATLAS and CMS using pp
collisions data at /s = 7 TeV [39-43].

Figure 2.8 shows the results from D0 and CDF Collaborations at a center-of-mass

energy /s = 1.96 TeV, compared with the theoretical predictions from JETPHOX:

e DO measured cross section is based on an integrated luminosity of 326 pb~!
and covers a pseudorapidity range |n?| <0.9 within the transverse energy
interval 23< E7.(GeV) <300.

e CDF measured cross section is based on an integrated luminosity of 2.5 fb~1
and covers a pseudorapidity range |n?| <1.0 within the transverse energy
interval 30< EJ.(GeV) <400.

Figure 2.9 shows the results from the CMS and ATLAS Collaborations:

e CMS results are based on an integrated luminosity of 36 pb~!, covering the
pseudorapidity range |n?| <2.5 and the transverse energy range
25< EJ(GeV) <400. Comparison is made with respect to the JETPHOX

predictions.

e ATLAS results are based on an integrated luminosity of 4.6 fb~! made
measurements in  the pseudorapidity regions |77 <1.37 and
1.52< || <2.37 in the kinematic range 100< EJ.(GeV) <1000. A
comparison of the measured cross section is made with respect to PYTHIA,

HERWIG and JETPHOX theoretical predictions.

In the CDF and CMS measurements, JETPHOX predictions are corrected for a scale
factor in order to take into account underlying event and parton fragmentation,

which give additional contributions to the energy in the isolation cone at the
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particle level. The scale factors are computed using PYTHIA Monte Carlo samples
with multiple-parton interactions and/or hadronization turned off, by comparing
the measured cross section in such samples with the cross section measured in

samples simulated under nominal conditions.
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F1GURE 2.8: Isolated photon Ep-differential cross section at mid-rapidity in pp
collisions at /s = 1.96 TeV measured by DO (left) and CDF (right) compared
to JETPHOX predictions.
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Chapter

Accelerator Complex

The Tevatron in Batavia, Illinois, US was the first large-scale
superconducting synchrotron in the world. Originally named the
Energy Doubler since, as a proton synchrotron, it was reaching twice
the energy of the original Fermilab facility (the “Main Ring"), it began
operating in 1983 in fized target mode and in 1985 as a proton-
antiproton collider. From 1985 to 2011 periods of colliding protons
and anti-proton alternated with periods of inactivity (shut downs)
for upgrading the machine. From 2001 to end of the operations on
September 30, 2011, the pp energy in center of mass system was
1.96 TeV.

In this chapter the proton and anti-proton production is briefly
presented, along with the accelerator complex eventually bringing
protons and anti-protons to collide at the above center of mass energy.

Finally, the accelerator-complex performances are highlighted.
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3.1 Proton production and first step in the acceleration . 34
3.2 Anti-proton production and accumulation. . . ... .. 34
3.3 Injections and collisions . . . . . . . ... ... ...... 36
3.4 Performance . .......... ... .. 000, 38

33



Chapter 3. Accelerator Complex 34

3.1 Proton production and first step in the

acceleration

Hydrogen gas is introduced in a container, where strong ionization induced by
pulsed electric field in presence of a containing magnetic field produces
occasionally a number of negative ions. These are used for accelerating beam up
to GeV energy with negligible electron-capture losses. A pulsed electrostatic
extractor then accelerates the negative ions out of the source at a repetition rate
up to 15 Hz and at a energy of 15-22 KeV . After that, ions are further
accelerated by a Cockroft-Walton electrostatic accelerator to an energy of 750
KeV. Ions, segmented into bunches, are fed into the Linear Accelerator (Linac,
[53]). The Linac (Figure 3.1) is approximately 150 m long and comprises two
sections. In the first one, five accelerating cavities with a drift tube inner core,
fed by a single RF generator resonating at 201.25 MHz, accelerate ions to
approximately 116 MeV. The second one, comprising 7 RF cavities at 805 MHz,
fed by a set of Klystron amplifiers, ramps ions to 401.5 MeV. At the Linac exit
the negative ion beam strikes a thin carbon target and turns into a proton beam

by electron stripping.

Stripped protons enter the Booster (Figure 3.1), a 8 GeV synchrotron whose
diameter is about 150 m. To maintain a constant circular orbit the dipole
magnetic field in the Booster increases from 0.74 Tesla to 7 Tesla during
acceleration. To reach 8 GeV the injected protons circulate in the booster for

about 33 milliseconds.

3.2 Anti-proton production and accumulation

The Main Injector (|54]) is the next link in the accelerator chain. In accumulation
mode, a pulse of 8 x10'2 protons is extracted from the Booster and injected every
2.2 seconds. The main injector is a 53.1 MHz circular synchrotron of a 528.5
m radius, with 18 accelerating cavities and conventional magnets. The protons
are accelerated to 120 GeV and then directed to the anti-proton station, which
is a rotating 7 cm-thick target made of nickel alloys containing chromium, iron
and other metals. The resulting particles spray contains some anti-protons with a

broad momentum and wide-spread spatial distribution. A cylindrical lithium lens
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FIGURE 3.1: The accelerator complex of the Fermi National Accelerator
Laboratory.

(760 T'/m) focuses the particles produced around the forward direction. Negative
particles in a 35 mrad cone about the forward direction are selected by a 1.5
T pulsed dipole magnet, focused by strong magnetic lenses and injected in the
Debuncher Storage Ring. Typically, 21 anti-protons per 106 protons on target are
collected. Anti-protons are at 8 GeV energy. The stacking rate is approximately
10 — 20 mA /hour.

In the Debuncher ring, a rounded triangular-shaped synchrotron with mean
radius of 90 meters stochastic cooling and bunch phase rotation are used to
reduce momentum spread while increasing time spread. After each beam pulse
the Debuncher is emptied. The anti-proton bunches (8 £+ 0.018 GeV ) are
transferred with a 60%-70% efficiency to the Anti-proton Accumulator, a 75 m
mean radius storage ring of larger acceptance housed in the same tunnel as the
Debuncher (see a sketch in Figure 3.2). In the Accumulator multiple beam pulses
are stacked and p are further cooled to increase the anti-proton phase space

density.

Besides the small anti-protons production cross section, problems in anti-proton
collection, cooling and stacking are among the main causes limiting the final
Tevatron luminosity. A further improvement of the anti-proton source is the
Recycler (see Figure 3.1), a post-accumulator storage ring of constant 8 GeV
energy, located in the Main-Injector enclosure and composed of permanent
magnets. Because of the larger acceptance of the Recycler (it can store an

anti-proton current up to over 2.5 Amps, much larger than the Accumulator), its
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FI1GURE 3.2: Fermilab Debuncher, Accumulator: a zoom of Figure 3.1.

role is to store anti-protons, which are periodically transferred from the
Accumulator (95% transfer efficiency). Anti-protons are also further cooled to
increase the storing capacity of the recycler and the beam transfer efficiency to

the Tevatron.

3.3 Injections and collisions

In normal conditions every 10-20 hours the recycler was fully loaded and anti-
proton accumulation was stopped. Protons from the Booster were injected into
the Main Injector, accelerated to 150 GeV, coalesced into single bunches of about
300 x 10° protons, and then injected into the Tevatron, a large synchrotron of 1
Km radius. The entire process is repeated until 36 bunches are transferred with a
timing separation of 396 ns from each other. Typically, the transferring efficiency

from the Main Injector to the Tevatron is about 65%.

After the protons are loaded, 7-11 anti-proton bunches are extracted from the
either Accumulator or Recycler to the Main Injector, accelerated to 150 GeV,
coalesced into four 30 x 10° p separated by 396 ns, and then injected into the
Tevatron. The anti-proton injection process is repeated until 36 anti-proton

bunches circulate in the Tevatron.

Protons and anti-protons circulate in the same vacuum pipe. Electrostatic
separators reduce to a negligible amount the unwanted interactions, by keeping
the beams away from each other at all points in the orbit helix!, except at the

collision points. Protons and anti-protons are accelerated to 980 GeV . A tour of

ntra-beam distance is typically 5 times the sum of the beam widths (in a Gaussian
approximation)
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the Tevatron takes about 21 us. About one minute is needed to reach the final

beam energy?.

High-gradient focusing quadrupole magnets ("low-8 squeezers") reduce the
transverse spatial spread to minimize the beam section at the interaction regions
and therefore maximize the collision rate. Interactions regions are located where
the DO and the CDF II detector are placed. The resulting transverse beam
distributions are approximated by 2D Gaussian functions, with ¢ = 30 ym. The
typical longitudinal dimension of a bunch is 60-70 cm. The event source is

roughly distributed longitudinally as a Gaussian with o, = 28 cm?.

The 36 bunches of protons or anti-protons are collections of buckets adding up to
1113 in three equispaced trains (see Figure 3.3). Within a train the inter-bunch
time is 396 ns (21 buckets) while inter-train time is 2.6 ps (139 buckets). The intra-
train empty sectors allow for anti-proton injection without perturbing the orbiting
protons and allow enough time for fast kicker magnets to abort the beam into a
dump before the arrival of the next train in case of emergency. As a consequence

of this configuration, the average bunch crossing rate is 1.7 MHz.

Bunch 21 buckets 1113 RF buckets total
\ . A Train

139 buckets
_/\_

Abort Gap

FIGURE 3.3: Bunch structure of the Tevatron beams in Run II

The transverse beam profile is shaped by a number of collimators to avoid detector
damages from the tails of the proton or anti-protons interacting with the beam
pipe (e.g: beam halo). When the beam profile is narrow and the condition are

stable, the detectors are powered and data taking can start.

2The Tevatron comprises about 1000 superconducting magnets including 772 dipoles. Each
dipole is approximately 6 m in length and 4 tons in weight. The superconducting coils are made
up of niobium-titanium wires embedded in copper. A 4400 A current in the dipoles provides a
4.2 T magnetic field. All superconducting magnets are kept at 4 K temperature

3The interaction region is approximately Gaussian in z with o ~ 28 cm, as determined by
the overlap of the two approximately longitudinally Gaussian bunches.
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3.4 Performance

Performance of the Tevatron is qualified primarily by two parameters:

e center of mass energy (\/3)7

e integrated luminosity ([ £dt) in a given time period.

The center of mass energy determines the reach in search for new beyond-the-
standard-model phenomena. The latter is directly proportional to the number of

events (N) of a given process with a cross section o

Nlevents] = /Edt[cm‘Z] x olem?] (3.4.1)

In the absence of a crossing angle or position offset, the luminosity in the Tevatron

is given by the expression below ([55]):

= %F@/ﬁ*) (3.4.2)
where f is the revolution frequency, B is the number of bunches in each beam,
N, (N7 ) is the number of protons (anti-protons) in a bunch, o, (o5 ) is the rms
proton (anti-proton) beam size at the interaction point, and F is a form factor that
depends on the ratio of the bunch length, o;, to the beta function at the interaction
point, f*. The values of the above parameters are reported in Ref. [55]. It can
be shown that fundamental limitations on the Tevatron luminosity are due to
N,/en, and BNp, ey, being the normalized transverse emittance containing 95%

of the proton/anti-proton beam ([55]). Higher luminosities were achieved over

time thanks to the anti-proton stack rate.

ﬁ*NIR(]_—I— N, (O-l/ﬁ ) ( o )

ENP)

L x

where:

® cn, /N, represents the normalized transverse emittance containing 95% of the

proton /anti-proton beam;
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e N is the number of interacting regions;

e ¢ is the total head-on beam-beam tune shift seen by the anti-protons®:

N N
=20 N — 00073322 N, (3.4.4)

4T en, €N,

ro being the classical radius of the proton.

Figures 3.4, 3.5 show respectively the instantaneous luminosity at the beginning
of each data taking period®, and the integrated luminosity (Ldt), as a function of
time: the constant progress in the performances of the machine leads to increased
instantaneous and integrated luminosities. Blank parts in the figures correspond
to periods of time when the Tevatron was not running. In total Tevatron delivered
~ 12 tb~! to the CDF and DO experiments. CDF acquired about 85% of it (~ 10
fb71), because of inefficiencies in the detector, and dead time due to a number of

reasons related to operations (e.g: detector calibrations, etc.).
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FIGURE 3.4: The peak instantaneous luminosity during each store (blue
triangles) and as average of 20 subsequent stores (red diamonds) over time in
the Run II of the Tevatron.

4The numerical expression on the right of Equation 3.4.4 is evaluated with N, in units of 10°
and ey, in units of 7 mm-mrad.

5A continuous period of collider operation using the same collection of protons and anti-
protons is named store
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The Collider Detector at the Fermilab

Tevatron

The Collider Detector at Fermilab (CDF) was designed to study pp
collisions at the Tevatron. Commissioned in 1985 it was upgraded
m 1989 and again in 2001 in order to operate at the expected
increased instantaneous luminosity of the accelerator. Fach upgrade is
considered a “Run”. Run 0 was the run before any upgrades, Run I was
after the first upgrade and Run II was after the second upgrade. In
this section the CDF II upgraded detector is described. Further details
are available at Ref. [56].
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4.1 Coordinates

A right-handed Cartesian coordinate system with origin in the B0 nominal
interaction point is used for the CDF II detector. The positive z-axis is parallel
to the nominal beam line and points toward the proton direction (east). The
y-axis points vertically upward, while the x-axis lies in the same plane as the
Tevatron and points radially outward with respect to the center of beam (see
Figure 4.2). Due to the geometry of the infrastructure (CDF II detector plus the
beams from the Tevatron) there is an obvious cylindrical symmetry around the
beam line axis. A cylindrical coordinate system (r = \/m, ¢ = tan"!x/y,
z) is used to locate a point on the CDF detector. In this coordinate system the z
direction and a direction in the (r,¢) plane will labeled as “longitudinal” and
“transverse” respectively. Sometimes when describing the particle trajectory,
rather than using z, it is convenient to use the polar angle #. The polar angle is

defined relative to the z-axis, the azimuthal angle to the x-axis.

Since hadrons are composite particles, hard interactions at the Tevatron happen
with an unknown center of mass energy. Therefore, the overall longitudinal
momentum in the initial state is unknown on a event-by-event basis. In the
transverse plane the interacting partons are almost at rest since the beams are
collimated along the z direction. For this reason it is convenient to use variables
which are invariant under boosts along the longitudinal direction. Therefore,

rather than using the polar angle § = tan~!r/z, the pseudorapidity is introduced

n = —In(tan(0/2)) (4.1.1)
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which is the approximate expression of the rapidity in the ultra-relativistic limit.
The rapidity is defined as follows:

1

E + pcos(0)
Y= o M T eos(0)

In( E — pcos(0)

) (4.1.2)
(4.1.3)

where E and p are respectively energy and momentum of the considered particle.
It can be shown that under a boost to an inertial frame with velocity S, along
the z direction y — 4 = y + tanh™'(f,), therefore dy = dy’, meaning that the
rapidity (and thus the pseudorapidity) difference between two physical systems is

invariant under a boost along the longitudinal direction.

Since the longitudinal position of event vertex is distributed around the CDF
geometrical center with a ~ 28 cm r.m.s width, it is useful to distinguish the
detector pseudorapidity, 74;, measured with respect to the geometrical center,
from the actual pseudorapidity, 1, measured with respect to the real interaction

point.

Other common variables which are invariant under a boost along the longitudinal

direction are the following:

Pr = Psind
Er = FEsinf (4.1.4)

AR = /AP + Ag

(4.1.5)

Pr and Ep are respectively the transverse momentum and transverse energy. AR

can be thought as the separation between two particles in the (7, ¢) plane.

4.2 Detector Overview

The Run II Detector (see Figures 4.1, 4.2) is composed of several components,

each optimized for a specific task.

Starting from the interaction point and following the path of an outgoing particle

within acceptance there are:
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FIGURE 4.1: Elevation view of the CDF Run II detector.

e a tracking system enclosed by a superconducting solenoid (1.5 m in radius
and 4.8 m in length), which generates 1.4 7" magnetic field parallel to the

beam axis. The magnetic field is nearly uniform within the tracking volume.

e Electromagnetic and hadronic plastic scintillator calorimeters split into

projective towers.

e planar drift chambers backed by scintillation counters (muon detectors).

In the next sections a number of CDF II sub-systems will be discussed. Some
of the components (the time-of-flight detector, etc.) of the detector have been
neglected since they are not directly related with the topic of this thesis. A detailed
description of the upgraded detector can be found in [56].
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FIGURE 4.2: Artistic view of the CDF Run II detector.

4.3 Tracking System

Direction and momentum of charged particles can be measured through a tracking
system consisting of three silicon sub-detectors and a large outer drift-chamber
(Figure 4.3). These sub-detectors are contained in a superconducting solenoid,
which creates a magnetic field of about 1.4 T over a 1.4 m radial distance. The

coil is 0.85 electron radiation lengths thick!.

The tracker is a two component system, comprising a silicon detector at small
radii, and a large open-cell drift chamber at larger radii. Although this system is
similar to the one used in Run I, it was upgraded in order to overcome some
previous limitations (e.g: length not enough to cover the luminous region,
non-optimal number of layers, no stereo or weak stereo layers). It was to some

extent over-designed in order to face the expected deterioration with the

'High-energy electrons predominantly lose energy in matter by bremsstrahlung. The mean
distance per unity of density material over which an electron loose all its energy but 1/e is called
radiation length Xy. Xy and can be approximated by me -em™2], where A, Z are

the mass and atomic numbers of the nuclei composing the material traversed by the electron.
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F1GURE 4.3: Cut-away view along the beam of one quadrant of the Tracking
System of the CDF II detector.

END PLUG HADROMN CALORIMETER

END PLUG EM CALORIMETER

accumulated radiation dose at higher luminosities. The inner detector provides
excellent impact parameter, and z resolutions, while the outer detector provides
excellent resolution on the curvature, and pseudorapidity. Together they provide
an accurate measurement of the azimuthal angle. The two components of the

tracking system are described below.

4.3.1 Inner Tracker

With an inner tracker made of silicon, CDF has established the viability and
excellent performance of silicon tracking in hadron colliders. The inner-most
tracker is also called “vertex detector” in CDF jargon, since its primary role is to
provide precise tracking information near the interaction in order to identify
displaced tracks, and reconstruct displaced decay vertices produced by long

life-time particles?.

The Inner Tracker is composed of eight layers (seven at § = 90 of silicon sensors

arranged in approximately cylindrical sub-systems coaxial with the beam-pipe:

2The displaced track identification played a major role in the discovery of the top quark by
CDF (see Ref. [57]).
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Layer 00 (L00), the Silicon Vertex Detector (SVXII), and the Intermediate Silicon
Layers (ISL). Figure 4.4 zooms on the Inner Tracker from two different point

of views. All silicon microstrip sensors have a space resolution of 12 pm in the
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FIGURE 4.4: Left: cutaway transverse to the beam of the three inner tracker
sub-systems. Right: sketch of the silicon detector in a x/y projection.

direction transverse to the beam. SVXII and ISL also provide z-measurements

with reduced accuracy.

» Layer 00 (see Ref. [58])
Layer 00 (L00) is an innovative detector made of a single-sided castellated
layer built directly onto the beam pipe. The innermost (128 strip) and
outermost (256 strip) sensor layers are located at radii of 1.35 cm and 1.62
cm (Figure 4.5a). The strips are parallel to the beam axis providing samples
of the tracks in the (r, ¢) plane. The implant (readout) pitch is 25 (50) pm.
There are 12 sensors along the beam line for a total length of 94 cm. L0O
provides full azimuthal coverage and |z| < 47 cm longitudinal coverage. The
front-end electronics is located outside the tracking volume to minimize the

multiple scattering from inactive material.

LO0 was added in 2001 to the inner tracking system for two reasons.

— Extend the lifetime of the silicon system: the inner layer of SVXII
were expected to have a limited lifetime because of radiation damage.
LOO uses radiation hard silicon, which by standing a significantly
higher bias voltage can operate at a higher absorbed radiation dose,

thus compensating for the SVXII damaged layers.
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— Further improve the impact resolution of the tracking system
(Figure 4.5b): SVXII readout electronics is located inside the tracking
volume, thus degrading the impact resolution because of multiple
scattering. This effect is more enhanced for low-momentum particles.
Having a minimal silicon material at smaller radii provides a precision
measurement on the impact parameter which helps recovering the lost

resolution.

During data taking significant noise was observed in L00. Such a noise was
characterized by non-uniform pedestals across the strip sensors. The noise
was varying event-by-event. It was decided to employ an offline event-by-
event pedestal subtraction. Such a procedure was tested in Monte Carlo pp
and it was found a 95% efficiency with a 95% purity. However, because of
the needed pedestal subtraction and of the slow readout (~30 KHz), L0O

could not be used in the online triggers.
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FIGURE 4.5: End-view of the layer 00 of the CDF inner detector (left). This

layer is mounted directly on the beam pipe (cyan). The expected impact parameter

resolution of the reconstructed track with and without the layer 00 is also shown
as a function of the track Pp (right).
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» Silicon Vertex Detector [56], [59]

The silicon vertex detector (SVXII) is built in three cylindrical barrels
(Figure 4.6) with a total length of 96 cm, providing coverage over
|Ndget| < 2.0 from the detector center. Each barrel supports five layers of
double-sided microstrip detectors at radii between 2.4 cm to 10.7 cm.

SVXII has a cylindrical geometry coaxial with the beam: twelve 30°
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azimuthal sectors (“wedges”) provide full coverage over ¢. A small overlap

between adjacent wedges is present (Figure 4.6).

All five layers provide r — ¢ measurement on one side. Three out of the five
layers combine such a measurement with a 90° stereo measurement on the
reverse side. The remaining two layers provide a small angle stereo at 1.2° on
the reverse side. All layers are arranged into twelve concentric independent
readout units (“ladders”). A total of 405,504 channels are used for SVXII.

Water, cooling the channels, is carried between the ladders.

Power and Gontrol
Cables
!

Fiber Ribbon Cable

for DAQ system o Fori Cards

Silicon Detectors SSP“S Frame
(Ladders) upport System =
FIGURE 4.6: End-view (left) and isometric (right) of the CDF Silicon Vertex
Detector.

This sub-detector has a 12 pum resolution on the single hit in the direction

transverse to the beam, and provides also some dF /dx information.

With respect to the progenitor SVX in Run I [60], SVXII features an
increased length along the z direction. The increase length allows covering
2.5 o of the luminous region, thus increasing the geometrical and angular
acceptances for single tracks. This improvement was designed to enhance
the efficiency in the reconstruction of displaced tracks from heavy meson

decays.

» ISL [61]
The main ISL purpose is to compensate for incomplete coverage of other
sub-detectors in the region |14 > 1 by providing precision tracking at
1 < |Nget| < 2. Together with SVXII ISL provides 3D tracking information.
ISL is placed between SVXII and the drift chamber (Figure 4.4) at radii

20-28 c¢m. ISL is composed of five barrels in total, one central and of two
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inner and outer barrels in the backward/forward regions. Each barrel has

twelve 30° azimuthal sectors to match the SVXII segmentation.

The basic ISL readout is a “half ladder” module. Such a module is made of
three silicon sensors ganged together forming a single electrical unit. Sensors
are, as in the case of SVX II, double-sided AC coupled microstrip detectors.
Each sensor has 512 readout strips along the beamline of 112 pym pitch on
one side, and 1.2°-tilted 146 pum pitch on the other side. The total number
of channels is 268,800.

The total amount of material in the silicon system (averaged over azimuthal angle
and z) is roughly 10%/sinf times the electron radiation length. Therefore in the
forward /backward region the average material traversed by particles increases by

roughly twice with respect the central region.

The combined resolution of the CDF inner trackers for high momentum tracks is

40 pm in impact parameter and 70 pm along the z direction [62].

4.3.2 Central Outer Tracker

The main tracker at CDF II is the Central Outer Tracker (COT). The COT has a
cylindrical shape and is radially right outside the ISL. Its active volume spans from
radii ~44 to ~132 ¢m and z < 155 cm. COT provides full tracking in the central
region (|nge:| < 1). With reduced acceptance, its coverage extends to 1| < 2 (see
Figure 4.3). Radially, the COT is arranged into 4 axial and 4 stereo superlayers,
containing 96 planes of wires (see Figure 4.7a). Each superlayer is composed
of azimuthal cells. Each cell has alternated sense and field shaping wires (see
Figure 4.7b). The latter control the gain on the sense wires optimizing the electric
field intensity. Axial superlayers employ sense-wires parallel to the beam axis,
while stereo superlayers have the wires alternatively tilted at £2° with respect to
the beam-line. Axial superlayers provide measurements of the hit coordinate in
the (r, ¢) plane, while the stereo superlayer also measure the hit coordinate along

the 2z axis.

Within a cell the ionization released by charged tracks is sampled 12 times (every
0.583 cm) by sense wires. Inside the solenoid magnetic field, the drifting

electrons experience a Lorentz force which rotates their path. The cells are tilted
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FIGURE 4.7: Slots housing the wire-holding fiztures of a 1/6 section of the

COT endplate (left). For each super-layer the total number of cells, the wire

orientation (stereo r axial), and the average radius [cm] is given. Drift and field
wires in three cells (right). The horizontal arrow shows the radial direction.

by
35(Figure 4.7b)withrespecttotheradialdirectioninordertomaketheelectronsdriftingperpendicu
This translates into an overall resolution o(Pr)/Pr = 0.17% Pr [GeV/c| 63|, Pr

being the transverse momentum of the tracked particle.

The main parameters of the tracking system are summarized in table 4.1.

Detailed studies on the inner detector performance and aging are described in
[65].
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Radial Coverage
Number of superlayers (SLs)
Readout coordinates of SLs

44 to 132 cm
8

+3°0-3°0+3°0-30°

Maximum drift distance 0.88 cm
Resolution per measurement 140 pm
Rapidity coverage [Nder < 1.0]
Number of channels 30,240
Material thickness at 90° 1.3% Xy
SVX II
Radial Coverage 2.4 to 10.7 cm, staggered quadrants
Number of layers 5
Readout coordinates r — ¢ on one side of all layers
Stereo side -7, r-z, r-uv, r-z, r-uv (uv = 1.2° stereo)
Readout pitch 60-65 pm r-¢; 60-150 pm stereo

Resolution per measurement

12 pm (axial)

Total length 96.0 cm
Rapidity coverage |Ndet| < 2.0

Number of channels 405,504

Material thickness at 90° 3.5% X,
Radial Coverage 20 to 28 c¢m

one for 14| <1; two for 1< 14| <2
r-¢ and r-uv (1.2° stereo) (all layers)

Number of layers
Readout coordinates

Stereo side -7, -7, I-uv, -z, r-uv (uv = 1.2° stereo)
Readout pitch 110 pm (axial); 146 pm (stereo)
Resolution per measurement 16 pm (axial)
Total length 174 cm
Rapidity coverage |Naet| < 1.9
Number of channels 268,800
Material thickness at 90° 2% X

TABLE 4.1: Design parameters of the baseline tracking system (no L00) [56].

4.4 Calorimeters

The CDF calorimeter measures the particle energy by absorbing their total energy
and providing a signal proportional to it. Calorimeter information is also used to
estimate the transverse energy of weakly interacting particles, such as neutrinos, by
computing the imbalance in the total transverse momentum. CDF uses scintillator
sampling calorimeters divided into a front electromagnetic and a rear hadronic
compartment. Both calorimeters are segmented into projective towers. FEach tower
consists of alternating layers of passive absorber material (lead in the front and

iron in the rear compartment) and plastic scintillator for shower sampling. The
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light from the scintillator plates is read out through wavelength-shifting bars or
plates and light guides by photo-multiplier tubes (see Figure 4.8).

Y

Phototut |

« (Hadron
“« [compartment

Right {eft \I\ - ‘,!

\ \ | Wave Shiter
\ / Sheets
i

|

I 0
1
2
3
Lead 1
Scintillator
Sandwicl

5
n

—] 6

7

/s } EM compartment
S

&
&

FIGURE 4.8: Light-shifter plates connected to light guides and to photomultipliers
of the front electromagnetic compartment of a central calorimeter wedge.

High energy electrons and photons generate an electromagnetic shower, which is

mostly absorbed in the front calorimeter compartment.

Hadrons interact with the detector matter mostly through inelastic collisions
with nuclei of the absorbing medium. Particles produced in the nuclear
interactions can loose their energy by ionization and secondary nuclear
interactions. Mixed electromagnetic and hadron showers that originate in this
process are largely absorbed in the entire (front + rear compartments)

calorimeter. The energy-dependent rear leakage is of the order of a few %.

The coverage of the CDF calorimeter extends up to |n4e| = 3.6 and is complete in
azimuth (see Figure 4.2). They include the Central Electromagnetic Calorimeter
(CEM) and the Hadronic Calorimeter (CHA) in the |nge:| < 0.9 region, the Endwall
Hadronic Calorimeter (WHA) at 0.9 < |n4| < 1.3 and the electromagnetic and
hadronic plug calorimeters (PEM, PHA) at 1.1 < |nge| < 3.6 (see Figures 4.1, 4.3).

4.4.0.1 Central Calorimeters

The central calorimeters, CEM, CHA and WHA are composed of two parts
joining on the median plane of the detector at z = 0°. Central calorimeters are
azimuthally divided into 24 wedges, covering 15° in ¢ each. FEach wedge is

divided into projective towers of size 01z = 0.11.

3In this zone, nge; = 0, there is an un-instrumented area about 20 cm thick in the z-direction
(“crack”)
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The CEM calorimeter (see Ref. [66]) is made of 31 alternate layers of 0.5 cm thick
plastic scintillator plates and 0.32 cm thick lead absorbers: the total amount of

material is 18 - X. The CEM energy resolution is*:

13.5%
JEr = —=22" 159 4.4.1
oer/Er BrlGeV] ’ (44.1)

the stochastic factor 13.5 is determined primarily by the sampling structure of the
calorimeter. CEM also includes two additional specialized detector: the Central
Electron Strip Chambers (CES) and the Central Preshower (CPR, [67]). CES
is a combined strip/wire gas proportional chamber embedded in CEM at about
6 - Xy°. The CES purpose is to measure the position and the shape of electro-
magnetic showers in the transverse plane. CES resolution is about 1 ¢m in z and
1 mm in r — ¢. CPR is a set of scintillator tiles located in front of the calorimeter
wedges which help distinguishing electrons from charged hadrons because of their

probability of showering in the detector material prior to entering the calorimeter.

The CHA calorimeter (see Ref. [68]), surrounding the CEM, is composed of 32
alternate layers of 1 cm thick plastic scintillator and 2.5 cm thick steel. The
WHA calorimeter employs the same technology as CHA, except for the smaller
number of layers (15) and the larger thickness of the radiator plates (5 cm). The
total calorimeter thickness at normal incidence is 4.7 Ag (Ag is the charged pion
absorption length) for both CHA and WHA.

Resolutions of CHA and WHA for perpendicular particle entrance are

approximately:

50.0%
CHA: o, |Er — —22 _ 3.0% 4.4.2
oer/Er FrlGeV] ’ (44.2)

75.0%
WHA : 0p, | Er — —=22__ g 4.0% 4.4.3
oen/Ex BrlGeV] ’ (4.4.3)

4The energy resolution is expressed as a function of E7 rather than E to account for the
larger amount of absorber material encountered at higher 6.

®The maximum energy density in the longitudinal development of the electromagnetic shower
is expected at about 6 - X
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4.4.0.2 Plug Calorimeter

The PEM calorimeters (see Figure 4.9) have the same tower segmentation as
CEM in n4et, and ¢ for 2.11 < |nges| < 3.6 (15° wide ¢ bins). The segmentation in
¢ for |nget| < 2.11 is finer than CEM (7.5° wide ¢ bins). PEM is composed of 22
layers of 4.5 mm thick lead alternate with 22 layers of 4 mm thick scintillator (see
Ref. [69]). The total thickness is about 21 X,. The PEM energy resolution is:

16.0%
JEr = ——220 g 1.0% 444
oer /B BrlGeV] ’ (4.4.4)

As for CEM, PEM is equipped with a shower maximum detector (PES). PES,
as well as CES, measures the shower profile to distinguish electrons from charged
hadrons. PES consists of two layers of 200 scintillating bars each. Bars are oriented
at crossed relative angles of 45°. The position of the shower is measured with an

accuracy of about 1 mm.. Further details are described in [70].

PHA, surrounding PEM, has its same tower segmentation. The technology is the
same as for CHA, with 23 layers of 2 cm thick steel absorber alternating with 6
mm thick scintillator. The total amount of material corresponds to 4.7 \g. PHA

resolution is:

80.0%
JEr = — 20 q5.0% 445
oer/Er FrGeV] ‘ (4.4:5)

4.4.1 Timing system

Timing readout for the electromagnetic (EM) calorimeters was installed as part
of an upgrade to the Run II version of the Collider Detector at Fermilab (CDF).
Figure 4.10 schematically shows this system, called EMTiming.

Particles from the collision that deposit energy in the EM calorimeter create
light within the scintillators |1, 2| that can be used for a timing measurement.
Photo-multiplier tubes (PMTs) collect this light and convert it into an electrical
analog signal. The EMTiming system routes a copy of the PMT signal to a
passive Transition Board (TB) and an Amplifier-Shaper-Discriminator board

(ASD) that, in turn, converts analog signal into digital and sends it to a
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FIGURE 4.9: Longitudinal view of Plug Calorimeters.

Time-to- Digital Converter (TDC) board for a timing measurement. The exact

system specifications can be found in [98].

It has a resolution of less than a nanosecond and covers the central (CEM, |n| 1.1)

and plug (PEM, 1.1 |n| < 2.1) regions of the calorimeter.

In the region |n| <1, used in this analysis, photo-multiplier tubes (PMTs) on
opposite azimuthal sides of the calorimeter tower convert the scintillation light
generated by the shower into an analog electric signal. The energy measurement
integrates the charge over a 132 ns timing window around the collision time from
20 ns before thE collision until ~ 110 ns afterwards. New electronics inductively
branches off ~ 15% of the energy of the anode signal and sends it to a discriminator.
If the signal for a tower is above 2 mV (3-4 GeV energy deposit), a digital pulse
is sent to a time-to-digital converter (TDC) that records the photon arrival time

and is read out for each event by the data-acquisition system.

4.5 Muon System

Although muons interact mostly electromagnetically as the electrons, because of

their much larger mass they can cross a much larger amounts of material before
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FIGURE 4.10: A diagram of the EMTiming system hardware on the CDF
detector.

losing a significant fraction of their energy®. For this reason systems dedicated to
detect muons are located in the outermost shell of the detector. Muon momenta

are measured in the tracker.

Four independent systems are used to detect muons in the |ng| < 1.5 region: the
Central Muon Detectors (CMU), the Central Muon Upgrade Detectors (CMP), the
Central Muon Extension (CMX), the Intermediate Muon Detectors (IMU). The
(Naet, @) coverage of the largest Run II muon detectors is shown in Figure 4.11.

Muon detectors share common features (see Ref. [71]). They consist of stacks of

6At Tevatron energies muons interact in calorimeters as minimum ionizing particles (MIP).
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rectangular drift chamber modules”, composed of single-wire cells. Stacks are four
layers deep with laterally displaced cells from layer to layer to compensate for cell
edge inefficiencies. The difference in drift-electrons arrival-times between neighbor
cells provides a typical resolution of 250 um for the hit position in the transverse
plane. Charge division at the wire ends measures the coordinate along the wire
with a 1.2 mm resolution. Chambers are coupled with scintillator counters in order
to suppress backgrounds due to secondary interactions in the beam pipe material
and to cosmic rays. A muon candidate is reconstructed when a short track segment

(stub) in the muon chambers corresponds to the extrapolation of a COT track.
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FIGURE 4.11: Coverage of muon detectors in the (n,¢) space. n is computed
with respect to the CDF center. ¢ ranges from -m to m radians.

The CMU detector is behind CHA at a radius of 347 cm from the beam axis
and covers the |74 < 0.6 region. CMU consists of 144 modules with 16 cells
each. The CMU box is arranged in 12.6° wedges. Cells composing CMU are 266
cm long, 2.68 cm thick, and 6.35 wide with a single 50 pym steel wire at their

"Chambers are filled with a mixture of argon and ethane (50% each)
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center (Figure 4.12) parallel to the beam direction. The system is filled with
Argon-Ethane gas mixture and alcohol like the COT.

The CMP detector is arranged to enclose the |ns| < 0.6 region in an
approximately central box (see Figure 4.11). Scintillator layers (CSP) on the
outermost side of the CMP chambers allow identifying bunch crossing. The
CMU/CMP system is called CMUP. It detects muons with a minimum energy of
about 1.4 GeV.

The CMX detector extends the muon identification in the 0.6 < |nge¢| < 1 region.
As for CMP cells are sandwiched to scintillators (CSX).

The forward region of muon system is the IMU detector (1.0 < |nge:| < 1.5). The

associated scintillator counters sub-system is named BSU.
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FIGURE 4.12: Cross section of CMU single wire cells.

4.6 Cherenkov Luminosity Counters

The Tevatron collider luminosity is estimated by measuring the known interaction

rate of inelastic pp events.

L

Opp

(4.6.1)

where f is the frequency of bunch crossing. A detector consisting of two CLC
(“Cherenkov luminosity counters”) is used to do so (see Ref. [72]). The two
modules, placed inside the CDF end-plug calorimeters in the forward/backward
region at 3.7< |nge:| <4.7, consist of 48 thin, long, gas-filled Cherenkov counters.

These counters are grouped in three concentric conical layers (16 counters each)
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around the beam pipe. Counters point to the center of the interaction region (see
Figure 4.13). Counters in the outer two layers are 180 cm long, while the
counters in the inner layer are 110 cm long. Counter transverse dimensions range
between 2 and 6 cm. This geometry ensures that only charged particles
originating from around the nominal interaction point give a full-height
Cherenkov signal, and allow distinguishing them from prongs of beam-gas events

and from stray machine background.

L

L=

The Cherenkov light is collected by conical mirrors at the rear end of the cones and
detected by high gain (2x 10°) photomultipliers. The counters are mounted on long
aluminum tubes surrounding the beam pipe. Everything is plunged in Isobuthane
and kept at the atmospheric pressure. In this condition the Isobuthane refraction
index is relatively high (n = 1.0043) and the gas is transparent to UV radiation.
Around the tube a magnetic field shield absorber is placed in order to reduce the
fringe CDF solenoid field. This is done to allow photomultipliers to operate at

constant gain.

Prompt particles from the pp primary interaction will traverse the full counter
length and will generate a large amount of Cherenkov photons. Secondary
background particles are mainly electrons or positrons from electromagnetic

O — ~v decays in the beam pipe or detector material®.

showers initiated by 7
They may contribute to low-amplitude signals (when they traverse the counters

at large angles and with shorter path lengths) or anomalous high-amplitude

8Beam halo particles often fall under the Cherenkov threshold, thus producing no light.
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signals (several particles hit the same counter). Therefore the signal from the
secondary particles can be discriminated by setting pulse-height cuts on-line and
off-line. The counter time resolution is excellent (< 100 ps) and helps checking
the multiple interaction rate as a function of instantaneous luminosity, thus

reducing the systematic uncertainties.

The luminosity is measured through the formula below:

Ry

€cLcOin

L= (4.6.2)

where R, is the rate of the inelastic pp events measured with CLC, ecrc is the

the CLC acceptance, and o;, is the inelastic cross pp section®.

The CLC acceptance is measured from simulation: ecrc = 60.2 & 2.6%. The
inelastic cross section is obtained by extrapolating the CDF, E811 combined
measurements at /s = 1.8 TeV (0, = 59.3 + 2.3) [73]. The cross-section
extrapolated at 1.96 TeV (assuming a In%s dependence) is 60.7 & 2.4 mb.

The uncertainty on the measured luminosity is ~6% and is largely dominated
by systematic uncertainties. Main contributors are uncertainties on the detector

stability and calibration (< 2.5 %), ecre (4.4%), 04 (4.0%). Further details about

the luminosity calculations are described at [63].

4.7 Trigger and Data Acquisition

At Tevatron Run II the interaction rate is typically 2.5 MHz (the bunch crossing
frequency), which is much higher than any possible event recording rate (order of
100 Hz). However, pp interactions are mostly inelastic, elastic and diffractive with
no significant momentum transfer. More interesting events have cross-sections
from 103 to 10 times smaller than inclusive pp cross section (for example o(pp —
WZ) ~ 4 pb). The identification of the interesting events is accomplished by
dedicated fast online electronics, called the Trigger System, which evaluates the
information from the detector and makes an accept/reject decision in real time.
The trigger system (see Figure 4.14) is a three-tier system, where each higher

level of electronics performs a slower but more accurate event reconstruction and

9At large angles the rate of elastic events is negligible with respect to the one of inelastic
events.
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applies a tighter filter with increasing trigger level according to a set of pre-defined

conditions.

L1 storage

plpeline:
14 clock

cycles deep

L2 buffers:
4 events

Crossing rate 2.53 MHz
(396 ns clock cycle)

L1 accept
L2 accept

DAQ buffers /
Event Bullder

2.53 MHz synchronous plpellne
Latency 5544 ns =42 x 132 ns
Acceptrate <50 kHz

Asynchronous 2-stage plpeline
Latency ~ 20 pus = 1/50 kHz
Acceptrate 300 Hz

L1+L2 rejectlon factor: 25,000

-

Acceptrate <75 Hz
Rejectlon factor: >4

FIGURE 4.14: CDF trigger block diagram.

4.7.1 Level 1

The level 1 (1) is a synchronous pipeline system, where up to 42 subsequent

events can be stored for 5.5 us while custom hardware is making a decision. If no

acceptance decision is made up to that time the event is rejected. L1 decisions are

made in about 4 us average time: no dead time is expected from this level. L1

roughly accepts one out of 3x10? inelastic events and the typical output rate is

20 KHz.

The L1 decision is generated based on the information below.

e Reconstruction of calorimeter objects

calculation  of global-event calorimetric observables

(electrons,  photons,

(e.g:

or

transfer

momentum imbalance, total transverse scalar energy, etc.). At this level
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electron, photon and jet candidates are defined as single-tower (“seed”)
energy deposit. The nominal CDF geometrical center is used as coordinate

origin.

e Track reconstruction'®: the eXtremely Fast Tracker (XFT, [74]) hardware
examines hits on the COT axial superlayers and combine them into track

segments. The segments are then linked to form a track candidate with
Pr > 1.5 GeV/ec.

e Muon identification: the observation of hits in the muon detector wire

chamber and scintillator systems hits matched to a XFT track,
extrapolated to the muon chamber, defines a muon. A loose Pr threshold

is applied based on differences in signal arrival times on pairs of wires in

the CMU and CMX chambers.

The final L1 decision is made based upon the number of reconstructed objects
or upon the calculated observables mentioned above. Events accepted at L1 are

stored in one of the four buffers in the front-end readout hardware.

4.7.2 Level 2

The level 2 (L2) trigger system makes use of dedicated hardware to select events.

The two main pieces of dedicated hardware are the following:

e cluster finder: add the energy deposited in the towers neighboring the L1
seeds to form a cluster. The cluster energy is an approximate measure of an

electron or jet energy

e silicon vertex tracking (SVT, [75]): use the information from the SVX II

detector to improve the parameter (e.g: ¢, Pr, dy) resolutions of the XFT
tracks. Hereby SVT allows to trigger on secondary vertexes from decay of

long-lived beauty hadrons.

These two systems work in an asynchronous way since the processing time is highly

correlated to the amount of data to be processed.

10This additional information in the trigger was introduced during the Run II upgrade.
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The outputs of these systems is transferred to the global L2 processor, along with
L1 data, and with additional information from the CES detector to help in low
Er electron selection. The processor decides whether the event is passed to the
next step by exploiting simple selection algorithms. The processor board has been
designed to read-in one event while processing another one in order to reduce the
deadtime. The maximum L2 acceptance rate is ~300 Hz (rejection factor ~ 150).
The block diagram of L1 and L2 with the involved sub-detectors is schematized
in Figure 4.15.

RUN II TRIGGER SYSTEM

Detector Elements

CAL CcoT MUON VX CES
Y f
MUON
XFT PRIM. XCES
A
XTRFP

Y Y v vy

L1 L1 L1
CAL TRACK MUON

CAL

GLOBAL
LEVEL 2

TSI/CLK

PIW 2396
FIGURE 4.15: Block diagram of level 1 and level 2 triggers. The involved sub-
detectors are indicated.

As the Tevatron luminosity increased during the Run II, the performance of the

level 2 trigger started to degrade since:
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e the SVT processing time (and therefore the deadtime) increased because of

the higher event complexity

e the background rate accepted by the calorimetric trigger increases

In order to cope with the former issue, a faster track fitter and other changes
described in |76] were implemented. In order to deal with the latter issues the
L2 calorimetric trigger was upgraded such that the full trigger tower information

(same accuracy as the offline one) would be available [77].

4.7.3 Level 3

Level 3 (L3) is a software trigger. The L3 farm is made of about 300 commercial
dual processor computers. L3 addresses event components delivered by L2 to the
Event Builder (EVB), which reconstructs the entire event with the same accuracy
as in the offline analysis, which was unavailable to the lower trigger levels. The L3
algorithms makes a full three-dimensional track reconstruction. The final decision
to accept an event is made on the basis of a list of required observables indicating
candidate events of physical interest (top production events, W/Z events, Drell-
Yan events, etc.). Accepted events exit L3 at a rate of up to 100 Hz and are

permanently stored on tapes. Store events will be analyzed offline.

A set of requirements to be fulfilled by an event at L1, L2, and L3 is called trigger
path. While at CDF II about 150 trigger paths exist, the trigger paths used for
this analysis will be described in Chapter 7.

4.8 Data storage and offline processing

The data flow from L3 triggers was stored in real time on fast-access disk. During
online acquisition collected data were grouped in run numbers. Each run can
contain from few dozen collision events to millions of events depending on the
duration of a store. At the end of each run, good run bits for each detector
component are set true if they were working properly during the run; portions of
runs can also be marked as good. Wether a run is good for physics analysis depends

on which components where working and the type of analysis being performed.
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Online data are divided into data streams based on similar triggers. For this
analysis the CDF’s c-stream is used. These sample is structured so that it can be

processed using CDF’s Stntuple software.

All subsequent data processing is called offline data handling. During the offline
processing several run numbers are grouped in run periods which integrated
luminosity is of the order of ~100 pb~!. In this thesis the full CDF II dataset
collected between February 4" 2002 and September 30t 2011 has been analyzed
(from period 0 to period 38), which corresponds to an integrated luminosity of
~10 b1,

Then, stored raw data are unpacked, and physics objects as tracks, vertices,
photons are reconstructed. The offline processing is similar to the L3 trigger
reconstruction, with the difference that physics objects can be more elaborated
and the most up-to-date detector calibrations are used. The next chapter is

devoted to physics objects reconstruction.



Chapter

Physics Objects Reconstruction

In order to infer the actual physics process occurring at the interaction
point, the information on the produced particles is used. As these
particles pass through the detector, they interact with it and give
rise to electronic signals. From those electronic signals it is possible
to determine the location of the interaction point and the particles’
properties, such as their energies and momenta.

The process of converting electronic signals recorded by the detector
into collections of measurements associated to physical particles is
referred to “event reconstruction’.

In this chapter, the reconstruction of the “physical objects” of interest
for the analysis is discussed. A description of the corrections to the

measured photon energy and timing is also given.
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5.1 Track reconstruction

Track reconstruction allows the measurement of charged particle momentum and
of the track impact parameter. A charged particle moving in an axial and almost

uniform magnetic field (B, with |§| = 1.4 T for CDF) has a helicoidal trajectory.

Such trajectory can be completely described by the following five parameters:

1. C: the half-curvature of the trajectory, defined as C' = 1/(2¢r) with r as the
helix radius and ¢ the charge of the particle. It has the same sign of the
particle charge and it is related to the transverse momentum of the track

according to the relation:
cB

=20 (5.1.1)

pr

2. dy: the distance of closest approach in the transverse plane between the helix
and the origin, usually referred to as the impact parameter. Let xq and
be the the coordinates of the center obtained by the projection of the helix

on the transverse plane and r = 1/2C, the definition of d; is

do = g Q/M - r) (5.12)

3. A: the heliz pitch, i.e. the cotangent of the polar angle between the track
and the z-axis (cotf ). The longitudinal component of the momentum

corresponds to:

p> = prA = prcot by (5.1.3)

4. zy: the z position of the track vertex.

5. ¢o: the azimuthal angle of the track at its vertex.

Every point along the trajectory satisfies the following set of equations [76|:

z(¢) = rsin(p) — (r+ dy)sin(¢y) (5.1.4)
y(p) = —rcos(o)+ (r+ dy) cos(¢p) (5.1.5)
2(¢) = 2o+ sA (5.1.6)

where s is the length projected along the track, and ¢ = 2C's + .
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d x beam | ] ne

FIGURE 5.1: In a uniform magnetic field charged particles follow a helical
trajectory completely defined by 5 track parameters: A\, C, zg, dp and ¢g. See
text for their definitions.

The track reconstruction is based on a set of signals (“hits”) measured in the
tracking detectors and associated into clusters. These hits are then fit with an
helix functional parametrization which also consider field non-uniformities and
multiple scattering effects. At CDF several tracking algorithms have been
developed and optimized for different detector regions, in order to derive the
previously defined parameters [107]. Using multiple algorithms provides a

combined track reconstruction efficiency of about 100% for the central region and
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up to about 75% in the plug region [49]. The main ones are: the Outside-In
algorithm (OI), the Silicon-Stand- Alone (SiSA) algorithm and the Inside-Out
(IO) algorithm.

Outside-In Algorithm

For the central region (|| <1), COT tracks are reconstructed with an outside-in
(OI) algorithm. Track pattern recognition starts with hits in outer COT
superlayers or layers 6 and 7 of the silicon, where there is a lower hit density.
First, segments between superlayers are linked by two algorithms (“histogram
linking algorithm” and “segment linking algorithm”. Then, the COT track is used
as a seed to look for a track fit including SVX hits.

Silicon-Stand-Alone Algorithm

Outside the acceptance of the COT, an OI approach is also used: silicon standalone
(SiSA) tracks are reconstructed with only silicon hits. The algorithm begins with
a R¢ fit; only track candidates with more than 4 hits are considered, given that
3 track parameters (dyg, R, ¢¢) have to be determined. Then, the Rz hits to be
match to the track candidate are searched for. The two remaining longitudinal
parameters (A and zg) are extracted from a new fit. The transverse parameter are
recomputed, as well. Run dependent simulations show that the overall tracking
efficiency is ~85% in the region |n| < 0.75 and |zo| < 35 cm, which is fully covered
by SVXII.

Inside-Out Algorithm

Some lower pr tracks within the inner COT layers fail to be reconstructed by OI
algorithms. Inside-out (IO) algorithms improve track reconstruction, also beyond
the || = 1 region [49]. The IO algorithm uses SiSA tracks and searches outward
to attach COT hits.
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5.2 Vertex reconstruction

Many pp collisions can occur simultaneously in a single bunch crossing, and be
recorded as a single event. Moreover, although only one hard-interaction is
expected most of the times, more than one vertex can be reconstructed per
event, because of additional min-bias interactions; these remnants of the beam

contribute with lower pr interactions.

A z vertex finding algorithm [101] is used to measure the z position of primary
vertices and to count the number of reconstructed vertices. The z position of the
primary vertex is exploited in the calorimeter energy reconstruction, as explained

in Section 5.4.

COT and/or silicon three-dimensional (stereo) hits are used as input to a
histogram algorithm: a histogram is filled with the z position of tracks from
these hits and resonances in the histogram give the position of preliminary
vertices. Tracks are matched to these seed vertices if their z; position lies within
a minimum distance (of a few cm) of the preliminary z vertex and if they have a
pr above a given threshold. Then, the vertex z position is recomputed from an
error weighted average of the z; positions of associated tracks clustered to the
220/ (Az)?

S/AR)? (5:21)

vertex:

Depending on the number of tracks with silicon and/or COT hits, vertices are
assigned to a particular class. For example, Quality 0 refers to all vertices and
Quality refers to vertices having > 6 tracks with silicon hits and > 1 track with
COT hits. Many CDF analyses uses the so-called Quality 12 class, having
vertices with more than 2 tracks with COT hits (tracks with COT hits reduce
fake rates). This class of vertices provides a good compromise between true
vertex reconstruction efficiency and the number of fake vertices reconstructed.
Moreover, there is linear relationship between the number of Quality 12

reconstructed vertices in an event (N,,.) and instantaneous luminosity [101].

To each reconstructed vertex corresponds a pr value defined as the sum of the
transverse momentum of its associated tracks (>, ... Pr). The vertex matched
to the highest sum pr of the tracks is defined as the primary vertex of the event,
related to the hard interaction. The other reconstructed vertices are typically

associated to minimum bias events.
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5.3 The Corrected Time

The time of arrival recorded by the EMTiming system TDCs is a “raw” time and
is corrected taking into account several effects. The corrected time [98] is given
by:

tcorr = tRaw + CStart + CEnergy + CEnergy Asymmetry — CTime of Flight — CCollision Time

(5.3.1)

Csiare 1s a constant that takes into account the offset between the average time of
arrival at the calorimeter and the TDC start!. The main contribution comes

from the overall cable lengths, so it can be very different from tower-to-tower.

Chnergy corrects for an energy-dependent (slewing) effect due to the
fixed-threshold discriminators. It is defined with empirically derived

constants Ay, Ay as:
Ay Ay

CEnergy = m + (532)

2
where x is the sum of the energies, from the two PMTs, as measured the

calorimeter.

CEnergy Asymmetry Within a tower, the PMT energy response differences as well
as the location where the particle hits can also affect the measured time

of arrival. Both effects are corrected by taking into account the energy
|Epyri — Epyrsl

asymmetry of the two PMTs, defined as v = . The energy

Epyti + Epyre
asymmetry correction within the towers is parametrized by the following

empirically derived function:
CEnergy Asymmetry — BO + Bl - T+ BQ : $2 (533)

where By, By, By are constants.

CTime of Flight combines the information on the primary interaction position (H)
measured from COT and the calorimeter tower position (97}) The expected

time-of-flight is given by:

CT'Lme of Flight — ‘xf - ‘/C (534)

IThe system uses fixed-start TDCs
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Ceoltision Time 18 the measured collision time (given by the tracking chamber); this

is subtracted off on an event-by-event basis.

This set of corrections is determined using in-situ data. Electrons from W — ev
events have been chosen as an excellent sample for calibrating the detector systems
because an electron in the event allows to correctly identify the origin of the event
and correctly calibrate the timing systems to this origin. The .., resolution for
electrons from W — ev is 0.64 ns for collision data (see Figure 5.2). Moreover the

corrected time distribution is centered at 0 ns.
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FIGURE 5.2: Timing resolution as estimated from a higher-statistics sample of
W — ev events where the time and position of the collision is measured, and
corrected. Plot taken from Ref. [111].

A full description of the hardware as well as the correction and calibration

procedure can be found in Ref. 16.

5.4 Photon Reconstruction

The measurement presented in this thesis strongly relies on the identification of
photons. Some of them convert to an electron-positron pair before reaching the
calorimeters. Both photons and electrons detection is based on the energy

measurements of the EM calorimeters.
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5.4.1 CEM Clustering

This section deals with the reconstruction of such EM objects, based on clustering
energy in calorimeter towers [102|. Then, it ends with a description on how the
detector coordinates of the cluster are determined. Later chapters discuss the

identification of particles from these clusters.
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FIGURE 5.3: Calorimeter segmentation in 7 — ¢ space for the central (light
blue) and plug (green) electromagnetic calorimeters. The x axis shows the west
(left) and east (right) n tower numbers (0-21), within the region 0 < || < 3.6.
Calorimeter wedge numbers (0-23) are shown on the left vertical axis labels;
each of them has a coverage of 15deg in ¢. For a segment of the plug region,
each wedge contains two towers such that the tower ¢ segmentation is 7.5deg.
The white box, referred to as the chimney, is a not instrumented region. It
is a gap in the detector used for cables and cryogenic utilities needed for the
solenoid.

Calorimeter energy is clustered in both the CEM and PEM by looking for all towers
with transverse electromagnetic energy Er > 3 GeV, referred to as seed towers.
The seed towers are then sorted by decreasing Ep such that clustering begins
with the largest Ep tower. Nearest neighbours towers, called daughter towers, are
grouped with the seed tower if they are in the same detector (CEM or PEM) and

not already included with another cluster.

In the CEM, daughter towers are defined as border towers with the same ¢ value

as the seed tower such that the difference is 7 and¢ index numbers from the seed
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FIGURE 5.4: “Lego” plot of Energy deposit in the calorimeters for a photon
plus jet event. The central calorimeter is a cylinder of calorimetry towers
(pointing towards the interaction point). To display the event in a easier way,
this “cylinder” of energy flow is “unrolled” and made into a flat 2-D plot. The
inset on the bottom left shows such a process of unfolding.The yellow grid shows
the n¢ segmentation and each rectangular region represents a calorimeter tower,
with the magnitude of the towers being the total energy deposited.There are two
layers: (1) the front EM calorimeter usually displayed in pink (which records
almost all the EM showers for electrons and photons), and (2) the hadron
calorimeter energies usually displayed in blue (which will record most of the
hadronic showers from charged pions, kaons, protons and neutrons). The energy
of an EM shower is generally contained within a few CEM towers. Only a small
amount of this energy leaks into the hadron towers. The inset on the upper right
is a zoom-out of a EM energy deposit. The red circle indicates a region in the

n¢ space defined by AR = \/An? + Ag2.

is Ang = 0 and An, = 1. Central EM clusters, therefore, contain a minimum of
one tower (the seed) and a maximum of three towers (when both neighbors have
Er >100 MeV), all in the same ¢ wedge.

In the plug calorimeters, EM clusters have a square 2 x 2 tower configuration.

EM clusters are treated as massless objects. Their total EM energy (Egys) is
the sum of the energies of each EM calorimeter tower included in the cluster.
The total amount of hadronic energy (Egap) of the cluster is obtained from the
sum of the associated HAD calorimeter towers. The total energy of the cluster is
E = Egy + Egap. Since a real EM object deposits essentially all of its energy

in the EM calorimeters, we take the total energy of such a particle to be the
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measurement from the EM calorimeters alone and often refer to it as just F rather
than Egy (or Ep rather than EEM).

The transverse energy of the photon is obtained from the energy after correcting
it for the position of the photon measured in the CES detector (see next Section)

as relative to the hard interaction vertex, given by the polar angle 6:

Er = Esin(6) (5.4.1)

The position along the z axis of the primary interaction vertex is used as a reference
point to evaluate the polar angle 0y (0gap) of the EM (HAD) calorimeter towers
according Eq. 5.4.10.

beam line, z-axis ( Zytx
BE M

FIGURE 5.5: The position along the z axis of the primary interaction vertex is

used as a reference point to evaluate the polar angle 0gyr (0gap) of the EM

(HAD) calorimeter towers. The transverse energy Er for an EM (HAD) cluster

is calculated from Ep = EsinOgy (Epr = Esinfpgap). For trigger towers

and during offline calorimeter clustering, the location of the primary vertex is

assumed to be z,:, =0. After obtaining a calorimeter cluster, its Fp is computed
using the reconstructed primary vertex.

The (1, ¢) detector coordinates of the cluster are obtained with an energy-weighted
method. The EM energy-pondered sum of the n and ¢ detector positions of each

tower in the cluster are given by:

By X'
NeEM = —ZZZ Egz ! (5.4.2)
i PEm
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> By X &'
EM = S (5.4.3)
> i Epu
and, similarly, the hadronic cluster positions are obtained according to:
> Bipap X0
NHAD = ¢ i (544)
> Eap
> Biiap X ¢'
Puap = =="5; (5.4.5)
>i Eyrap

Then, the detector coordinates for the cluster are then obtained from the following

calculation 5 5
EMMNEM + HADTHAD
n = s (5.4.6)
= Eenmoem +EEHAD¢HAD (5.4.7)

5.4.2 CES Clustering

The central Shower Maximum Detector is used to provide a position for the
photon within a tower, as already mentioned. The reconstruction of a CES
cluster is performed with a “track-based” or a “strip-based” algorithm [103|. The
latter is specifically designed for photon identification. This one sorts the strips
in decreasing energy and selects the “seeds” from those having an energy above a
given threshold. Strips surrounding the seed are collected to form a 1D cluster,
and this is also done for the wire layer to form its own 1D shower. For both
layers, 11 wires and 11 strips are used to reconstruct a cluster. The two energy
showers are then matched to form a 2D CES cluster with the following

energy-weighted local CES x and z coordinates:

N N
E=)E, X=>)_ XEE (5.4.8)

where E; and X, are the pulse height and the position respectively and the index

i runs over all the N wires (strips) in the cluster, for the xcps (2cps ) coordinate.
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Then, a goodness of fit x? is derived from the fit of the cluster to a standard set

of shower profiles:

X == > Ui 1] (5.4.9)

where, given an ¢ channel, y; is the measured fraction of energy, y; is the fraction
of the standard profile and o; is the RMS fluctuations measured in the test beam.
A new position is determined from the fit using an iterative correction. Figure 5.6
shows the y? distribution for strip- and wire- clusters for electrons simulated with

energies of 50 GeV.
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FIGURE 5.6: x? distributions for strip- (left) and wire- (right) clusters for
electrons simulated with energies of 50 GeV. Plots taken from Ref. [103].

5.4.3 Photon Energy Corrections

The total energy of an EM cluster is not exactly the energy of the outgoing photon
(electron). Therefore, some corrections have to be applied; they are listed below.
The first one is made online and is applied only to data. The remaining ones are

made offline and are applied both to data and Monte Carlo (MC).

e Time-dependent gain variations:
The gain variations of phototubes for each tower are monitored over time
and corrected during run-time in order to detect long-term stability
fluctuations. The long-term stability of other component as the light
guides, WLS, and the scintillators is also monitored for the measurement of
the gradual deterioration of energy resolution and energy scale with
time [100]
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e Face (or map) correction in the individual CEM tower:
A correction of a few percent is made to the energy offline based on the
location where the particle hits the tower. If a shower is initiated near a
phototube, there is a higher measurement of energy than if the same shower
energy were in the center of a tower. Since towers vary in size, corrections
are applied per tower and were evaluated on dedicate 50 GeV electron test

beam measurements and cosmic ray studies [104, 105].

o Wedge—-to—wedge correction:
The tower clustering is made only in the 7 direction, thus energy which
leaks out of the shower laterally into the neighbouring wedge is lost. The
corrections for the lateral shower spread depends on the position of the

shower in the CES and energy of the shower.

e /-based energy correction:
In addition to these corrections, the energy of the photons in data and in
Monte Carlo is scaled using electrons from Z decays [108]. These calibrations
are performed by plotting the reconstructed Z boson mass from Z — ete™
decays (see Figure 5.7). The energy scale factor is given by the ratio of the
Z mass measured from the mean of a fit made to the data, to the accepted
PDG value of 91.2 GeV/c? [21]. A separate correction is applied to each
data-taking period (see Figure 5.8). Figure 5.9 serves as a sanity check:
after corrections, the energy scale is flat and consistent with 1.000. A single
correction is also applied to MC events. This correction is determined from

the ratio of the reconstructed mass obtained from Z MC samples to the
PDG.

As previously described, the Er of the shower is obtained from FE sin f, where the
calorimeter energy includes the energy corrections just discussed. For central and
plug offline reconstruction, the polar angle 6 is formed relative to the z position of
the primary vertex (z,,) and the position of the cluster in the shower maximum

detector (see Figure 5.5). In particular,

Rsux

/ D2 2
RS’MX + otz

where Rg)sx is the radial distance from the z axis to the shower position in the CES

sin ) = (5.4.10)

or PES detector. The selection of the primary vertex is described in Section 5.2.
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FIGURE 5.7: Example of the reconstructe
(left) and MC (right), in one bin of E(el)

d Z boson mass from Z — ete™ data
+ E(e2). The curves indicate results

of the fits to double Gaussian and a second-order polynomial background. Plots
taken from Ref. [108].
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FIGURE 5.9: The energy scale factors in each run period from Z — eTe™
data, after applying corrections to the energy of each electron, according to the
numbers in Figure 5.8 (top). Plot taken from Ref. [108].

A real photon is massless and, therefore, the total vector momentum of photon
candidates is set to the energy obtained from the EM calorimeter energy
measurement: p = F and pr = Ep (with ¢ = 1). The photon four-momentum is

then

P = (E,py,py,p.) = (E, Ercos¢, Ersing, Ecosf) (5.4.11)

where ¢ is determined from the azimuthal position of the EM cluster (Equation
5.4.3).

5.5 Missing Transverse Energy

The calorimeter measures both energy and position, thus it can be used to infer
the production of non-interacting particles (such as neutrinos) by imposing energy

2. The calorimeter energy

conservation in the plane transverse to the beamline
imbalance observed in a given event is referred to as the “missing transverse energy”
Fr (or MET) and corresponds to the negative of the vector sum in the transverse

plane:

2 Generally the total vectorial summed transverse energy should be the same as at the point
of the collision, namely zero.
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E} = —( Z E; sin 6;)[cos ¢;, sin ¢;] (5.5.1)

towers

where F; is the energy deposit in the i massless tower, ; the polar angle defined
from the interaction vertex (Section 5.2) with respect to the tower position, ¢; the
tower azimuthal angle. Towers included in the sum must be in the pseudorapidity
region |n| <3.6 and exceed a threshold of 100 MeV in the CEM, CHA, and WHA,
300 MeV in the PEM, 500 MeV in the PHA.

Equation 5.5.1 corresponds to the reconstructed “raw” missing transverse energy?>.
In electroweak processes, where heavy bosons are created, M ET is likely to be
associated to neutrino’s transverse energy. On the other side, large M ET can
also arise from calorimeter mis-measurements. Both cases represent background
sources for in this analysis where the photon candidate is expected to be well

balanced to one or more jets.

5.6 Conclusion

This chapter was devoted to a basic description of track, vertex and calorimeter
cluster reconstruction. In particular, the reconstruction and identification of
photons are critical to the analyses presented in the remainder of this thesis and
correction to the energy and timing variables are also discussed. The following

chapter focuses on exploiting aspects of the reconstruction ideas introduced here.

3Some corrections are applied to the raw MET based on the true z vertex position, the
difference between the raw and corrected Er of the jets, the presence of muons in the event.
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Monte Carlo Simulations

In modern experimental particle physics, parton shower Monte Carlo

programs have become an indispensable tool for data analysis, since

they simulate the final states of high-energy collisions in full detail

down to the level of individual stable particles.

This chapter briefly

outlines how they work. Moreover the predictive tools used to study

the dataset under investigation are introduced.
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6.1 Overview on Event generators

Precision QCD calculations and their experimental tests at hadron colliders are
challenging. From a theoretical point of view the difficulty is mainly caused by
our limited knowledge of parton fragmentation mechanism, diffractive processes,
underlying events and particle structure functions. While at the experimental side,

limitations come from finite detector or accelerator capabilities.

A parton-shower Monte Carlo (MC) event generator is a computer program
designed to give fully exclusive description of QCD events. They are a powerful
tool for high-energy collisions at particle accelerator experiments, particularly in

data analysis where they are used together with detector simulation [21].

In Chapter 2 a brief overview of some concepts of the Quantum Chromodynamics
theory was given. Those concepts are useful to understand the evolution of a
hadron collision event. Perturbation theory allows to predict hard scattering cross
sections, which corresponds to the first step of the Monte Carlo simulation chain.
In particular, the QCD factorization theorem permits to decouple the cross section

into different steps.

The MC generation process steps are schematically depicted in Figure 6.1. The
first step is the random generation of the considered hard scattering process (shown
as a black blob in Figure 6.1) at some high scale Qo. Then, a parton shower stage
follows (brown). When parton showering stops (at a scale of order 1 GeV), a
hadronization model (yellow) is used to convert the resulting partons into hadrons.
Modeling of a underlying event (green) is also needed to deal with the collision
between the two hadron remnants; this is usually implemented through additional
2 — 2 scatterings (multiple parton interactions) at a scale of a few GeV. Many of
the produced hadrons are unstable, so the final stage of event generation is the

simulation of the hadron decays.

Finally, the products from the generated event are passed through a simulation
of the detector geometry and response, and digitized to give an output identical
to that of the real detector (Chapter 4). At this point physics objects are
reconstructed in the same way for Monte Carlo and real data, as discussed in
Chapter 5.

The several stages for a Monte Carlo generation process are discussed in the

following sections.
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FIGURE 6.1: Schematics of the steps for the simulation of a hadron-hadron
collision event, by a parton shower Monte Carlo event generator.

6.2 Hadron collision event

Factorization formula for QCD cross sections

Cross sections for a scattering subprocess ab — n at hadron colliders can be

computed in collinear factorization as:

Oabosn = Z/dl‘ad% / fa(Tas por) fo(@p, ptr)AGab(TaPas Topy, fiR, 1F)
a,b

2x,2p8 |Mab|2(®n’ IR F ),

= dz,dx d®, fo(za, r)fo(ze, pr) X
;/ b/ F)Jo(ZTo, P

(6.2.1)

where f,(xq, pr) are the parton distribution functions (PDFs) (described in

1

, 3onas 18 the parton flux (with s

Section 2.3.2), @, is the final state phase space
being the ab center-of-mass energy squared) and |M,p| is the matrix element for

the event of interest.
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Matrix Element Calculations

The calculation of a hard scattering at hadron colliders is based on tree-level
Feynman diagrams. Calculations at higher orders, which involve a combination of
loop graphs and the soft parts from the QED and QCD radiation, are very difficult
and are slowly becoming available.  Generation of events is performed in the
following way. The matrix element is numerically integrated over the phase-space
and a differential cross section is estimated (da(?), 7 being the degrees of freedom
which have not been integrated). Events are generated by the “un-weighting”
procedure. The hit-and-miss method is commonly used for the weighting: given
da(?), the maximum cross section do,,.,, and a random number g generated
uniformly in the interval (0, 1), the event is kept if do(7)/domas < g. This ensures
that the accepted events are distributed according to the description provided by

the theory, and that all events have the same weight, as in the real data.

6.3 Parton Shower

The parton shower phase of event generators describe what happens to the
incoming and outgoing partons involved in the hard collision. The partons
involved in the hard process are coloured particles, quarks and gluons. From
Quantum Electrodynamics (QED) it is well known that scattered electric charges
radiate photons, this is what is called Bremsstrahlung. In the same way,
scattered colour charges radiate gluons and this happens for partons on their way
in and out of a collision. The main difference to QED is that, due to the
non-Abelian structure of SU(3), gluons themselves are coloured and so an
emitted gluon can itself trigger new radiation. This leads to an extended shower
and the phase space fills up with (mostly) soft gluons. Figure 6.2 shows a
diagram of multiple gluon emission off an initial quark line. The showers
modeling adds higher-order corrections to the hard subprocess, in an
approximative way, since it is not feasible to calculate these corrections exactly:
real radiative corrections to any inclusive quantity (like the hard cross section as
computed at fixed order in pQCD) are divergent. Instead, an approximation
scheme is used, in which the dominant contributions below a cut-off parameter

are included iteratively ordered in sequence of, typically, smaller emission angles.
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FIGURE 6.2: Diagram showing multiple gluon emission off an initial quark

line [133]. The basic idea of parton showers is: accelerated colour charges radiate

gluons, but since the gluons themselves are also charged an extended cascade

develops. This cascade is modeled as an evolution downward in momentum scale.

As we approach the non-perturbative limit, we get more and more radiation and
the phase space fills with soft gluons.

These dominant contributions are associated with collinear parton splitting or

soft (low-energy) gluon emission.

There are three possible processes for QCD emission: ¢ — gq, g — gg and g — ¢q.
The cross section then factorizes into the product of the parent parton production
cross section times a splitting factor. Considering the almost-collinear splitting of
a parton of type 7 into jk, e.g. the ¢ — qg, the n-parton differential cross section

before splitting is do, , then after the splitting it becomes

ag dh?
Aot ~ danﬁﬁdqus}z,jk(z, ) (6.3.1)

where 6 is the opening angle, ¢ is the azimuthal angle of the splitting, z is a

parameter generally defined as a ratio the energy of ¢ carried by j .

The function P, ji(z,¢) is the Altarelli-Parisi splitting function which describes
the probability for a quark to emit a gluon, and is the only term that changes
in Equation 6.3.1 between ¢ — gq, ¢ — gg and g — qq splittings. Figure 77,
shows a graphical representation of the splitting with the quark and the gluon
(with four-momenta j and k respectively) being emitted at a small angle §. The

virtuality of the splitting parton is given by ¢* = (j + k).

By sequential application of Equation 6.3.1, 8, ¢ and z are generated randomly
during the Monte Carlo simulation process for each splitting; thus, a parton shower
is developed from each coloured parton of the hard subprocess. An important

feature of the showering algorithm is the evolution variable. The simplest evolution
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FIGURE 6.3: Graphical representation of the ¢ — qg splitting. The yellow circle
represent the M,, amplitudes of the tree-level processes.

variable to understand is the virtual mass-squared (the virtuality, ¢%) of the partons
in the shower. The splitting process + — j+k cannot take place with all the partons
on their mass-shells. The dominant contributions will come from configurations
in which the virtualities are strongly ordered, with the parton nearest to the hard
subprocess farthest from its mass shell and the virtualities falling sharply as the
shower evolves away from it. The upper limit on the initial virtuality is set by
some momentum transfer scale Q of the hard subprocess, ¢*> < Q?, and the shower
is terminated when the virtualities have fallen to the hadronization scale, ¢*> =
Q3 ~1 GeV2. At this point, allowing for n splitting processes, the cross section
can be written as:
T, Q2

00 05 log 2 (6.3.2)
where () is the upper cut-off scale called annihilation energy that determines when
the showering starts, and A is the infrared cut-off. This procedure is called “leading

log approximation”.

Once the shower is developed, the vertices and lines of the final configuration are

assigned weights, which are for each vertex:

0(q — qo) — Pij(z) dz = (6.3.3)

and for each line are the so-called Sudakov form factors:

2 2 i dq2 ! Oés(q)
Mgt ) =exp | =Y | [ dz = Pi(z,0) (6.3.4)
(k) 7% 7 Jo T

where ¢ is the value of ¢ at the upstream vertex, and ¢, at the downstream vertex.
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At the end of the graph, ¢, is substituted by a cut-off ¢op. The Sudakov form
factors specify the range of the z parameter for which the splitting is resolvable

and represent the probability of not splitting.

Thus, the generation of a parton shower thus proceeds as the following. Given
the initial scale Q? , one solves the equation A;(Q? ¢?) = Ry , where R, is a
random number uniform on the interval [0,1], for the scale g7 of the first splitting.
If ¢ < Q32, then the splitting was unresolvable and the showering of that parton
terminates. Otherwise, if the splitting was ¢ — j+k, then the procedure is repeated
on parton j using A;(¢f,q5) = Ry to determine the scale g3 for the splitting of
that parton, and similarly for parton £, and so on, until all attempted splittings
have fallen below the resolvable scale Q2. At each splitting, the variables z and ¢
are chosen according to the distribution P, jx(z, ¢) using the Monte Carlo method,
with z in the resolvable region specified by the limits of integration in the Sudakov

form factor.

Hadronization

In interactions that produce a final-state parton, the escape of the new parton from
the local color field causes a process known as hadronization or fragmentation. The
parton effectively begins to radiate gluons, which then decompose into ¢g pairs,
which radiate gluons, and so on, creating a shower of partons with progressively
smaller momenta. Eventually the partons will cluster into colorless hadrons, the
collection of which is called a “jet”. While the creation of a final-state parton can
be treated within pQCD, the evolution of a parton into a shower of low-energy
particles eventually crosses into the non-perturbative regime. The dynamics of this
evolution are absorbed into fragmentation functions, which give the probability for

a parton to produce a final-state hadron through fragmentation.

Thus, the o4, cross sections for a scattering subprocess ab — n at hadron colliders,
discussed in Section 6.2 and given by Equation 6.2.1, can be further modified to
compute the process a +b — C' + X:

Oap—C+X — /vdZCl)c;c (207 M?‘)Uabﬁc;ﬁ»X(:u%'? /fﬁ%)

(6.3.5)
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where C is a hadron, D, is the fragmentation function that defines the
probability of a parton ¢; fragmenting into C' with momentum fraction
2c = pc/pe, - These fragmentation functions depend on a fragmentation scale,
pr , and effectively remove the same singularities in the final state as those
removed by the factorization theorem in the initial state. As with the PDFs,
measurements of the fragmentation functions can be made at a fixed value of ()?
and evolved through the DGLAP (see Section 2.3.2) equations to extrapolate to
larger Q2. The only physical observables accessible to collider experiments are
those measured after hadronization, by which point they are said to be measured
at the particle level. This means that any cross section computed at the parton
level, i.e. before hadronization, is not something that can be observed directly.
Monte Carlo programs are typically used to estimate the impact of hadronization
on observables to allow theoretical predictions (almost always made at the
parton level) to be meaningfully compared with experimental measurements
(almost always made at the particle level). In Figure 6.4 the different levels for

objects reconstruction can be seen.

The unphysical scales pg, pp , and puy are usually set to be equal (with their
common value called p). In the case of prompt photons, where the photon
momentum is usually balanced by a single jet in the transverse direction (see
Section 2.3.3), a convenient choice for the scale is the transverse energy of the
photon, EJ. . This, however, is a somewhat arbitrary choice, and there is some
systematic uncertainty associated with the exact choice of scale. This
uncertainty can be evaluated by varying the scales around their nominal values
and observing the change in value of the observable; a common range for photon

measurements is 0.5E] < u <2E7.

The two main hadronization models in current use are the string and cluster
ones. These are described in the following. The main difference is that the
former transforms partonic systems directly into hadrons, while the latter

employs an intermediate stage of cluster objects, with a typical mass scale of a
few GeV.
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Particle Level Detector Level

q
FIGURE 6.4: Measured objects can be defined at: (i) the parton level, (ii) the
particle level ( the stable particles, i.e., particle with a lifetime of at least 10 ps in
events simulated with MC generators ), and (iii) the detector level (calorimeter
towers).

The string model is based on the assumption of linear confinement.

A quark corresponds to an endpoint of a string, and a gluon to a kink on it, with
partons ordered in color along the string. The string offers a very predictive
framework for how its space-time motion and breakup translates into an
energy—momentum distribution of the primary hadrons. This framework also
applies for complicated multiparton configurations, and has been successfully
tested in eTe™ collisions.

The cluster hadronization model is based on the preconfinement property of
parton showers, which leads to color-singlet parton clusters with a universal mass
distribution at low scales.

Cluster hadronization starts with non-perturbative splitting of gluons into

quark-antiquark (and possibly diquark-antidiquark) pairs. Clusters are then
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formed from color-connected pairs.

Most clusters undergo quasi-two-body sequential phase-space decay. The limited
cluster mass spectrum naturally leads to limited transverse momenta and
suppression of heavy flavor, strangeness and baryon production.

The decay of heavier clusters requires a more string-like initial stage of
anisotropic decay into lighter clusters.

When combined with angular-ordered parton showers, the cluster model gives a
fairly good overall description of high-energy collider data, usually slightly less
good than the string model but with fewer parameters.

The busy environment of high-energy hadronic collisions could lead to nontrivial

collective effects, currently not simulated either in string or in cluster models.

6.4 Initial- and Final-State Radiation

As already stated, colored particles can radiate gluons and charged particles can
radiate photons. Initial-state radiation (ISR) refers to the radiation from an initial-
state particle before the collision occurs. As a result, an additional object is
observed in the detector that do not come from the primary interaction. Similarly,
final-state radiation (FSR) is radiation from a final-state particle after the collision;
an additional particles will also be reconstructed; this time some of the energy
from one of the final-state particles produced is taken out. PYTHIA has a set of
parameters that can be adjusted, or tuned, to control the amount of ISR/FSR in
an event. The default CDF set of values used for generation of the MC samples is
called Tune A [135].

6.5 The Underlying Event

The preceding steps of hard process, parton shower, hadronization are not
sufficient to fully describe the final state of the hard process, in which a high
energy parton from each incoming hadron interact to produce an arbitrarily
complex final state. This process involves the extraction of a coloured parton

from each of the hadrons, which are colourless bound states of many coloured
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partons. Therefore, in addition one has to consider how the hadron remnants

evolve, hadronize and, potentially, interact with each other.

“Underlying event” (UE) refers to the secondary parton interactions at low
momentum transfer that occurs together with the main hard process. This effect
primarily result as soft particles which give an the additional contribution to the
energy deposited in the detector around the interaction point. The underlying
event is flavor- and color-connected to the hard scattering and in real data in
general can not be separated from the event of interest. It is typically observed
as jets of particles close to the direction of the beam and cannot be modeled with
perturbative QCD. Phenomenological models are used to simulate the underlying
event and are tuned to minimum bias' data from hadron colliders [44]. Indeed
processes involving IR divergences have free parameters that can (must) be
phenomenologically constrained. Hadronization models typically have 10 to 30
free parameters, Multi-Parton Interaction (MPI) models usually add at least 5
more free parameters. The Pythia parameters that control the behavior of the
underlying event are “tuned” in such a way that the MC simulation better fits
measured distributions from Tevatron data, such as the py spectrum from jets or
the pr spectrum from lepton pairs produced by Z boson decays [135, 136]. The
MC generators used for this analysis use the standard CDF UE tune, Tune
A [135].

Pile-up

In-time pile-up events arise from the multiple parton inelastic (MPI) scatterings of
protons in the same bunch of the hadron generating the hard process of interest.
They mainly consist in soft QCD interactions and are modelled in a similar way

as the UE. Pile-up is also tuned to minimum bias events [44].

LA “bias” in event selection is, in general, any kind of assumption made on the final state and
therefore any kind of cut applied in selecting only these events. In minimum bias events only
very loose requirements are imposed on the collision data.
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6.6 Hadron decay

Hadrons produced during the hadronization are often unstable and decay into
the stable particles that are observed in the experiment. A “stable” hadron has
ambiguous definition. From the detector point of view, only a hadron sufficiently
long-lived to interact with the detector material before decaying can be identified;

such a particle is considered as a stable.

The hadron decay modeling uses a set of look up tables containing branching ratios
and decay modes. All particles are included with their proper mass distribution

and decay properties.

6.7 Generators

Monte Carlo generators can be classified as either multi-purpose generators, i.e.
capable of performing the full simulation chain described in this chapter, or as
specialized generators, i.e. devoted to a single aspect of the simulation which they
often describe with higher accuracy than typical multi-purpose generators. As
should be clear after the discussion about the modeling of hadronic collisions, there
are some choices to be made that might result in some generators being better
suited to describe particular processes. Therefore the Monte Carlo generators
should be chosen according to their performance in modeling the event of interest.
The following sections describe the main characteristics of the generators that are

used in the analyses that are the subject of this thesis.

6.7.1 PYTHIA

PYTHIA is the most senior and established general-purpose event generator. The

Fortran version PYTHIA 6 is still very widely used.

Here follows a very brief summary of the PYTHIA 6 program. The physics is
documented in the PYTHIA 6 manual [110] and the literature quoted there.

The PYTHIA event generator is a leading-order (LO) parton-shower Monte Carlo
program, capable to generate a broad range of QCD, electroweak, and more

exotic events. It uses LO Matrix Element calculations to generate hard
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interactions between partons and it is optimized for 2 — 1 and 2 — 2 processes.
It accounts for QED radiation emitted off quarks in the initial state (ISR) and
final state (FSR). The underlying event is simulated using the MPI model, and
the hadronization of partons is modeled with the Lund string model [28]. The
fragmentation component is modeled as FSR, with no knowledge of the
fragmentation functions D]. PYTHIA 6.216 was used for the production of signal
and background MC samples and to compute the expected prompt-photon
production cross section; of the available PDF datasets, CTEQ5L has been

selected.

6.7.2 SHERPA

Likewise PYTHIA, SHERPA , acronym for Simulation for High-Energy Reactions of
PArticles, is designed to be a multi-purpose event generator for particle production
at high-energy colliders [140]. SHERPA is a publicly available code and can be
obtained from https://sherpa.hepforge.org. It has been written in C++ from

the beginning.

As in all Monte Carlo event generators the simulation of an actual event is split
into different steps corresponding to the evolution stages of a scattering process
from the high scale of the hard interaction down to scales of order Agpc where
hadronization sets in and the hadrons seen in the detectors are formed. Within
SHERPA different physics modules host the different stages of the event evolution.

The most important of them shall be briefly reviewed here.

It is a simulation of higher-order perturbative QCD effects, including NLO
corrections to hard processes and resummation as encoded in the parton shower;
It contains a very flexible tree-level matrix-element generator for the calculation
of hard scattering processes within the Standard Model and various new physics
models. The emission of additional QCD partons off the initial and final states is
described through a parton-shower model. This technique is known as “Matrix
Element plus Parton Shower merging” (ME + PS). A cluster model is used for
hadronization. For the underlying event SHERPA uses a multiple-interaction

model based on that of PYTHIA but differing in some respects.

Both SHERPA and PYTHIA generators have their own hadron decay modules with

extensive tables of particle properties, branching fractions and decay distributions.



Chapter 6. Monte Carlo Simulations 96

While these have much in common, they are not identical since, as explained above,
significant physics choices and modelling are involved. For the same reason they
are not interchangeable, since these features influence the values of parameters
relevant to other parts of the program that are needed to give the best agreement

with experimental data.

A simple model of multiple interactions is used to account for underlying events

in hadron-hadron collisions.

SHERPA 1.4.1 generator with ¢T10 PDFs has been used to produce MC signal

samples and to compute the expected prompt-photon production cross section.

6.8 Detector Simulation

Once all the stable hadrons are generated, their propagation through the detector
material is simulated using the GEANT 3 package [121]. GEANT is a platform
for handling:

e Geometry: physical layout of the experiment, including detectors, absorber
and how the layout would affect the path of the particles.

e Tracking: mathematical models are used to simulate the passage of a particle
through matter. Those models include particles interactions, which cause

showering to secondary and tertiary particles, and decays.

e Detector response: simulate how the detector would respond as the particle

passes through its volume.

e Detector conditions: the conditions of the detector for each time period can

be inputted in order to mimic as close as possible the real data. The status

of the different sub-detectors is taken into account.

The modeling of the particle interaction at the passage through matter is
computationally intensive. Therefore the simulation of the calorimeter response
is performed using parametrized response function tuned to the data. This is
done by employing a program called GFLASH [123]. The result is a rapid and

accurate response of the individual calorimeter towers to the energy deposited by
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the outgoing particles. TRIGSIM [122] is used to simulate the trigger data and
the corresponding digital response from the detector. Simulated events are
analyzed with the same CDF reconstruction software that is used for the
collision data, and physics objects are constructed based on vertex, tracking, and

calorimeter variables.
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Datasets and Event Selection

In this chapter, the data and MC samples used for the measurement
are described. Moreover, the trigger and event selection criteria are
discussed. Fach cut is designed to separate real prompt photons
from photons from hadronic jets, electrons and other backgrounds.

Emphasis is put on the definition of the variables used for the photon

identification.
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7.1 Datasets

7.1.1 Data samples

For this measurement the full CDF Run II dataset is used. As already mentioned

in Chapter 4, data correspond to the so called “cphl stream” in the Stntuple
99
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format, covering the period 0-38 of data taking. These samples contain a trigger
bit variable that is set to true for each event that was collected by the dedicated
photon triggers (Section 7.3.1).

Not all data in the “cphl” samples were actually stored if the detector was not
fully operational. Thus, in conjunction with the triggering system a list of runs,
for which all the necessary subsystems were properly working during data taking,
is defined. Such a set of suitable runs is based on good run bits (see Section 3.7)
saved into a text file, known as “Good Run List”, which is read in and stored in
an array. The array is pointed on an event-by-event basis to determine if a
particular event should be included in the analysis. The runs included determine
the integrated luminosity of the data sample. The Good Run List used for this
analysis is the goodrun_v45_pho_01.txt, and corresponds to an integrated

luminosity of 9.5 fb~!. More details on data samples are provided in Appendix C.

7.1.2 Monte Carlo samples

Monte Carlo (MC) samples are used to calculate the photon fraction in each
E7. bin, to unfold the cross section measurement back to the hadron level and
to compare results to theoretical predictions. These samples are generated using
Gen6 PYTHIA 6.216 Tune A with realistic simulation and SHERPA 1.4.1 with Tune
A minbias and realistic simulation. A trigger simulation is used for these events

in order to apply the same requirements used for data selection.

More details on Monte Carlo samples can be found in Appendix C.

7.2 Photon selection variables

The photon identification, “photon ID” in the following, is based on a set of
detector variables designed to distinguish prompt photons from other particles.
The experimental signature of a photon is an energy cluster in the
electromagnetic calorimeter (EM cluster) with no charged particle tracks
pointing to it. Thus, photon ID mainly relies on how isolated the photon is in
the calorimeter, on the amount of energy in the EM vs. HAD calorimeters, and

the presence of tracks.
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The selection aims also to distinguish prompt photons, i.e. photons originating

from the hard scatterings (see Chapter 2) and collinear photon pairs from the decay

of a neutral meson inside a jet. Thus, additional requirements, called cuts, on each

individual detector variable are applied. The selected cut for a particular variable

is based on the different spread of values measured that has to be consistent with

that of a prompt photon.

All the different variables used to select the photon signal are listed below.

e (CES fiducial

The fiducial region is defined by the CES local coordinates |z| < 21 cm and
9 cm < |z] < 230 cm. These requirements correspond to the active region of

the detector and ensure that the energy cluster is well contained.

CES x*(Strip+ Wires)

The CES detector measures the lateral shower profile of the photon
candidates in the event. The observed shower shape is compared to the
predicted shower shape for a single photon, obtained from test beam. The
consistency between these two showers is evaluated with a y? parameter,
the “CES x?”. The “CES x?” is calculated for every strip (wire) layer by
comparing the energy in the 11 strips (wires) of the CES strip (wire)
cluster to what we expect from a single shower obtained from electrons in a
test beam experiment.After computing the x? for each CES plane, the x?
of the fit is defined as the average x* = (X% + Xiire)/2. The shower
profile cut requires the CES y? to be below 20" I

Transverse Energy

The E7r is the transverse component of total energy deposited by the
photon in the EM calorimeter, defined in Section 5.4. Since photons are
massless objects, - = pr .The corrections applied to the measured energy
are discussed in Section 5.4.3. All photon candidates are required to have
corrected Er >30 GeV.

Hadronic Leakage
The ratio of energy deposited in the hadronic calorimeter? to the energy

deposited in the electromagnetic calorimeter (Had/EM) for the photon

'If the photon candidate CES x? is above 20, it may come from a meson decay.
2The considered hadronic energy deposition (Ef.q) lies directly behind the EM cluster
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cluster towers is required to be small: for events with photons with

E] <200 GeV (E] >200 GeV), each photon is required to have

Er, Ena
Mod 0,055 4+ 0.00045 x B (=22
EM Eg

reject background from jets: electromagnetic showers deposit most

< 0.125). This requirement aims to

(typically > 95%) of their energy in the electromagnetic calorimeters, while
hadron showers in general deposit energy in both the hadronic and

electromagnetic compartments.

o The calorimeter isolation
A well isolated photon occupies 1 or 2 calorimeter towers without leaving
additional energy outside of the EM cluster. The calorimeter isolation
E%’ISO is a measure of the energy surrounding the EM cluster. It is defined

as the difference between the energy deposited in a cone of radius
AR = \/An? + A¢? < 0.4 around the candidate, in both the EM and Had

calorimeters and the energy of the EM cluster:

E:(FV’ISO) — pR=04 _ peluster (7.2.1)

Such a cut is very helpful to reject most of the QCD background except
for the case when the pion carries almost all the momentum of the jet.
This occurs in one out of every 1000 cases, thus since the jet cross section
is also approximately that much high, the isolation cut leaves a signal-to-

background ratio of approximately 1.

e Track rejection and track isolation
There should not be charged particle track associated with the EM cluster
from a photon. However, one track pointing to the EM cluster may remain
acceptable in a photon candidate if the pr is not characteristic of an electron
when compared to the deposited energy. Thus the maximum allowed pr of
this track is limited by a constant term but can grow with the corrected
energy of the EM cluster Ep. Since jets contain charged particles that leave
tracks, there is also a requirement on the isolation track, SumPtj, defined
as sum of all tracks in a cone around the EM cluster. This selection cut
constrains the sum of the transverse momenta of all the tracks within 5 cm

of the vertex and AR < 0.4 compared to the direction of the cluster.

e Lateral shower shape

The purpose of this variable is to distinguish the photon and electron shower
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development in the EM calorimeter to that of jets, based on the lateral
sharing of energy in towers adjacent to the EM cluster’s seed tower. The
Lshr variable (pronounced el share) is a measure of how well the EM shower
profile agrees with the expected profile for a single EM shower. Lshr is
defined as

0.14%.(E; — E{™)

Lshr =
V(014 Epa)? + 3, (AEL™)?

(7.2.2)

where the sum is over towers in an EM cluster adjacent to the seed tower
and in the same wedge as the seed tower (i.e. over either a one or two tower
sum). The value F; is the measured energy in an adjacent tower, ;" is the
expected energy in the adjacent tower obtained from test beam data, Fgys
is the total EM measured EM energy of the 1-3 tower cluster, and AE;™ is

an estimate of the i uncertainty in E; 7.

o CES/CEM
This is the ratio of energy measured by the CES to the energy measured by
the CEM. This variable helps distinguish prompt photons and photons from

neutral meson decays.

o “PMT Asymmetry”, Ap
A “Spike Killer” function is applied to rejects events caused by a
high-voltage breakdown (“spike”) between the PMT photocathode and the
surrounding material. It is based on the so-called “PMT Asymmetry”

E - F
Ap = | Epy Parr2| where Eppyri and Eppyre are the two PMTs

Epyvri + Epyre
response energy [142]. Ap is required to be less than 0.6. More details can

be found in Section &.3.

e MET/E].
A already stated, the missing transverse energy, (defined in Section 5.5) is
helpful to suppress background from electroweak and noncollision processes.
High MET events are vetoed by applying the condition MET/E7. <0.8. The

reasons for this cut will be discussed in Chapter 8.

e Photon Timing Variable
It corresponds the corrected time of arrival [142|, t.pr, defined in
Section 5.3. The photon timing variable is used to separate prompt

photons from noncollision backgrounds.
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For a prompt photon, with “perfect measurements”, t.,.- = 0 ns. Since the
detector is not perfect this measurement has an intrinsic resolution and is

thus represented by a Gaussian centered at t..,,, = 0 ns.

Secondly, photon candidates that have nothing to do with the collision and
originating from sources external to the detector, typically from “cosmic
rays", present another source of large t.,,. events. These events are discussed
in more detail in Section 8.3.1. For now it is sufficient to remark that the
signal region is defined between about -6.6 ns and 6.6 ns. Other regions are
dominated by wrong vertex, or cosmic rays. Each of which can potentially

be measured as a background using data.

Table 7.1 gives a comprehensive summary of photon identification wvariables

typically used.

TABLE 7.1: Set of typical photon identification variables.

Photon identification variables

Fiducial | Xcrs| <21 cm and 9 cm < | Zegs| < 230 cm

Exea/FEem The ratio of the energy in the hadronic calorimeter behind the cluster,
to the energy in the clusters as measured in the EM calorimeter

Ers50(GeV) Energy in a cone of AR = y/A¢? + An? = 0.4 around the object,
excluding the cluster energy

> pr(GeV/c) Total pr of tracks in a cone of AR = 0.4 around the cluster

Ap \Epyr1 — Epars|

where Epyr1 and Epyre are the two PMT energies
Epyri + Epvra

X?gm-p A X%y comparison of the shower-maximum profile to test beam
data expectations
Lshr A comparison to the energy deposition in adjacent towers, to expectations

7.3 Event selection

The event selection is one of the most important part of the analysis, by which as
much as possible background has to be suppressed while keeping the signal events.
The selection of the candidate events is a three stages process. The first stage is
the online selection when dedicated triggers are applied; this occurs during the
data taking, even before the data is written on the storage. The second stage is

the v + X “selection”; this takes place offline.
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7.3.1 Inclusive Photon Trigger

The data and MC events are required to have passed at least one of the following
trigger paths: PHOTON 25 IsO, ULTRA PHOTON 50 or SUPER PHOTON 70 EM.
The first path requires one isolated electromagnetic cluster with Er > 25 GeV; the
second path requires one electromagnetic cluster with Er > 50 GeV and has no
isolation requirement. The SUPER PHOTON 70 EM trigger only applies a loose
Er cut and a loose HAD/EM cut, which prevents a potential inefficiency arising
at high Ep where the EM energy becomes saturated causing the HAD /EM to be

miscalculated. The transverse energy in the trigger uses z = 0 for the vertex.

Details of the trigger specifications are outlined in Table 7.2.

TABLE 7.2: Summary of the requirements implemented in the trigger paths at
different levels.

PHOTON 25 ISO ULTRA PHOTON 50 SUPER PHOTON 70
Level 1
Trigger Tower E. > 12 GeV > 12 GeV > 20 GeV
Level 2
L2 EM Cluster EY. > 21 GeV > 40 GeV > 70 GeV
L2 EM Cluster EHAD/EEM < 0.125 < 0.125 < 0.125
L2 M Cluster E§§O < - -
3.0GeV|[0.15E7
Level 3
L3 EM Cluster E. > 25 GeV > 50 GeV > 70 GeV
L3 EM Cluster EHAD/EEM < .055+.00045 E% < 0.125 < 0.240.001 E%
(for
EJ. <200 GeV)
L3 M Cluster ELs <2]0.10 E] - -
L3 EM Cluster x% g < 20 - -

7.3.2 Photon Selection

All events are required to be marked “good” for photons using the goodrun list and
have a class 12 vertex. To maintain the projective geometry of the calorimeter
towers, all events must have a well reconstructed primary vertex within 60 cm

around the center of the detector. Events are required to have at least one photon
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candidate. The photon candidate is the one passing the “Loose photon ID cuts”,
listed in Table 7.3, with energy in the range of 30 GeV < EJ < 500 GeV and
pseudorapidity |n7| < 1.0. If there are multiple photon candidates which pass the
n" and the EJ. cuts, the one with the highest E7. is selected.

TABLE 7.3: Set of cuts for Loose photons.

Variable Loose Cut
E}. >25 GeV
CES X and Z Fiducial CES |X|<21 c¢m, 9<CES |Z]<230 cm
EHAD/EEM <0.125
E15¢ <0.15E] for B}, < 20 GeV
<2.0 GeV for B} >20 GeV
SumPt4 <5.0 GeV/c
Track pr <0.25x E7

In order to remove mnoncollision backgrounds, a photon candidate with
MET>0.8 7 is rejected; the spikes rejection is also applied. The photon timing

must be consistent to the collision timing: [¢7] <6.6 ns.
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Background Subtraction

The photon selection criteria described in Chapter 7 exploit several
variables in order to separate signal from background. However,
the background rejection is not perfect and non-prompt photons still
remain in the candidates sample. An estimate of this residual
contamination is an important part of the measurement of the final
cross section. The first part of this chapter deals with the estimation
of the main background coming from light mesons decays; this is
performed via a statistical technique applied to the outcome of a
dedicated Artificial Neural Network. The final section discusses other

mainor sources of backgrounds including noncollision backgrounds.
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8.1 Introduction

The inclusive photon sample (7 + X) is contaminated by backgrounds arising
from several sources. These can be separated into two different categories:
collision and noncollision events.

Collision backgrounds come from SM production, such as strong interaction
(QCD) and electroweak processes. Noncollision backgrounds come from photon
candidates that are either emitted by cosmic ray muons as they traverse the
detector or are from beam related backgrounds producing an energy deposit in
the calorimeter that is reconstructed as a photon. In the following Sections each

background is discussed and the signal estimation technique is outlined.

8.2 Neutral meson background

The QCD multijet background is the largest source of fake prompt photons,
especially at at low Er. In these events jets from light neutral mesons decay into
photons.  Often, 7° and 7 particles are produced and they decay almost
exclusively into several photons. Their dominant decay modes are shown in
Table 8.1. As shown in Figure 8.1, some of the Feynman diagrams of jet
production are very similar to those of prompt photon production (Figure 2.5),

in which the photon is replaced by a quark or a gluon.

Y
Y

A
Y

(a) (b)
FIGURE 8.1: Example of Feynman diagram for dijets production in the SM.
Light mesons from these jets can eventually decay into one or more photons.
This background is very significant as the dijet production cross section is much
larger than that of v + jets.

Some of these photons are rejected with the isolation cuts at trigger and offline
levels, and with the CES x? cluster cuts, as explained in Section 7.3. However,
when these photons are collinear, they fake a single photon shower in the

calorimeter, reducing the effectiveness of the CES based cuts. Since in most of
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TABLE 8.1: Dominant decay modes of light mesons (7" and ) as a fraction of
the full decay width (I';/T"). Values taken from Ref. [21].
Meson Dominant Decay mode Fraction (I';/I")

70 25 (98.823 £ 0.034)%
" 2 5 (39.41 £ 0.20)%
3 0 (32.68 = 0.23) %

the cases photons from mesons will be accompanied by other hadronic particles
that will deposit their energy around the photon candidate, the isolation cut
provides a highly effective way to remove these contributions. In the case the
hadronization of the hard scattered parton results in most of the energy
transferred to the mother meson, the resulting photons will be not eliminated by
the photon ID cuts. These photons cannot be distinguished from prompt
photons on an event by event basis. Instead, this background is removed in a

statistical manner.

In the previous measurement [38], the background subtraction method was based
on the isolation energy in the calorimeter around the photon candidate. The
fraction of the data determined to prompt photon production (signal fraction)
was estimated by a 2 fit of the isolation distribution in the data to signal and

background Monte Carlo isolation templates, for every bin in photon Er .

In this measurement, the signal fraction is evaluated by means of an Artificial
Neural Network, trained to better discriminate between photon signal-like and
photon background-like events (Section 8.2.1). The output is fit with a dedicated
Likelihood technique (Section 8.2.2).

8.2.1 Artificial Neural Network

An Artificial Neural Network (ANN) is any simulated collection of interconnected
neurons, with each neuron providing a particular response for a given set of input
signals [145]. By giving an external signal to some input neurons the network is set
into a defined state that can be determined from the response of one (or several)
neurons. Thus the Artificial Neural Network can be seen as a mapping from a
space of input variables {z1, ..., z,,} onto a one-dimensional (for example in case of

a signal-versus-background discrimination) or multi-dimensional space of output
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variables {y1, ..., ym} . The mapping is nonlinear if there is at least one nonlinear

response to a neuron input.

FIGURE 8.2: Diagram of an Artificial Neural Network (ANN). This multivariate
technique is often used in High Energy Physics in order to discriminate a signal
from backgrounds. The learning algorithm used to train ANN relies on a set of
input variables from which it learns the statistical expected behaviour and gives
as output a single continuos variable which determine how an event is signal-like.

The Toolkit for Multivariate Analysis (TMVA) provides a ROOT-integrated [144]
environment for the processing, of multivariate techniques. All multivariate
methods in TMVA respond to supervised learning only, i.e., the input information
is mapped in feature space to the desired outputs. TMVA is specifically designed
for the needs of high-energy physics (HEP) applications. The package includes
Artificial Neural Networks [145].

The ANN developed for the photon identification in CDF is briefly discussed in

the next section.

8.2.1.1 ANN training

Multivariate techniques (MV) require a dedicated signal sample of particles known
to be true photons and a background sample representative of fake photons. Using
iterative training algorithms, these techniques learn how to distinguish between the
signal and background samples. To achieve the best performance, it is important
to carefully choose training samples that match the desired use of the multivariate

classifier. As stated above, the most common photon fakes are neutral pions or
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etas from jets. Thus, the algorithm is trained to distinguish harder cases where a

jet looks like a real photon.

The signal photons were chosen from a simulated sample of inclusive photon
production®, while fake photons were chosen from a sample of simulated jets?.
The background candidates were checked to ensure that they were not actually
photons radiated by a quark. This requires a matching between the
generator-level particles in the simulation and the particles reconstructed from
the simulated detector output. As a result, the matching process required that
any candidate background photon could not match to a generator level radiated
photon. All selected photon candidates were required to pass a set of loose

photon cuts (see Chapter 7).

Several MV algorithms were trained with input variables sensitive to differences
between photons and jets. Based on this training [143], an artificial neural network
(ANN) was found to provide both the best efficiency for identifying photons (signal
efficiency) and efficiency for rejecting jet backgrounds (background rejection). The

variables used as inputs for the ANN are described next.

e Hadronic Leakage, HadEm This is the ratio of energies deposited in the
hadronic (Had) and electromagnetic (EM) calorimeters. Chosen because it
is typically used in the photon selection cuts (see Chapter 7). Photons are

expected to deposit mostly in the EM calorimeter.

o (Calorimeter Isolation, EIso4 The sum of additional energy in a cone with
radius 0.4 around the photon. Taken from typical photon ID cuts (see
Chapter 7). Photons are expected to be ‘isolated” without extra particles in

the same cone.

e Track Isolation, SumPt4 The sum of track momenta in a cone (radius 0.4)
around the photon. Taken from typical photon ID cuts (see Chapter 7).
Photons are again expected to be ‘isolated” without extra particles in same
cone. Technically a ‘tracking variable’ but useful for electrons and jets as

both can increase SumPtj.

o Chi2Strip and Chi2Wire, Compares the electromagnetic shower to the
expected lateral shape. Taken from typical photon ID cuts (see Chapter 7),

!dataset gq0sqd, inclusive photon production with minbias; 3444250 raw events
2dataset g8is01, dijet production with dijet pr >40 GeV /c 77093242 raw events
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except that Strip and Wire values are used separately so that e.g. a bad

Wire shape doesn’t throw out a photon.

e Lateral shower shape, Lshr Also uses lateral shower shape, but compares
the lateral sharing of energy between towers to expectations. Not a standard
cut variable, but is used often for electrons and gives additional information
about whether energy deposition is ‘photon- like’ as photons are expected to

have little sharing.

e CES/CEM The ratio of the energy from the shower maximum detector to

the total measured energy. It but should provide some separation from 7°’s

(see Chapter 7).

As a remark, the Chi2Strip and Chi2Wire variable is the same as described in

Section 7.2, except that Strip and Wire values are used separately.

Figure 8.3 shows the input variable shapes. Note that regions of high overlap
indicate background that isn’t easily separated with simple cuts. Figure 8.4
shows the corresponding ANN output distribution. By TMVA convention, signal

(background) events accumulate at large (small) classifier output values.
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FIGURE 8.4: Output distribution for signal (filled area) and background
(hatched area) after the TMVA ANN training. By TMVA convention, signal
(background) events accumulate at large (small) classifier output values [143].

8.2.1.2 MC templates

The developed ANN function is then applied to the inclusive photon (signal) and
QCD (background) MC samples listed in Section C. The corresponding ANN
output distributions, the so-called MC templates, are then used to perform the fit
(8.2.1.2). In the background sample contributions from ISR and FSR are
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removed as they represent part of the signal. Among the ANN input variables [?
|, one of the most important is the calorimeter isolation (FElso4); in the inclusive
photon MC sample is calibrated to data by applying the corrections described in
Appendix D. Further, to account effects dependent on luminosity, MC events are

reweigthed to have the same N, as observed in data.

Vertex

Such a set of weights is obtained by comparing the vertex distributions of data to
the MC. The data and MC vertex distribution are normalized to unit area and the
ratio of data to MC is taken. A weight matrix is built depending on the number

of vertices and on the Ep bin.

B Xd“m(Nvm,E%)
B XMC(Nvtxa E%)

w(Nye, ET) (8.2.1)

where X9 ( Ny, E1) (XMY(N,y,, E7.)) is the fraction of data (MC) events in the

bin with n vertices and E7. .

MC events are required to pass the same cuts as data and a set of cuts for the MC
samples simulate the trigger conditions. Figure 8.5 shows the the obtained MC

templates, for one E7. bin.

50<E(GeV)<60 CDF Run Il Preliminary

5 0'9 i

70
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7

20.7 %/

5 PYTHIA 2%

g06 777 signal, y + X |

go.s Y Background, Dijet
£0.4
0.2
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Photon ID ANN

FIGURE 8.5: MC templates: the ANN output distributions, in one E7. bin, for
the MC signal (red) and background (blue). MC templates are normalized to
unity.

8.2.2 Fit procedure

For this analysis the estimation of the composition of the Data sample, relies on
Monte Carlo simulations of the different sources (signal and background). Data

values are binned and for bins with a small content a Maximum Likelihood
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technique based on Poisson statistics is more appropriate than a Y2
minimization. This Section explains how to take into account the statistical
fluctuations of MC samples, which have a finite statistics, as well. The fitting

method in Section 8.2.2.2 relies on the following algorithm.

Given an experimental dataset, the goal is to evaluate the proportions P; of its

different sources. These sources can not be modeled with an analytic form but
only with dedicate Monte Carlo simulations. Thus, the space related to the dataset
values is divided into n bins, giving a set d; numbers which correspond to the i*"bin
content. Let aj; be the number of events from source j in bin 7, and P; the different

sources strength, the predicted number of events in bin ¢ is given by

fi= NDZPjaji/Nj (8.2.2)
=1

where Np (N;) is the total number in the data sample (MC sample for the source

j), ie. :

Np=> d; (8.2.3)
=1

and

i=1

The P; are the actual proportions and sum to one and strength factors can be

rewritten as p; = NpP;/N;; thus Equation 8.2.2 is equivalent to

fi= ijaji (8.2.5)
=1

The estimation of the p; values can be performed by minimizing

X = Z W (8.2.6)

For such a x? the d; distribution are assumed to be Gaussian, which is a good

approximation to the Poisson for large numbers.
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However, because of the finite size of the data sample and the splitting into several
bins, many d; are not large enough and Equation 8.2.6 is not appropriate. Going
back to the Poisson distribution, according to which the probability to observe a
given d; value is:

d;

efi% (8.2.7)

the proportions p; are estimated by maximising the total Likelihood or,

equivalently, its logarithm?:

In £ =) dilnfi—f (8.2.8)

i=1

In this way, the small bin content in data events is properly accounted for. Such
a method is often called “Binned Maximum Likelihood” fit.

By the way, this does not still account for the finite size of Monte Carlo samples,

giving rise to statistical fluctuations in the a;; term.

These can be included in Equation 8.2.6 by modifying the error in the denominator:

- (di — fi)*
= E 8.2.9

But this equation uses the incorrect Gaussian approximation. One has to find a

procedure equivalent to the binned Maximum Likelihood technique.

First, Equation 8.2.5 changes into

fi= ijAji (8.2.10)
=1

where A; is some unknown expected number of events for the source j in bin ¢

The total likelihood is given by the combined probability of the observed d; and

the observed a;;:

3The relation a® = e? 1™ @ ig used and the constant factorials is omitted
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In £ = Zd In f; — fi + Zzaﬂ Aji — Ay (8.2.11)

=1 j=1

The estimates for the p; (which we aim to know) and the A;;, (in which we are not
really interested) are evaluated by maximising this Likelihood. With this method

the MC statistics is correctly incorporated.

In order to solve this maximisation problem of m x (n + 1) unknowns,
Equation 8.2.11 (together with Equation 8.2.5) is differentiated and derivatives

are set to zero. In such a way two sets of equations are obtained:

didji
Z L _Ay=0 Vj (8.2.12)

and p
iDi Qg
fi ! A]z

—1=0 Vi j (8.2.13)

The obtained m x (n + 1) simultaneous equations are nonlinear and coupled (f;
are functions of the p; and the Aj;), and can be further simplified. Equation 8.2.13

is equivalent to
di 1 (a;
1->2=—_(=-2L —1) Vi, j 8.2.14
Ji Dy (Aji ( )

Let t; be the left hand side ( t; = 1 — d;/ f;), Equation 8.2.14 becomes:

1 g
t=— (Z{f - 1) Vi, j (8.2.15)

Jt
and the right hand side can be written as:

A — i
1+ pits

(8.2.16)

With this simplification for a set of p;, the n unknown Aj;; are given by the n
unknown t¢; values. Starting from Equation 8.2.15, if d; is null then t¢; is 1;
otherwise, if d; #0,

bjiaj;
= A= — 8.2.17
zj:py J Zj: 1 + pits ( )

If these n equations are satisfied, then all the m x n Equations 8.2.13 are satisfied.
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In summary, the solution to a binned Maximum Likelihood fit with finite Monte

Carlo statistics is obtained by:

e solving the m Equations 8.2.12 iteratively; in this way the m variable p; are

found;

e solving the corresponding Equations 8.2.17, at every stage; these gives the

Aji values.

8.2.2.1 Additional remarks about the solution

From algebra some nice aspect can be highlighted. The Equations 8.2.12 can be

simplified as:

D A =0 Vj (8.2.18)
=1

or, replacing d;/ f; by 1+ (Aj;i — aj;)/pjAji

=1 i=1

Equations 8.2.19 shows that in the Aj; estimation, some source will change their
shape with respect to the distribution of the MC values a;;, but their overall total

number will not change.

Moreover, if Equation 8.2.13 is multiplied by A;; and summed over j, it becomes

Z di —pjAji+a; —Aji =0 (8.2.20)
J
Finally, by summing over ¢ an using Equation 8.2.19,

and
Np = p;N; (8.2.22)
J
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which gives the normalization. In the x? method of Equation 8.2.6 this automatic
normalization does not hold anymore. In fact, the return set p; values gives a
fitted number of events generally lower than the actual one, because downward

fluctuations have smaller error and have higher weight.

In conclusion, as well as providing an error estimate which includes the effect of
finite MC statistics, the new In £ technique provides an unbiassed estimate of the
fractions of each MC source present in the data, even when there are bins with

very few events from either data or Monte Carlo.

8.2.2.2 TPFractionFitter

The algorithm described above is implemented in TFRACTIONFITTER package
of the ROOT software (the full documentation can be found at [146]). This
routine uses MINUIT minimization package to fit the Monte Carlo distributions to
the data distributions and returns the best values for the fraction of each Monte
Carlo component present in the data sample; the fit also returns the post-fit
template (MC) predictions varied within statistics (k). Each bin is allowed to
vary independently, thus the post-fit templates shape can differ from the shape
of the nominal templates in order to better describe the data distribution. The
fit result is an histogram (R) given by the sum of the post-fit MC templates

scaled to their own rates.
R(fit_Result) = % - h(signal) + (1 — f%) - h(background) (8.2.23)

Signal and background templates are normalized to the total number of data

events. An example of this fit application is given in Figure 8.6.

8.2.3 Fit validation study

A correct behavior of the used fit in not obvious a priori. Thus, it is important
to validate the obtained signal fraction as well as its error estimate. In this
Section the fit validation study is described. The validation procedure used for
this analysis is based on Toys Monte Carlo, or pseudo-experiments.
Pseudo-experiments correspond to a large sample of simulated events; each

pseudo-experiment was generated as follows:
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FIGURE 8.6: Fit to Artificial Neural Network (ANN) output distributions for

one E7. bin. This figure shows the distribution fit result given by the sum of MC
signal (red) and background (blue) templates scaled to TFractionFitter rates.
MC templates are normalized to data (black points).

e the ANN data distribution is fit to the MC templates; the fit returns the

signal fraction f°, or f3 -

e then, the bin content of the ANN data and Monte Carlo distributions is
varied independently according to Poissonian statistics, which means that
every bin is allowed to fluctuate within its statistical error. The new ANN

distribution obtained from data is referred to as pseudo-data distribution.

e the ANN pseudo-data distribution is fit to the new MC templates; the fit

returns the signal fraction ffseudo;

These steps are repeated for each simulated event (~10000).

The f°

pecudo vValues, are then used to build the residual distribution and pull

distribution. One expects both distributions to be Gaussian.

The residual distribution of the signal fraction is defined by the difference
between the value from the fit to data (f3,,) and the value from the fit to
pseudo-data (f5_ . );

pseudo

Residual = f3.., — 5 (8.2.24)

pseudo

If there is no bias in the fit, such a distribution is centered at zero within

uncertainties.
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The pull distribution is defined as:

S _ S
Pull = Jata = Jpseudo (8.2.25)
Opseudo

If the error (o) quoted by the fit is reliable, this distribution has unit width

within uncertainties.

An example of the obtained residual and pull distributions for one E7. bin is shown
in Figure 8.7. Both distributions in the figure can be approximated with Gaussian
distributions. The residual distribution has a mean value consistent with 0, while
the pulls ditribution has a width ~1. The fit procedure for such a bin is therefore

reliable.

The same studies are repeated for all bins of interest. Figure 8.8 shows the obtained
values for all the E7. bins: the points and error bars correspond respectively to the
mean values of the residual distributions and the widths of the pull distributions.
One can easily see that the means values of the residual distributions are around
zero and the pull widths are either ~1 or close to 1. The fit is accurate for all
considered bins. All details about the aforementioned distributions are reported

in Appendix E.

For the few bins where the pulls widths slightly deviate from 1 (e.g: bin 30<
EJ(GeV') <40) the quoted uncertainties on signal fractions are corrected for such

a deviation. Corrections are computed as one over the pull width.

8.2.4 Fit Results and Signal Fraction

As already stated, the ROOT routine TFractionFitter is used to fit the data in
each photon Er bin. Figures 8.9 and 8.10 show the results of the fits in the 15
Er bins covering the range 30 < EJ.(GeV) < 500. At low Ep, the uncertainty of
the measured signal fraction (error bars) is mostly caused by low statistics of the
di-jet sample while for high F7r it is dominated by the data statistics. The signal

fractions determined for each photon E7 are shown in Figure 8.11.
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FIGURE 8.7: Residual (left) and pull (right) distributions for pseudo-

experiments with N = 10000, in one EJ. bins. The residual distribution

represents the difference between the expected signal fraction ( from Data fit to

MC templates) and the “trial” signal fraction ( from pseudo-experiments). The

width of the pull distributions should be compatible with unity if the statistical
error quoted by the fit is reliable. See text for further details
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FIGURE 8.8: Mean values of the residual distributions (points) and pull widths

(error bars) as a function of E7. The mean values of the residual distributions

are around zero and the pull widths are either ~1 or close to 1. See text for
details.
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F1GURE 8.9: Fits to the ANN distributions in bins of photon transverse energy
for 30 < E7(GeV) < 95. The distribution fit result is given by the sum of MC
signal (red) and background (blue) templates scaled to TFractionFitter rates.
MC templates are normalized to data (black points). See text for more details.

8.2.5 Systematic uncertainties in the Signal Fraction

Figure 8.12 shows the total systematic uncertainty and single contributions on
the signal fraction as a function of photon Er. In the whole range, the dominant

systematic effect comes from varying the ANN input variable Elso4.

The following systematic effects on the signal fraction are evaluated.

Photon energy scale A value of + 1.5% systematics in the photon energy scale
is considered according to the studies in Ref. [108]|. This uncertainty takes

into account both geometrical and energy dependence differences between
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FIGURE 8.10: Fits to the ANN distributions in bins of photon transverse energy,
for 95 < EJ.(GeV') < 500. The distribution fit result is given by the sum of MC
signal (red) and background (blue) templates scaled to TFractionFitter rates.
MC templates are normalized to data (black points). See text for more details.
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photon fraction as a function of photon Erp

data and MC. This effect is studied by varying the EJ-values by £+ 1.5% in
MC. This will cause migration effects between E. bins and change the ANN
template shapes. The systematic effect on fit results is less than 1% in the

whole E7. range.

ANN variables Some ANN input variables are less than well modeled in the
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MC: Elso4, CES/CEM, and Had/Em. They are varied by +50% based on
data and simulation comparisons to study how sensitive the result is to the
mismodeling of the ANN variables. The Elso4 variation turns out to have

a large effect systematic effect (~8%) at the lowest E..

Two-bin fit A different fit technique is also used: two-bin fit. This is a very
simple counting method based on ANN distributions divided in two bins.

More details can be found in Appendix F.

ANN binning By default, the ANN histograms are divided into 10 bins from 0.0
to 1.0. Different binnings are used to test sensitivity to shapes. Figure 8.13
shows fit results (signal fractions) as a function of the number of ANN bins,
for a particular photon Er range (95< E}.(GeV) <100). The half span from
the highest and the lowest values is taken as systematic effect.

Using different binnings has an effect of less than 4% on the fit results in the
whole EJ. range (Figure 8.12) .
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FIGURE 8.13: Both plots refer to a particular photon Ep bin (95<
E](GeV) <100). Upper plot: Fit results (signal fractions) as a function of
different ANN binnings. By default the number of ANN bins is set to 10. The
half span from the highest and the lowest values is taken as systematic effect.
Bottom plot: Mean of residual distributions (points) and pull distributions
widths (error bars) as a function of the different number of ANN bins. For
each number of bins, points are centered at zero and the width is close to 1.
This implies the reliability of fit results. See text for details.
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8.3 Minor Backgrounds

In addition to the SM backgrounds, there are several other sources that can
produce fake photons in the detector. They are photomultiplier tube spikes and
noncollision photons. In the following, it will be shown that they are minor

backgrounds.

PMT Spikes

In the Central Electromagnetic Calorimeter (CEM) an energy deposit is identified
from the output of the two photo-multiplier tubes (PMTs) that collect the light
from the scintillator. A high voltage breakdown (“spike”) in the PMT is unrelated
to an energy deposit in the CEM and can create a false candidate.Since photons
that come from the collision will deposit almost the same amount of energy in each
PMT, these instrumental effects can be separated by considering the asymmetry of

the two energy measurement of the PMT from a tower as shown in Equation 8.3.1.

E - F
Ap = |Epyri PyT2| (8.3.1)

Epyri + Epyre

where Epy and Eppro are the two PMT energies. In the event selection the

corresponding cut, referred to as spike killer, is:

Previous measurements [142] compared the Ap distribution for photon candidates
(from both real photons and spikes) to real electrons from W — ev events, showing
that this requirement rejects 100% of all spikes with a minimal loss in efficiency
for real photons (see Figure 8.14). Thus, this source is neglected in the background

estimate.



Chapter 8. Background Subtraction 129

F L L L
I — Photon and PMT Spike Candldabs:
102k - - Electrons from W—ev Events
g I . :
€ %k H H -
S 0 : i E
e i i ]
g N : H
£ ok W .
< Bl E
- 1 I': é -
105 wfife =
E c oo 1 ol i L Ll T
0 0.2 0.4 0.6 08 1
PMT Asymmetry

FIGURE 8.14: A comparison of the PMT asymmetry, Ap < 0.6 , for a photon

+ M ET sample that contains both PMT spikes and real photons, and a sample

of electrons from W — ev events. PMT spikes can be effectively removed by
requiring the asymmetry to be less than 0.6 [142].

8.3.1 Noncollision fake photons

The most common sources of noncollision backgrounds include cosmic ray muons,
as they traverse the detector, and beam interactions with the beam pipe, the
so-called “beam halo”. Each of these sources produce an energy deposit in the
calorimeter that is reconstructed as a photon and has a peculiar time distribution.
The time distributions for cosmic rays and beam halo are very distinct from the
prompt photons one, and allow to get an estimate of noncollision photons. Cosmic
rays (CR) and beam halo (BH) events have similar signatures in the detector:
v+ MET. In fact, they tend to produce a photon candidate with an energy
imbalance (M ET) in the opposite direction of photon, while photons produced by
real collisions have one or more jets to balance its momentum and can produce a
little M E'T’; therefore, a combined subsample of CR and BH events is considered.
The noncollision sample consists of events with a photon candidate selected with
the photon preselection criteria in Table 7.3, with no reconstructed track, with
the spikes killer cut and having high missing transverse energy MET/E]. >0.8.
The reason for this last requirement can be easily seen in Figure 8.15, where
the observed M ET'/E]. distribution in data is compared to the expected one (MC
inclusive photons). The signal events region corresponds to M ET/E}. <0.8. while
background events have M ET/E]. <0.8.
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FIGURE 8.15: MET/EY distribution for the inclusive photon sample (red)

and a Monte Carlo inclusive photon sample ( blue) for 80<E].(GeV)<90 GeV.

The vertical line at 0.8 corresponds to the separation between the signal region
(MET/E]<0.8) and the background region (M ET/E}.>0.8).

Cosmic Rays

Cosmic rays are charged particles that originate in outer space and then interact
with the earth’s atmosphere producing secondary charged particles that then
shower down to the earth’s surface. If these particles have an energy of few GeV
they can reach the surface of the earth [21]. Cosmic rays may interact with the
detector and produce an electromagnetic cluster via a bremsstrahlung or a
catastrophic showering within the EM calorimeter. If a cosmic ray reach the
detector this can lead to both an incorrectly assigned photon to a vertex that
had nothing to do with its production, as well as leaving an imbalance of energy
in the detector which is misidentified as missing energy. The CR subsample
selection relies on the typical geometry of these events; in order to separate

cosmics from BH, the following variables are used:

seedWedge : the number of CEM containing towers in the same wedge as the

seed tower of the cluster with energy deposition above 100 MeV;

nHadPlugTowers : the number of Plug HAD towers with energy deposition
above 100 MeV in the same wedge as 7. Cosmics typically do not deposit
any energy in the Plug hadronic calorimeter, while BH normally deposits

some energy at the entry or exit points (typically about 6 towers).

phiWedge : correspond to identity the calorimeter wedge (they are a total of
24). You will see in the next paragraph that Beam Halo photon candidates
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are concentrated in wedges 0 and 23, which corresponds to small (¢) angle

with respect the beam line (see Chapter 4).

muonStubs is the number of the hit muon stubs.. The muon detection system
is contained on the outer radius of the CDF detector; a photon from a true
collision has not deposit in the muon detector, while a cosmic ray may show
activity in this outer detector within a close angle to the electromagnetic
cluster giving an indication that a particle may have passed from the outside

of the detector inwards.

Cosmic Rays subsample is obtained from the noncollision sample by adding the

requirements listed in Table 8.2: A correlation plot of seedWedge vs.

TABLE 8.2: Set of requirements used to identify the photon candidates as
originating from cosmic rays.
seed Wedge<8 and nHadTowers=0
phiWedge>0 and phiWeedge <23
muonStubs>1

nHadTowers in Figure 8.16 shows two distinct regions. The cut on seed Wedge
and nHadTowers corresponds to the CR region. Typically BH produces much
more activity: seedWedge greater than 8 and nHadPlugTow greater than 3.

No collision Photons__———

FIGURE 8.16: A correlation plot of seedWedge vs. nHadTowers. In order to

separate BH from Cosmics, the number of EM towers and HAD towers with EM

energy > 0.1 GeV in the same photon wedge is used. Beam halo events usually
produce more activity

The time distribution of CR (grey histogram) is shown in Figure 8.17 together
with the time distribution of all photon candidates (cyan histogram ). Photon

candidates from cosmic rays are not correlated in time with collisions, and therefore
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their ¢ distribution is roughly flat within the time energy integration window
start and end times?. The CR distribution is scaled in order to match the collision
distribution in the flat region, for display reasons. The collision events lie within
the “signal timing window” defined as |t,| <6.6 ns. The events falling outside this
region correspond to the noncollision ones. Thus, the latter events are strongly
rejected by imposing the cut |t,| <6.6 ns, but a component still remains. To
predict the number of these events in the signal timing window, a cosmic rays-
dominated time window, called from now on “side band region”, is defined in the
interval of {30, 90} ns, (i.e. well away from the signal timing window). Figure 8.17

highlights the two timing regions. The estimate of the cosmic events in the signal
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FIGURE 8.17: Time distribution of all photon candidates (cyan) and cosmic
rays (grey): the collision events correspond to the peak around zero. The CR
distribution is scaled in order to match the first distribution in the flat region, for
display reasons. Photon candidates from cosmic rays (CR) are not correlated in
time with collisions, and therefore their 7 distribution is roughly flat allowing
to estimate the rate of cosmics in the signal region from data. Fraction of
cosmic photons remaining in the signal region can be estimated by studing their
distributions in two regions: the time signal region (|t,| <6.6 ns ) and the side

band region 30< |ty| <6.6 ns.

region, a is obtained as follows:

C
=bHhx — 0.
a=bx (8.3.3)

4the fall at -30 and 100 ns is due to the 132 ns energy integration window for the ADMEM



Chapter 8. Background Subtraction 133

where b (d) is the number of all photon candidates (cosmics) in the side band region
and c is the number of cosmic rays events in the signal region. The contribution

from CR is found to be less than 1%, so it is considered negligible.

Beam Halo

Beam halo events are caused by beam particles (mostly from the more intense
proton beam) that hit the beam pipe upstream of the detector and produce muons.
These muons travel almost parallel to the proton beam direction and shower into
the EM calorimeter to create a photon candidate. They feature either a long,
narrow trail of energy in the central calorimeter, or else a high-energy spike in one
or both plug calorimeter. These events usually do not have tracks or significant

activity in the calorimeter outside the wedge with the energy deposition.

Event : 1640801 Run : 144456 EventType : DATA | Unpresc: 4.5,10.48.18,23,25,27,30 Prese: 4,10.48.18.25,27.30 Myron made: O

FIGURE 8.18: Energy deposited in the calorimeters for a beam halo event.
Photons from the beam halo travel in the plane of the beam orbits and tend to
have a large spread in 7. Protons enter from the —n side.

Figure 8.18 shows an event display® of an off-axis muon producing a hard
bremsstrahlung in the central calorimeter. The muon “track” is identified by the
set of contiguous towers in 7 at constant azimuthal angle ¢. The vertical scale is
the energy in the calorimeter transverse to the beam. These events form

backgrounds to physics signals involving photons and missing transverse energy.

5 Bvent display details have been discussed in Chapter 4
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Photons from the beam halo travel parallel to the beam ( corresponding to
phiWeedge=0 and phiWeedge—=23 ).

The BH subsample selection relies on the typical geometry of these events. The

requirements listed in Table 8.3 are applied The time distribution of BH is shown

TABLE 8.3: Set of requirements used to identify the photon candidates as
originating from beam halo sources.
seed Wedge>8 and nHadTowers>3
phiWeedge=0 and phiWeedge=23
muonStubs=0

in Figure 8.19.
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FiGURE 8.19: Time distribution of beam halo events selected from photon

data by applying to the noncollision presample, the set of cuts in Table 8.3.

These beam halo photons typically arrive a few nanoseconds earlier than prompt
photons from collisions owing to the nature of the beam structure.

The main feature in the timing distribution is the peak around -10 ns. Beam halo
photons typically arrive a few ns earlier than prompt photons for geometric reasons
as shown in Figure 8.20. Beam Halo flies parallel to the z axis of the detector and
interacts with a tower, while the collision event occurs in the middle of the detector
and produces a photon that then travels to the tower. Quantitatively, it takes T
time for the particles traveling parallel to the z axis to reach the center of the

detector, then there is a T extra time to reach a specific tower.

However in this case, while the rate is lower, the photon candidate can also have
a teorr 0f 19 ns (and multiples later and earlier) if the muon was created in one of

the beam interactions that can occur every 19 ns in the accelerator.

The BH events are less than 1% with respect the photon candidates, so this

background source is considered negligible.
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F1GURE 8.20: Sketch illustrating time difference between photons from pp
collisions and beam halo. The path of beam halo (black arrow) is shorter than
the collision data path (grey arrows), thus BH reaches a specific tower earlier.

8.4 Conclusion

In summary, backgrounds for the v + X signature come from noncollision
processes and SM processes, including QCD production of hadronic jets. The
rate at which noncollision backgrounds populate the signal region is estimated
from collision data using events with no identified collision. The contribution
from these photons is reduced to less than 1%, so it is considered negligible. The
main challenge for this measurement is the suppression of the huge background
coming from hadronic jets misidentified as prompt photons. The signal fraction
(purity) estimate has been performed by developing a fit technique which
exploits the outcomes of an Artificial Neural Network (ANN), dedicated to the
discrimination of prompt (signal) photons from “fake” photons, coming from light
neutral mesons decays (mostly 7°). The fitting algorithm has been validated.

The obtained results will be used in next chapter.






Chapter

Cross Section Measurement

This chapter presents the measured differential cross section for the
production of prompt isolated photons. Results are compared to three

theoretical predictions.
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9.1 Definition of the Cross Section

The differential cross section for the production of isolated prompt photons is
measured in 15 EJ. bins, from 30 GeV up to 500 GeV. In a given EJ bin it is

calculated as:
d*c N f7

dELd — LAELANA X €

(9.1.1)

137
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where N is the number of data events after applying the full selection
(Chapter 7), f7 is the signal fraction evaluated in Chapter 8; the cross section is
measured for 7] < 1.0, so An? is 2.0. AE7 is the width of the E7. bin, £ is the
integrated luminosity corresponding to 9.5 fb™'; A x € is a correction factor

discussed in the next Section.

9.2 Acceptance times efficiency

The cross section is unfolded to particle level for comparison with theory. The
unfolding procedure, which relies on Monte Carlo simulations, corrects for
acceptance and detector effects, photon reconstruction efficiency and selection
efficiency. The factor acceptance times efficiency, A x e, takes into account all of
these contributions. A x e values are evaluated from the bin-by-bin ratio of the
number of reconstructed prompt photons (N.) to the number of particle-level

prompt photons (N7.,), in the signal events simulated with PYTHIA:

gen

A x N (photon ID cuts, trigger cuts,|n| < 1.0, EJ. > 30GeV) 92.1)
€ = 2.
Ngen(is0eq < 2GeV, || < 1.0, EJ. > 30GeV)

e The numerator is calculated by applying the same requirements as those
applied to data: a photon candidate in the central calorimeter passing
trigger and loose photon ID cuts with reconstructed transverse energy in
the range 30< EJ(GeV') <500. The numerator includes a tuning factor for
the calibration of the photon reconstruction efficiency, which accounts for
the differences between real and simulated detector performance; the value

quoted by previous published measurements [38, 147] is used!.

e The denominator is obtained by applying the same kinematic and isolation
selection on the generated-particles quantities. Generated particles are at
“particle level” which implies a collection of stable particles from parton
shower generators (therefore including QCD+QED effects), without any
simulation of the interaction of these particles with the detector
components or any additional proton-antiproton interactions. The isolation

energy is calculated by summing transverse momentum of all the generated

IThis tuning factor was obtained by comparing the selection efficiencies for Z — ete™ events
in data and in simulation
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stable particles in the cone of 0.4 around the photon. In this case, sum goes
over stable particles instead of towers. Underlying events are included in

the isolation energy calculation

Figure 9.1 shows the obtained correction factors as a function of E7. Values range

from 65% to 72% and do not have a strong E7 dependence.

CDF Run Il Preliminary

e e
o ©
[T

T

.

-

% v+ X, PYTHIA
% Systematic uncertainty

Acceptance x Efficiency
o O O O O
W A OO O N

o 9o
)

50 100 150 200 550 300 350 400 450 500
Ex(GeV)

FIGURE 9.1: A X € corrections factors as a function of the photon transverse
energy, E7.. The correction factors are evaluated from the bin-by-bin ratio, using
the PYTHIA signal simulation, of reconstructed prompt photons to particle-level
prompt photons. The error bars represent the MC statistical errors and the
azure bands represent the systematic errors. Values range from 65% to 72% and
do not have a strong E,. dependence.

o

9.2.1 Systematic uncertainty on A x ¢ factors

Figure 9.2 shows the total systematic error on the unfolding factors, with the single
contributions. The following systematic effects on the A x e factors are taken into

account:

Photon energy scale A value of + 1.5% systematics in the photon energy scale
is considered according to the studies in [108]. This uncertainty takes into
account both geometrical and energy dependence differences between data
and MC. This effect is studied by varying the EJ. by £+ 1.5% in MC. This
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FiGUureE 9.2: Total systematic uncertainty and single contributions on the

factors ( A x €) as a function of photon Ep. The total systematic errors are

approximately 10% and are dominated by the uncertainties in the photon-energy
scale at high Ep (~ 6%) and by the choice of generator.

will make events migrate between E7. bins. This systematic effect is of ~ 6%
at high Er.

Photon ID the assigned systematic error of 3% is taken from [147].

PDF uncertainties a 3% error is assigned, based on the previous

measurement |38, 147].

Pythia vs Sherpa : the stability on the A x e factors due to the choice of MC
generator is computed by considering SHERPA for the bin-by-bin ratio
instead of PYTHIA. The stability is related to photon reconstruction and
identification. It also probes the uncertainty on the signal reconstruction
due to an alternative fragmentation mechanism. The observed shift (of
~8%), is taken into account for systematic uncertainty estimation in the

correction factors.
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The total systematic errors on the correction factors are approximately 11%.
They are dominated by the choice of generator and, at high EJ. (~ 6%), by the

uncertainties in the photon-energy scale.



Chapter 9. Cross Section Measurement 142

9.3 Results

The measured differential cross section for the production of prompt isolated
photons within the pseudorapidity region || < 1.0 is shown in Figure 9.3. The

measured values, also listed in Table 9.1.

CDF Run Il Preliminary

—|— CDF y+X data, L= 9.5 b

Systematic uncertainty

\IHHH‘ IHHﬂT‘ HHIW" TTT

10* | < 1.0 and E*°(R=0.4) < 2 GeV
10°

100 200 300 400 500
Ex(GeV)
FiGURE 9.3: The measured v 4+ X cross section compared. The vertical
error bars show the statistical uncertainties, while the shaded areas show the
systematic uncertainties. The 6% luminosity uncertainty on the data is not
included.

40 50 60 70

9.3.1 Systematic Uncertainties

Systematic uncertainties for f? and A X e, discussed in Section 8.2.5 and in
Section 9.2.1, are propagated in the calculation of the cross section according to
Equation 9.1.1. Table 9.2 summarizes all the considered systematic sources.
When affecting both f7 and A X €, systematic uncertainties are considered as
100% correlated.  Figure 9.4 shows the fractional systematic errors on the the
measured cross sections as a function of E7J.. The largest contribution to the total
uncertainty at low E7J. is caused by the modeling of ANN templates for the f7
estimation. For EJ. =30 GeV, the calorimeter isolation energy requirement gives
a contribution of 16%, which decreases to ~3% for higher E7J.. The choice of the

generator ( PYTHIA/SHERPA) strongly affects photon reconstruction and
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TABLE 9.1: The measured differential cross section for the production of prompt
isolated photons within the pseudorapidity region |n7| < 1.0, in bins of EJ.
< EJ > is the average E. within each bin. The uncertainties are statistical.
The column dogys represents the systematic uncertainty. The additional 6%

luminosity uncertainty is not included in the table.

E7. < El> d*c/dELdy 00 syst
(GeV)  (GeV)  (pb/GeV) (%)
3040 341 (549 £ 041)x10'  28.6
40-50 443 (172 £023)x10' 179
50-60 54.3 (6.72 + 0.11)x 10" 14.3
60-70 644  (2.95 + 0.04)x10°  13.9
70-80 745 (145 + 0.02)x10° 129
80-90 86.5 (6.87 + 0.10)x10~!  12.3
90-110 101.7  (3.03 £ 0.05)x10~' 11.8

110-130 1187  (1.32 £ 0.03)x107! 11.8
130-150 1388 (5.65 = 0.15)x10~2  12.1
150-175  160.9  (2.37 £ 0.08)x1072  11.6
175200  185.9  (1.03 £ 0.03)x1072 11.5
200-240  216.8  (4.01 £0.12)x107% 11.9
240-290  259.2  (1.16 £ 0.05)x1073  12.2
290-350  309.4  (3.08 £ 0.23)x10™* 13.0
350-500  387.6  (1.83 £ 0.29)x107° 13.6

TABLE 9.2: Summary of the systematic uncertainties considered for cross section
measurement. Uncertainties marked with / are treated as 100% correlated.

Systematic 7 Axe
Elso4 v WV
Had/Em v oV
CES/CEM VARV
Photon energy scale | /  +/
PDF - *
PYTHIA/SHERPA - *
ANN binning * -
Fitting Method * -

identification. It also probes the uncertainty on the signal reconstruction due to

an alternative fragmentation mechanism. The uncertainty on the cross section

due to this contribution is about 10% over the whole E7J. range. Finally, there is

an additional 6% uncertainty on the integrated luminosity.
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F1GURE 9.4: The fractional systematic errors on the measured v 4+ X cross
section. The continuous line is total systematic uncertainty while the dashed
lines correspond to the single contribution. .

9.4 Theoretical Predictions

The expected prompt-photon production cross section is calculated using the fixed-

order NLO program MCFM 6.8 (see Section 2.4.2).

The MCFM predictions are at parton-level and need to be corrected to the
particle level. The correction factor Cyg accounts for the presence of
contributions from the underlying event and parton-to-hadron fragmentation,
which tend to increase the energy in the isolation cone. Such a correction reduces
the predicted cross section, since the presence of extra activity results in some
photons failing the isolation requirements. Cpyg is determined as the ratio
between the isolated fraction of the total prompt photon cross section at the
particle level and the same fraction obtained after turning off both
multiple-parton interactions and hadronization. The applied correction factor
Cyg = 0.91 £0.03, was estimated averaging the results in PYTHIA MC generated
with the Tune A or Tune DW [38]|; the corresponding plots are shown in
Figure 9.5.

The parton-level isolation, defined as the total Er from the partons produced with

the photon inside a cone of radius R = 0.4 around the photon direction, is required



Chapter 9. Cross Section Measurement 145

§ 1’ oy — —— [ E— §1'4T
(5 =T JE——— c
5 | 5 [
g 08 g 121 UE/NO UE, Tune DW
8 T —— UE/NO UE, combined | ® | — 0891
06 0.926 1
0.4 08
02| 06
; PYTHIA Tune A - PYTHIA Tune DW
ol b v v . 04
50 100 150 200 250 0 2 40 60 80 100 120 40 160

Photon p; [GeVid] Photon p, [Gevic]
FIGURE 9.5: For comparisons of parton level MC to data, a correction (Cyg)

for hadronization and underlying events is applied to parton-level MC. Cyg is
estimated averaging the results in PYTHIA MC generated with the Tune A or
DW |[38].

to be smaller than 2 GeV. The nominal renormalization (ug), factorization (up)
and fragmentation (ps) scales were set to the photon transverse energy (ur =
purp = pg = EJ). The scale uncertainty is evaluated by varying the three scales
following the constraints up = pr = pr = E/2 and up = pr = uy = 2E7.
Variation of the scales by these factors of two induces changes between 10% and

15% in the theoretical predictions.

The measured cross section is also compared to those from the LO parton-shower
generators PYTHIA and SHERPA. These models were described in Chapter 8. Both
are calculated at the particle level, meaning that the photon isolation energy is
estimated using generated stable particles to which cuts are applied; therefore,

they both are directly comparable to the measurement.

9.4.1 Comparison to the theoretical predictions

The results are compared to the theoretical predictions (Figures 9.6, 9.7 and
9.8). The ratio of measured cross section over the predicted ones can be seen in
Figure 9.8 and in Figure 9.7. In Figure 9.7 the full error bars on the data points
represent statistical and systematic uncertainties summed in quadrature. The
inner error bars show statistical uncertainties. The MCFM predictions are shown
with their theoretical uncertainties (red curves), due to the choice of
factorization and renormalization scales as well as the fragmentation scale, as
discussed in Section 9.4.

The NLO calculations agree with the data up to the highest E7. considered. The
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FIGURE 9.6: The measured v+ X cross section compared with three theoretical
predictions: PYTHIA, SHERPA and MCFM. The vertical error bars show
the statistical uncertainties, while the shaded areas show the systematic
uncertainties. The 6% luminosity uncertainty on the data is not included. A
correction to account for extra activity (Cyg) is applied to the MCFM theoretical
predictions, as explained in the text.
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data are somewhat higher than the central NLO calculation for low E7J. | but
agree within the theoretical uncertainty of the NLO calculation.

The predictions of PYTHIA and SHERPA are also shown in Figures 9.3 and 9.7.
The shape of the cross section is well described by both models. PYTHIA
prediction undershoots the data nearly uniformly across the EJ. range. Very
likely this deficit in cross section strength comes from the lack of higher then LO
terms in the PYTHIA photon+jet matrix elements. The SHERPA calculation
overshoots the data nearly uniformly across the EJ. range. This is a NNLL
calculation, including up to three jet emissions associated with the observed
photon, but it is missing virtual corrections in the subprocess matrix elements.
The lack of virtual terms could possibly be a reason for the excessive strength of
the SHERPA cross section. Other possible reasons could be related with soft QCD
mechanisms, such as mistuned fragmentation subprocesses leading to excessive

rates of photon production through fragmentation.



Chapter 9. Cross Section Measurement 147

of —+— CDF y+X data, L=9.5fb
: e 1.5 X PYTHIA 6.216
1.8+ SHERPA 1.4.1
o e MCFM 6.8
1.6 (corrected for UE contributions)
® [ e MCFM Scale uncertainty
B1.4; u:O.SE: and p=251
=
E'I 2
1] 4.
o 1§¢
0.81
0.61

0.4-||\\|||||I\‘III\‘II|||||\\llllll\\lll\\lllllll
50 100 150 200 250 300 350 400 450 500
El(GeV)
FIGURE 9.7: Data points centered at 1.0 and Data/Theory ratio (dashed
lines) of the inclusive prompt photon cross section as a function of the photon
transverse energy, E. , in the central 7 region. The inner error bars on the
data points show statistical uncertainties. The full error bars show statistical and
systematic uncertainties added in quadrature. The 6% luminosity uncertainty on
the data is not included. The PYTHIA prediction has been multiplied by a factor
1.5 for display reasons. The two sets of curves show the uncertainties on the
MCFM theoretical predictions due to their dependency on the renormalization,
factorization, and fragmentation scales.

9.5 Conclusions

A measurement of the differential cross section for the inclusive production of
isolated prompt photons in pp collisions at a center-of-mass energy of
Vs = 1.96 TeV is presented using the full dataset collected with the CDF II
detector at the Tevatron. The cross section is measured as a function of photon
transverse energy E7. in the central pseudorapidity region (|n”| < 1.0). The E7.

kinematic range of this measurement spans from 30 GeV to 500 GeV.

Comparisons of the measurement to three theoretical predictions are discussed.
Both PYTHIA and SHERPA describe the shape of the differential cross section.
The PYTHIA generator predicts a smaller cross section compared to SHERPA and
the data because of missing higher order corrections. The data have an overall

good agreement with the fixed-order NLO MCFM calculation.
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F1GURE 9.8: Ratio of the measured v + X cross section to three theoretical
predictions: PYTHIA (upper part), SHERPA (central part) and MCFM (bottom
part). The vertical error bars show the statistical uncertainties, while the shaded
areas show the systematic uncertainties. The 6% luminosity uncertainty on the
data is not included. A correction to account for extra activity (Cyg) is applied

to the MCFM theoretical predictions, as explained in the text.
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Conclusions

A measurement of the differential cross section for the inclusive production of
isolated prompt photons in pp collisions at a center-of-mass energy of
Vs = 1.96 TeV is presented using the full data set collected with the CDF II
detector at the Tevatron. The cross section is measured as a function of photon
transverse energy E7. in the central pseudorapidity region (|n”| < 1.0). The E7.
kinematic range of this measurement spans from 30 GeV to 500 GeV, thus

extending the measured kinematic range previously published by CDF [38].

The prompt photon cross section measurement offers a unique opportunity to
test the photon tools over a large energy range. In this thesis a new technique to
suppress the irreducible isolated photons from meson decays is presented. The
method is based on a likelihood fit of the Artificial Neural Network output
distribution in the data to pure signal and background templates for every bin in
the photon Er. The ANN templates modeling is based only on the calorimeter
information. The background subtraction technique developed for this
measurement is currently being used for the measurement of the differential cross

section of prompt photons associated with jets.

Data are unfolded back to particle level to correct for efficiencies and detector
acceptance and resolution effects; the procedure is implemented in an array
derived from a PyTHIA Monte Carlo. The unfolding factors do not present

strong dependence on the photon transverse energy.

Results are compared to leading-order (LO) and next-to-leading order (NLO)

pQCD calculations. The PYTHIA calculation predicts a smaller cross section

149
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compared to SHERPA and the data; both PYTHIA and SHERPA describe the
shape of the differential cross section. The data have an overall good agreement
with the prediction given by the fixed-order NLO MCFM calculation based on the
MRST2008 NLO PDFs and GARG LO FFs and renormalization, fragmentation
and factorization scales set equal to the transverse momentum of the photon.
The MCFM theoretical predictions are corrected for non perturbative QCD

effects.

Finally, the measurement has been approved by the CDF Collaboration and it is

in process for a publication in the Journal Physical Review D.



Appendix A

Lagrangian of the Standard Model

In Chapter 2, the SM Lagrangian densities for the QCD and the Electroweak
Theory have been discussed. ~When gathering together all the ingredients
described in the corresponding sections (Sections 2.2.1, 2.2.2, 2.2.3, 2.2.4), the

SM Lagrangian density [15] is written as follows:
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where | = e, |1, T, V = Ve, vy, V.



Appendix

Parton-parton two-body scattering

differential cross sections

The parton-parton two-body scattering differential cross sections are listed below.

Subprocess Cross section

qq' — qq' 1520

99— qq $[55e + 28] - 52
97— 47 g2
9G—qq 20+ ) - 2
99— 99 *%[§+%}+82%¥}
s Blset] -3
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FiGURE B.1: The parton-parton two body scattering differential cross sections.

Factors of ma%/s?, maag/s? and was /s> have been factored out of the

purely strong interaction, the single photon production and the double photon

production processes, respectively. The e, is the electric charge of quark. The
s, t and u are the Mandelstam variables [1].
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Appendix

Dataset

Data sample

At L3, online data are divided into data streams based on similar triggers. The
CDEF’s “c-stream” corresponds to events selected by high—pr triggers. In particular
the following data samples are used: cphlad, cphlah, cphlai, cphlaj, cphlak,
cphlam, and cphlap.

Monte Carlo samples

The following PYTHIA photon MC samples are used to estimate the photon

fractions and to unfold the measurement back to the hadron level.

The generation has been done with different cuts of pr to guarantee enough
statistics along the pr range considered for the measurement of the cross section.
Here, pr is defined as the pr of the outgoing partons in a 2 — 2 process in the
center-of-mass frame relative to the axis defined along the trajectory of the

incoming partons.

gq0sqd: pr > 13 GeV/c, pl. “"N > 22 GeV/c, 323 pb!;
pqO0sjO: pr > 20 GeV /e, pi PN > 40 GeV /e, 323 pb!;
gq0s07: pr > 30 GeV /e, pi “PN > 70 GeV /e, 6692 pb~!;
gq0s15: pr >70 GeV /e, pl PN > 150 GeV /c, 206 fb1;

155



Appendix C. Dataset

The following SHERPA photon MC samples are used for comparison to theory

predictions

2q0s02: p}GEN

gq0s06: p)FY

All available PYTHIA di-jet MC samples listed on the CDF II QCD MC

webpage ! are used to estimate the background. Only events with reconstructed

> 20 GeV/c, 747.9 pb~1;
> 60 GeV/c, 56.4 fb~1;

and corrected Er > 1.1 X pr are used.

pr > 18 GeV/e:
pr > 40 GeV/c:
pr > 60 GeV/c:
pr > 70 GeV/c:
pr > 80 GeV/c:
pr > 90 GeV/c:

pr > 110 GeV/c:
pr > 120 GeV /c:
pr > 130 GeV/c:
pr > 150 GeV/c:
pr > 170 GeV /c:
pr > 200 GeV /c:
pr > 230 GeV/c:
pr > 300 GeV/c:
pr > 400 GeV /c:
pr > 500 GeV/c:
pr > 600 GeV/c:

bt0sqb, bq0sqc

q8is01, btOsrb, bq0Osrc

jq0s06, bt0Ossb, bq0ssc, bq0ssd
jq0s07

jq0s08

jq0s09, bt0Ostb, bqOstc, bq0snd
jq0s11

btOsub, bg0Osuc, bqOsud
jq0s13

jq0s15, bt0Osvb, bqOsvc
jq0s17

jq0s20, bqOswd

jq0s23

bqOsxd

bqOsyd

bq0szd

bq0s0d

LCDF I QCD MC webpage: http://www-cdf.fnal.gov/internal/physics/qcd/qcd.html.



Appendix D

Correction to MC templates

The isolation correction is an Ep- dependent function derived in [38]. Its term are:

fsnife: Align the data and template peaks
forsset: Center the template at zero isolation
fweight:Weight the Monte Carlo peak width

Center the signal template back on its position

The correction formula is

B (Br) = (Efgncors— fohift(Br) = fog pset (ET)) X fueight (Br)+fof fset(Er) (D.0.1)

where Eif° s the isolation as it comes out from the photon Monte Carlo, fsi s

aligns the data and template peaks, f,rrser centers the template at 0 before being
reweighted, fyeights Weights the peak width in the Monte Carlo template.
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Appendix

Fit validation - additional plots

This Appendix contains additional plots related to the fit validation procedure
described in Chapter 8. Residual and pull distributions are shown for each bin of
photon transverse energy. One can easily see that the mean values of the residual

distributions are around zero and the pull widths are either ~1 or close to 1.
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FiGURE E.1: Residual and pull distributions for pseudo-experiments with a

number of entries N = 10000; distributions are shown for one bin of photon

transverse energy. The mean of the residual distribution represent the difference

between the expected signal fraction ( from Data fit to MC templates) and the

“trial” signal fraction ( from pseudo-experiments). See text for more details
(Section 8.2.2.2).
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FiGURE E.2: Residual and pull distributions for pseudo-experiments with a

number of entries N = 10000; distributions are shown in different bins of photon

transverse energy. The mean of the residual distribution represent the difference

between the expected signal fraction ( from Data fit to MC templates) and the

“trial” signal fraction ( from pseudo-experiments). See text for more details
(Section 8.2.2.2).
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FiGURE E.3: Residual and pull distributions for pseudo-experiments with a

number of entries N = 10000; distributions are shown in different bins of photon

transverse energy. The mean of the residual distribution represent the difference

between the expected signal fraction ( from Data fit to MC templates) and the

“trial” signal fraction ( from pseudo-experiments). See text for more details
(Section 8.2.2.2).
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FiGURE E.4: Residual and pull distributions for pseudo-experiments with a
number of entries N = 10000; distributions are shown in different bins of photon
transverse energy. The mean of the residual distribution represent the difference
between the expected signal fraction ( from Data fit to MC templates) and the

“trial” signal fraction ( from pseudo-experiments).

(Section 8.2.2.2).

See text for more details
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FiGURE E.5: Residual and pull distributions for pseudo-experiments with a

number of entries N = 10000; distributions are shown in different bins of photon

transverse energy. The mean of the residual distribution represent the difference

between the expected signal fraction ( from Data fit to MC templates) and the

“trial” signal fraction ( from pseudo-experiments). See text for more details
(Section 8.2.2.2).
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FIGURE E.6: residual and pull distributions for pseudo-experiments with a

number of entries N = 10000; distributions are shown in different bins of photon

transverse energy. The mean of the Residual distribution represent the difference

between the expected signal fraction ( from Data fit to MC templates) and the

“trial” signal fraction ( from pseudo-experiments). See text for more details
(Section 8.2.2.2).
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Two-Bins Fit

This fitting method, relies on the use of two bins distributions: for all the
corresponding E7. intervals, the ANN output distributions are divided into two
bins. This means that instead of having a smooth and continuous distribution of
the probability to have a true photons, there are only two possible values: 0
(corresponding to background) and 1 (corresponding to signal). This removes all

details of the shapes. The 2-bins fit formula is:
NP = fSN7 + (1 - NP (F.0.1)

where NP NP NZ is the i — thbin content for Data (D), Signal MC (S) and
Background MC (B) respectively; £ is the Signal fraction. By defining

ND
RP=__~1 _ F.0.2
= NP NP (F.0.2)
ND
D 2
-2 F.0.3
> NP4 NP ( )
and similarly
NS
R} = ——1 F.0.4
VNS 4+ NS ( )
NS
RS =2 F.0.5
> NS+ NJ$ ( )
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oo N y (F.0.6)
U= NP+ NP .
NB
R = 2 F.0.7
> NP +NP (.07
Equation F.0.1 becomes:
RD o RB
S _
f — w (F.O-S)

The same result holds for the 15 or 2" bin.



Appendix

Residual Background

Diphoton background

Diphoton production is a SM process where a pair of prompt photon is produced,
as shown in Figure G.1. In such a process, there is an high probability to lose
one of the photon in a crack !, in this case the event will have an associated high
MET. As described in Chapter 7, among the selection requirements the high
MET events are rejected. Furthermore, even if one of the photon in the final
state will pass the analysis selection criteria and the second one will be identified
as a jet, making difficult to distinguish from the single prompt photon production
process, this is not a concern because the diphoton production cross section is
smaller by orders of magnitude.

For these reasons, this source of background is completely negligible.

q v

F1GURE G.1: Example of Feynman diagram for diphoton production in the SM.

!The rate of having one of the photons in an unintrumented region of the detector is twice
as large as in v + X event
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Electroweak background

A possible residual background could arise from electrons from Z and W decays,
whose showers in the calorimeter can be misidentified as those of the photons.
These electrons are rejected by retaining no more than 1 track pointing to the EM
cluster. One extra track is allowed to take into account underlying event and pile-
up energy around the cluster. If there is one track pointing to the photon cluster,
this track has to be soft with respect to the measured energy of the photon. The
cut on the missing transverse energy (MET) further remove electrons coming from
W decays. An estimate of a residual 1% from other measurements [38] of electrons

in the first two bins, makes this a minor background.
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