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Introduction

The Mu2e experiment will search for Charged Lepton Flavor Violation (CLFV)
looking at the conversion of a muon into an electron in the field of an aluminum
nucleus. About 7 · 1017 muons, provided by a dedicated muon beam line in con-
struction at the Fermi National Accelarator Laboratory (Fermilab), will be stopped
in 3 years in the Aluminum target. The corresponding single event sensitivity will
be 2.5 · 10−17[1].

The Standard Model of particle physics, even extendend to include the finite neu-
trino masses, predicts the ratio Rµe between muon conversions and muon nuclear
captures to be ∼ 10−52 [2]. Several extensions of the Standard Model predict
Rµe to be in the range of 10−14−10−18 [3]. The current best experimental limit, set
by the SINDRUM II experiment is 7 ·10−13 @ 90% CL [4]. The Mu2e experiment
plans to improve this experimental limit by four order of magnitude to test many
of the possible extensions of the Standard Model. To reach this ambitious goal,
the Mu2e experiment is expected to use an intense pulsed muon beam, and rely
on a detector system composed of a straw tube tracker and a calorimeter made of
pure CsI crystals.

The calorimeter plays a central role in the Mu2e measurement, providing particle
identification capabilities that are necessary for rejecting two of the most dan-
gerous background sources that can mimic the µ−N→ e−N conversion electron:
cosmic muons and p̄ induced background.

The calorimeter information allows also to improve the tracking performance.
Thanks to a calorimeter-seeded track finder algorithm, it is possible to increase
the track reconstruction efficiency, and make it more robust with respect to the
occupancy level.

Expected performances of the calorimeter have been studied in a beam test at
the Beam Test Facility in Frascati (Rome, Italy). A reduced scale calorimeter
prototype has been exposed to an electron beam, with energy varying from 80
to 140 MeV, for measuring the timing resolution and validate the Monte Carlo
prediction. A timing resolution σt < 200 ps @ 100 MeV has been obtained.

Combination of the background rejection performance, and the improvements in
the track reconstruction, have then been combined in the calculation of the ex-
pected Mu2e sensitivity.
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Chapter 1

LFV and Standard Model

1.1 Theoretical introduction

In the Standard Model (SM) version where only one Higgs doublet is included and
massless neutrinos are assumed, lepton flavor conservation is an automatic conse-
quence of gauge invariance and the renormalizability of the SM Lagrangian [5–
7]. However measurements of the neutrino mixing parameters during the last
decades [8] showed that lepton flavor is not conserved. Including finite neutrino
mass terms in the SM Lagrangian CLFV is also predicted. CLFV transitions are
suppressed by sums over

(
∆m2

i j/M
2
W

)2
, where ∆m2

i j is mass-squared difference be-
tween the neutrino mass eigenstates i, j and MW is the W boson mass [2]. Because
the neutrino mass difference is very small (∆m2

i j ≤ 10−3eV2 [8]) with respect to the
W boson mass, the expected branching ratios reach unmeasurable values, below
10−50 [2, 9]. As a consequence, an observation of CLFV process would represent
a clear evidence of new physics beyond the SM. In the last decades LFV processes
were studied within the supersymmetric extensions of the SM (SUSY) [2, 3] and
in particular within the supersymmetric grand unified theories (SUSY GUT) [10,
11]. In SUSY models there is a new source of flavor mixing in the mass matrices
of SUSY partners for leptons and quarks, called sleptons and squarks respectively.
Flavor mixing in the slepton mass matrix would induce LFV processes for charged
leptons. In the SUSY GUT scenario, the flavor mixing in the slepton sector is nat-
urally induced at the GUT scale because leptons and quarks belong to the same
GUT multiplet [3].
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Process Upper limit References
µ+ → e+γ < 5.7 × 10−13 [12]
µ± → e±e−e+ < 1.0 × 10−12 [13]
µ−Ti→ e−Ti < 1.7 × 10−12 [14]
µ−Au→ e−Au < 7 × 10−13 [4]
µ+e− → µ−e+ < 3.0 × 10−13 [14]
τ→ eγ < 3.3 × 10−8 [15]
τ− → µγ < 4.4 × 10−8 [15]
τ− → e−e+e− < 2.7 × 10−8 [16]
τ− → µ−µ+µ− < 2.1 × 10−8 [16]
τ− → e−µ+µ− < 2.7 × 10−8 [16]
τ− → µ−e+e− < 1.8 × 10−8 [16]
τ− → e+µ−µ− < 1.7 × 10−8 [16]
τ− → µ+e−e− < 1.5 × 10−8 [16]
π0 → µe < 8.6 × 10−9 [17]
K0

L → µe < 4.7 × 10−12 [18]
K+
→ π+µ+e− < 2.1 × 10−10 [19]

K0
L → π0µ+e− < 4.4 × 10−10 [20]

Z0
→ µe < 1.7 × 10−6 [21]

Z0
→ τe < 9.8 × 10−6 [21]

Z0
→ τµ < 1.2 × 10−6 [22]

Table 1.1: Sample of various CLFV processes. Data from current experimental
bounds.

In general, CLFV can be studied via a large variety of processes:

• muon decays, such as µ+ → e+γ , µ± → e±e−e+ , and muon conversion;

• tau decays: τ± → µ±γ, τ± → µ±µ+µ−, ecc;

• meson decays: π0 → µe, K0
L → µe, K+

→ π+µ+e−, ecc;

• Z0 decays, such as Z0
→ µe, ecc.

Table 1.1 shows the current upper limits on the branching ratios of various CLFV
processes. The muon processes have been intensely studied in the CLFV for sev-
eral reasons:

• low energy muon beams can be produced at high-intensity proton accelera-
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tor facilities.

• final state of processes in the muon sector can be precisely measured.

Search for CLFV with muons has been pursued looking for muon decays (µ+ → e+γ
and µ± → e±e−e+ ), and muon coherent conversion (µ−N→ e−N ).

A model-independent approach represents a convenient way to illustrate differ-
ences among these channels. CLFV can be introduced in the SM by adding CLF-
violating terms to the SM Lagrangian [23]:

LCLFV =
mµ

(κ + 1)Λ2 µ̄RσµνeLFµν + h.c. +
κ

(κ + 1)Λ2 µ̄LγµeL (ēγµe) + h.c. (1.1)

where Λ is the mass scale of the new physics and κ is a dimensionless parameter.
These tow terms in Equation 1.1 correspond to “dipole” and “contact” interactions
terms, respectively, where mµ is the muon mass, Fµν is the electromagnetic field
tensor, and R and L represent the chirality of the fermion fields. Figures 1.1 show

Figure 1.1: Λ versus κ sensitivity plots using: µ−N→ e−N and µ+ → e+γ (left)
and µ± → e±e−e+ and µ+ → e+γ branching ratios. Red filled areas represent the
region already excluded @ 90 CL.

the Λ versus κ sensitivity plots for the CLFV muon channels. These plots also
show that:

• µ−N→ e−N search can explore the phase space region where the contact
term is dominant and µ+ → e+γ decay is further suppressed;
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• The CLFV searches shown here are able to explore new physics mass scales
significantly beyond the direct reach at the LHC energies.

Even if LHC discovers new physics in the second run, precise measurements of
CLFV processes can help discriminate among several theoretical models [9].

1.2 Search for CLFV

The search for CLFV in the muon sector was pioneered by Hinks and Pontecorvo
in 1947, with the first search of µ+ → e+γ using cosmic-ray muons. Soon after-
wards, the search for muon conversion µ−N→ e−N was also carried out by La-
garrigue and Peyrou in 1952. After 1955 a new era for the CLFV began thanks
to the upcoming accelerator based experiments. Figure 1.2 shows the history of
the limits on the branching ratio of muon decays and muon conversion: the figure
also shows the goals of upcoming experiments [9].

Figure 1.2: History of CLFV upper limits @ 90% CL for muon processes.
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The sensitivity on the CLFV search has been increased by many order of magni-
tude over the years, and in the next decade new limits will emerge from several
experiments under construction or upgrade.

1.3 CLFV in µ decays

Experimentally, the search of CLFV using rare muon decays presents pros and
cons. One advantage comes from the fact that these processes are charge sym-
metric, so using either µ+ or µ− has no theoretical disadvantage. However the use
of positive muons reduces significantly the background sources thanks to the ab-
sence of capture processes. Nuclear captures are usually noisy for the detectors
because they produce charged and neutral secondaries: p, n and γ.

On the other hand, channels involving µ+ decays (µ+ → e+γ ,µ± → e±e−e+ ) suffer
for accidental background caused by the coincidence of two separate processes
that can mimic the signal. This kind of background limits the beam intensity of
the experiment.

1.3.1 Experimental search for µ+ → e+γ process

µ+ → e+γ process is a two-body decay, so the positron and the photon are emit-
ted back to back in the rest frame of the decaying muon. Neglecting the tiny
positron mass, each product carries an energy equal to half the muon mass (52.8
MeV). Variation in the expected energy spectrum can occur in case of muon de-
cays in flight, where a boost needs to be taken into account for re-evaluating both
the energy spectra and the emission distributions. Boost related problems are
avoided if low energy muons are stopped in a target. The largest background
in µ+ → e+γ search is an accidental coincidence of a positron from the standard
Michel decay of muons, µ → eνν̄, and a relatively high energy photon from ra-
diative muon decay, µ → eνν̄γ. Because the accidental background increases
quadratically with the muon rate, a continuous muon beam with a low instanta-
neous rate is preferable for the µ+ → e+γ search.

The current best limit on µ+ → e+γ branching ratio is B(µ+ → e+γ ) < 5.7× 10−13

@ 90% C.L. [12], obtained by the MEG experiment in 2013. An upgrade of the
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detector system is underway for improving the detector performance. The goal is
to improve sensitivity by another order of magnitude [24].

1.3.2 Experimental search for µ± → e±e−e+

The search for the µ± → e±e−e+ decay requires a detector system characterized by
a large acceptance for low momenta electrons and positrons, and the consequent
capability to tolerate the positron flux from the Michel muon decay. The main
source of background is represented by accidental coincidences of positrons from
the Michael decay with e− e+ pairs either from gamma ray conversions, or from
Bhabha scattering of Michael positrons with atomic electrons.

The present upper limit on µ± → e±e−e+ branching ratio is B(µ± → e±e−e+ ) <
1 × 10−12 @ 90% C.L. [13]. It was obtained by the SINDRUM experiment at PSI
in 1988. A new experiment, named Mu3e, has been proposed at PSI for lowering
the sensitivity down to the level of about 10−16 [25].

1.4 Experimental searches for µ−N→ e−N

When negative muons are stopped in a target (“stopping target”) they are quickly
captured by the atoms (∼ 10−10 s) and cascade down to 1S orbital. Then muons
can undergo the following processes:

• decay in orbit (DIO) µ− → e−νµν̄e ;

• weak capture µ−p→ νµn ;

• coherent flavor changing conversion µ−N→ e−N .

The muon conversion represents a powerful channel to search for CLFV, because
it is characterized by a distinctive signal consisting in a mono-energetic electron
with energy Ece:

Ece = mµ − Eb −
E2
µ

2mN

where mµ is the muon mass at rest, Eb ∼ Z2α2mµ/2 is the muonic atom binding
energy for a nucleus with atomic number Z, Eµ is the nuclear recoil energy, Eµ =
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mµ−Eb, and mN is the atomic mass [2]. In case of Al, which is the major candidate
for upcoming experiments, Ece = 104.973 MeV [26].

In muon conversion experiments the quantity:

Rµe =
Γ (µ− + N→ e− + N)

Γ
(
µ− + N→ all captures

)
is measured. The normalization to captures offers a calculation advantage since
many details of the nuclear wavefunction cancel in the ratio [26].

The coherent conversion leaves the nucleus intact, and there is only one detectable
particle in the final state. The resulting electron energy stands out from the back-
ground (this will be more clear in the next paragraph), hence muon-electron con-
version does not suffer from accidental background, and extremely high rates can
be used.

1.4.1 Background sources

µ− stopped in the stopping target can undergo a nuclear capture [27]. Particles
generated in the muon capture (n, p and γ) may reach the detector system, and
create extra activity which can either obscure a conversion electron (CE) track or
create spurious hits. As a result, some specific shielding is required to reduce this
background. Additional shielding is required against cosmic rays, which can in-
teract in the apparatus, producing electrons with an energy mimicking a CE.

Electrons from the high momentum tail of the muon DIO represent the largest
background source for the µ−N→ e−N search. Figure 1.3 shows the energy spec-
trum of DIO electrons [28]. The main features of the DIO energy spectrum can
be summarized as follows:

• the endpoint of the spectrum corresponds to the energy of the electrons from
µ−N→ e−N conversion (CE);

• the overall spectrum is falling as (Ece − Ee)5, where ECE is the CE energy,
and Ee is the DIO energy;

• about 10−17 of the spectrum is within the last MeV from the endpoint.

Therefore, to reach a sensitivity at the level O(10−17) the detector resolution is
crucial.
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Figure 1.3: DIO electron energy spectrum on linear (left) and log (right) scale, for
muons bounded in Al nuclei.

Another relevant background comes from the radiative pion capture (RPC) pro-
cess π−N→ γN∗ , followed by the electron-positron pair conversion of the γ. An-
other source of background are pions; muon beam is generated from low energy
protons (below 10 GeV of energy) interacting with a (production) target, so pro-
ducing charged pions that then decay in a transport line. Unfortunately not all
pions decay in the transport line, and, consequently, the muon beam is contam-
inated by pion. This source of background is reduced thanks to the difference
between the pion and the bound muon life times. The pion has a τ < few tens of
ns, while the bound muon has a mean lifetime of the order of several hundreds of
ns (depending on the Z of the material [27]). Therefore using a pulsed beam struc-
ture, it is possible to define a live-gate delayed with respect to the beam arrival,
and to reduce the π−N→ γN∗ contribution to the desired level.

Other beam-related sources of background are: remnant electrons in the beam that
scatter in the stopping target, muon decays in flight, and antiprotons annihilating
in or near the stopping target.

1.4.2 µ−N→ e−N experimental limits

The current upper limits on the µ−N→ e−N have been set by the SINDRUM II
experiment for Au and Ti nuclei: B(µ−N→ e−N on Au) < 7 × 10−13 @ 90%
C.L. [4] and B(µ−N→ e−N on Ti) < 1.7 × 10−12 @ 90% C.L. [29].

Three µ−N→ e−N conversion experiments with significantly higher design sensi-
tivity are currently under construction: DeeMe and COMET at J-PARC in Japan
and Mu2e at Fermilab in the USA.
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The first operating experiment will be DeeMe [30] at the Material and Life Sci-
ence Experimental Facility, which is going to start data taking at the end of 2015.
The expected single event sensitivity is 2 × 10−14, which represents a factor ∼ 10
of improvement on the current limit from SINDRUM II [4].

The other experiment at J-PARC will be COMET [31]. It has been designed to
run in two phases with different detectors and geometries. The expected single
event sensitivity in the end of the phase-I is 10−15 [32], a factor 100 better than the
current limit. The phase-II run will start in 2020 and aims a single event sensitivity
of 3 × 10−17 [32]. Mu2e is expected to start tacking data in 2020, and it has been
designed to reach a similar event sensitivity of 2.5 × 10−17.

COMET (phase-II) and Mu2e share the following concepts:

• the use of pulsed proton beam to reduce the contribution from RPC back-
ground;

• curved transport solenoid systems for the muon beam to keep the detector
region free from neutral particles coming from the production target, and
also to facilitate the charge selection;

• a detector solenoid housing the muon stopping target and/or the detector
system.
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Chapter 2

The Mu2e experiment

2.1 Mu2e overview

The Mu2e experiment at Fermilab intends to search for µ → e conversion in the
field of an Al nucleus, aiming to measure the conversion rate relative to the total
muon capture rate:

Rµe =
Γ (µ− + N(A, Z)→ e− + N(A, Z))
Γ
(
µ− + N(A, Z)→ all captures

)
Mu2e had its genesis back in the 80s, behind the Iron Curtain. In a way, Mu2e
was born in the Soviet Union. In 1989, the Soviet Journal of Nuclear Physics
published a letter to the editor from physicists Vladimir Lobashev and Rashid
Djilkibaev, where they proposed an experiment that would perform the most thor-
ough search yet for muon-to-electron flavor violation. In 1992, they proposed the
MELC experiment at the Moscow Meson Factory [33], but then, due to the po-
litical and economic crisis, in 1995 the experiment shut down. The same overall
scheme was subsequently adopted in the Brookhaven National Laboratory MECO
proposal in 1997 [34]. The Mu2e experimental apparatus includes three main su-
perconducting solenoid systems:

• Production solenoid (PS), where an 8 GeV pulsed proton beam strikes a
tungsten target, producing mostly pions;
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• Transport solenoid (TS), allowing to select low momenta negative pions
coming from the production solenoid and letting them to decay into muons
before they reach the detector region;

• Detector solenoid (DS), housing the Al muon stopping target and the de-
tector system.

Downstream to the proton beam pipe, outside the PS, an extinction monitor is
used to measure the number of protons in between two subsequent proton pulses.
The DS is surrounded by a cosmic ray veto system, which covers the DS from
three sides (the ground is not covered) and extends up to the midpoint of the TS.
Outside the DS, a stopping target monitor is used to measure the total number of
muon captures. Figure 2.1 shows the Mu2e experimental apparatus.

Figure 2.1: Mu2e apparatus.

To reach the projected single event sensitivity RSES = 2.5 ·10−17 [1] the experiment
needs:

• a low energy pulsed muon beam;

• a detector system capable to reconstruct the electron from µ−N→ e−N (CE),
and to reject the competing backgrounds.
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2.2 Muons for Mu2e

2.2.1 Requirements

Usually low energy muon beams are generated by protons interacting with a tar-
get. A magnetic system collects muons and pions directly produced, which in
turn decay into muons. In the Mu2e experiment the key features of the muon
beam production are:

• intensity and time structure of the proton beam;

• muon beam transport efficiency;

• purity of the muon beam.

2.2.2 Proton beam

The Fermilab accelerator complex stages the protons spills for Mu2e as follow:

1. booster protons batches, each containing 4 × 1012 protons with a kinetic
energy of 8 GeV, are extracted into the MI-8 beamline and injected into the
Recycler Ring;

2. a new bunch formation is performed using a RF manipulation sequence;

3. bunches are synchronously transferred to the Delivery Ring;

4. a resonant extraction system injects ∼ 3 × 107 protons into the Mu2e beam
line each 1.7 µs (revolution period in the Delivery Ring).

Figure 2.2 shows the Fermilab accelerator complex. An important parameter used
to estimate the quality of the proton beam is the relative number of protons in
between two subsequent pulses (out-of-time), defined as the “extinction factor”.
These protons are a potential source of RPC, which is not suppressed by a delayed
“live gate”. An high frequency AC dipole is used to suppress protons between suc-
cessive batches, providing an extinction factor of about 10−10 [1]. An extinction
monitor system, located above the production target (see Figure 2.3), is used to
measure the number of scattered protons as a function of time, so to provide a
direct measurement of the residual beam between the batches. Figure 2.4 shows
the extinction monitor system. It is composed of:
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Figure 2.2: Accelerator complex providing the proton beam to Mu2e.

• a filter magnet, which selects particles with an average momentum of 4.2
GeV/c;

• two collimators, placed in front of the filter magnet;

• a spectrometer magnet, placed in between two series of Si pixel detectors to
allow momentum measurement;

• scintillating counters to trigger the Si readout in case of out-of-time particles
and time stamp them;

• a sampling calorimeter to identify muons.
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Figure 2.3: Location of the extinction monitor system (left).

2.2.3 Muon beamline

The Mu2e solenoid system has been designed to:

• capture pions from the proton-target interaction;

• create the secondary muon beam;

• transport the muon beam;

• remove positive particle and other possible source of background from the
muon beam;

• provide a uniform field in the detector region.

Production solenoid

The production solenoid is a high field superconducting magnet with a graded field
varying from 4.6 to 2.5 Tesla. The solenoid is approximately 4 m long and has
an inner bore diameter of about 1.5 m evacuated to 10−5 Torr. A shield structure
made of bronze is placed in between the inner bore and the PS coil to limit the
radiation damage.

The 8 GeV proton beam enters in the middle of the PS (see Figure 2.5) and strikes
a radiatively cooled Tungsten target, producing mostly pions. The axially graded
magnetic field reflects the charged particles toward the low B-field region where
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Figure 2.4: Extinction monitor apparatus.

the PS is linked to the transport solenoid (TS). The graded axial magnetic field
creates a so-called “magnetic bottle”; charged particles emitted in the opposite
side with respect to the TS entrance are reflected in the opposite direction. This
capture scheme represents an innovative technology; according to many simula-
tion studies, the capture efficiency is expected to be of about 1000 times larger
than in conventional muon facilities [35].

Transport solenoid

The S-shaped transport solenoid consists of several straight and toroidal sections.
Installed inside the TS, collimators and absorbers provide efficient selection of
low energy negative muons before they reach the DS. Figure 2.6 shows the five
main TS components:

• TS1 links the PS to the TS. TS1 houses a collimator that selects particles
with momentum lower than 100 MeV/c;

• TS2: a quarter of toroid, avoiding neutral particle from the PS to propagate
into the DS;

• TS3: a straight solenoid containing two collimators, for filtering particles
based on sign and momentum, separated by a berillium window, needed for
stopping antiprotons produced in the PS;
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Figure 2.5: Production solenoid view.

• TS4: another quarter of toroid, similar to the TS2, which does not allow
neutral particles from the beam interactions in the TS3 to reach the DS;

• TS5: interfacing the beam line with the DS. It is equipped with a collimator
for momentum selection.

To minimize the transport of particles that spend a long time in the magnetic
system, the B field in the straight sections has a negative gradient along their
main axis. That allows to accelerate particles from the PS region thorough the
DS [1].

Detector solenoid

The DS is ∼ 11 m long and houses the muon stopping target, the tracker, and the
calorimeter. The inner bore is evacuated to 10−4 Torr in order to limit interactions
of muons with gas atoms [1]. The DS is subdivided in two regions:
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Figure 2.6: Transport solenoid view.

1. an upstream side closer to the TS housing the stopping target, with a graded
magnetic field ranging from 2 to 1 Tesla;

2. a downstream part, with an uniform 1 Tesla field, housing the detector sys-
tem.

Figure 2.7 shows a section view of the DS. The graded field efficiently reflects
conversion electrons emitted in the opposite side of the detector system.

The muon stopping target are surrounded by the neutron absorber that reduces
the neutron flux, resulting from muon capture events. Neutrons are potentially

22



Figure 2.7: Detector solenoid view. Red lines illustrate the coordinate system:
Z-axis parallel to the DS axis with the origin in the middle of the tracker, Y-axis
normal to the plane where all three main solenoids lay, and .

dangerous, as they increase the cosmic ray veto hit rate, which could result in
an increased detector dead time. In between the stopping target and the detector
system a proton absorber is placed to reduce the amount of protons reaching the
detectors. Protons are originated from muon nuclear captures and have energies
up to few tens of MeV [27]; they are highly ionizing and can be a source of aging
for the detectors.

2.2.4 Mu2e coordinates system

The coordinate system is right-handed, and is defined as illustrated in Figure 2.7.
The Z-axis is parallel to the DS axis and is positively oriented moving from the
stopping target to the detector region, with the origin in the middle of the tracker.
The Y-axis is normal to the plane where all the three solenoids lay, and is posi-
tively oriented in the opposite direction of the ground. Then the X-axis is defined
by the vector product of the other two axis: ~x = ~y ×~z.

2.3 Mu2e stopping target

2.3.1 Muon stopping targets

Mu2e requires a significant number of negatively charged muons to be stopped
in a target. This must be massive enough to stop significant fraction of the muon
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beam, but not so massive to minimize the loss energy of the conversion electrons
crossing part of it.

Aluminum is the selected material for the stopping target because the mean life-
time of a muon in an Al nucleus is 864 ns, which is of about one half the proton
bunch spacing. This allows to define a selection window sufficiently far (hun-
dreds of ns) from the beam arrival time, for rejecting part of the RPC induced
background, while retaining a signal acceptance of about 70%.

The final design of the stopping target has been chosen to optimize the sensitivity
of the experiment [1]: it consists of 17 Al foils of 200 µm thickness, with radii

Figure 2.8: The Mu2e spill cycle for the proton on target pulse (POT) and the
delayed selection window that allows an effective elimination of the background
from RPC.

ranging from 83 to 65 mm. Figure 2.9 shows a picture of the stopping target with
its support structure. Figure 2.10 shows the resulting momentum distributions for
muons delivered to the Al foils and stopped in the foils.

Stopping target monitor

The Mu2e stopping target monitor has been designed to measure the total num-
ber of stopped muons with a relative accuracy of 10% [1], by counting the X-ray
emission of the muonic atoms. The highest X-ray yield is due to the 2p→1s radia-
tive transition, corresponding to the arrival of a muon into the ground state. Other
lines are also available with significant yields: like the 3p→1s and the 4p→1s
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Figure 2.9: Muon stopping target composed of 17 Al foils and its mechanical
structure.

Figure 2.10: Momentum distribution of muons delivered to the stopping target as
well as the distribution of muons that stop in the Al foils.

transitions. Moreover, muons that stop in non Al atoms, impurities of the Al foils,
can be identified from their typical X-ray emission [1]. To perform the X-rays
detection with sufficient accuracy to distinguish and identify all the contributes,
use of solid-state Ge detector is a forced choice. Figure 2.11 shows the typical
energy spectrum of the muonic X-rays measured with a Ge detector [1]. The Ge
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Figure 2.11: Preliminary germanium spectrum from the AlCap experiment at
PSI [36]. Muonic aluminum X-ray at 347 keV is clearly visible.

detector is housed in a concrete box, placed downstream to the outer part of the
DS to minimize the background fluxes.

2.4 Mu2e detector

The Mu2e detector consists of a low-mass straw tube tracker and a crystal electro-
magnetic calorimeter. The information from the two detectors is used to perform
the CE track reconstruction, and to reject most of the background. A cosmic ray
veto system is also present to veto atmospheric muons that can interact in the DS,
generating fake CE candidates.
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2.4.1 Tracker

The Mu2e Tracker consists of straw tubes aligned transversely to the axis of the
DS. The basic detector element is a 25 µm sense wire inside a 5 mm diameter
tube made of 15 µm thick metalized Mylar. The tracker consists of about 22,000
straws grouped into 20 measurement stations, which are distributed over a length
of ∼ 3 m (see Figure 2.12). The assembling element is the panel, which consists

Figure 2.12: The Mu2e straw tube tracker. The straws are oriented transverse to
the solenoid axis.

of two layers of straws, as shown in Figure 2.13, to provide mechanical rigidity,
and to solve the “left-right” ambiguity. A 1.25 mm gap is maintained between
straws to allow for manufacturing tolerance and diameter expansion due to gas
pressure. The straws are designed to withstand changes in differential pressure
ranging from 0 to 1 atmosphere for operation in vacuum. The straws are supported
at their ends by a ring at large radius, outside of the active detector region. Six

Figure 2.13: A section of a two-layer tracker straw plane. The two layers improve
efficiency and help resolve the left-right ambiguity.
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panels, rotated by 60 deg, define a plane and, finally, two rotated planes form a
station. Figure 2.14 explains a hierarchy of a tracking station assembly.

Figure 2.14: Hierarchy of a single tracker station.

Each straw is instrumented at both ends with preamps, and the amplified signals
are sent to TDCs and ADCs. TDCs measure the drift time, while ADCs allow
dE/dx measurement used to separate electrons from highly ionizing protons. To
minimize the amount of feed-throughs, in the vacuum region signal digitization
is performed near the tracker, and transmitted though optical fibers. A liquid
cooling system is required to maintain an appropriate operating temperature of
the electronics in vacuum.

Only a small fraction of the DIO electrons fall into the tracker acceptance. The
inner radius of the tracker planes is such that only electrons with energies greater
than about 53 MeV fall into the tracker volume (see Figure 2.15): lower energy
electrons curl in the solenoidal field and pass unobstructed through the hole in the
center of the tracker. Because most of the electrons have energy smaller than 60
MeV, a large fraction of them (97%) do not reach the tracker.

The momentum resolution is pivotal for eliminating the background, and it is
required to be better than few hundreds of keV/c [1].
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Figure 2.15: Cross sectional view of the Mu2e tracker with the trajectories of a
105 MeV conversion electron (top) and a 53 MeV Michel electron (lower right)
superimposed. The disk in the center is the stopping target. Electrons with ener-
gies smaller than 53 MeV (lower left), representing most of the rate from muon
decays-in-orbit, miss the tracker entirely.

2.4.2 Calorimeter

The crystal calorimeter provides energy, position, and time information. Calorime-
ter information allows to improve track reconstruction, and to provide a particle
identification tool. The calorimeter may also be used to trigger high energy elec-
tron candidates, reducing the throughput of the data acquisition system. A more
detailed decription of the Calorimeter, and its expected performance, is given in
the next chapter.
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2.4.3 Cosmic Ray Veto

Cosmic-ray hitting the muon stopping target or other materials in the detector re-
gion can produce particles mimicking CE events. Passive shielding (overburden
above and on the sides of the detector enclosure, and the neutron shield surround-
ing the TS and DS), eliminates background sources other than penetrating muons.
On each side, the cosmic ray veto system (CRV) consists of four layers of ex-
truded scintillator bars with embedded wavelength shifting fibers that are read out
with Silicon photomultipliers (SiPMs). The CRV surrounds the DS on 3 sides
(Figure 2.16) and extends up to the midpoint of the TS. The Veto signal is pro-
duced by the coincidence of adjacent counters in different layers. In the region of
the muon stopping target the Cosmic Ray Veto is 99.99% efficient.

Figure 2.16: View of the Cosmic Ray Veto.

Approximately one conversion-like event per day from cosmic-ray muons is ex-
pected: the cosmic ray veto is expected to reduce that rate to 0.10 events during
the entire running period. The passive shielding, between the CRV and the DS,
has been designed in order to minimize the CRV dead time, generated by the in-
tense neutron flux, coming primarily from the muon stopping target. Most of the
neutrons have kinetic energies below 10 MeV, with the most probable energy at 1
MeV. Recent studies [1] show that the rate in the counters comes primarily from
gammas that are produced from neutron capture on hydrogen. Passive shielding
outside the TS and DS moderates and capture most of the neutrons. The magni-
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tude and pattern of energy deposition in multiple layers of scintillator is expected
to be different for neutrons and muons, and therefore false veto signals from neu-
trons can be redued to an aceptable level.
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Chapter 3

The calorimeter

3.1 Requirements

The Mu2e calorimeter has been designed to satisfy the following requirements [1]:

• energy resolution ' O(5%) @ 100 MeV;

• time resolution better than 500 ps @ 100 MeV;

• shower apex spatial resolution ' 1 cm @ 100 MeV;

• radiation hardness for an expected dose of about 10 krad/year and a neutron
flux of about 1010 neutrons 1 MeV-equivalent/cm2/year;

• efficiency in vacuum (10−4 Tor) and in magnetic field (1 Tesla);

The calorimeter is able to provide:

• seeding of the pattern recognition in the track reconstruction;

• particle identification capabilities;

• an independent trigger to measure and monitor the track reconstruction ef-
ficiency.

The first two points are extensively discussed in chapters 5 and 7. The calorimeter-
based trigger is presented in chapter 3.7.
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3.2 Design

The calorimeter consists of two disks whose dimensions were optimized to max-
imize the acceptance for CEs. Figure 3.1 shows the two identical disks with an
inner (outer) radius of 35.1 (66) cm and a relative distance of 75 cm, correspond-
ing to ∼ 1

2 pitch of the helical CE trajectory. Each disk is composed of ∼ 930
square scintillating crystals 20 × 3.3 × 3.3 cm3.

Figure 3.1: Calorimeter design.

3.3 Crystal choice

In the Conceptual Design Report [37] the calorimeter baseline choice was based
on LYSO crystals. Since then, an extensive R&D program has been carried out to
study this option [38, 39]. Unfortunately, the large increase in price of Lu2O3 salt
over the past years made the cost of a LYSO calorimeter unaffordable. Table 3.1
compares properties of LYSO with those of two crystals taken into consideration,
i.e. BaF2 and undoped CsI. Both crystals very similar properties in terms of light
yiels and radiation length. BaF2 needs to be coupled with a photosensor able to
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Crystal BaF2 LYSO CsI
Density [g/cm3] 4.89 7.28 4.51
Radiation length [cm] X0 2.03 1.14 1.86
Molière radius [cm] Rm 3.10 2.07 3.57
Interaction length [cm] 30.7 20.9 39.3
dE/dx [MeV/cm] 6.5 10.0 5.56
Refractive Index at λmax 1.50 1.82 1.95
Peak luminescence [nm] 220, 300 402 310
Decay time τ [ns] 0.9, 650 40 16
Light yield (compared to NaI(TI)) [%] 4.1, 3.6 85 3.6
Light yield variation with 0.1, -1.9 -0.2 -1.4
temperature [%/◦C]
Hygroscopicity Slight None Slight

Table 3.1: Properties of the studied crystals.

suppress the slow component of the emission spectrum. Absence of a “solar-
blind” photosensor made this option unaffordable. So CsI has been selcted has
the final choice.

Undoped CsI has an emission spectrum [40] (Figure 3.2) characterized by: a fast
emission peak at 315 nm with a time structure composed of two decay compo-
nents at 16 and 35 ns, and a slow emission with a decay time of ∼ 1µs that pro-
duces a continuous emission spectrum in the wavelength region of 380-600 nm. It
has been reported [41] that the intensity of the slow emission can be reduced via
thermal annealing.

To study the optical properties of CsI, samples 23 × 2.9 × 2.9, or 30 × 5 ×
5 cm3, from different vendors have been tested [1] using a UV-sensitive photo-
multiplier tube (PMT) R2059 [42]. Figure 3.3 shows on the left side the weighted
longitudinal transmittance (EWLT) of the CsI, defined as

EWLT =

∫
LT(λ)Em(λ)dλ∫

Em(λ)dλ

where LT(λ) is the light transmittance and Em(λ) is the emission spectrum. The
corresponding EWLT at the emission peak is below 50%. The light output (LO),
defined as the number of photoelectrons produced per MeV deposited in the crys-
tal, and the longitudinal response uniformity (LRU) measurements were carried
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Figure 3.2: Undoped CsI emission spectrum.

out by illuminating crystals along the axis with a 22Na source. One of the 511 keV
annihilation photons was used as a tag to clean the spectrum. Figure 3.3 shows on

Figure 3.3: CsI EWLT (left) and LO (right).

the right the LO as a function of the ADC integration time (the crystal was read
from both ends). The dependence of the response on the integration time is well
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described by the function:

LO(t) = A0 + A1(1 − exp(−t/τ)) ,

where A0 and A1 are the LO of the slow and fast component respectively, and τ
is the decay time of the fast component. Fit results show that the slow component
is negligible. The LRU has been studied by measuring the LO along the axis: the

Figure 3.4: CsI LRU measured from both ends.

corresponding data (Figure 3.4) were well fit to a line. CsI shows a LO increment
of about 7% toward the side closer to the readout.
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3.4 Photosensor choice

For the CsI crystals, the proposed photosensor is a TSV-SPL MPPC from Hama-
matsu [43]. Blue markers in Figure 3.5 show its photo-detection efficiency (PDE)
compared to other similar devices [43, 44]. In the UV range 250-350 nm, where
the CsI emission spectrum peaks, the PDE of this UV-enhanced MPPC ranges be-
tween 30 − 40%, which is a factor of about 6 better than a standard MPPC from
Hamamatsu [44]. Signals from the anodes of the MPPC are serialized, and the

Figure 3.5: PDE versus wavelength for several model of MPPC.

resulting signal is passed to a custom board that performs the shaping and the
amplification of the signal. Data are then digitized and serialized with the 12 bit,
250 MHZ waveform digitizer custom-boards [1]. All boards are linked in a daisy
chain via optical fibers to send the data to data-acquisition servers located outside
the Detector Solenoid.
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3.5 Radiation hardness

Charged particles, photons, and neutrons affects crystals and of the readout elec-
tronics performance. Scintillating crystals change their properties due to absorbed
dose through the formation of color centers, which affect light transmittance and,
potentially, the LRU. A detailed simulation of the expected background has been
performed, including all expected radiation sources:

• the contribution from the beam flash;

• DIO electrons;

• neutrons, protons and photons produced in the stopping target via nuclear
capture;

• particles produced by muons stopped outside the Al stopping target (OOT).

3.5.1 Dose

The expected dose by the calorimeter disks is 20 krad/year in the inner rings (ra-
dius smaller than 38 cm) and about 3 krad/year in the outer one. The distribution
of the crystal dose as a function of the radius is shown in Figure 3.6; the dose is
dominated by the contribution of the beam flash, with a smaller component from
DIO for the inner crystal rings. Other sources are almost negligible. Under ir-
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Figure 3.6: Dose in the front (left) and back (right) disk as a function of the radial
distance from the DS axis.

radiation, the scintillating properties of CsI degrade. Figure 3.7 shows how the
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EWLT and the LO vary for CsI as a function of the integrated dose. Up to 10

Figure 3.7: EWLT and LO as a function of the irradiated dose for undoped CsI.

krad, which is the dose/year expected in the inner most rings of the calorimeter
(Radius < 38 cm), undoped CsI shows a drop of few percentages in the LO and
the EWLT.

3.5.2 Neutron flux

In neutron interactions, the energy is primarily deposited by non-ionizing pro-
cesses, resulting in displacement damage from atoms displaced from their posi-
tion in the lattice structure. For neutron energies between 50 keV and 14 MeV, the
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neutron-matter interaction mainly proceeds through neutron-neutron elastic scat-
tering (n,n), or inelastic neutron-neutron scattering (n,n’), neutron-proton (n, p)
and neutron-alpha (n,α) interactions. About half of the neutron energy is trans-
ferred to the nucleus (detailed calculations are given in Ref. [45]). The displace-
ment damage induced by neutrons in Si based devices is usually normalized to
the damage induced by 1 MeV neutrons, referred to as “1 MeV equivalent dam-
age” [46]. Figure 3.8 shows the equivalent damage induced by neutron interac-
tions as a function of their kinetic energy. The neutron flux at the front face of

[Radiation Hardness Tests of SiPMs for the JLab Hall D Barrel Calorimeter, NIM A 54860]
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Figure 3.8: Equivalent damage versus neutron kinetic energy.

each disk is shown in Figure 3.9. The neutron flux at the front face of the first disk
is fairly uniform and on average is φn ∼ 2 · 1011 neutrons/cm2/year. In the second
disk, the neutron flux peaks in the inner region at about 1011 neutrons/cm2/year,
because is not shielded by the first disk, and goes down to 4·1010 neutrons/cm2/year
in the outer part, due to the shielding effect provided by the first disk. The number
of neutrons absorbed by the crystals is easily obtained by taking the difference of
the φn from these plots, which is of about ∼ 1011 neutrons/cm2/year.
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Figure 3.9: Neutron flux (φn) as a function of the radial position at the front face
of the first (left) and second (right) disk. Background sources representing less
than 1% of the total flux are not shown.

The 1 MeV-equivalent neutron flux in the back side of each disk, where the photo-
sensors and the front end electronics are located, is obtained weighting the neutron
flux using the damage curve shown in Figure 3.8. The 1 MeV-equivalent neutron
flux as a function of the radial position is shown in Figure 3.10. The average
flux is at the level of ∼ 3 · 1010 (∼ 1010) neutrons 1-MeV equivalent/cm2/year
for the front (back) disks, and rises up to ∼ 9 · 1010 (∼ 3 · 1010) neutrons 1-MeV
equivalent/cm2/year for the innermost crystals.
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Figure 3.10: 1 MeV-equivalent neutron flux as a function of the radial position at
the back face of the front (left) and back (right) disk. The backgrounds represent-
ing less than 1% of the total flux are not drawn

Recent studies [47] showed how optical properties of CsI change as a function of
the neutron flux. Tests have been performed using 252Cf sources to irradiate CsI
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crystals. Figure 3.11 shows negligible variations in the EWLT and the LO up to
1011 neutrons/cm2.

Figure 3.11: EWLT (left) and LO (right) as a function of the neutron flux.

3.6 Calibration system

A liquid radioactive source (FluorinertTM) is used to provide an absolute energy
scale and the equalization in response of the crystals. This liquid source circu-
lates through aluminum pipes on both disks surface, and is activated by a neutron
source, producing the following decay chain:

19F + n → 16N + α
16N → 16O∗ + β− + ν̄e (τ1/2 = 7s)

16O∗ → 16O + γ(6.13 MeV)

The liquid source circuit, represented in Figure 3.12, consists of 12 Al pipes, 0.5
mm thick, with a diameter of 3/8 inches and a length which ranges from 1.5 to
1.7 m. The selected geometry allows to have an uniform illumination of the disk
with variation in the intensity less then 5% [48]. Figure 3.13 shows the calorimeter

42



Figure 3.12: Liquid source circuit scheme.

energy response to these photons, where the large peak results from the sum of the
full absorption peak, of the escape peaks at 5.62 and 5.11 MeV and the Compton
spectrum.

The change in the crystal optical transmittance and photosensor gains is monitored
continuously by a laser system, following a scheme similar to the one used for
CMS [49]; each crystal is illuminated by UV light irradiated from the back of
each crystal via fused silica optical fibers [1]. A reference monitor station based
on PIN diodes is used to control the variation in the laser source intensity. The
basic scheme of the laser system is shown in Figure 3.14.
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Figure 3.13: Energy spectrum for a crystal irradiated with 6.13 MeV photons
from an 16O∗ source.

Figure 3.14: Laser system scheme.
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3.7 Simulation of the calorimeter performance

Calorimeter performance has been studied using Monte Carlo simulations. Event
simulation proceeds in several steps. The interaction of the incident particle with
the crystals is first simulated by GEANT4 [50], then the energy deposition is con-
verted into optical photons, taking into account fluctuations of the photo-statistics.
Pulse shapes are then simulated in the following ways. First hits are grouped in
a fixed time window, next the waveform, measured during experimental tests, is
applied for each group of hits, and summed them up. The generated pulses are
then processed for reconstructing the time and the energy. Time is reconstructed
by performing a fit of the leading edge with an analytic function, while energy
is reconstructed by integrating the pulse (detailed description of both algorithms
is reported in the next chapter). Calorimeter clusters are finally reconstructed by
means of a dedicated algorithm described in the next section.

3.7.1 Cluster reconstruction

The clustering algorithm starts by taking the crystal with the largest reconstructed
energy as a seed, and adding one by one crystals that satisfies the following re-
quirements:

• have a common side with the crystals already included;

• have reconstructed time within ± 10 ns from the seed crystal time;

• have reconstructed energy 3 times larger than the expected electronic noise.

3.7.2 Energy resolution

The energy resolution has been estimated by simulating µ−N→ e−N conversion
electrons (E=104.97 MeV) together with the expected background. Figure 3.15
shows the distribution in energy residuals between the reconstructed cluster en-
ergy (E) and the Monte Carlo (EMC). The distribution shows an higher left tail due
to the leakage. The energy resolution has been estimated with FWHM/2.35 of the
distribution, which is of about 5 MeV.
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Figure 3.15: Distribution in energy residuals between the reconstructed cluster
energy and the Monte Carlo value.

3.7.3 Coordinate resolution

The cluster position is necessary to match the reconstructed tracks with the calorime-
ter cluster. These coordinates are obtained using the linear energy weighted mean.
The coordinate resolution has been estimated by simulating µ−N→ e−N conversion
electrons together with the expected background. Figure 3.16 shows the distribu-
tions in track-cluster position residuals. A Gaussian fit of the distribution shows a
sigma of about 1.4 cm along the x and y directions. The track extrapolation resolu-
tion on the calorimeter is of about 4 mm [1], so these plots represent a reasonable
estimate of the expected cluster coordinate resolution.
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Figure 3.16: Distribution in position residuals along the x (left) and y (right)
directions between the reconstructed cluster position and the track position ex-
trapolated to the calorimeter.

3.7.4 Time resolution

As already mentioned, the simulation of the digitization process has been mod-
eled using as input the waveform acquired with an experimental test setup. The
cluster time has been defined as the linear energy weighted time of all the crystals
belonging to the cluster. The time resolution has been estimated by simulating
µ−N→ e−N conversion electrons. Figure 3.17 shows the time residuals between
the reconstructed cluster time and the Monte Carlo truth. A Gaussian fit to this
distribution shows that the expected time resolution is of about 110 ps.

3.7.5 Calorimeter trigger

Calorimeter data are processed by the data-acquisiton (DAQ) servers, and can be
used to provide a trigger completely independent from the tracker. The trigger
algorithm relies on an energy threshold on the reconstructed cluster energy. Effi-
ciency and performance of the trigger have been studied using simulated µ−N→ e−N events,
including the expected background coming from nuclear capture processes, and
from the beam interactions with the stopping target. Figure 3.18 shows on top the
corresponding DAQ rate as a function of the energy threshold, and on the bottom
the DAQ rate as a function of the CE efficiency for several trigger energy thresh-
olds. With a trigger threshold of 70 MeV the DAQ rate is lowered down from 590
(trigger-less configuration [1]) to 60 kHz, while keeping the efficiency on the CE
higher than 90%.
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Figure 3.17: Distribution in time residuals between the reconstructed cluster time
(t) and the Monte Carlo truth (tMC).

The calorimeter trigger is important also to select samples of events independently
from the track reconstruction algorithm, which can be used for measuring the track
reconstruction efficiency.
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Figure 3.18: DAQ rate versus the trigger energy threshold (top) and the DAQ rate
versus the CE efficiency for some trigger thresholds (bottom).
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Chapter 4

Calorimeter prototype test

As discussed in the previous chapter, the Mu2e calorimeter is required to have
a time resolution better than 0.5 ns for CEs. To demonstrate that a CsI based
calorimeter satisfies this requirement, a dedicated beam test was set up during
April 2015 at the Beam Test Facility in Frascati (Italy) [51]. Time and energy
measurements have been performed using a low energy electron beam, in the en-
ergy range [80,120] MeV.

The photostatistics of the fast CsI component produces about 2000 optical pho-
tons per MeV; therefore in the energy range around 100 MeV photostatistics may
be a major factor limiting the energy and time resolution. However, time resolu-
tions better than 1 ns have been reported in the literature, see for example [52].
Recently, time resolution better than 0.5 ns was measured with the undoped CsI
calorimeter at 100 MeV using the PMT-based readout combined with the signal
waveform digitization at 125 MHz [53].

In this chapter a complete description of the beam test analysis is presented and
discussed.

4.1 Experimental setup

The calorimeter prototype consisted of nine 3 × 3 × 20 cm3 undoped CsI crystals
wrapped into 150 µm of Tyvek®, and arranged into a 3×3 matrix. Out of the nine
crystals, two were produced by Filar OptoMaterials [54], while the remaining 7
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came from ISMA [55]. Each crystal was previously tested with a 22Na source to
determine the LO and the LRU. All crystals showed acceptable properties:

• LO: about 90 pe/MeV, when read out with a UV-extended PMT R2059 by
Hamamatsu [42] coupled through an air gap;

• LRU: LO variation at both ends of the crystals was smaller than 0.6%/cm.

Each crystal has been coupled to a large area 9× 9 mm2 MPPC-TSV from Hama-
matsu [43] by means of the Rhodorsil 7 silicon paste [56]. The operating voltage
was set at 55 V, about 3 V above the breakdown voltage, corresponding to an av-
erage gain of 1.3×106 and a PDE of about 35−40% at 300 nm [43]. An MPPC is
an array of single Silicon Photomultiplier (SiPM) and each of them has an anode.
To get a single pulse from of several anodes, a front-end electronics (FEE) board
has been used for each MPPC. The FEE provides a single pulse amplified by a
factor 8.

The coincidence of the signals from two 5×1×2 cm3 plastic scintillating counters,
crossed at 90 deg, was used for triggering the incoming beam. Figure 4.1 shows
the positioning of the beam counters with respect to the prototype. In addition,
another coincidence of the signals from two 10× 30× 4 cm3 scintillating counters
was used to provide a cosmic ray trigger. Figure 4.2 shows the orientation of the
cosmic ray counters with respect to the prototype.

Photosensors signals coming from the crystals and the scintillating counters were
read out with the 12 bit, 250 MHz waveform digitizer boards V1720 from CAEN [57].

Coincidences of each pair of signals from the scintillating counters, one triggering
the beam and the other for the cosmic rays, were used for triggering the data
acquisition system.
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Figure 4.1: The CsI calorimeter prototype with the crossed trigger scintillating
counters in front of it.

Two configurations schematically shown in Figure 4.3 were studied during the
test:

1. beam at 0 deg with respect to the prototype front face, defined as the side
opposite to the photosensors;

2. beam at 50 deg with respect to the prototype surface.

Figure 4.4 shows the system of reference adopted for the numbering.
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Figure 4.2: Cosmic ray counter orientation.

Figure 4.3: Beam test configurations: beam normal to the prototype front face
(left) and beam at 50 deg with respect to the normal of the prototype surface
(right).
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Figure 4.4: Crystal indexing.

4.2 Charge and time reconstruction

A waveform sampling-based readout allows to design deadtime-less data acquisi-
tion system, and is more and more widely used in particle and medical physics.
In addition, this kind of system allows a more accurate analysis of the signals,
which can be helpful to solve typical problem of high intensity experiments, like
the pile-up.

The total charge and the time of the detected pulse were determined from the dig-
itized waveform as follows. The signal time has been determined by fitting the
leading edge of the waveform with an analytic function, and defining the pulse
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time based on the fit results. Assuming a constant pulse shape, the best accuracy
can be achieved by setting the signal time with a threshold fixed at a constant frac-
tion of the pulse height. Pivotal for this procedure, usually called digital constant
fraction (DCF), are the choices of: fit function, fit range, and threshold. Several
parametrizations were tested, like: single and double exponential functions, their
integrals over the sampling units, exponential functions convoluted with a Gaus-
sian, log-Normal function exp(−(ln x − µ)2/2σ2), and several others. For each
case, a scan over the DCF threshold and the fit range has been performed. The
best result was obtained with the asymmetric log-Normal function [58] defined
as:

f (t) = N exp

− ln2
[
1 − η(t − tp)/σ

]
2s2

0

−
s2

0

2

 η
√

2πσs0

, (4.1)

where N is the normalization parameter, tp is the position of the peak,σ= FWHM/2.35,
η is the asymmetry parameter, and s0 can be written as

s0 =
2
ξ

arcsinh
(
ηξ

2

)
, ξ = 2.35 .

This can be understood, as the asymmetric log-Normal function captures several
important features of the electronic pulse, like start of the pulse development at
a finite time t = tp + σ/η, exponential growth at a very early stage of the pulse
development, and presence of the pulse maximum.

The charge was estimated by numerical integration of the waveform; two time
windows of 400 ns were used as integration gates in order to guarantee the full
integration of the signals from the CsI crystals. The first gate was used to esti-
mate the pedestal Qped at early time, where no pulse is present, and the second
gate, around the signal peak, was used to integrate the signal charge Qsignal. The
reconstructed charge was then defined as Qreco = Qsignal − Qped.
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Scintillating counter waveforms

In the beam test scintillating counters had signals with a very steep leading edge,
about 15 ns (2-3 samples), and a total width less than 100 ns. Since the asymmetric
log-Normal is defined by 4 parameters, the necessary fit range exceeds 15 ns. The
lower edge of the fit was set at the first sample where the signal exceeds 5 mV,
while the upper edge was set 16 ns after the peak. Figure 4.5 shows an example
of a typical signal fit.

Figure 4.5: Fit of a scintillating counter waveform using a log-Normal function.
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This procedure was checked looking the distribution in number of degrees of free-
dom (NDOF ) and χ2/NDOF . The distributions in NDOF in Figure 4.6, shows that
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Figure 4.6: Distribution in NDOF for the two scintillating counters.

the selected range provides more than 8 samples to perform the fit.
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The χ2/NDOF distribution, see Figure 4.7, shows that the error set to the points
has been underestimated, because the mean of the χ2/NDOF distributions is larger
than 1. Presence of systematic effects has been investigated also looking at the
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Figure 4.7: χ2/NDOF distribution.

distribution of the reconstructed time within the digitized sample (∆tedge). Fig-
ure 4.8 shows the distributions in ∆tedge for both scintillating counters. Fit results
of these distributions to a constant show that they are reasonably flat.
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Figure 4.8: Distribution in time residuals between the reconstructed scintillating
counter time (treco) and the edge of the corresponding digitized sample. Red line
shows the fit result to a constant.

CsI crystal waveforms

Waveforms corresponding to signals from the CsI crystals have the leading edge
of about 25 ns, and a total width of about 300 ns. The width of the leading edge
allows to perform the fit only on this part of the signal. The fit range has been
defined as follows; the lower limit was set at the first time sample where the pulse
exceeds 0.5% of the pulse maximum, while the upper limit - at the first time
sample where the pulse exceeds 85% of the pulse maximum. The DCF threshold,
used to determine the reconstructed time, has been optimized using the data taken
with a 80 MeV electron beam at 0o incidence angle.
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Figure 4.9: Time resolution using 80 MeV electron beam as a function of the DCF
threshold.

Figure 4.9 shows that for the thresholds in the range 2% - 10% of the maximal
pulse height, the time resolution is stable within 10%. So the DCF threshold has
been set to 5% of the maximum pulse height. Figure 4.10 shows as an example,
the fit results for a large and a small pulse.
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Figure 4.10: Example of waveform fit for a large (left) and a small (right) pulse.

Figure 4.11 shows that the χ2/NDOF distribution looks normal. The distribution in
NDOF , see Figure 4.11, shows that, for CsI pulses, the selected fit range includes
7-8 points.
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Figure 4.11: χ2/NDOF distribution (left) and distribution in NDOF (right).
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Important note is that the distribution in ∆tedge in Figure 4.12 is flat and does not
show any significant systematic effect.
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Figure 4.12: Distribution of the reconstructed time of the CsI pulses within their
respectively digitized sample. Red line shows the fit result to a constant.
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4.3 Analysis selection

Events with a single beam particle, within the integration gate, were selected re-
quiring:

1. Energy deposition in the beam counters consistent with the single particle.

2. Pulse shape discrimination on the waveforms from the CsI crystals, to dis-
card events with one or more channels saturated because of pileup.
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Figure 4.13: Scatter plot of the reconstructed charges in the two scintillation coun-
ters used for triggering the beam.
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Figure 4.13 shows the scatter plot of the charges reconstructed in the beam coun-
ters, Q1 and Q2. The cuts applied for selecting the single particle events are the
following: Q1 ∈ [30, 50] pC and Q2 ∈ [50, 80] pC. However, this selection was
not sufficient to discard events with more than 1 electron. Figures 4.14 show two
examples of saturated signals in events surviving the scintillating counter selec-
tion. For that reason, an additional selection has been made using a discriminator

Figure 4.14: Saturated signals read out by the channel (0, 0). Red lines show the
fit result used for the time reconstruction.

variable, psd, defined as follows:

psd =

∫ b

a
Waveform

Total waveform charge
,

where a and b are respectively the time samples at 1% of the maximum pulse
height on the leading edge, and 90% of the maximum pulse height on the trailing
edge. Figure 4.15 shows, as an example, the distribution in psd as a function of
the reconstructed charge for the channel (0, 0). The psd cut has been set at 0.36.
Discrimination with the psd variable allows its use at any beam energy without
changing the cut value.
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Figure 4.15: Pulse shape discriminator variable versus the reconstructed charge.

4.4 Calibration

Response of the prototype channels was equalized performing runs with a 80 MeV
beam at 0 deg centered on each crystal. Figure 4.16 shows the charge distributions
of the scanned crystals resulting from the equalization runs. The peak positions,
determined from the asymmetric log-normal fit to the charge distributions, were
used to equalize the crystal response. The resulting equalization factors were
within [0.93, 1.02]. The calibration of the global energy scale has been performed
using the beam at 0 deg in the energy range [80, 120] MeV, varying the energy
with 10 MeV step. An additional point at E ∼ 20 MeV was included using the
cosmic ray data (a detailed description of the cosmic ray selection follows in sec-
tion 4.5.3). The global energy scale has been determined comparing data with
the results obtained by means of a GEANT4 [50]-based Monte Carlo simulation.
Figure 4.17 shows a linear fit to these points.

The equalization runs were also used to determine the time walk corrections of
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Figure 4.16: Distribution in charge (given in pC) from the calibration runs for all
the calorimeter channels.

the prototype channels. A reference time tscint was set as the average of the beam
counter reconstructed times (tscint:1,2): tscint = (tscint:1 + tscint:2)/2. Figure 4.18 shows
that for the beam energies in the range [80, 120] MeV, the jitter of tscint, defined
as the standard deviation of its distribution in each run, is of about 100 ps, with
fluctuations smaller than 4%. The time of each channel (i, j), has been defined
as:

t(i, j)corr = t(i, j) − tscint ,

where t(i, j) is the time reconstructed in the crystal (i, j). Figure 4.19 shows the
correlation between t(i, j)corr and the reconstructed charge for the prototype chan-
nels. Distributions in the same Figure show a charge dependence of t(i, j)corr that
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Figure 4.17: Reconstructed total charge of the prototype in the calibration runs
(Edata) versus the expected prototype energy deposition from the Monte Carlo sim-
ulation (EMC).
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Figure 4.18: Jitter of tscint = (tscint:1 + tscint:2)/2 versus the beam energy.

is well described by the following function:

f(Q) = p0 + p1/
√

Q ,
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Figure 4.19: t(i, j)corr versus channel charge Q (i,j). Distributions are fit to: f(Q) =

p0 + p1/
√

Q

where p0 and p1 are free parameters. For signals with charge Q > 1000 pC (∼ 20
MeV), the corrections stay within 0.5 ns. Using the fit results, another correction
on tcorr was made, defining tcrystal as follows:

tcrystal(i, j) = tcorr(i, j) − p0(i, j) − p1(i, j)/
√

Q(i, j) .
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Investigating other possible sources of systematic effects, a dependence of tcrystal

on the waveform rise time was identified. Figure 4.20 shows the correlation be-
tween the rise time and the reconstructed charge. To reduce the impact of the

Figure 4.20: Pulse rise time versus reconstructed charge. tpeak is the pulse peak
time, derived from the log-normal fit. The red line indicates the 10 MeV equiva-
lent threshold.

changing pulse shape on the reconstructed times, a threshold at 10 MeV was made
on the crystal signals used for the time resolution studies.
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4.5 Measurement of the time resolution

The time resolution has been measured using three different techniques:

1. using only the crystal with the largest energy deposition;

2. using the energy-weighted mean time of all crystals in the matrix:

t =
∑

i,j

(tcrystal(i,j) · Ei,j)/Etot, Etot =
∑

i,j

Ei,j

3. using two neighboring crystals with similar energy deposition.

The first two techniques require an external time reference tscint. No reference is
needed for the third one. Methods 1 and 2 were used with both beam configura-
tions: at 0 deg and 50 deg. Method 3 was used only on the runs with the beam at
50 deg.

4.5.1 Beam incidence at 0 deg

The configuration at 0 deg represents the simplest one from the point of view
of the analysis, providing an helpful handle for the development of the time re-
construction method. However it has been noted that the expected average CE
incidence angle is quite different - about 50 deg, as shown in Figure 4.21.
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Figure 4.21: Distribution in impact angle θimp on the calorimeter for reconstructed
CE tracks in the Mu2e experiment.

The time resolution (σt) has been measured for the beam energies in the range [80,
120] MeV, with 10 MeV step and the beam focused in the center of the crystal (1,
1). Figure 4.22 shows the time resolution resulting from Method 1 as a function
of the energy deposited in the crystal with the tscint jitter (about 100 ps) subtracted
in quadrature. The time resolution ranges from 130 ps at 46 MeV, to 110 ps at 69
MeV.
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Figure 4.22: Time resolution using the most energetic crystal versus the mean
energy deposited in the crystal with the tscint jitter subtracted in quadrature.

Figure 4.23 shows the time resolution determined with Method 2 as a function of
the mean cluster energy. Figure 4.24-left shows the mean number of crystals used
in the Method 2, as a function of the beam energy. As an example, Figure 4.24-
right shows the distribution in number of crystals above 10 MeV for the run at 100
MeV. With the beam at 0 deg, the second method, in most of the cases, uses only
one or two crystals.
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Figure 4.23: Time resolution using the energy weighted mean versus the mean
cluster energy with the tscint jitter subtracted in quadrature.
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Figure 4.24: Left: mean number of crystals above 10 MeV versus the beam en-
ergy. Right: occupancy distribution, with a threshold at 10 MeV, in the run with
beam energy at 100 MeV.
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4.5.2 Beam incidence at 50 deg

With the prototype rotated by 50 deg, data was taken in three different beam im-
pact points, as shown in Figure 4.25:

1 on the edge of the crystal (1, 0);

2 7.7 mm from the edge;

3 15.4 mm from the edge.

Figure 4.25: Impinging beam positions used in the run with the beam at 50 deg
incidence angle. Distance between the impinging points is of about 7.7 mm.

Figure 4.26 shows the time resolution resulting from Method 1 measured in the
three runs, with the tscint jitter subtracted in quadrature. Subtracting the tscint jitter,
the time resolution is of about 160 ps. Measurements at different beam positions
are consistent within 10-15 ps.
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Figure 4.26: Time resolution using the most energetic crystal versus the mean
energy deposited in the crystal with the tscint jitter subtracted in quadrature.

Figure 4.27 shows the time resolution resulting from Method 2. The mean cluster
energy is close to 60 MeV, and the resulting time resolution is of about 140 ps.
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Figure 4.27: Time resolution using the energy weighted mean versus the mean
cluster energy with the tscint jitter subtracted in quadrature.

Figure 4.28 shows the distribution in number of crystals above 10 MeV for the
configuration with the beam focused on the edge of the prototype (red arrow on
Figure 4.25).
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Figure 4.28: Distribution in number of crystals with energy above 10 MeV for the
run with 100 MeV beam impinging in the prototype edge.

All data taken with the tilted configuration were combined to apply Method 3,
and crystals (1, 1) and (1, 0) were used. Figure 4.29 shows the distribution in the
reconstructed energy ratio between the two selected crystals.
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Figure 4.29: Distribution in reconstructed energy ratio between crystals (1,0) and
(1,1).

To select the events, their energy ratio E1,1/E1,0 was required to be: 0.8 < E1,1/E1,0 <
1.2. Figure 4.30 shows the distribution in time residuals between tcrystal(1,1) and
tcrystal(1,0). The sigma resulting from a Gaussian fit to the distribution is 282 ps. So,
assuming the time resolutions of the two channels are the same, the single channel
time resolution is σt = 283/

√
2 = 200 ps.
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Figure 4.30: Time residuals between channels (1, 0) and (1, 1).

One can expect the resolution measured with this technique to vary as a function of
the energy ratio cut. Figure 4.31 shows the dependence of the time resolution with
respect to both: the energy ratio cut, and the mean energy deposited in the crystal
(1, 1) for each selection. Results shown in Figure 4.31 includes a systematic
error evaluated varying the fit range of the Gaussian fit used to derive the time
resolution. The result reflects the physics expectation; as the cut in the energy
ratio gets loose, the time resolution deteriorates because of the contribution of the
lower energy crystal.
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Figure 4.31: Left: time resolution as a function of the charge ratio cut. Right:
mean energy deposited in the central crystal as a function of the charge ratio cut.

To cross check the result obtained with this technique, Method 1 has been used
to measure the time resolution for the same events. Figure 4.32 shows the time
residual between tcrystal(1,1) and tscint. Subtracting in quadrature the tscint jitter results
in a time resolution of about 200 ps, which is compatible with the result from
Method 3.
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Figure 4.32: Time residuals between tcrystal(1,1) and tscint.

4.5.3 Cosmic rays

As Minimum-Ionizing Particles (MIP) crossing 3 cm of CsI crystal, on average,
deposit about 20 MeV of energy, cosmic muons allow to measure the time reso-
lution at fairly low energies. Only events where the cosmic ray was crossing the
central column of the prototype have been selected, and the “neighboring crystals”
technique was used to measure the time resolution. This procedure, however, in-
cludes an additional fluctuation due to the jitter in the path length of the muons
crossing multiple crystals at different angles.

The cosmic event selection requires a reconstructed energy above 5 MeV for each
of the crystals in the central column, and less than 5 MeV of deposited energy
for each of the other 6 crystals. Figure 4.33 shows the energy distribution of all
crystals after the selection.
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Figure 4.33: Energy distributions in crystals of the prototype for events passing
the cosmic selection. Distributions are arranged as described in Figure 4.4

The energy response of the calorimeter prototype to the MIP has been compared
with the Monte Carlo. Figure 4.34 and Figure 4.35 show respectively the energy
distributions for crystals in the central column and the distribution in the total
energy deposited in the central column for data overlaid with the Monte Carlo.
Both figures show a good agreement between data and Monte Carlo.
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Figure 4.34: Energy distributions for the crystals in the central column overlaid
with the Monte Carlo, after the column selection has been made.

With a total of three crystals in the central column, there are two independent pairs
of neighboring crystals – (2, 1)-(1, 1) and (1, 1)-(0, 1) – that were used to measure
the time resolution with Method 3. Figure 4.36 shows the time residuals for the
two pairs. The time resolution has been quoted using the average of the sigma
resulting from the fit of the two previous residuals distribution to a Gaussian, and
assuming the resolution in all channels to be the same: σt ∼ 250 ps.
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Figure 4.35: Sum of the reconstructed crystal energies in the central column, after
the column selection has been made.
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Figure 4.36: Distributions in time residuals between crystals (1,1) and (2,1) (left)
and crystals (1,1) and (0,1) (right).

Discussion of the results

Three different techniques have been used to determine the time resolution of the
undoped CsI calorimeter prototype in different geometrical configurations. All
results plotted versus energy are shown in Figure 4.37.
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The first observation is that the time resolution measured using Method 3 (red
markers) is compatible with the measurement resulting from Method 1 on the
same sample (open triangles).

Furthermore, in the same energy range, the time resolution using Method 2 is
slightly worse when the beam impacts at 50 deg (violet triangles). Fluctuations
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Figure 4.37: Time resolution summary plot.

of the shower development could result in additional time jitter between the sig-
nals from different crystals, and might be, partially responsible for this discrep-
ancy.

4.5.4 Time resolution without using time walk corrections

The results discussed in the previous paragraphs used the time walk corrections.
In order to quantify importance of these corrections, in Figure 4.38 the time res-
olutions determined using Method 1, with and without the time walk corrections,
are compared. For the case with the beam incidence angle of 50 deg, ignoring the
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Figure 4.38: Time resolution from Method 1 with and without time walk correc-
tions.

time walk corrections adds a term σwalk ' 120 ps in quadrature to the time reso-
lution . As for µ−N→ e−N conversion electrons the mean angle of incidence in
the calorimeter is 50 deg, even without the time walk corrections, one can expect
the time resolution for 100 MeV electrons to be close to the measured σt = 200
ps.
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4.6 Measurement of the energy resolution

The tested calorimeter prototype has dimension of 9 × 9 × 20 cm3 that, in “natu-
ral shower units”, corresponds to ∼ (1.3 RMoliere)2 × ∼ 10 Xo. Due to the small
dimensions, the transverse and longitudinal leakages impact significantly in the
energy response. The primary goal of the energy resolution measurement is there-
fore not to establish the absolute number - for a large prototype it should be better,
but to provide a comparison between data and Monte Carlo. Energy resolution
has been measured for both 0 and 50 deg beam incidence angles.

4.6.1 Beam incidence at 0 deg

The prototype energy response has been studied using the electron beam in the
energy range of [80, 120] MeV with 10 MeV steps. Figure 4.39 shows the distri-
bution in the total energy deposition obtained from data compared with the Monte
Carlo. Figure 4.40 shows the measured energy resolution as a function of the total
energy reconstructed in the prototype, with the simulation results superimposed.
Within the uncertainties, data and Monte Carlo distributions are in agreement.
The measured energy resolution varies from 7.4% to 6.5% in the energy range
[70, 102] MeV.
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Figure 4.39: Distribution in energy obtained from the data from data overlaid with
the Monte Carlo for the following beam energies: 80 (top-left), 90 (top-right), 100
(middle-left), 110 (middle-right) and 120 (bottom) MeV.
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Figure 4.40: Energy resolution obtained from the data (black) compared with the
Monte Carlo (red).

4.6.2 Beam incidence at 50 deg

For the data taken at 50 deg beam incident angle, the energy response of each indi-
vidual crystal has been compared to the Monte Carlo simulation. As an example,
Figure 4.41 shows the comparison between data and Monte Carlo for the config-
uration with the beam focused on the prototype edge (red arrow on Figure 4.25).
Distributions in the central row of the same figure show a discrepancy at a level
below 15%. Potential sources of this discrepancy could be different Moliére radius
in the Monte Carlo.
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Figure 4.41: Energy response of each crystal from data (black) overlaid with the
Monte Carlo (red) for the runs with 100 MeV electrons at 50 deg impinging on
the external side of crystal (1,0).

Summary

The time resolution and the energy response of the CsI prototype have been stud-
ied, using electron beam in the energy range [80, 120] MeV, and cosmic rays. The
time resolution σT = 130 ps has been measured with the beam impinging at 50
deg, which is close to the mean incidence angle in the calorimeter, expected for
µ−N→ e−N conversion electron. Even without using the time-walk corrections,
the resolution is better than 200 ps.

The small size of the prototype did not allow to measure the energy resolution in
a configuration similar to the Mu2e case, but still the comparison with the Monte
Carlo represented an important test for the Monte Carlo simulation.
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Chapter 5

Calorimeter driven pattern
recognition

Introduction

The Mu2e track reconstruction has several specific features. First, a CE (p ∼ 105
MeV/c) makes 2-3 full turns moving inside the tracker, so a track consisting of
several loops has to be reconstructed. This topology is very different from the
typical tracks reconstructed in most HEP experiments, where “extra” loops are
often discarded. In addition, as the muon nuclear capture or a muon decay happen
at an unspecified time, the electron production time is also unknown. It is easy to
show that the reconstructed track parameters depend on the particle timing. Let’s
call T0 the time when the particle crossed the middle of the tracker. The T0 is
used as input to determine the drift radii of the straw hits. Wrong calculation of
the drift radii or mis-assignment of the drift directions impacts the reconstruction
performance. For each track hit, T0 explicitly enters the calculation of the hit drift
radius rdrift:

rdrift = vdrift · (tmeasured − T0 − tflight) ,

where vdrift is the drift velocity, and tflight is the particle’s time of flight from the
middle of the tracker to the corresponding straw. So the track hit coordinates
depend on T0, and T0 becomes an additional parameter to be determined from the
fit.

The Mu2e track reconstruction proceeds in two main steps: first a track search
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provides a pattern of straw hits consistent with a track candidate, then a Kalman-
based track fitter performs the final reconstruction. The track finding uses two
algorithms: a standalone algorithm, and a calorimeter-driven algorithm. The
standalone algorithm relies only on the tracker information to perform an helix
search [1, 59]. The calorimeter-seeded track search [60] is a specialized algo-
rithm, optimized to search for electron tracks generated in the stopping target that
produced clusters in the calorimeter. The algorithm uses the reconstructed time
and position of the calorimeter cluster to search for a track pointing to that cluster.
This procedure improves the track search and makes the global track reconstruc-
tion more efficient and robust with respect to the expected background level. In
the next sections the calorimeter-seeded pattern recognition is presented.

5.1 Algorithm description

The pattern recognition finds an electron track candidate - a set of hits consistent
with a particle trajectory. With an accuracy of few %, the magnetic field can be
considered uniform in the tracker region, so the trajectory is well parametrized
with a helix. In addition, the pattern recognition determines the helix parame-
ters that are used by the track fitter as input. The algorithm searches for CEs
(E ∼100 MeV), so only calorimeter clusters with Ecluster > 60 MeV are used to
seed the track search. The chosen energy threshold is a compromise between the
acceptance and the performance: ∼ 93% of CEs that traverse the tracker have
Ecluster > 60 MeV, and the average number of background clusters per event above
that threshold is about 2.44. Figure 5.1 shows that using this threshold the number
of reconstructed clusters per event is reduced by a factor ∼ 17. For each selected
cluster a track search is performed. The pattern recognition starts performing first
a straw hits pre-selection, and then a helix search.
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Figure 5.1: Distribution in number of reconstructed clusters per event with (red
line) and without (blue line) the E > 60 MeV cut.

5.1.1 Straw hits pre-selection

The majority of hits in the tracker are due to the background, so a hits pre-selection
is used to improve the S/N before starting the real search for CE track. Hits pro-
duced by the same particle in different detectors are correlated in time. This corre-
lation is illustrated in Figure 5.2, where the red histogram shows the distribution in
time residuals ∆t = tcluster − tstraw hit between the reconstructed cluster time (tcluster)
and straw hit time (tstraw hit) for simulated CE-only events. The distribution is con-
tained within the window of 60 ns, determined by the maximal drift time and the
particle time of flight in the detector. The blue histogram in Figure 5.2 shows the
∆t distribution for CE events simulated including the expected background. The
shift of the peak with respect to ∆t = 0 ns is due to the following reasons:

• the average time-of-flight of a CE from the middle of the tracker to the
calorimeter is ∼ 8 ns;

• the mean value of the drift time in the straws is 20 ns (vdrift = 62.5 µm/ns).
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tribution using only straw hits generated by the CE. The distributions are truncated
at ±200 ns.

The difference between the two numbers (∼ -12 ns) is consistent with the peak
value. The requirement ∆t ∈ [−50, 30] ns changes the relative fraction of hits
produced by the CE: N(CE)/N(background), from 0.01 to 0.18.

Furthermore, the knowledge of the cluster position allows to improve the back-
ground rejection. The graded magnetic field, between the stopping target and the
tracker, acts as a lens and focuses the electrons so that CEs within the tracker
geometric acceptance have a transverse momentum in the rather narrow range
range of 75-86 MeV/c. So in the XY plane, hits produced by a CE are contained
within a semicircle centered on the cluster, as illustrated in Figure 5.3. The re-
quirement that the hit azimuthal angle φ is contained within π/2 from the cluster:
|φhit − φcluster| < π/2 reduces the background by an additional factor of two. Fig-
ure 5.4 shows how the hits pre-selection reduces the number of background hits
in a typical event with one CE overlaid with the expected background. In addi-
tion to these requirements, a dedicated multivariate algorithm is used to remove
hits produces by δ-electrons. Description of the algorithm can be found in refer-
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Figure 5.3: Illustration of the calorimeter cluster φ selection in the XY plane.
Legend: sienna lines limit the tracker volume, the grey bullet is the Al stopping
target, magenta bullet is the cluster, and blue circle is the CE trajectory in the
transverse plane.

Figure 5.4: Transverse view of an event display for a CE event with background
hits included, with (right) and without (left) the calorimeter pre-selection. The
black crosses represent the straw hits, the red bullets the calorimeter clusters, and
the red circle the CE trajectory.
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ence [59].

5.1.2 Helix search

The pattern recognition searches for a set of hits consistent with a helix. The helix
parallel to the Z direction is defined by 5 parameters: R - radius of the circle, X0

and Y0 - coordinates of the helix center, dφ/dz, and φ0 - the azimuthal angle φ at
Z=0.

The search starts from three points (a triplet): the center of the stopping target,
a straw hit, and the calorimeter cluster. X and Y coordinates of the three points
give an initial estimate of R, X0, and Y0. As the number of track turns is unknown
when the search starts, is not possible to derive unambiguously the value of dφ/dz
(dφ/dz = (∆φ+2πn)/dz), the mean dφ/dz value expected for the CE is used when
the search starts.

The search continues layer by layer moving downstream the first selected straw
hit of the triplet. The hit position at a given Z-coordinate is predicted using the
helical extrapolation from the last accepted straw hit. The closest hit within the
search road is added to the track candidate if:

dxy ≤ d0 + d1 · dz ,

where dxy is the XY-distance between the straw hit position and the prediction.
The value of d0 is set to 100 mm, approximately 3-4 times the spatial resolution
along the wire, dz is the Z-distance from the last straw hit accepted. The value of
d1 is determined by the expression:

d1 = σdφ/dz· < rCE > , (5.1)

where σdφ/dz is the resolution on dφ/dz during the track search, and < rCE > is the
mean CE radius.

As soon as another straw hit, with coordinates (φ, z), is found within dz ∈ [10, 50]
cm from the straw hit of the initial triplet, with coordinates (φtriplet, ztriplet), the
value of dφ/dz is re-evaluated:

dφ/dz = (φ − φtriplet)/dz .

Figure 5.5 shows the accuracy of the dφ/dz reconstruction once all straw hits
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Figure 5.5: Distribution in dφ/dz residuals: “straw hits” refers to the reconstructed
value, and MC to the Monte Carlo truth in the middle of the tracker.

have been scanned, by comparing dφ/dz with the Monte Carlo value. The width
of the distribution defines the value of σdφ/dz in equation 5.1. Figure 5.6 shows the
dependence of dxy on dz.
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Figure 5.6: Radial distance of the straw hit from the helix prediction versus the
distance along the z axis dz of two consecutive straw hits.

As the search progresses, and more straw hits are added to the track candidate, the
parameters X0, Y0, and R of the helix are updated using a simplified least squares
method (LSM) [61]. At this stage of the process, all straw hits used in the fit have
equal weights. The resolution on R has been estimated comparing the LSM and
the Kalman filter results. Figure 5.7 shows that the resolution on R is of the order
of 13 mm. Once the first pass of the hit search is completed, the helix parameters
are re-evaluated more accurately. The circle parameters are recalculated analyt-
ically using the LSM algorithm, generalized to account for different individual
hit weights; assuming the X0 and Y0 are known with an accuracy σX,Y << R,
the hit weights are recalculated individually by projecting the hit errors on the
direction connecting the hit with the center of the circle (X0, Y0) as illustrated in
Figure 5.8. This step is rather important as the hit position uncertainty in the drift
direction is better than the resolution along the wire by more than two orders of
magnitude.

To determine dφ/dz and φ0 using all the selected straw hits, one needs to know the
number of full turns the particle made in the detector. To obtain this information,
in each station < φi > - the mean value of φ, is calculated for hits, within the same
i-th station, associated with the track candidate. Then all values of (< φi > − <
φ j >)/(zi − z j), evaluated using all combinations of stations (i, j), are collected
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Figure 5.7: Distribution in radius residuals: rsame−w
pat−rec refers to the LSM result, and

MC to the Monte Carlo truth in the middle of the tracker.

in a histogram with a bin-width of 4 · 10−4 rad/mm. The most probable value
of the resulting distribution provides dφ/dz with sufficient accuracy to determine
the number of track turns in the detector. Using this information, φ0 and dφ/dz
are determined from a linear fit of all < φi > corrected for the number of turns.
Figure 5.9 shows the resulting resolution in dφ/dz.
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Figure 5.8: Illustration of the hit error projection along the radial direction of the
electron trajectory.

At this point, resolution on dφ/dz is sufficient to determine the φ coordinate off

all the straw hits, taking into account the number of helix turns. Performing a
linear fit on the resulting φ allows to improve the resolution on dφ/dz by ∼ 30%,
as shown in Figure 5.10.

Then, a search for hits missed by the first pass is performed around the helical
trajectory. In case new hits are added, the helix parameters are recalculated using
the LSM in XY plane, and the linear fit in Z-φ. Figure 5.11 shows results of the
X-Y circle fit. The resolution in the helix radius is 8.4 mm that corresponds to
∼ 2.5 MeV/c resolution in the transverse momentum. Figure 5.12 shows the fit χ2

distributions of the circle and the linear fit.
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Figure 5.9: Distribution in dφ/dz residuals: “chamber hits” refers to the results of
linear fit of the (< φ >, z) of the station included in the track candidate, and MC
to the Monte Carlo truth in the middle of the tracker.

Radius and dφ/dz reconstruction performance has been studied also including the
background hits in the CE simulation, and testing cases with higher background
occupancy. Figure 5.13 and 5.14 show respectively that up to 3 times the expected
background, the resolution in the reconstructed radius and in dφ/dz, relative to
their expected mean values, are improved by 5% and 2%, respectively.

5.2 Pattern recognition efficiency

Performance of the described pattern recognition algorithm has been studied using
simulated µ−N→ e−N conversion electrons with:

• at least 25 hits in the tracker with Thit falling into the DAQ trigger time
window [500, 1695] ns (T = 0 is the time corresponding to the proton beam
arrival in the Production Solenoid);
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Figure 5.10: Distribution in dφ/dz residuals at the end of the pattern recognition.

Figure 5.11: Distribution in radial residuals at the end of the pattern recognition.
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Figure 5.12: Normalized χ2 distribution for the X-Y circle fit (left) and the φ-Z
linear fit (right).
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Figure 5.13: σr/ < r > versus the background level. Units on the X axis indicate
the background occupancy relative to the nominal case (Background level = 1).

• momentum at the tracker front face Pfront > 100 MeV/c;

• reconstructed cluster energy above 60 MeV.

Efficiency calculation was performed counting events where the track candidate
has at least 15 straw hits. The choice of the threshold corresponds to the require-
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ment to have at least 5 hits for each track loop. Figure 5.15 shows how the pattern
recognition efficiency varies as a function of the assumed background occupancy.
For background occupancy two times than the expected one, the efficiency goes
down by only 3%.
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Chapter 6

Improvements in the track
reconstruction

Introduction

For Mu2e, the momentum reconstruction is crucial, and its performance drives
the sensitivity of the experiment. For that reason, track candidates provided by
the two pattern recognition methods (the standalone and the calorimeter-seeded
method) are processed separately by a Kalman-based fitter. Track reconstruction
performance has been studied using simulated µ−N→ e−N events, and selecting
only tracks that fulfill the following quality cuts [1]:

• number of straw hits associated with the track ≥ 25;

• fit-consistency ≥ 2 · 10−3;

• impact parameter d0 in the range [-80, 105] mm (geometrical consistency
of being produced in the Al stopping target);

• T0 > 700 ns;

• pitch angle - at the entrance of the tracker, θ = arctan(pL/p) ∈ [45,60] deg.

Tracks reconstructed starting by the two pattern recognition algorithms define
three sets of events:
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1. events, in which both the calorimeter-seeded and the standalone algorithm
found a track fulfilling the quality cuts (∼ 78% of the total);

2. events, in which only the standalone algorithm found a track fulfilling the
quality cuts (∼ 12% of the total);

3. events, in which only the calorimeter-seeded algorithm found a track fulfill-
ing the quality cuts (∼ 10% of the total).

In the first case, to avoid duplication of the same track, when two tracks share
more than half of their straw hits, only the one with best track-fit χ2/NDOF is
picked up.

Events on the second class can be divided into two sub-samples:

• events, in which no calorimeter cluster above 60 MeV is present (∼ 92% of
this sample);

• events, in which the calorimeter-seeded algorithm fails or does not allow to
reconstruct a track fulfilling the quality cuts (∼ 8% of this sample).

Figure 6.1 shows the distribution in momentum residuals residuals ∆p between
the reconstructed momentum and the Monte Carlo truth, for the tracks recon-
structed in the first class of events. The figure shows no evident systematic effect
on the momentum resolution for tracks found by the calorimeter-seeded algo-
rithm.
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Figure 6.1: CE momentum residuals ∆p at the tracker front for tracks found by
the standalone (blue line) and the caloriemter-seeded algorithm (red line).

6.1 Improvement in the momentum resolution

For an experiment like Mu2e, where the expected signal is positioned at the kine-
matic edge of the DIO electrons momentum spectrum, understanding of the mo-
mentum resolution, and its tails, becomes of special importance. There are sev-
eral effects contributing to non-Gaussian tails of the momentum resolution: mul-
tiple scattering in the tracker, readout threshold effects, etc. Normally, the mis-
reconstructed hits are rejected by the track fitter. However, there is one more
effect that complicates the problem. The drift time reconstruction in a straw tube
determines only the drift radius, but not the drift direction. In most cases, large
multiple scattering results in large values of the track fit χ2. However, it is also
possible that the best χ2 inadvertently corresponds to an incorrect assignement of
the drift direction, where the drift signs of one or several hits are reversed relative
to the correct assignment. Figure 6.2 illustrates this effect. In this case, the recon-
structed track momentum corresponding to a hit configuration with the best track
fit χ2 could be significantly different from the true momentum value.
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Figure 6.2: Illustration of how wrongly assigned drift signs can impact in the track
reconstruction.

The hit drift directions are determined based on the preliminary trajectory of the
Kalman fitter, and are used as an input for the track fitter. However, the accuracy
of the preliminary trajectory is not sufficient to determine the drift direction un-
ambiguously. As a typical drift distance (∼ 1 mm) is large compared to the hit
position resolution (∼ 100 µm), a mis-assigned drift direction could significantly
impact the value of the reconstructed momentum. Moreover, the unknown track
T0 complicates correct assignment of the hit drift directions. In principle, one
could try all combinations of drift signs. However, with an average of 40 straw
hits associated to CE track, performing 240 fits per event is not realistic.

The Mu2e tracker is composed of 2-layer panels. With ∼ 80% probability a track
has 2 or more hits per panel; such hit configuration is defined as a “doublet”. As
shown in Figure 6.3, depending on the hit drift directions, one can distinguish
same-sign (SS) and opposite-sign (OS) doublets.
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Figure 6.3: Doublet configurations: opposite-sign (OS) hit doublet on the left and
same-sign (SS) doublet on the right. Blue circles represent the isochrone lines
corresponding to the reconstructed drift times.

As shown in Figure 6.4, the reconstructed trajectory should be close to one of
the four lines tangent to the two circles - isochrones, corresponding to the mea-
sured drift times. Each line corresponds to a specific combination of the hit drift
directions.

Figure 6.4: Ambiguity resolver scheme: black circles represent the straw tubes,
red dashed circles - the drift radii, dashed colored lines - the predicted local parti-
cle slopes, and the solid line is the track slope.
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To determine the best combination, for each doublet the following χ2 is evalu-
ated:

χ2 =
(x′d − x′t)2

σ2
x′

+
(xd − xt)2

σ2
x

,

where x′ = dx/dz, t refers to the track, d to the hit doublet with a particular
combination of drift directions, σx and σx′ are constants used for combining the
two contributions. Figure 6.5 compares the distributions in momentum resolution
for tracks reconstructed using two different drift ambiguity resolution algorithms:
the hit-based ambiguity resolver (AR) that assigns the hit drift directions based
on the hit residuals with respect to the initial trajectory [59], and the doublet-
based ambiguity resolver (DAR) introduced above. Using the DAR reduces the
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Figure 6.5: CE momentum resolution at the tracker front. Open histogram: AR,
hatched histogram - DAR.

high momentum resolution tail such that the total number of events with ∆p > 1
MeV/c goes down by a factor of 5. This allows both to increase the acceptance
for CE, and to reduce the expected background from DIO electrons. Distribution
in reconstructed momentum, for simulated µ−N→ e−N conversion electrons, is
shown in Figure 6.6.
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Figure 6.6: Momentum distributions for reconstructed CE. Open histogram: de-
fault AR, hatched histogram - DAR.

For the DAR, the high-momentum tail of the distribution is visibly reduced; the
number of events with the reconstructed momentum above 105 MeV goes down
by a factor of (2.7± 0.5stat). Figure 6.7 shows the reconstructed momentum distri-
butions for simulated DIO electrons. Using DAR results in a significant reduction
of the right tail: in the region [103.5, 105] MeV/c, nearby the CE peak, the ex-
pected DIO background is reduced by a factor of about 1.8.
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6.2 Efficiency improvement using the calorimeter

Impact of the calorimeter-seeded track search on the track reconstruction effi-
ciency has been evaluated using simulated µ−N→ e−N events, and using only
tracks with reconstructed momentum p > 100 MeV/c and passing the track quality
cuts, as defined in the previous sections. Figure 6.8 shows the track reconstruction
efficiency as a function of the expected background level with and without includ-
ing the calorimeter-seeded algorithm in the pattern recognition. Compared to the
standalone algorithm, including the calorimeter-seeded track-finding increases the
number of events with the reconstructed CE tracks by ∼ 11%. Moreover, same
figure shows that the calorimeter-seeded pattern recognition makes the track re-
construction more robust in scenarios with higher background level.
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Figure 6.8: Track reconstruction efficiency versus the expected background level.
Black dots: standalone track reconstruction, red dots: standalone plus calorimeter-
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Figure 6.9 shows the relative improvement in the efficiency versus the background
level; the gain ranges from 11 up to 25 % for the background three times higher
than the expected one.
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Chapter 7

Particle identification and expected
sensitivity

For a discovery experiment like Mu2e, suppression of the background sources is
fundamental. As already discussed in the first chapter, in the Mu2e case two of
the main background sources are: cosmic muons, and products from antiprotons
annihilation. The cosmic and the antiproton induced background can be divided
into two main categories:

1. Electrons produced via interactions that produce a electron track;

2. Non-electron particles (such as muons or pions), that are reconstructed as
an electron track.

The first category represents the irreducible part, while the second one can be
suppressed by means of particle identification.

7.1 Calorimeter-based particle identification

The Mu2e, the particle identification (PID) combines information from recon-
structed tracks and calorimeter clusters, to reject non-electron particles that can
mimic CEs. Simulation results show that after 3 years of data taking, and as-
suming a Cosmic ray veto inefficiency of 10−4, the total number of background
events induced by cosmic muons are: 0.078±0.017 from electrons, and 0.77±0.4
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from mis-reconstructed muons [1]. The requirement for the backgrond from mis-
reconstructed muons to be much lower than the background from cosmic µ → e
can be satisfied by a whole range of choices. For example, a muon rejection fac-
tor R > 100 results in the background from mis-reconstructed muons being about
10% of that from electrons. Our choice of R = 200 or better corresponds to the
5%.

7.1.1 Cosmic muons rejection

100 MeV/c electrons are ultra-relativistic (E/me ∼ 200), while 100 MeV/c muons
travel at a speed of about 0.7 c. Therefore only with the correct assumption about
the particle mass, will the time of the particle track, when extrapolated to the
calorimeter, be compatible to the one measured in the calorimeter itself.

as extrapolated to the calorimeter face, will be compatible to the one measured by
means of the calorimeter. If a muon track has been extrapolated into the calorime-
ter assuming it was an electron, the predicted arrival time ttrack of the muon will
be systematically lower than the calorimeter time tcluster.
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Figure 7.1: Distribution in ∆t = ttrack − tcluster [ns] for CEs (open histogram) and
105 MeV/c muons (blue filled histogram). Different colors correspond to different
assumption of the background level.

Figure 7.1 shows the distributions in ∆t = ttrack − tcluster for CEs and 105 MeV/c
muons reconstructed as electrons. The maxima of the electron and muon distribu-
tions differs by about 5 ns.

The µ − e separation is improved by using also the quantity E/p, where E is the
reconstructed cluster energy and p is the track momentum. Figure 7.2 shows dis-
tributions in E/p for CE and 105 MeV/c muons. The peak at 0.4 in the muon E/p
distribution corresponds to its kinetic energy summed with the energy from the µ−

capture. The muon distribution also shows a long tail above E/p=0.4, correspond-
ing to the µ− 3-bodies decay µ− → e−ν̄eνµ.

∆t and the E/p are combined in the following log likelihood:

ln Le,µ = ln Pe,µ(∆t) + ln Pe,µ(Ecluster/ptrack) , (7.1)

where Pe,µ(∆t) and Pe,µ(Ecluster/ptrack) are the probability densities for electrons and
muons respectively. The likelihood ratio is then used for the final decision:

ln Le/µ =
ln Le

ln Lµ
= ln Le − ln Lµ. (7.2)
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Figure 7.2: Distribution in E / p for CEs (open histogram) and muons (blue filled
histogram). Different colors correspond to different assumption of the background
level.

Figure 7.3 shows the distribution in ln Le/µ for CEs and 105 MeV/c muons. A
cut at ln Le/µ ≥ 1.5 ensures a muon rejection factor of 200, as requested by [1];
Figure 7.4 shows the muon rejection factor as a function of the electron identifica-
tion efficiency in different scenarios: no background, x1, x2 expected background.
At the expected occupancy level the electron identification efficiency is of about
96.5% and it goes down to 93% when the background occupancy doubles.
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Figure 7.3: Likelihood ratio distribution for CEs (open histogram) and muons
(blue filled histogram). Red arrow points to L = 1.5.

Figure 7.4: Muon rejection factor versus electron identification efficiency for sev-
eral scenarios: no presence of backgrounds, x1 and x2 the expected background.
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PID performance has been studied varying the expected calorimeter performance.
Figure 7.5 shows the CE identification efficiency in the configuration with the

Figure 7.5: PID efficiency versus σt assuming the energy resolution
0.02 < σE/E < 0.2 with a muon rejection factor of 200.

expected background level, at a fixed rejection factor of 200, versus the expected
time resolution σt, assuming several values of energy resolution σE. In the range
of resolutions σE/E < 0.1 and σt < 0.5 ns, the PID efficiency is stable within
2%.
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7.1.2 p̄ induced background rejection

Antiprotons reaching the detector solenoid can interact either in the collimator
at the entrance of the detector solenoid, or in the Al stopping target, producing
different particles in a wide momentum range. Figure 7.6 shows the momentum
distributions, at the production time, for the particles produced in the annihilation.
Figure 7.7 shows the reconstructed momentum distribution for particles recon-

Figure 7.6: Momentum distribution at the time of production for all particles orig-
inating from p̄ annihilation.

structed in the tracker.
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Figure 7.7: Reconstructed momentum distribution for all tracks from the p̄ anni-
hilation.

The electron tracks in the range close to 105 MeV/c mimic the CE, and represent
the irreducible background [1]. On the contrary, pion and muon tracks mimicking
the CE can be rejected using the calorimeter PID. Figure 7.8 shows the distribu-
tion in ∆t for tracks in the momentum range [101, 106] MeV/c. As expected, the
electron component of the ∆t distribution in Figure 7.8 is well centered to zero,
while distributions for µ− and π− are peaked approximately around -5 ns, because
their β is respectively ∼ 0.7 for µ− and ∼ 0.6 for π− . Figure 7.9 shows the distri-
bution in E/p for the tracks in the same momentum range. The π− component of
the distribution peaks close to 0.4, according to its kinetic energy, and has a large
right tail above E/p=0.4 due to the π− charge exchange processes, followed by the
π0 decay. The µ− behavior is as already shown in the previous paragraph.
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Figure 7.8: Distribution in ∆t for e−, µ− , and π− tracks with p ∈ [101, 106] MeV/c.

Figure 7.9: Distribution in E/p for e−, µ− , and π− tracks with p ∈ [101, 106]
MeV/c.
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Pion and muon distributions in ∆t and E/p are similar. For that reason, only the
muon template has been used in the PID algorithm. Figure 7.10 shows the result-
ing distribution in the likelihood ratio ln Le/Lµ. Applying the same cut used for

Figure 7.10: Distribution in ln Le/Lµ for e−, µ− , and π− tracks with p ∈ [101, 106]
MeV/c.

the cosmic muon rejection ( ln Le/µ = 1.5), and scaling the result to the expected
Mu2e luminosity, the total number of events with a pion or muon track in the
momentum range [101, 106] MeV/c is ≤ 4 × 10−3 (statistical uncertainty below
10−7).
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7.2 Mu2e sensitivity estimation

In HEP there is a large variety of experiments that optimize their design for the
search of a single, or just few, new phenomena. The figure of merit used for
driving the optimization process is the sensitivity, defined as the average up-
per limit one would get from an ensemble of experiments with the expected
background and no true signal. Several approaches for setting confidence lev-
els and upper limits have been widely discussed in the HEP community[62–64].
As µ−N→ e−N search in Mu2e represents is close to a “background-free”case,
the CLs method [64] has been chosen for evaluating the experimental sensitiv-
ity.

The CLs method always deals with two hypothesis: background-only (“b”), i.e.,
the data can be understood with existing physics explanations, and signal + back-
ground (“s + b”), i.e., new physics is needed to understand the data. The 90% C.L.
upper limit is derived from the probability density function (PDF) of −2 ln(Q),
where Q = L(s + b)/L(b) is the ratio of the likelihoods from the two hypothesis of
interest. The Likelihood function can be written as:

L(s, b) = exp[−(s + b)]
(s + b)n

n!
·
∏

P(xi)

P(xi) = s S (xi) + b B(xi) ,

where n is the estimated signal , b the estimated background yield, s the estimated
signal yield, and S (xi) and B(xi) are the PDFs for the discriminating variables xi,
for signal and the background.

7.2.1 Input for the sensitivity calculation

In Mu2e, the reconstructed track momentum is expected to be the most precise
observable. Taking into account only tracks passing the quality cuts, as defined in
chapter 6, and the Mu2e PID selection, the track momentum provides the strongest
separation between the CE and the background. For that reason, the momentum
distributions of simulated CE and background have been used as PDFs. This
estimate does not include contributions from several systematic uncertainties like
the uncertainty on the momentum scale. We also use the leading order momentum
spectra and do not consider effect of the radiative corrections.
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The background component has been factorized into two separate PDFs: one for
the DIO electrons, and the second one for the other background sources. Simula-
tion studies showed that in the range [102, 106] MeV/c, the non-DIO component
of the background can be well modeled with a flat distribution, with an accuracy
better than 10%. Figure 7.11 shows all the PDFs used as input for the sensitivity
calculation.
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Figure 7.11: Momentum distribution in linear (top) and log (bottom) scale, for
background and CE, assuming Rµe = 10−16. Distributions are normalized to the
Mu2e expected number of protons on target in 3 years of running, N = 3.6 · 1020.
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7.2.2 Results for 90% CL upper limit

The sensitivity should not depend on the limits of the PDFs used as input, so to
check the stability of the result, calculation has been repeated varying the lower
edge pmin of the PDFs in the range [102, 103] MeV/c. Figure7.12 shows the
result of this scan. The sensitivity does not depend on the PDFs region below 103
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Figure 7.12: Sensitivity scan with sidebands at ±1, 2 σ.

MeV/c. The stability of the result has also been studied as a function the number of
the generated pseudo-experiments Npseudo−exp. As an example, Figure 7.13 shows
how the sensitivity calculated with pmin = 102.5 MeV/c varies as a function of
Npseudo−exp. Above 300 Npseudo−exp, the sensitivity variations are within 1%. The
result, corresponding to Npseudo−exp = 1000, has been used for quoting the final
result:

Rµe ≤ 5.6 · 10−17 @ 90% CL .
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Chapter 8

Conclusions

The work of this thesis has been focused to the calorimeter R&D, and the role of
the calorimeter in the Mu2e experiment.

It has been also demonstrated that the calorimeter information can be used to
improve the track reconstruction efficiency, and make it more robust in scenarios
with higher occupancy than the expected one.

The calorimeter time and energy measurements are also essential for rejecting
the non-electron particles that can dangerously mimic the µ−N→ e−N conversion
electron. Simulation studies show that the calorimeter time and energy resolutions
σt < 500 ps, and σE/E < 10% would provide the muon rejection factor R > 200,
while keeping the electron identification efficiency above 96%.

The time resolution of the calorimeter has been measured in a test beam in April
2015, where a reduced scale calorimeter prototype was exposed to an electron
beam: a time resolution of the order of 130 ps has been obtained for 100 MeV
electrons.

Given these results, the following estimate of the Mu2e sensitivity has been ob-
tained: Rµe ≤ 5.6 · 10−17@90% CL.
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