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Neutrino Scattering

by BRIAN GEORGE TICE

Dissertation Director:
Professor Ronald D. Ransome

Neutrino experiments use heavy nuclei (C, Fe, Pb) to achieve necessary statistics. However, the

use of heavy nuclei exposes these experiments to the nuclear dependence of neutrino-nucleus

cross sections, which are poorly known and difficult to model.

This dissertation presents an analysis of the nuclear dependence of inclusive charged-

current neutrino scattering using events in carbon, iron, lead, and scintillator targets of the

MINERvA detector. MINERvA (Main INjector ExpeRiment for ν-A) is a few-GeV neutrino-

nucleus scattering experiment at Fermilab. Acceptance of the muon spectrometer limits the

analysis to 2 GeV < Eν < 20 GeV and 0◦ < θµ < 17◦. The total cross section σ and dif-

ferential cross section dσ
dxbj

are measured, but the final result is ratios of these cross sections.

Taking ratios dramatically reduces systematic uncertainties, most notably from the flux. This

is the first precision measurement of nuclear effects using neutrino interactions in the non-

perturbative, few-GeV regime.

The modeling of nuclear-dependence is found to be adequate as a function of neutrino

energy, but fails to describe the xbj-dependence. The data show an enhancement in the cross

section at xbj > 0.7 which grows with the size of the nucleus and a suppression of the cross

section at xbj < 0.1 which also grows with the size of the nucleus. Neither the enhancement

nor the suppression are predicted by current neutrino interaction simulation codes.
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Chapter 1

Introduction and Overview

Particle physics is the study of fundamental properties of matter and interactions. It seeks

to provide the ultimate answer to the questions “what’s that made of?” and “how was it made?”

The scattering of one particle by another has been one of the most successful tools in discover-

ing answers to these questions and understanding the most basic building blocks of the universe.

Scattering has provided proof for the existence of increasingly fundamental constituents of mat-

ter: atoms→ nuclei→ nucleons→ quarks. The Standard Model of particle physics is the most

complete explanation of the subatomic universe, but it does not describe all phenomena.

Neutrino scattering has played, and continues to play, a particularly important role in the

development of the Standard Model. The first observation of the neutral current weak inter-

actions of neutrinos in 1973 was crucial in verifying the electroweak theory that unified the

electromagnetic and weak forces. Measurements of neutrinos scattering off the constituents

of the nucleon were crucial in the development of the Quark Parton Model. More recently,

neutrino oscillations have been used to study fundamental symmetries of the universe. Unique

properties of the neutrino make it a good candidate for understanding the decades-old mystery

of the EMC effect, which remains unexplained, despite significant study using charged lepton

probes.

This chapter describes aspects of the Standard Model, neutrino scattering, and the nuclear

environment that are relevant to charged current scattering of neutrinos at few-GeV energies 1.

1 “Few-GeV” in neutrino scattering is a loosely defined energy regime of roughly 1–5 GeV, where quasi-elastic
scattering, resonance production, and deep inelastic scattering (c.f. Sec. 1.2) are all relevant. MINERvA is referred
to as a “few-GeV” experiment, even though the actual range of measured energies is larger.
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Shortcomings of current models are presented to motivate this measurement, which improves

the situation. The remaining chapters in this dissertation are as follows:

• Chapter 2 describes the neutrino beam and detectors used to collect data for this mea-

surement.

• Chapter 3 summarizes calibration and event reconstruction in the MINERvA detector.

• Chapter 4 details the methods used to simulate neutrino interactions in MINERvA.

• Chapter 5 explains the method used to analyze the nuclear dependence of charged cur-

rent inclusive νµ interactions with a description of systematic uncertainties.

• Chapter 6 presents and discusses the results of the analysis.

1.1 The Standard Model

The Standard Model of particle physics explains three of the four observable forces: the

electromagnetic, strong, and weak forces. It defines 16+12 fundamental particles. There are

three types of particle: bosons, quarks, and leptons.

Bosons have integer spin. Four of these are spin-1 vector bosons which mediate the forces

of the Standard Model: the photon (γ), gluon (g), W , and Z. The forces are summarized in

Table 1.1. The fifth boson is the scalar Higgs boson (H) which has spin 0 and is responsible

for the property of mass.

Quarks and leptons are fermions, which have half-integer spin. There are 6 quarks and 6

leptons, which come in pairs that are repeated for three generations. The quark generations

are up (u) and down (d), charm (c) and strange (s), top (t) and bottom (b). There two types

of leptons: charged leptons and neutrinos. The lepton generations are electron (e) and electron

neutrino (νe), muon (µ) and muon neutrino (νµ), tau (τ ) and tau neutrino (ντ ). For each of

2 Quarks, leptons, and force carriers make 16. The Higgs is the one.
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Force Particle Example

Strong Gluon (g) Binds the quarks in a nucleon
Electromagnetic photon (γ) Holds atoms together in molecules

Weak W and Z (W± and Z0) Beta decay

Table 1.1: Forces described by the Standard Model and their mediator bosons.

Leptons
Particle Mass (MeV/c2) 3 Charge (e) Le Lµ Lτ

νe < 3× 10−6 0 1 0 0
e 0.511 -1 1 0 0
νµ < 0.19 0 0 1 0
e 0.511 -1 0 1 0
ντ < 18.2 0 0 0 1
e 0.511 -1 0 0 1

Quarks
Particle Mass (GeV/c2) Charge (e) S C B T

u 1–5×10−3 2/3 0 0 0 0
d 3–9×10−3 -1/3 0 0 0 0
c 1.15–1.35 2/3 0 1 0 0
s 75–170×10−3 -1/3 -1 0 0 0
t 174.3±5.1 2/3 0 0 0 1
b 4–4.4 -1/3 0 0 -1 0

Table 1.2: Properties of quarks and leptons.

the fermions, there exists an anti-particle that carries the opposite quantum numbers. Table 1.2

summarizes quark and lepton properties.

1.1.1 Shortcomings of the Standard Model

Despite its overwhelming success, the Standard Model cannot explain all observed phe-

nomena. The most obvious shortcoming is that it does not attempt to explain gravity. But the

Standard Model also fails to explain some subatomic behavior, although it being constructed to

do so.

3 Neutrino flavors do no have definite mass. See Sec. 1.1.1 for more discussion.
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Neutrino Oscillations

The existence of neutrino oscillations was proven at the turn of the 21st century [1], after

decades of hints [1, 2]. This is the phenomenon by which a neutrino of one flavor propagates

and is later found to be another flavor. Neutrinos interact as flavor eigenstates |να〉 but propagate

as mass eigenstates |νi〉. The flavor eigenstates are superpositions of mass eigenstates which

are related by the PMNS matrix [3]:
νe

νµ

ντ

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3




ν1

ν2

ν3

 (1.1)

or expressed as three mixing angles and a phase

U =


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12c23 − s12c23s13e

iδ c23c13

 , (1.2)

where cij = cos(θij) and sij = sin(θij). The time evolution of the mass eigenstate state is

given by the Schrödinger equation

|νi(t)〉 = e−iEit|νi(0)〉, (1.3)

where Ei is the total energy of the neutrino. Combining Eq. 1.3 and 1.2 with the simplification

of considering only two neutrino flavors, say the µ and τ , yields the probability for oscillation

from one flavor to another as

Pµ→τ = sin2(2θ23)sin2

(
∆m2

23L

4E

)
(1.4)

where θ23 is an element of the PMNS matrix, ∆m23 = |m3 − m2| is the difference in mass

between eigenstates, L is the distance of propagation, and E is the energy of the neutrino.

The existence of oscillations requires that the neutrino masses are different and thus that

they have non-zero mass. Yet neutrinos in the Standard Model do not have mass. Developing
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an understanding of neutrino interactions is rightfully one of the top priorities of the particle

physics community, because it will surely reveal new physics.

The EMC Effect

In 1983, the European Muon Collaboration (EMC) reported measurements of the structure

of the proton that exhibited new and, even today, not fully understood behavior [4]. The mea-

surements of the structure function F2, which describes the momenta of constituents of the

proton and neutron, were made by scattering muons inelastically off iron and deuterium. The

interesting and unexpected result was that F2 was different in the two targets. This means that

the quark structure of a nucleon is effectively modified inside a nucleus. The modifications

observed were a suppression of quarks with very low momenta ( xbj < 0.14), an enhancement

at slightly higher momenta ( 0.1 < xbj < 0.3 ), and a significant suppression again at moderate

momenta ( 0.3 < xbj < 0.7 ). Because no physical mechanism could be used the explain the

observation, it became known as the “EMC effect”, after the collaboration that first reported

it. Since the first observation of the EMC effect, there have been numerous precision measure-

ments of the nuclear dependence of quark distributions, mostly through the use of deep inelastic

electron or muon scattering. These have led to a deeper understanding of quantum chromody-

namics (QCD) which describes the interactions among quarks and gluons in the nucleus. The

regions at lower xbj are now understood to be due to interference between the scattering from

different quarks/nucleons in the nucleus. The term “EMC effect” is now commonly used to

refer only to the behavior at 0.3 < xbj < 0.7, which still is not understood.

4 Bjorken x (xbj), in simplified terms, is the fraction of a nucleon’s momentum carried by the quark that partici-
pates in the scattering process.
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1.2 Neutrino Scattering

Neutrinos interact only weakly 5. If the interaction is mediated by a W± (Z0) it is called

a charged (neutral) current interaction. A charged current neutrino interaction has a charged

lepton with matching lepton number in the final state. For νµ scattering, there will be a µ−

in the final state. In neutral current interactions, the final state lepton is a neutrino that has

the same lepton number as the incident neutrino. This dissertation presents an analysis of

the charged current cross section and has negligible backgrounds from neutral current events,

so only charged current interactions are described in this chapter. There are three dominant

interaction channels for neutrino-nucleon scattering neutrino energies in the few-GeV range,

which are characterized by the state of the struck nucleon after the interaction. These are:

• Quasi-elastic scattering — The neutrino scatters off the whole nucleon. No pions are

produced.

• Resonance production — The interaction leaves the nucleon in an excited resonance

state. The resonance most often decays into one nucleon and one pion.

• Deep inelastic scattering — The neutrino interacts with a quark in the nucleus. The

ejected quark hadronizes, creating any number of hadronic final state particles. Often

there are many pions produced.

Deep inelastic scattering (DIS) is somewhat arbitrarily defined as interactions withQ2 > 1 (GeV/c)2

and W > 2 GeV, and resonance scattering as interactions with pion production at smaller Q2

or W than the DIS limits. Neutrino scattering from nuclei is more complex, but is usually

characterized in the same way, where quasi-elastic scattering refers to events where no pion is

produced, resonance scattering produces a single pion, and deep inelastic scattering produces

one or more pions with the kinematic limits given above.

5 Weakly here means via the weak force.
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1.2.1 Quasi-Elastic Scattering

Charged current quasi-elastic scattering of a neutrino or antineutrino off a free nucleon is

respectively

νl(k) + n(p)→ l−(k′) + p(p′) or (1.5)

ν̄l(k) + p(p)→ l+(k′) + n(p′), (1.6)

where the lepton flavor l is e, µ or τ , and is the same on both sides. This is the dominant process

for Eν < 2 GeV.

The differential cross section for this interaction can be written as

dσν,ν̄

dQ2
=
M2
p,nG

2
F cos2(θc)

8π(1 + Q2

M2
W

)2E2
ν

[
A(Q2)±B(Q2)

s− u
M2
p,n

+ C(Q2)
(s− u)2

M4
p,n

]
, (1.7)

where θc is the Cabibbo angle, s and u are Mandelstam variables, and the functions A(Q2),

B(Q2) and C(Q2) are expressed in terms of the nucleon form factors [5]. The scalar and axial

tensor form factors vanish if the hadronic current is time and charge invariant [6]. The induced

pseudo-scalar form factor has a negligible effect because it is multiplied by (ml/Mp,n)2. The

functions A(Q2), B(Q2) and C(Q2) then take the form

A(Q2) =
m2
l +Q2

M2
p,n

[(1 + τ) |FA|2 + (τ − 1) |F 1
V |2 + τ |ξp,nF 2

V |2 (1− τ)

+4τF 1
V ξp,nF

2
V −

m2
l

4M2
p,n

(
(F 1

V + ξp,nF
2
V )2 + |FA|2

)
]

,

B(Q2) = 4τ(F 1
V + ξp,nF

2
V )FA, and

C(Q2) =
1

4

(
|FA|2 + |F 1

V |2 + τ |ξp,nF 2
V |2
)
,

(1.8)

where τ = Q2

4M2
p,n

again. The Nachtmann scaling variable ξp,n = 2
(
1 +
√

1 + τ
)−1 relates the

elastic to inelastic form factors [7]. The vector form factors F 1
V and F 2

V have been precisely

measured using eN scattering. Under the Conserved Vector Current (CVC) Hypothesis, the
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vector form factors obtained from charged lepton scattering can be applied to neutrino scatter-

ing [8].

1.2.2 Resonance Production

A baryon resonance (∆ or N∗) is produced when a neutrino produces an excited state of

the nucleon. The baryon resonance decays, so that the effective hadronic final state for charged

current neutrino-induced resonance production is one nucleon and one or more mesons. For

example, production of the ∆++ resonance is

ν +N → l + ∆++ (1.9)

∆++ → π+p. (1.10)

Single pion production is roughly 1/3 of the cross section for neutrinos in the energy range

of 2 GeV < Eν < 7 GeV.

The Rein-Sehgal treatment of neutrino-induced baryon resonances [9] is to first calculate

the cross section for a resonance with an infinitely narrow mass width:

dσ

dq2dν
=
G2
F

4π2

(
−q2

Q2

)
κ(u2σL + ν2σR + 2µνσs), (1.11)

where GF is the Fermi constant, q is the 4-momentum transfer, Q2 is the 3-momentum transfer

squared, σL,R,s are components of polarization of the mediating W , u = (E + E′ + Q)/2E,

and v = (E+E′−Q)/2E; the kinematic factor κ = (M2−MN2)/2MN , where where M is

the resonance mass andMN is the mass of the ground state nucleon. Then, the cross section for

production of this hypothetical baryon is integrated over the appropriate width of the resonance

Γ in question using a Breit-Wigner factor:

δ(W −M)→ 1

2π

Γ

(W −M)2 + Γ2/4
. (1.12)
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1.2.3 Deep Inelastic Scattering

A neutrino scatters off a quark in a nucleon in deep inelastic scattering (DIS) [10]. The cross

section depends on the energy of the incoming neutrino, the kinematics of the exchanged boson,

and the quark structure of the struck nucleon. The kinematic factors involved are Q2 (square

of the four momentum transferred), ν (energy of the exchanged boson), y (inelasticity or the

fraction of the incoming energy carried by the outgoing hadronic system), and xbj (Bjorken

scaling variable, or the fraction of the nucleon’s momentum carried by the struck quark in the

infinite momentum frame).

Q2 = 2Eν (Eµ − pµcos (θµ)) (1.13)

ν = Eν − Eµ (1.14)

W =
√
M2 + 2Mν −Q2 (1.15)

x =
Q2

2Mν
(1.16)

y = ν/Eν (1.17)

The cross section can be written as

d2σν,ν

dxdy
=

G2
FMnEν

π(1 +Q2/M2
W,Z)2[

y2

2
2xF1(x,Q2) +

(
1− y − xyMn

2Eν

)
F2(x,Q2)± y(1− y

2
)xF3(x,Q2)

]
, (1.18)

where the F3 term is added (subtracted) for ν (ν). There are two other allowed structure func-

tions, calledF4 andF5, but they are multiplied by kinematic factors proportional to
(
m2
l±/MnEν

)2
andm2

l±/MnEν respectively, which makes them negligible. The Fi are dimensionless structure

functions which describe the quark structure of the nucleon.
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The relevant structure functions for neutrino DIS at leading order are

F2(x,Q2) = 2
∑

q=u,d,...

[
xq(x,Q2) + xq̄(x,Q2)

]
, (1.19)

xF3(x,Q2) = 2
∑

q=u,d,...

[
xq(x,Q2)− xq̄(x,Q2)

]
, and (1.20)

2xF1(x,Q2) = F2(x,Q2)
1 + 4M2x2/Q2

1 +RL(x,Q2)
, (1.21)

where the q(x,Q2) are parton distribution functions (PDFs) interpreted as the probability that

parton species q has x fraction of the nucleon’s momentum when probed at Q2. Note that xF3

should have no or very small contribution from sea quarks, under the assumption that they are

created in qq̄ pairs. F1 is related to F2 by the longitudinal structure function RL.

1.3 Nuclear Effects

Neutrino experiments are frequently forced to employ heavy materials in order to obtain

the statistics necessary for precise measurements, because the cross sections involved are so

small. Water, carbon, iron, lead, and, more recently, argon are the most commonly used nuclear

materials in neutrino detectors. The use of nuclear targets complicates the observation of neu-

trino interactions in two ways. Nuclear structure and correlations among the nucleons within

the nucleus can directly affect the event rate or kinematics of neutrino interaction processes. In

addition, the final state hadrons produced by the neutrino interaction can interact with the resid-

ual nucleus in various ways, processes collectively referred to as final state interactions (FSI).

These nuclear effects are poorly understood in neutrino scattering and contribute considerably

to uncertainties in neutrino oscillation measurements. There are no accurate measurements of

these nuclear effects using neutrinos in the few-GeV energy regime.
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1.3.1 Primary Neutrino Interaction

Nucleons are bound in a nucleus by the strong force. The interaction probabilities for bound

nucleons differ from those for free nucleons due to the QCD physics that binds the nucleus [11,

12]. At present, there is no complete QCD description of a nucleon, let alone of a nucleus.

Treatment of the nuclear modifications to interaction probabilities is a patchwork of theories

and parameterizations to data. Modifications of cross sections of a bound nucleon compared

to a free nucleon have been extensively, though not exhaustively, measured in charged lepton

scattering. However, neutrinos are sensitive to different aspects of quark structure, so these

charged lepton measurements must be translated to the neutrino sector.

The mechanisms that give rise to a modified cross section are organized into ranges of

the scaling variable xbj (defined in Eq. 1.13). The dominant nuclear modifications are in the

following xbj regimes 6:

• Shadowing (xbj . 0.1) — Suppression of the cross section due to interactions with

hadronic fluctuations of a W and the target.

• The EMC effect (0.3 . xbj . 0.7) — A phenomenon with no accepted theoretical

explanation which appears to be smearing of quark distributions towards lower momenta.

• Fermi motion (0.7 . xbj) — Momentum of nucleons in the nucleus smears quark

momentum distributions.

One other nuclear modification is considered which is presently of great interest to the neu-

trino community: an enhancement of the transverse quasi-elastic cross section due to nucleon-

nucleon correlations.

6 These boundaries on xbj are approximate and can depend on the process or nuclear target.
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Shadowing

Shadowing is a reduction in the cross section due to destructive interference of interactions

with multiple nucleons in a nucleus that occurs for xbj . 0.1 [13, 14, 15]. Each nucleon is

shielded from the force-mediating vector boson by the other nucleons in the nucleus. Before

interacting with a particular nucleon, the vector boson must survive a journey through the nu-

cleus before colliding with said nucleon. In the case of neutrino scattering, the W can interact

during hadronic fluctuations. The partial conservation of axial current (PCAC) leads to the

Adler relation, which describes the axial-vector hadronic states to which the W may fluctuate.

In contrast to the vector meson dominance (VMD) observed in the hadronic nature of the γ,

there are many hadronic states that make significant contributions to the hadronic behavior ex-

hibited by aW . The axial current has contributions fromW fluctuations to the a1 meson, p−π

system, and other states.

Nuclear shadowing is fairly well understood and has been successfully measured with

charged lepton scattering. However, there are two important expected differences in the shad-

owing of neutrino interactions. The first is that the shadowing of sea quarks differs from va-

lence quarks. Neutrinos, unlike charged leptons, are directly sensitive to the number of valence

quarks through the structure function F3. Shadowing is different for axial and vector currents,

and only neutrinos are sensitive to the axial structure. This difference is most pronounced at

low Q2, since the vector current vanishes at Q2 → 0 GeV/c2 (because it is conserved) and the

axial does not.

EMC Effect

The EMC effect is a xbj -dependent modification in the cross section in the approximate

range 0.3 . xbj . 0.7. The observation is a suppression of the structure function F2 that

grows at larger xbj . There is no accepted explanation for this behavior, and the EMC effect

remains an interesting experimental and theoretical topic.
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The “antishadowing” region at 0.1 . xbj . 0.2 is so-named because it was believed to

be caused by constructive interference in multiple scattering through a mechanism very similar

to shadowing. However, the coherence time at such values of xbj is too small for such long

range N-N correlations. The “antishadowing” effect is an enhancement in the bound nucleon

cross section which may instead be related to the EMC effect.

One of the many models suggested to explain the EMC effect is the existence of multi-

quark clusters, in which the nucleus contains groups of 3N quarks [16]. While a quark in a

free nucleon cannot have xbj > 1, a multiquark cluster can. The existence of very high mo-

mentum states would in turn suppress F2 at lower values of xbj . Multiquark models became

popular shortly after the original EMC publication, and they may come into vogue again with

recent measurements that show a correlation of structure functions in the EMC range to those

at xbj > 1 [17]. This explanation is by no means widely accepted; it is given here merely as

an example.

Fermi Motion and the Fermi Gas Model

Fermi motion is the momentum that nucleons have relative to the nuclear center of mass. It

is the dominant nuclear effect at (0.7 . xbj). A common model of the nucleus that explains

this phenomenon is the relativistic Fermi gas (RFG) [18, 19]. In this model, the nucleus is made

of two systems of free nucleons (one each for neutrons and protons) that obey Fermi statistics

confined in a potential well. The potential felt by each nucleon is due to the superposition of

the forces on it from all other nucleons. The nucleons sit in a well potential with walls at the

nucleus radius. When the nucleus is in the ground state, the nucleons fill the lowest energy

levels. The Fermi momentum pF is the largest momentum of a nucleon for the nucleus in a

ground state. The nucleons have a flat momentum distribution that goes to zero above pF .

There are other two nuclear effects explained with RFG. Pauli blocking within the gas

significantly suppresses the cross section at low Q2. The nuclear binding energy Eb imposes
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a minimum energy that must be imparted to the hadronic system for a nucleon to be removed

from the nucleus or be excited to a higher energy bound state, which suppresses some cross

sections and changes the energy of the observed hadronic system.

Although it is the strong force that binds nucleons in a nucleus, the binding in this model

is rather weak. The nucleons in the Fermi gas model are non-interacting; the nucleus is an

incoherent sum of nucleons. This aspect of the model is not realistic. Bodek and Ritchie

introduced an extension to the RFG that takes into account N-N correlations [20]. The Bodek-

Ritchie model adds high momentum tails to the nucleon momentum distribution.

Transverse Enhancement

The transverse eA quasi-elastic cross section is enhanced for bound nucleons. Although

transverse enhancement has been known and modeled in charged lepton scattering for more

than a decade, the neutrino community is only recently mobilizing to account for the effect

in simulations and analyses [21]. The most popular theory for the enhancement is currently

meson exchange currents (MEC). In the theory, the probe can interact with hadronic currents

that mediate forces between correlated nucleons. By far, the most frequently correlated pair is

np [22]. The size of the effect depends on the nucleus.

Accounting for transverse enhancement in the quasi-elastic channel significantly reduces

tension in an infamous discrepancy between measurements by MiniBooNE near 2 GeV and

measurements by NOMAD near 5 GeV [21]. This underscores how imperative it is for the

neutrino community to treat nuclear effects with more rigor.

1.3.2 Final State Interactions

Hadrons produced in neutrino-nucleus interactions begin in the nuclear environment. As

they propagate through the nucleus, they are subject to possible hadronic interactions with

it. These are known as final state interactions (FSI). FSI cause the observed hadronic system
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to differ from the system produced by the neutrino interaction. The severity of the problem

depends on the nature of the particular final state, detector, and analysis techniques.

Consider the effects of FSI in neutrino single pion production. Pions of energies produced

by few-GeV neutrino interactions are subject to four types of FSI [23]:

• Elastic Scattering — The pion scatters and the nucleus remains in the ground state.

• Inelastic Scattering — The pion scatters and the nucleus is left in an excited state, or a

nucleon may be ejected from the nucleus.

• Absorption — The pion can be absorbed, leaving no pion in the final state.

• Charge Exchange — The pion changes charge, most often charged↔ neutral.

Some of these interactions change the number and/or type of final state hadrons, which may

result in misidentification of a signal event. If any of these processes occurs, the neutrino energy

will be reconstructed incorrectly. Proper reconstruction of the neutrino energy is crucial in the

measurement of neutrino oscillations, and FSI present a serious difficulty.

The probability that FSI occur is very high because the cross section of hadronic interactions

are so large. The total πA cross section can be larger than 1 barn 7. Roughly half of all few-GeV

νFe interactions undergo some FSI [24].

7 Pion-nucleus cross sections seem especially large to a neutrino physicist who is familiar with interaction
probabilities that are ∼ 14 orders of magnitude smaller!
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Chapter 2

Apparatus

MINERvA (Main INjector Experiment ν-A) is a neutrino scattering experiment at Fermi

National Accelerator Laboratory (FNAL) in the NuMI beam. NuMI delivers an intense flux

of neutrinos or antineutrinos, created by the decay of mesons produced in pC collisions at

120 GeV/c. The MINERvA detector employs fine-grained polystyrene scintillator for track-

ing and calorimetry. In addition to the active scintillator target, the detector contains passive

nuclear targets of carbon, iron, lead, water, and liquid helium. The MINOS near detector sits

downstream of MINERvA and is the muon spectrometer.

2.1 NuMI Neutrino Beam

The NuMI (Neutrinos at the Main Injector) beamline is a conventional accelerator neutrino

source at Fermilab [25]. NuMI can provide an intense flux of either mostly muon neutrinos

or mostly muon antineutrinos to short- and long-baseline neutrino experiments MINERvA,

MINOS, ArgoNeuT, and NOvA [26, 27, 28, 29].

120 GeV/c protons from the Main Injector bombard a graphite target which produces many

mesons, mostly pions and kaons. Two pulsed magnetic horns focus positive (negative) mesons

which will decay to produce a predominately νµ (νµ) beam. The beam propagates through a

beam dump and earth to absorb the undecayed mesons and muons. The NuMI beam is directed

into the Earth at a pitch of 58 mrad, so that the center of the neutrino flux penetrates the MINOS

far detector in Soudan, MN. A near detector cavern for short baseline neutrino experiments is

∼1 km downstream of the NuMI target and 100 m underground. The flux of neutrinos along
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the focusing axis have energies 1–50 GeV. A schematic of the NuMI beamline is shown in

Fig. 2.1.

Figure 2.1: A schematic drawing of the NuMI beamline. Reprinted from [30], Copyright (2005)
with permission from R. Zwaska.

2.1.1 Proton Delivery

The Booster accelerator delivers 8 GeV protons to the Main Injector ring, which accelerates

the protons to 120 GeV/c [31]. The protons are accelerated with 53 MHz radio frequency

(rf) waves. This rf signal creates 558 potential wells, which are called rf buckets, around the

3.3 km circumference of the accelerator ring. Using the rf signal, the protons are grouped into

six batches. The Booster has the ability to inject additional batches on top of those already

stored in the Main Injector. Protons from the Main Injector are extracted to NuMI via a single

turn extraction with a repetition rate of 0.53 Hz. Typically, when the Tevatron was operational,

the final five batches were extracted to NuMI. After the Tevatron was decommissioned on

September 30, 2011, all six batches were extracted to NuMI. A beam spill containing all six

batches normally lasts 10 µs and delivers ∼42×1012 protons per pulse (PPP); a typical spill

of five batches lasts 8.4 µs and delivers ∼35×1012 PPP. Roughly 15 cm prior to striking the

target, the proton beam passes through a toroid which measures the number of protons, and the

beam profile is monitored to ensure a proper beam spot.
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2.1.2 NuMI Target and Horns

A 120 GeV/c proton beam is collimated to ∼1 mm immediately before striking the NuMI

target by a baffle. This ensures that stray protons do not bombard the support structure and

that the beam is not overly focused, which would damage the target. The target is comprised

of 47 graphite fins, which are mounted to steel pipes along the beam direction (c.f. Fig. 2.2).

The steel pipes provide water cooling. The fins are narrow (6.4 mm wide and 15 mm tall) so

that final state hadrons produced by 120 GeV/c pC collisions are not likely to reinteract in

the target. Each fin is 20 mm long, giving the target a total length of ∼940 mm, which corre-

sponds to 2 interaction lengths [32]. The target is electrically isolated, so that the emission of

charged particles from a 48th fin can be monitored to understand the shape and intensity of the

incoming proton beam; this use of the 48th fin is called a “Budal monitor” [33]. Of the pro-

ton interactions which eventually produce a neutrino passing through detectors in the MINOS

detector cavern, 89% come from carbon (in either the proper target or the Budal monitor); the

remaining interactions occur in support structures or ambient gas [34].

Figure 2.2: The NuMI target. Reprinted from [35], Copyright (2002) with permission from
Fermi National Accelerator Laboratory.

Hadrons produced in the target are focused by two 3 m long magnetic horns situated down-

stream of the target, as shown in Fig. 2.3. The horns are pulsed with a current of + (-)185 kA
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Figure 2.3: Schematic showing positions of the NuMI baffle, target, and horns. Reprinted
from [32], Copyright (2006) with permission from Elsevier.

Decay Mode Fraction

π+→ µ+ νµ 99.99%
π+→ µ+ νµ γ 2.00×10−4

π+→ e+ νe 1.23×10−4

K+→ µ+ νµ 63.55%
K+→ π0 e+ νe 5.07%
K+→ π0 µ+ νµ 3.35%

Table 2.1: Decay modes of π+/K+ (charge conjugate for π−/K−) resulting in neutrino relevant
in the NuMI beam [36].

to bend positive (negative) π’s and K’s towards the primary proton beam’s path. The current in

the horns can be varied to support special studies of the beamline. The target can be moved up

to 2.5 m upstream relative to the horns, which changes the momentum spectra of the focused

particles, thereby allowing for a variable energy spectrum. Moving the target away from the

horns focuses mesons with a higher energy, resulting in a higher energy beam.

Of the mesons whose decay will contribute to the neutrino flux in the MINOS detector

cavern, ∼97% are π’s and the rest are K’s [34]. Focusing π+/K+ (π−/K−) results in a beam

of predominately νµ (νµ) through the decay channels listed in Table 2.1.

2.1.3 Decay and Detector Halls

Secondary pions and kaons must be allowed to decay to produce a neutrino beam. This is

accomplished in a cylindrical decay pipe which is 2 m wide, 675 m long, and held at a vacuum

of ∼1 Torr. The upstream end of the pipe is 50 m downstream of the target, giving a total of
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725 m for the secondary beam particles to decay. NuMI pions have decay lengths ranging from

roughly 0.1–5 km in accordance with their energy range 2–60 GeV.

Secondary hadrons and non-interacting primary protons are removed from the beam at the

end of the decay pipe by a hadron absorber made of aluminum, steel, and concrete. A 1× 1 m2

hadron monitor records the position and intensity of the beam where the decay pipe meets the

hadron absorber. Only neutrinos and muons are left in the beam at this point.

The beam passes through through 240 m of dolomite prior to entering the MINOS near

detector cavern, which is enough material to filter all muons from the beam. The neutrino

component of the beam is unaffected because of the extreme rarity of a neutrino interacting

with the rock. Three muon monitors made of 2 x 2 m2 arrays of ionization chambers, which

record a pulse height proportional to the number of throughput muons, are installed in alcoves

whose distance to the decay pipe varies. The amount of material between the point of meson

decay and a muon monitor dictates the minimum momentum a muon must have had when born

by pion decay. Since each muon monitor has a different muon momentum threshold, comparing

rates among them yields information about kinematics of the pions that decay and thus of the

neutrino beam. A fourth muon monitor was installed in the summer of 2013 in order to improve

sensitivity to higher momentum muons which are more relevant in the medium energy beam.

Figure 2.4 shows the NuMI absorber region.

Figure 2.4: The NuMI secondary absorbers and monitors. Reprinted from [32], Copyright
(2006) with permission from Elsevier.
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2.2 The MINERvA Detector

The MINERvA detector is designed to measure inclusive and exclusive neutrino-nucleus

interaction channels for neutrino energies from 1–50 GeV. The major detector regions of MIN-

ERvA are show in Fig. 2.5. The hexagonal main core of the detector is approximately 5 m

long and has inner and outer regions. The inner detector (ID) is longitudinally organized into

four subdetectors: the nuclear targets region, the fully active tracking region, downstream elec-

tromagnetic calorimetry (ECAL), and downstream hadronic calorimetry (HCAL). The outer

detector (OD) is a shell of hadronic calorimetry which surrounds and physically supports the

ID. It serves both to contain particles produced by events in the detector and shield from par-

ticles produced by neutrino interactions outside of the detector. One ID module is mounted in

the center of one OD frame, as shown in Fig. 2.6. The MINOS near detector sits downstream

of MINERvA and serves as a toroidal muon spectrometer.
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Figure 2.5: Major regions of the MINERvA detector.

MINERvA Coordinate System

MINERvA uses a right-handed coordinate system. The z-axis runs through center of the

detector in the general direction of the neutrino beam. The detector, unlike the beam, is parallel
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Front View


Inner Detector (ID)




Figure 2.6: An inner detector tracking module mounted in an outer detector frame.

with the surface of the Earth1. The y-axis is up, away from the Earth. The x-axis is to the left

from the perspective of the beam.

2.2.1 Upstream Region

Upstream of the main detector, there is a veto wall of iron slabs and scintillator paddles used

to reduce and identify particles entering the front face of the detector. The paddles tag muons

as having been produced upstream of the central MINERvA detector and helium target. The

steel slabs can stop low energy hadrons or induce them to shower so that they might be detected

by the paddles. A liquid helium target encased in a cryogenic vessel sits between the veto wall

and the main detector. This target will be used as the “light” nuclear target in future analyses of

nuclear dependence. The veto wall and helium target have yet to be used for physics analysis

and are not described further here.

1 Recall that the NuMI beam is directed into the Earth at pitch of 58 mrad.
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Subdetector Module Type Module Numbers N Scint. Planes

Nuclear Targets 22 tracking, 5 passive -5–223 44
Tracking Region 62 tracking modules 23–84 114

ECAL 10 ECAL 85–94 20
HCAL 20 HCAL 95–114 20

Table 2.2: Modular composition of subdetectors in the inner detector.

2.2.2 Inner Detector

The ID is a regular hexagon of apothem2 1.07 m with a vertical major axis composed of

120 modules stacked longitudinally, numbered -5–114. There are tracking, ECAL, HCAL,

and passive target modules. Except for the passive target modules, each module type employs

scintillator as the active element. The arrangement of modules into subdetectors is summarized

in Table 2.2.

Scintillator Planes

The active element in MINERvA is polystyrene, a solid plastic scintillator which is de-

scribed further in Sec. 2.2.4. ID planes are made of triangular scintillator strips which are

33 mm wide and 17 mm high. The length of each strip varies based on its placement within

the hegaxonal plane. A scintillator plane is made of 127 strips glued together with 3M-DP190

translucent epoxy, as shown in Fig. 2.7. Planes are made light tight by gluing on sheets of

Lexan with 3M-DP190 gray epoxy. Remaining light leaks are sealed with black PVC electrical

tape. The areal density of an assembled plane (2.024 g/cm2) differs significantly from pure

polystyrene (1.65 g/cm2) because of the epoxy, Lexan, and tape. A summary of the density of

and number of nucleons in a plane is shown in Table 2.3; this is broken down by nucleus in

Table 2.4.

2 An apothem of a regular hexagon is the shortest distance from the center of the hexagon to an edge.
3 One of the passive target modules (Target 3) occupies the space of two modules. So the nuclear targets region

occupies the space of 28 modules.
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Figure 2.7: Cross sectional view of triangular scintillator strips in a plane. 127 Strips are glued
together and wrapped in Lexan to make one scintillator plane.

Areal Mass (g/cm2) Fiducial Area (cm2) Mass (kg) N Protons N Neutrons N Nucleons

2.02e+00 2.50e+04 5.07e+01 1.63e+28 1.42e+28 3.05e+28

Table 2.3: Density and target number of a scintillator plane, assuming a fiducial area with an
85 cm apothem.

There are three possible orientations for the strips in the hexagon. If stacked horizontally,

so that the length runs parallel to the y-axis, each strip corresponds to a different x coordinate.

This orientation is called the “X-view”. The U- and V-views result from rotations in the XY-

plane by +60◦ and -60◦, respectively. These three views provide a stereoscopic 3D image of

interactions in the detector. The use of three views gives redundant measurements of the two

orthogonal coordinates X and Y, which can be used to resolve ambiguity in the formation of

3D tracks.

A 0.2 cm thick hexagonal lead collar covers the outermost 15 cm of each plane’s upstream

face. This “side ECAL” stimulates electromagnetic showers and thus reduces the amount of

energy leaving the ID.

Element % of Plane’s Mass Mass (kg) N Atoms N Protons N Neutrons N Nucleons

Carbon 87.62 4.44e+01 2.23e+27 1.34e+28 1.34e+28 2.67e+28
Hydrogen 7.42 3.76e+00 2.25e+27 2.25e+27 1.78e+25 2.26e+27
Oxygen 3.18 1.61e+00 6.06e+25 4.85e+26 4.85e+26 9.70e+26

Aluminum 0.26 1.32e-01 2.94e+24 3.82e+25 4.11e+25 7.93e+25
Titanium 0.69 3.50e-01 4.40e+24 9.67e+25 1.14e+26 2.10e+26
Silicon 0.27 1.37e-01 2.93e+24 4.11e+25 4.13e+25 8.24e+25

Chlorine 0.55 2.79e-01 4.73e+24 8.05e+25 8.73e+25 1.68e+26

Table 2.4: Nuclear composition of a scintillator plane, assuming a fiducial area with a 85 cm
apothem.
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Tracking Modules

A tracking module contains two scintillator planes in either the UX or VX orientations.

Modules are stacked with alternating orientations yielding a pattern of UX/VX planes.

Nuclear Targets

The nuclear targets region contains 22 tracking modules and 5 solid passive targets. There

are four tracking modules between targets, which is adequate for reconstructing tracks and

showers. A schematic of the nuclear targets region is shown in Fig. 2.8.
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Figure 2.8: Schematic of the nuclear targets of MINERvA. Not shown is the liquid helium
cryogenic vessel which sits just upstream (left) of the nuclear target region. The tracking region
of the MINERvA detector is immediately downstream (right) of the nuclear target region.

Passive targets are numbered upstream to downstream 1–5. The targets are built out of

transverse segments of carbon, iron, and lead. The mass of each nucleus is spread around the

detector in both the longitudinal and transverse direction to reduce systematic errors from both
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the event rate and the development of showers originating in upstream targets. Thicker targets

are the most upstream, so that they interfere with fewer final state products from interactions in

other targets.

Targets 1, 2, and 5 contain iron and lead, which are divided diagonally on a 20.5 cm offset

from the center of the hexagon. Target 3 is made of carbon, iron, and lead; which occupy 1
2 , 1

3 ,

and 1
6 of the area of the target, respectively. Target 4 contains only lead. Each target has some

unique features.

• Target 1 — Being the most upstream target makes Target 1 difficult to analyze. The

primary difficulty is the small number of upstream tracking planes which can be used to

identify particles produced outside of MINERvA.

• Target 2 — The orientation of iron and lead is flipped horizontally from that of Target 1.

• Target 3 — The carbon slice is three times as thick as the iron and lead, which are the

same thickness as the iron and lead in Targets 1 and 2. All materials are flush at the

upstream end, so that there is an air gap downstream of the iron and lead.

• Target 4 — Target 4 is much thinner than the other targets. It is intended to induce

electromagnetic interactions of particles from the upstream targets before they enter the

low Z tracking region. This both improves the containment of events in the upstream

targets and reduces the noise from n’s, γ’s, and π0’s which would confuse event selection

in the tracking region.

• Target 5 — Target 5 has the same shape as Target 1 but is half the thickness. As the

large, fully active tracking region is immediately downstream of this target, tracking is a

bit more precise than in other targets.

There is an air gap between Targets 3, 4, and 5 and the first scintillator plane downstream of

them, which is beneficial for reconstruction because it allows for greater spatial separation of

low energy hadronic final state particles.
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ECAL

ECAL modules are similar to tracking modules, except that a 0.2 cm lead sheet covers the

entire downstream edge of each plane. The module just upstream of the ECAL region is a

hybrid of tracking and ECAL modules which contains a lead collar on the upstream plane but

a full lead sheet on the downstream plane. Therefore there is a lead sheet upstream of each

tracking plane in the ECAL.

The lead in the ECAL stimulates electromagnetic showers. This helps to contain energy

from photons, electrons, and pions which otherwise might exit the rear of the detector. The

granularity of scintillator in the ECAL is just as fine as in the dedicated tracking region, which

is easily sufficient to track charged particles.

HCAL

HCAL modules contain one scintillator plane and a 2.54 cm thick hexagonal steel plane.

The scintillator plane is on the downstream end of each module. The planes in the HCAL have

orientation pattern Fe|X Fe|V Fe|X Fe|U.

2.2.3 Outer Detector

The OD is a steel hexagonal shell with inner apothem 1.168 m and outer apothem 1.727 m.

All steel frames are 3.49 cm thick except for frames surrounding the thicker downstream HCAL

where they are 3.81 cm thick. Each frame has four slots which hold a pair of 2.54× 2.54 cm2

rectangular scintillator strips for calorimetry and crude tracking. The distances from the inside

edge of an OD frame to each pair of strips is 6.35, 15.24, 23.50, and 37.47 cm. The pairs are

joined longitudinally so that each strip is roughly in line with one of the ID scintillator planes

supported by the frame.
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Figure 2.9: Cross-sectional view of a pair of outer detector scintillator scripts, which are em-
bedded in a steel frame.

2.2.4 Scintillator and Light Collection

MINERvA uses polystyrene, a solid plastic scintillator with the chemical formula (CH)8n.

It is extruded into triangular (rectangular) strips for the ID (OD). The scintillator is doped with

1% 2,5-diphenyloxazole (PPO) and 0.03% 1,4-bis(5-phenyloxazol-2-yl) benzene (POPOP).

Ionization caused by the passage of a charged particle induces PPO to scintillate. In response to

the fluorescence of PPO, POPOP scintillates a more focused light spectrum at 410 nm. Strips

are coated with a white 15:85 mixture of TiO and polystyrene, which improves internal reflec-

tion.

A wavelength shifting (WLS) fiber is embedded in the center of each strip. WLS fiber

collects the blue scintillation light, shifts it to green, and directs it out of the scintillator. The

shifted green light is reflected internally in the fiber, which greatly reduces the loss of signal.

Groups of eight fibers are attached at a connector which plugs into a female end of an

optical decoder unit (ODU) which protrudes from a steel tube, called a “box”4. Boxes are

mounted atop the detector. Eight connectors are plugged into each box5 for a total of 64 fibers

per box. The ODU is a set of 64 optical fibers which map light from the detector to the face of

a 64-anode photomultiplier tube (PMT) to ensure that signals from adjacent strips do not go to

adjacent PMT channels. Each box contains an ODU, PMT, and a PMT base, to which front end

electronics will be attached. The digitization of this optical signal is discussed in the following

4 Roughly half of the PMT boxes were assembled at Rutgers, The State University of New Jersey.
5 Some boxes are not fully instrumented to the detector. These have a blackened plug inserted into one of the

ODU ports to prevent light leaks.
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section.

2.2.5 Electronics and Data Acquisition

64-anode photomultiplier tubes (PMTs) transform the collected scintillation light into pho-

toelectrons on their photocathodes, which are then amplified into a measurable signal by series

of dynodes in the PMTs. There are ∼500 PMTs on the MINERvA detector which service

∼32,000 channels6. All of these PMTs were tested for quality assurance and calibration using

the Rutgers PMT Test Stand. PMT signals are read by front-end boards (FEBs), which are con-

trolled by a Field-Programmable Gate Array (FPGA). FEBs store charge for all 64 channels in

six TriP-t chips and also power the PMT dynodes with a Crockcroft-Walton. Each TriP-t chip

services 32 channels and has a user-selectable gain. Two chips are set to low gain for all 32

channels; the other four chips are set to medium- and high-gain for 16 channels each.

MINERvA reads out the entire detector for 16 µs at the call of a trigger signal from the

NuMI beam. This readout window, hereafter referred to as a “gate”, begins 0.5 µs before

and ends 5.5 µs after the beam spill. When the charge in a channel crosses the discriminator

threshold, the TriP-t’s begin integrating charge and record hits times. All channels on a TriP-t

are readout 150 ns after any channel fires the discriminator. There is a 20 ns reset window

during which no charge is recorded in the recently readout channels. Channels can be readout

in this way up to five times during each gate. In addition, there is an untimed final readout at

the end of the gate, for which all hits are given the time of 16 µs, which is the end of the gate.

Groups of up to 10 FEBs are daisy-chained together and communicate with the data ac-

quisition system (DAQ) through VME modules. Each chain of FEBs is connected to a Chain

Readout Controller (CROC). Timing information, like the NuMI and MINOS triggers, is com-

municated among VME modules by a CROC Interface Module (CRIM). CROCs and a CRIM

are mounted in a VME crate along with a CAEN V2718 crate controller, which communicates

6 The number of instrumented channels varied with time.
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with a computer. MINERvA uses two VME crates.

For a more detailed description see Ref. [37].

2.3 MINOS Near Detector

The Main Injector Neutrino Oscillation Search (MINOS) is a two detector neutrino oscil-

lation experiment situated on-axis in Fermilab’s Main Injector [27]. The near detector is at

Fermilab, and the far detector is 735 km away in Soudan, Minnesota. Both MINOS detec-

tors are made of interleaved steel and plastic scintillator modules, similar to the MINERvA

HCAL. Unlike MINERvA, the MINOS detectors are magnetized, which makes them capable

of reconstructing the charge and momentum of the (anti)muons produced by charged current

(anti)neutrino interactions.

The near detector, shown in Fig. 2.10, is 2 m downstream of MINERvA and composed of

282 planes, weighing in at 980 metric tons. Its transverse shape is a squashed octagon which

resembles a witch’s cauldron. MINERvA’s optical system was based on that in MINOS, so

there are many similarities. The major difference is that MINOS scintillator strips are rectan-

gular with a cross sectional area of 1.0 × 4.1 cm2. The steel modules are 2.65 cm thick. The

near detector is divided longitudinally into two regions: the upstream calorimeter and down-

stream spectrometer. In the calorimeter, there is one scintillator plane between each pair of

steel planes, which is adequate granularity for reconstructing the energy of a hadronic system.

The spectrometer is meant to reconstruct muons and has one scintillator plane after every fourth

steel plane.

Since the near detector is the only MINOS detector relevant to MINERvA, it is sometimes

referred to in this dissertation as just “MINOS”. For MINERvA’s purposes, MINOS is a toroidal

muon spectrometer.
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Figure 2.10: The MINOS near detector (left) as viewed from above and (right) as seen by the
beam. Reprinted from [38] with permission from the MINOS collaboration; Copyright (2010)
by The American Physical Society.

2.4 Data Run Periods

MINERvA has been collecting data since the fall of 2009. The Low Energy Run refers

to data taken between the fall of 2009 and April 2012, shown in Ref. 2.11. This run ended

when the accelerator complex was shut down for upgrades. The primary goal of the upgrades

was to increase the energy, intensity, and repetition rate of the NuMI beam for NOvA. This is

also quite beneficial for many analyses that can be performed in MINERvA. The upgrade was

completed in September 2013, thus beginning the Medium Energy Run which will last at least

another five years.

For its first four months of data taking, a partially-constructed (∼50%) MINERvA recorded

νµ -mode data from NuMI. Neither this data nor the detector configuration are relevant to the

analysis presented here. For information on and an analysis of data taken during this period see

Ref. [39].

MINERvA was fully installed by the end of March 2010, with the exception of the water

target, helium target, and veto wall. The detector recorded NuMI beam data in various beam

configurations until the end of the Low Energy Run. Only the νµ -mode data is relevant to this

dissertation. Most of the νµ beam data was collected Summer 2010, and Fall 2010 through
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Figure 2.11: NuMI beam data recorded by MINERvA. The first ∼four months of data were
taken with 50% of the detector installed. Vertical bars indicate changes in the beam. Special
runs refers to non-standard NuMI horn and target configurations.

Spring 2012. In addition, about one week of data was collected in each May and June of 2011.

Table 2.5 shows a summary of exposure to the NuMI beam in νµ -mode.
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Start End P.O.T.
(×1020)

Notes

Mar 22, 2010 Jul 12, 2010 0.941 2 most upstream modules not instru-
mented.

May 7, 2011 May 13, 2011 0.025
Jun 22, 2011 Jul 1, 2011 0.064
Oct 18, 2011 Apr 30, 2012 1.914 Veto installed. Helium and water

targets present, sometimes empty.

Table 2.5: A summary of the data run periods during which MINERvA collected data from the
νµ -focusing mode of the NuMI beam. P.O.T. listed is used for the analysis presented here and
is less than the P.O.T. delivered to or recorded by MINERvA.
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Chapter 3

Calibration and Reconstruction of MINERvA

In the most basic terms, a particle detector measures the position, time, and energy of

ionization caused by the passage of charged particles through its mass. These three quantities

are not directly measured, but must be inferred from analog-to-digital conversion (ADC) and

time-to-digital conversion (TDC) signals, and from knowledge of the detector’s optical and

electronic components. The detector must therefore be calibrated to account for any deviations

or processes which are not modeled sufficiently well.

Reconstruction algorithms interpret calibrated measurements of energy deposits in the de-

tector as particles. Pattern recognition and expectations for physical behavior in the detector

form the basis of these algorithms. In neutrino scattering, all of the detector activity is due to

the products of the interaction; neutrinos do not participate in electromagnetic processes like

ionization. The process by which a neutrino interacted in the detector and the kinematics of

that interaction are inferred based on the reconstruction of its final state products.

This chapter describes the calibration and reconstruction of raw hit information. It closely

follows Ref. [26], although there are significant differences in the description of reconstruction.

3.1 Hit Calibration

Figure 3.1 shows the steps in collection of light and conversion to ADC that require cali-

bration. Some calibrations were measured Ex situ on components prior to installation on the

detector or with a separate bench test. Others are measured In situ using the fully constructed

detector. The following is a summary of the effects that cause a priori measurements of detector
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Figure 3.1: Schematic of effects accounted for in hit calibration. Figure taken from Ref. [26].

activity to differ from the actual activity and thus must be calibrated.

Position

The most dramatic difference between the true and observed position happens when a chan-

nel is not connected to the strip predicted by the plex, which is the mapping of electronics to

detector channels. There are deviations from the nominal position of modules due to imperfec-

tions in construction, and the stress and shear from adjacent modules.

Time

Calibrations must account for the time it takes light to travel though the optical fibers to

reach the PMTs. This calibration is different for all channels because of variations in fiber

lengths and imperfections of fibers. The fluorescence time of the PPO/POPOP system is

energy-dependent. The time it takes FEBs to respond varies due to their different distances

from the VME crate and also inherent variations in manufacturing.
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Energy

Many corrections must be made to interpret ADC counts as energy depositions in the de-

tector. The conversion of measured ADCi to energy deposition Ei in channel i can be param-

eterized as

Ei = ADCi ×
[
Qi(ADC) ·Gi(t) · eli/λclear · ηatti (d) · Si(t) · C(t)

]
, (3.1)

where the calibration terms are:

• Qi(ADC) — Conversion of charge to ADC, or gain, of the TriP-t chip.

• Gi(t) — Amplification of signal in the PMT dynode chain.

• eli/λclear — Attenuation of light in the clear optical fiber with attenuation length λclear =

7.83 m.

• ηatti — Attenuation of light in the WLS fiber, which is a function of the position in the

fiber.

• Si(t) — Time-dependent relative energy scale of the channel with respect to the oth-

ers. This accounts for variations in the extrusion of scintillator, bubbles in optical fibers,

connection of the fibers to the PMT, environmental conditions across the detector (tem-

perature, humidity, dripping water), and any other variations.

• C(t) — Time-dependent absolute energy scale.

3.1.1 Ex situ Calibrations

Some calibrations were measured on components prior to installation on the detector or

with a separate bench test.
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Figure 3.2: Schematic of the Rutgers PMT test stand. Light from a blue LED is directed though
a green WLS fiber and illuminates one pixel in each of six PMTs. A diffuser can filter light to
vary the signal. Figure taken from Ref [26].

Front-End Boards

The conversion of charge to ADC count was measured on each FEB for all three gain

settings (low, medium, high) prior to installation. A known charge from a capacitor was injected

into the FEB, and the resulting ADC count response was fit to a tri-linear function to calibrate

each channel.

Photomutliplier Tubes

PMTs were tested on a dedicated test stand at Rutgers1 before being enclosed in steel boxes.

The test stand illuminated one pixel at a time using light from a blue LED that was directed

through a green WLS fiber. 64 groups of six clear optical fiber were used so that six PMTs

could be tested at once. Figure 3.2 shows the setup.

Module Mapper

The optical attenuation in the WLS fibers in each scintillator plane was mapped using γ

radiation of a 137Cs source. The source was directed up and down each strip in the plane

longitudinally while strip response was measured. The resulting calibration is an attenuation

1 The Rutgers test stand was moved to Fermilab in May 2010 to test replacement PMTs. The test stand is still
able to test PMTs should the need arise during the Medium Energy Run.
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scale factor for each channel that is a function of the energy deposition’s longitudinal position

in the strip.

3.1.2 In situ Calibrations

In situ calibrations are necessary to characterize time-dependent effects, and account for

variations in or changes due to detector construction. Measurements for these calibrations use

either rock muons or special triggers, which are explained below.

Rock muons are the final state products of neutrino interactions in the rock of the detector

hall that enter MINERvA. They are plentiful; often, several are recorded in a beam spill. Muons

are minimum ionizing particles, thus their energy deposition pattern in the detector is consistent

and well understood.

The MINERvA DAQ can send triggers to readout the detector between NuMI spills, pro-

vided there is enough time to be ready to trigger for the next spill. There are two special types

of trigger important for calibration: pedestal and light injection. The specifics of each are

discussed below.

Pedestals

Reading an FEB will result in a nonzero ADC count even when no charge has been recorded.

This ADC count is called the “pedestal”. The pedestal is measured simply by reading out the

detector when there is expected to be no light. This is accomplished by taking pedestal triggers

between NuMI triggers, when there is no beam. The mean of the ADC distribution is taken as

the value of the pedestal and subtracted during calibration. Each channel has its own pedestal

calibration. Pedestal data is taken by switching to a mixed NuMI-pedestal trigger mode roughly

twice a day for one half hour each.
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PMT Gains

The gain of each PMT channel changes as it ages. The ideal way to measure gain is to

induce a known number of photoelectrons to cascade through the dynode chain and measure

the response. Such a system would have been very expensive and not entirely necessary for

MINERvA. Instead, MINERvA employs a light injection system. Each PMT box has two ports

into which optical fibers from a light injection system are connected. There is a diffuser in each

port to spread the light across the whole face of the PMT. The LED used in light injection is

tuned so that roughly one photoelectron is generated in each channel. Assuming a probabilistic

model for amplification in the dynode chain, the gain can be calculated from the difference in

the RMS of the pedestal ADC and of the one-photoelectron ADC. The gain is calculated for all

channels in the detector. Light injection data is taken between NuMI spills, in a mixed trigger

mode.

Plane Alignment

Installation and gravity cause small shifts in position and rotation of scintillator planes.

These deviations can be measured by comparing the fitted path of a rock muon though a strip

and the energy deposited in that strip. The farther a muon travels through a strip, the more

energy it will deposit in said strip. Since most rock muons are along the beam direction, the

longest distance traveled is through the point of the scintillator triangle. The energy deposited in

a strip is histogrammed as a function of transverse position. Finding the peak energy deposition

from the histogram locates the point of the triangle. This is done for all strips in the plane. A

shift in position will cause the peak to be found offset from nominal position. A rotation about

the z axis manifests as a positional dependence through the plane of the shift in the triangle

peak position. Figure 3.3 shows an example of the measurements used for alignment.



40

Triangle base position (mm)

-15 -10 -5 0 5 10 15

A
ve

ra
g

e 
E

n
er

g
y 

(M
eV

)

0

0.5

1

1.5

2

2.5

3

3.5

4

Triangle base position (mm)

-15 -10 -5 0 5 10 15

L
o

n
g

it
u

d
in

al
 P

o
si

ti
o

n
 (

m
m

)

-1000

-500

0

500

1000

A
ve

ra
g

e 
E

n
er

g
y 

(M
eV

)

0

0.5

1

1.5

2

2.5

3

3.5

4

Triangle base position (mm)

-15 -10 -5 0 5 10 15

A
ve

ra
g

e 
E

n
er

g
y 

(M
eV

)

0

0.5

1

1.5

2

2.5

3

3.5

4

Triangle base position (mm)

-15 -10 -5 0 5 10 15

L
o

n
g

it
u

d
in

al
 P

o
si

ti
o

n
 (

m
m

)

-1000

-500

0

500

1000

A
ve

ra
g

e 
E

n
er

g
y 

(M
eV

)

0

0.5

1

1.5

2

2.5

3

3.5

4

Figure 3.3: Alignment of a scintillator plane using the measured position and dE/dx with a
rock muon sample. (left) The peak of the energy distribution is offset from the expected value
of 0 meaning there is an offset in strip position. (right) The triangle base position changes with
the longitudinal position in the strip, indicating a rotational misalignment. The top and bottom
rows are different planes. Figure from Ref. [26].
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Figure 3.4: Peak muon energy per length for for all planes. The consistency in energy response
is due to the channel-to-channel calibration. The red line is a linear fit showing flatness. Figure
from Ref. [26].

Channel to Channel Calibrations

There are numerous reasons for remaining variations in the channels’ responses to energy

deposition. A channel-to-channel calibration is performed to normalize channels relative to

each other, thereby removing any remaining variations. The calibration is performed on a sam-

ple of tracked rock muons that enter the front and exit the back of MINERvA; such muons are

called through-going muons. The energy per length, E/L, of scintillator traversed is measured,

as in the process of plane alignment. It is important that the plane alignment calibration is

applied first. Variations in the peak of the E/L distribution are calibrated out. Consistency in

the energy response of modules after channel-to-channel calibration is shown in Fig. 3.4.

Absolute Energy Scale

The absolute energy scale of the detector is set by comparing the peak energy deposited

by a muon in a scintillator strip, called the muon energy unit (MEU), in data to simulation.

The use of simulation is safe because the mechanism of muon energy loss through ionization

is very well understood. Through-going rock muons with a reconstructed momentum are used
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Figure 3.5: Calibration of absolute energy scale using muon energy unit (MEU). (Left) Com-
parison of MEU in data and simulation used to set the calibration. (Right) Fit to the peak of the
energy distribution gives the value for MEU. Figure from Ref. [26].

.

for the calibration. The MEU is extracted from a fit of the distribution of energy deposited by

the muons. The calibration is the ratio of data to simulation for this value. Only one scale

factor is necessary for the detector since the previous channel-to-channel calibration removes

any variations. Figure 3.5 shows a a comparison of data and simulated muon energy deposited

per length and a fit to the distribution to tune the MEU.

Timing

Timing calibrations are also accomplished using fitted through-going rock muon tracks.

The calibration procedure is iterative; the best known timing calibrations are applied to find

even better timing calibrations until convergence. The time of each hit is compared with the

truncated mean time of hits on the track to form a residual, taking into account the travel time

of the muon and previous timing calibrations.

Time slewing is calibrated for each channel. The calibration moves the center the peak of

the hit time residual to 0. The slewing calibration is done in bins of energy deposited, because

it is energy-dependent.

A separate time calibration accounts for the time offset between FEBs. This calibration is
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done for each group of 32 channels connected by a TriP-t chip.

Cross-talk

Cross-talk is measured in situ using rock muon tracks. The ideal measurement of cross-

talk illuminates just one pixel at a time, as in Sec. 3.1.1. Muons are an adequate light source

because they usually deposit energy into only two strips per plane. Cross-talk is identified as

signal measured in channels that were not traversed by the muon but sit on the same PMT as

channels that were traversed by the muon. The frequency and energy distribution of cross-

talk hits is compared to the simulation to calibrate the probabilistic algorithm that simulates

cross-talk.

3.2 Reconstruction

This section describes a track-based approach to finding events with a muon in MINERvA.

Such events can be charged current neutrino interactions or rock muons.

Reconstruction of events in MINERvA begins by grouping hits in a gate temporally into

“time slices”, which usually are collections of all the activity produced by physical events in the

detector. Subsequent reconstruction algorithms act on single time slices, and hits in different

time slices do not interfere2. Hits are then spatially grouped within planes into “clusters”.

Groups of clusters that resemble the path of a charged particle are associated as a “track”.

Tracks are fit to the expected path of a charged particle to better understand its path. Tracks

are identified as muons by looking for corresponding activity in MINOS. Clusters that are not

associated with the muon are assumed to come from the recoil system, and their energies are

summed to get the recoil energy.

2 This is not true for the reconstruction of Michel electrons. Hits from Michels are seen roughly 2 µs after
the hits from the parent µ+ or π+ due to the delay in decay. The time difference is large compared to the typical
separation of time slices, so the Michel will be found in a later time slice. Michel electrons are not considered in
this analysis.
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Time%(ns)%

Figure 3.6: Hit time distribution in a neutrino beam spill. The colored peaks are hits that have
been grouped together into “time slices”. Figure comes from Ref. [26].

3.2.1 Clustering Hits by Time

Time slices are found by scanning the hit time distribution. The algorithm starts by walking

a 30 ns window forward in time. If the integrated number of photoelectrons in the window

exceeds 10, a candidate time slice is created. All hits in the 30 ns window are part of the time

slice. The window then continues to talk forward in time, adding all hits in the roaming window

to the time slice, until the integrated number of photoelectrons is less than 10. The window then

resumes walking forward and will look for more time slices.

Figure 3.6 shows an example hit time histogram for a gate. Colored peaks in the distribution

are time slices. A typical beam spill from NuMI in νµ -focusing mode contains 5–12 time slices.

3.2.2 Clustering Hits by Position

The first step of spatial pattern recognition is merging hits within a plane into clusters. Hits

that are contiguous are merged into a cluster. Clusters take hits in a greedy fashion, i.e. a cluster

is made out of the maximum number of contiguous hits. All hits are used to create clusters,

which necessitates the existence of one-hit clusters.

The energy of a cluster is the sum of energies of its constituent hits. Its time is taken from

the time of the most energetic hit. The cluster position is the charge-weighted mean position of

the hits.

Because of the alternating triangular design in scintillator planes, it is extremely likely that
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a particle passing through a plane will intersect more than one strip. A different topology of hits

is expected for different situations. For example, muons tend to produce very narrow clusters,

and showering hadrons produce very high energy broad clusters. Clusters are classified as low

activity, trackable, heavy ionizing, cross-talk, or supercluster according to their energy, number

of hits, and energy of hits. Hits are classified by their energy. The classification criteria for

clusters is as follows.

• Low activity clusters have energies less than 1 MeV.

• Trackable clusters have energies between 1–12 MeV and contain fewer than five hits.

The cluster must have at least one hit with energy 0.5–12 MeV, but no more than two. If

there are two hits with 0.5–12 MeV, they must be adjacent.

• Heavy ionizing clusters have energies greater than 12 MeV and contain fewer than five

hits. The cluster must have at least one hit with energy greater than 0.5 MeV, but no

more than three. If there are two or three hits with energies greater than 0.5 MeV, they

must be contiguous.

• Cross-talk clusters are made of hits that are correlated with tracked activity in PMT

space.

• Superclusters do not fit the criteria of any of the above categories. Practically, this

means clusters that are very wide or have hit patterns consistent with multiple particles

are superclusters.

3.2.3 Track-Based Event Formation

The analysis described here looks for charged current events, i.e. events with a muon in

the final state. Muons are the simplest final state particle to identify and, in this case, the most

important. For these reasons, MINERvA has developed an algorithm to build events which is

focused primarily on finding the muon track.
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Identify the Anchor

The first step in the event formation algorithm is to find tracks by applying pattern recogni-

tion to trackable and heavy ionizing clusters. The longest track, usually the muon, is declared

the “anchor” track and retained. All non-anchor tracks are discarded. Anchor tracks must be

longer than 25 nodes, or the event is discarded. The event vertex is taken to be the origin of the

anchor track.

Create Anchored Tracks

Next, pattern recognition is redone with the clusters that were not used to create the anchor.

If tracks are found to be compatible with the event vertex, they are kept. The criteria for

compatibility are (1) that the track’s projection is less than 100 mm away from the vertex at its

closest approach and (2) that the track’s origin is less than 250 mm away from the vertex. If

any anchored tracks are found, this step is repeated. Each iteration of pattern recognition uses

fewer clusters, because the clusters have been used to make tracks.

Create Secondary Tracks

Next, secondary tracks are created by finding tracks that begin near the end of a primary

track. A track emanating from terminus of another track can be the result of an inelastic scatter,

decay, or hard elastic scatter. The anchoring test is the same for secondary tracks as explained

above, except that the anchor point is the end of a track instead of the primary vertex. This step

is repeated until no more new tracks are found.

Repeating each step until convergence ensures that all tracks which can be traced back to

the primary vertex through a connected system of tracks are found. Tracks and vertices are fit

after each pattern recognition step as described in Sec. 3.2.5.
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3.2.4 Track Formation

Track formation has two steps: track finding and track cleaning.

Track Finding

MINERvA employs a track seed-based pattern recognition scheme to find tracks. Here, a

track is a group of clusters that have a pattern consistent with the path of a charged particle.

Clusters in a time slice that have not yet been associated with a track are the inputs to the track

finding algorithm.

First, track seeds are created by comparing the positions of clusters that are in the same

view (X, U, or V). Track seeds are made of three clusters that are in the contiguous planes of a

particular view and can be fit to a 2D line with reasonable success.

Next, track candidates are grown by stitching together compatible track seeds to make

longer 2D lines. To form a track candidate, the seeds must be in the same view, share one

cluster, and have similar slopes. After candidates are formed, they are joined. Track candidates

are joined with other candidates in the same view if they project to each other. Compatible

candidates are joined even if there are gaps instead of clusters between them.

The last step is the merge candidates of different views. There are two schemes for doing

this: 3D and 2D. In 3D merging, triplets of track candidates are tested for longitudinal overlap

and 3D consistency, i.e. that the coordinates calculated with two candidates correctly predict

the third. In 2D merging, pairs of track candidates are tested for longitudinal overlap and 3D

consistency. The 3D consistency for 2D merging requires untracked activity where one would

expect a third candidate, rather than requiring an actual third track candidate. 3D merging

is more robust and is tried to exhaustion before 2D merging is allowed to run. 2D merging is

useful because it finds tracks which are obscured in one view by overlapping activity or detector

inefficiency.
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Track Cleaning

During track cleaning, clusters may be added to a track or partially broken apart. Clusters

can be added to a track for two purposes:

• Fill gaps in tracks that cross planes in which there is no activity associated with the track.

If there are clusters in the gaps, they are added to fill the gap.

• Extend endpoints of the track by attempting to propagate farther upstream. Sometimes

the upstream end of a muon’s track is obscured by hadronic activity. In this cleaning step,

the track will claim muon-like amounts of energy from clusters that are in its upstream

path of propagation.

Sometimes a cluster is added to a track even though it was already used by another track.

These situations are resolved by breaking the cluster in two. The fraction of the cluster energy

awarded to each track is determined by the dE/dx of each track near the disputed cluster. The

most common case is a muon that possesses added superclusters or heavy ionizing clusters. In

this instance, the muon track gets an amount of the shared cluster’s energy that is consistent

with the muon’s dE/dx in the vicinity of the disputed cluster.

3.2.5 Track and Vertex Fitting

To fit tracks, MINERvA uses an implementation of the well-known Kalman filter method [40],

which is a local least-squares estimator. During the application to track fitting, the Kalman filter

will minimize the sum of standardized distance between the position of the energy deposited in

a layer of scintillator and the estimate of the track’s parameters as it passed through that layer

of scintillator. The algorithm produces a position, slope, and covariance matrix for each cluster.

The covariance matrix includes noise from multiple scattering [41].

Vertices with at least two tracks are initially fit with a crude (though often very good)

estimate of the vertex position by averaging points of closest approach. The vertex position is
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then fit using an adaptive Kalman filter minimization routine [42]. The adaptive feature weights

down tracks that do not appear to be compatible with the vertex, so that they influence the vertex

position less.

For more details on fitting methods see Appendix C.

3.2.6 Muon Reconstruction

The proper identification and reconstruction of muons is crucial to the analysis presented

in this dissertation. A track in MINERvA is identified as a muon if it matches to activity

in MINOS. These are the only types of muons currently used in charged current inclusive

analyses.

Matching Tracks to MINOS

MINERvA tracks that have at least one cluster in any of the five most downstream modules

(in the HCAL) are considered candidates for matching. MINOS track-match candidates must

have hits in at least one of the four most upstream MINOS planes. The MINOS and MIN-

ERvA tracks must occur within 200 ns of each other. All pairs of candidates are tested for

compatibility in two ways.

The first, and preferable, compatibility test projects the tracks to each other’s end points.

The position and slope of the MINERvA track at its most downstream point is projected down-

stream into MINOS and compared with the MINOS track-match candidate’s most upstream

position. The MINOS track is propagated upstream to MINERvA for a crosscheck. If the

residual of both projections is less than 40 cm, the two tracks are matched. If more than one

MINOS track passes the matching criteria, the one with the lowest projection residual is used.

The second test uses the distance of closed approach, and is used only if no track-match is

found using the endpoint projection criteria. The MINERvA and MINOS tracks are simulta-

neously projected towards each other. The projection compatibility test is then evaluated at the
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point of closest approach. This matching method exists to find cases in which the muon scatters

off material between MINERvA and MINOS.

Charge and Momentum Reconstruction

The magnetic field in MINOS deflects muons according to their charge. The charge of the

muon determines the sign of curvature of this deflection. Deflection of the muon is measured,

and the charge is inferred. The polarity of the field can be flipped so that either helicity can be

focused: usually µ− for νµ studies and µ+ for νµ studies.

The momentum of a muon is reconstructed starting at the downstream end, with MINOS.

MINOS uses two methods of momentum reconstruction: range and curvature. Reconstruction

by range is the more precise method but is only possible for lower energy, lower angle muons

that stop in the detector. Muons are reconstructed by curvature described by

K =
1

R
=

0.3B

pµ
. (3.2)

The energy which the muon loses in its travel through MINERvA is then added.

3.2.7 Recoil System Reconstruction

Clusters in the recoil system pass the following criteria:

• They are not associated with the muon track.

• They are not identified as cross talk.

• They are within a time window of -20/+35 ns of the event time.

The energy of these clusters is added calorimetrically to determine the energy of the recoil

system. Three corrections are applied to the clusters’ energy:

1. Correct visible energy by accounting for passive material traversed.
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2. Multiply the above result by a scale factor si (Erecoil) that is tuned to Monte Carlo.

3. Apply a polyline correction to the above result that applies an energy-dependent scale

factor, also tuned to Monte Carlo.

The reconstruction procedure can be summarized as

Ehad = poly(Ehad) · α ·
hits∑
i

Evisi · f
pass.
i , (3.3)

where poly(Ehad) is the polyline correction, α is constant scale factor that depends on the

vertex position, Evisi is the visible energy of a hit, and fpass.i corrects for expected loss of

energy in passive material near the hit.

Passive Material Correction

The passive material traversed by the particle is estimated using the hit location. To calcu-

late how much energy is lost in the passive material, it is assumed that the number of MEUs per

g/cm2 deposited in scintillator is also deposited in the passive material. The number of MEUs

deposited in scintillator is

nmeu =
evis

factive ·MSc. · dEdxSc.
, (3.4)

where evis is the visible energy of a hit, MSc. is the mass of scintillator that recorded the hit in

g/cm2, and dEdxSc. is the energy lost in scintillator by a minimum ionizing particle in MeV/

g/cm2. The total energy deposited is estimated to be

E = nmeu ·
materials∑

i

(Mi · dEdxi), (3.5)

where the sum is over materials near the hit. The dE/dx values are listed in Table 3.1.

When a hit is in a plane adjacent to a passive nuclear target it is assumed that half of the

target’s thickness has been traversed. Hits provide only 1D information about the transverse

position and most hits in the recoil system are not tracked. Therefore it is not generally possible
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Material Scintillator Carbon Iron Lead
dEdx ( MeV/ g/cm2) 1.936 1.742 1.451 1.122

Table 3.1: dE/dx for materials in the MINERvA detector [43].

Vertex Location Target 2 Target 3 Target 4 Target 5 Tracker

α 1.78 1.67 1.59 1.57 1.60

Table 3.2: Calorimetric scale factors α from Eq. 3.3.

to associate a hit with carbon, iron, or lead in the passive target. Instead, the average dE/dx of

target materials is used which takes into account the area of the target occupied by each material

along the length of the hit strip. For details on the calculation of strip lengths associated with

passive materials, see Appendix B.

Multiplicative Scale Factor

The multiplicative scale factor α is applied to the reconstructed recoil energy to account

for additional losses of visible energy like finite containment, neutral particles, and FSI. The

scale factor is tuned using the Monte Carlo by minimizing the error between the reconstructed

recoil energy and the true hadronic energy, defined as Ehad = Eν −Eµ. This definition of true

recoil energy is chosen to optimize the neutrino energy reconstruction, which is reconstructed

for inclusive events as Eν = Ehad + Eµ. Only events that pass all analysis cuts and have true

Ehad between 1 and 10 GeV are used for the tuning. A different α is found for the tracking

region and for each passive target, because showers emanating from different locations in the

detector encounter different material and thus develop differently. Scale factors are shown in

Table 3.2.
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Polyline Correction

An additional multiplicative correction is derived from the residuals in bins of Etrue. A

polyline is formed with points (X,Y ) = (Etrue(1 + µ), Etrue), where Etrue is the aver-

age true Ehad in that bin and µ is the mean of the Gaussian fit for the residual (Ereco −

Etrue)/Etrue in that bin. The polyline starts at (0, 0) GeV and ends at (50, 50) GeV. Bins

with Etrue < 300 MeV are not used. The multiplicative correction for an event with Ehad

is determined from the two polyline points p1 and p2 such that p1
X <= Ehad < p2

X . The

energy after the polyline correction is

E′had = p1
Y + (Ehad − p1

X) ·
p2
Y − p1

Y

p2
X − p1

X

. (3.6)
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Chapter 4

Simulation

The simulation of neutrino events in MINERvA is accomplished in four distinct steps. Each

of these steps employs at least one Monte Carlo1. First, G4numi predicts the neutrino flux pro-

duced by NuMI. Next, GENIE determines if and how these neutrinos interact in the MINERvA

detector. Then, Geant4 and MINERvA -specific codes simulate the detector response to the

final state products of the neutrino interaction. Last, any simulated particles exiting the back of

MINERvA are propagated to and simulated in MINOS with Geant3.

4.1 NuMI Flux

The NuMI beam is simulated with the G4numi package, which is a NuMI-specific imple-

mentation of Geant4 version 9.2.p03. MINERvA has chosen to use the FTFP BERT hadronic

physics model for G4numi. For energies greater than 5 GeV, FTFP BERT uses the FRITIOF

string model to generate the primary hadronic collision, the Lund model for fragmentation into

hadrons, and precompound splines to de-excite the remnant nucleus. The Bertini model for

intranuclear cascade is used for lower energy hadrons.

G4numi has a description of the NuMI beamline geometry. 120 GeV/c pC collisions are

generated one proton at a time with a beam spot size of 1.1 mm. The hadronic models used in

the simulation were found to disagree significantly, so external hadron production data is used

to reweight these predictions. This reweighting is significant, but this is discussed in Sec. 4.1.

1 All simulations described in this dissertation are Monte Carlo codes. “Simulation” and “Monte Carlo” may be
used interchangeably.
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The products of primary pC collisions are allowed to propagate through the material of the

NuMI beamline, where they may reinteract. The products of these interactions are focused

according to a description of the magnetic horns and decayed by G4numi.

This procedure is used to predict the flux from NuMI for all neutrino and antineutrino

flavors.

Reweighting pC Interactions

As mentioned above, the FTFP BERT model does not provide a very precise description

of proton-nucleus interactions. To improve the accuracy of the flux prediction, MINERvA

reweights events according to measurements from pC hadron production experiments. Cur-

rently, results from two hadron production experiments are used for reweighting:

• NA49 [44] — Collected data at 158 GeV/c. NA49 also has the more descriptive handle

“Large Acceptance Hadron Detector for an Investigation of Pb-induced Reactions at the

CERN SPS”.

• Barton et al. [45] — Collected data at 100 GeV/c using the Fermilab Single Arm Spec-

trometer in the M6E beamline.

Neither of these datasets was collected at the NuMI momentum 120 GeV/c, so an energy scal-

ing is applied using predictions from FLUKA [46], a different hadron production simulation.

Figure 4.1 shows a comparison of the pC→ π±X cross sections predicted by the FTFP BERT

model to data collected with NA49 [44]. The kinematic region relevant to νµ production for

MINERvA is approximately pt = [0.1, 0.6] GeV/c and xF = [0.05, 0.15].

The reweight factor is the ratio of data to FTFP BERT values of the invariant cross section

f(E, xF , pt) = E d3σ
dp3

. An energy scaling correction calculated with FLUKA accounts energy

difference between NuMI energies and available data. pt is the outgoing particle’s transverse
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(b) pC → π−X

Figure 4.1: A comparison of NA49 and FTFP BERT predicted hadron cross sections for pC→
π+X (left) and pC→ π−X (right).

Cross Section Kinematics Dataset

pC → π±X xF < 0.5 NA49 [44]
pC → π±X xF > 0.5 Barton et al. [45]
pC → K±X xF < 0.2 NA49 [44]
pC → pX xF < 0.95 Barton et al. [45]

Table 4.1: Summary of hadron production interactions constrained by measurements.

momentum and a scaling variable from Feynman xF = 2p∗L/
√
s, where pL is outgoing par-

ticle longitudinal momentum and
√
s is the total center of mass energy [47]. The factor for

reweighting a simulated event with xF and pt to data collected at 158 GeV/c ≈ 158 GeV is

then

RW =
f(158 GeV, xF , pt)data
f(E, xF , pt)g4numi

·
f(E, xF , pt)fluka

f(158 GeV, xF , pt)fluka
. (4.1)

Particles that reinteract are subject to similar reweighting. Weights are also applied to account

for the attenuation of the proton beam in the NuMI target.

Some simulated events are outside of the kinematic range of the data or produce a final

state that was not measured. These events are not constrained and do not get a reweight factor

(RW = 1). The kinematic regimes that are reweighted are summarized in Table 4.1.
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Figure 4.2: Prediction of the flux (left) with hadron reweighting (right). This is the right sign
flux, i.e. νµ (νµ) when NuMI focuses νµ (νµ).

4.1.1 Resulting Flux

The νµ and νµ flux and hadron production reweight factors are shown in Fig. 4.2.

4.2 Neutrino Interactions

MINERvA generated neutrino interactions with GENIE 2.6.42 [24]2. GENIE physics mod-

els that are relevant for MINERvA are valid in the “Medium-Energy Range” of 100 MeV–

500 GeV, far wider than the energy spectrum of the NuMI beam. There are three steps to GE-

NIE’s simulation, each with its own family of models: nuclear physics, neutrino cross sections,

and final state interactions (FSI). Each stage has been tuned to and/or validated against data,

where available.

4.2.1 Nuclear Physics

Nuclei are modeled as a relativistic Fermi gas (RFG) [19]. The high momentum tails in the

nucleon momentum distribution from the Bodek-Ritchie model are included. Pauli blocking

2 MINERvA actually used an off-brand version of GENIE tagged as R-2 6 4-minerva, which has identical
physics to officially tagged 2.6.2 and 2.6.4 releases. The difference between 2.6.4 and 2.6.4-minerva is a trivial
change which avoided the need for MINERvA to upgrade its version of ROOT. MINERvA also added code to
record the full neutrino parentage back to the pC interaction, which was subsequently incorporated into the main
GENIE branch.
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Nucleus pF for p(n) (MeV/c) Eb (MeV)

Carbon 221 (221) 25
Oxygen 225 (225) 27

Iron 251 (263) 36
Lead 245 (283) 44

Table 4.2: A summary of relativistic Fermi gas parameters in GENIE.

is implemented by disallowing quasi-elastic events which produce a nucleon in the final state

that does not have a momentum greater than the Fermi momentum. The Fermi momentum pF

and binding energy Eb for relevant nuclei are listed in Table 4.2. See Sec. 1.3.1 for further

discussion on RFG.

The other nuclear models are relevant only for certain neutrino interaction processes and

are discussed below, in the context of those interaction processes.

4.2.2 Cross Section Models

The first step in generating a neutrino interaction is to determine if and where a neutrino

with Eν (generated by NuMI simulation) will interact in the detector. This is done by calculat-

ing interaction probabilities based on the total neutrino-nucleus cross section at Eν , which is

the sum of calculated cross sections for all interaction processes p: σ(Eν) =
∑

p σp(Eν). GE-

NIE’s calculation of σ(Eν) has been tuned to available data, as shown in Fig. 4.3. After it has

been determined that the neutrino interacts, GENIE selects the interaction process randomly by

considering the relative likelihood for each process Pp(Eν) = σp(Eν)/σ(Eν). Finally, event

kinematics are determined according to the model of the particular interaction process.

Quasi-Elastic Scattering

Quasi-elastic scattering is modeled in the Llewellyn-Smith formalism described in Sec. 1.2.1 [5].

The vector form factors come from the BBBA05 parameterization [48]. The axial form factor
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Figure 4.3: A comparison of GENIE’s charged current inclusive NuMI cross section for an
isoscalar target to world data. The shaded band is the uncertainty on free nucleon cross sections.
Reprinted from [24], Copyright (2010) with permission from Elsevier.



60

is modeled as a dipole with MA = 1.01 GeV/c2.

FA(Q2) =
FA(0)(

1 +Q2/M2
A

)2 (4.2)

whereFA(0) = −1.267 is measured from neutron decay and the axial massMA = 0.99 GeV/c2.

Using the partially conserved vector hypothesis (PCAC) [49], the pseudo-scalar form factor is

related to the axial form factor

Fp =
2M2

nFA
M2
π +Q2

. (4.3)

Again, Pauli blocking in the RFG is implemented for quasi-elastic scattering, so the outgoing

nucleon must have p > pF .

Resonance Production

GENIE uses the Rein-Seghal model for neutrino-induced baryon resonance production [9].

Cross sections of 16 resonances are summed incoherently to obtain the total resonance produc-

tion cross section. The resonances included are:

P33(1232), S11(1535), D13(1520), S11(1650),

D13(1700), D15(1675), S31(1620), D33(1700),

P11(1440), P13(1720), F15(1680), P31(1910),

P33(1920), F35(1905), F37(1950), P11(1710).

The P33(1600) and F17(1970) are calculated in Rein-Seghal model, but excluded in GENIE

because they are ambiguous. The axial and vector masses are 1.12 GeV/c2 and 0.84 GeV/c2

respectively.

Deep Inelastic Scattering

GENIE’s definition of DIS differs from the commonly used kinematic definition of Q2 >

1 (GeV/c)2 and W > 2 GeV. In GENIE, all inelastic events that do not produce a resonance
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are treated as DIS. The DIS cross section is calculated in the Quark Parton Model. Parton

distribution functions (PDFs) are modified according to the second iteration of a procedure by

Bodek and Yang to account for higher twist and target mass effects through use of a new scaling

variable ξw [50]. Evaluation of PDFs is frozen at a Q2
min = 0.8 (GeV/c)2. The longitudinal

structure functionRL is the Bodek-Yang low-Q2 modification to the Whitlow parameterization.

The Bodek-Yang procedure suggests modifications to nuclear structure functions in neu-

trino scattering [51]. These modifications are parameterizations of charged lepton DIS mea-

surements for F d2 /F
free
2 and FFe2 /F d2 as a function of xbj , shown in Fig. 4.4. F2 and F3 for

all nuclei larger than deuterium are modified according to this parameterization. That is, the

nuclear PDFs for all nuclei are that of isoscalar iron. The DIS cross section in GENIE is scaled

by 1.032 to match measured cross sections at 100 GeV. This scale factor is necessary because

the Bodek-Yang nuclear modification does not attempt to treat the axial modification differently

from the vector.

Figure 4.4: Bodek-Yang modifications to nuclear structure function F2 as parametrization of
charged lepton DIS data. (Left) Modification from free nucleon to deuterium. (Right) Modifi-
cation from deuterium to isoscalar iron. Reprinted from [52], Copyright (2002) with permission
from Elsevier.
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Issues

GENIE and the Bodek-Yang model were tuned using the leading order PDFs GRV98lo.

However, the MINERvA configuration of GENIE currently uses next-to-leading order PDFs

GRV98nlo. This is a mistake that alters the total DIS cross section by as much as 5% and will

be corrected for future MINERvA results. The GENIE predictions of the cross section ratios

analysis presented here are not affected because there is no nuclear dependence in PDFs.

GENIE’s implementation of Bodek-Yang has a bug due to improper use of scaling variables.

In Bodek-Yang, the nuclear modification parameterization and low-Q2 extension to Rw are

functions of xbj . GENIE mistakingly uses ξw for these calculations. The impact of the error on

this analysis has been evaluated and is negligible due to the ratios technique.

Transition from Resonance to DIS

As mentioned in Sec. 1.2, the experimental distinction between resonance production and

DIS is somewhat arbitrary. GENIE handles this disputed region by restricting resonance pro-

duction to W < Wcut, where Wcut = 1.7 GeV. The DIS cross section is restricted to W

greater than the mass of the ∆++ (Wmin = M∆++ = 1.232 GeV). The transition region is be-

tween Wmin and Wcut, where both DIS and resonance production occur. DIS interactions with

resonance-like final states, meaning 1π and 2π, are suppressed in this region to avoid double

counting.

Hadronization

GENIE uses the AGKY hadronization model [53]. The model joins two descriptions of

hadronization: KNO scaling and PYTHIA/JETSET [54, 55].

The AGKY use of KNO scaling is a phenomenological hadronization model developed for

use in few-GeV neutrino scattering. It is relevant for lower values ofW . First, the model selects

the type and number of hadrons that will be generated using KNO scaling. Then, it assigns
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momentum to these hadrons by distributing the available W among them and performing a

phase space decay.

PYTHIA/JETSET is a comprehensive set of codes that is the standard for simulating high

energy hadron collisions. It has a wide range of validity but is not tuned to neutrino-induced

hadronization. Hadronization is calculated with the phenomenological Lund string fragmenta-

tion model [56].

AGKY uses KNO scaling for events with W < Wmin = 2.3 GeV and PHYTHIA/JETSET

for W > Wmax = 3.0 GeV. Between these bounds, either model for hadronization can be

used. The probability of using KNO scaling goes from 100% at Wmin to 0% at Wmax.

4.2.3 Final State Interactions

FSI in GENIE is performed by INTRANUKE, which is an intranuclear cascade (INC) sim-

ulation. INC models work by stepping hadrons through the nuclear environment, which is

populated by nucleons. At each step, a hadron has a probability of interacting that is a convo-

lution of the hN cross section and the nuclear density. After it is determined that the hadron

interacts, the interaction channel is selected randomly according to relative cross sections.

GENIE has two implementations of INTRANUKE. The hA implementation considers the

mean free path of hadrons in the nucleus to determine if and how FSI occur. The values for the

mean free paths of the hadrons in the nucleus come from a wide variety of experiments. This

model has been extensively compared with data for validation. A newer model hN considers

interactions with nucleons in the nuclear environment, and is thus a better representation of

INC. The hA model was used in the analysis presented here, but MINERvA will use the hN

model in the future because it has been shown to give a more accurate description of FSI in

neutrino interactions.
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4.3 MINERvA Simulation

MINERvA’s observation of neutrino interactions in the detector is simulated in two stages.

The first is the propagation and energy loss of the final state products of neutrino interaction.

The second is the collection and interpretation of energy deposited into active materials. To

make the simulation match data as accurately as possible, generated neutrino events are overlaid

onto beam data gates.

4.3.1 Propagation of Particles in MINERvA

Geant4 9.4.p02 is used to simulate the propagation of particles through the mass of the

MINERvA detector [57]. The simulation works by propagating particles in time steps, then

determining if and how they interact with the material. Hadron physics is simulated with the

QGSP BERT module, which uses a Bertini model for intranuclear cascade for hadrons with

energies below 10 GeV. Nearly all final state hadrons in this analysis are less energetic than

10 GeV, and QGSP BERT outperforms other modules here because quark gluon string calcula-

tions are not expected to be as effective at these lower energies. The standard Geant4 modules

are used for all other processes.

4.3.2 Overlaying Simulated Events onto Data Gates

Many aspects of the data are not simulated. These include event overlap in the detector,

events in the calorimetry, rock muon events, dead time, dead channels, and mis-calibration.

Instead of developing complicated extensions to the simulation, the effects are directly imported

from data. The data overlay procedure is preferable as it is clearly more representative of the

data than any simulation of these effects could be.

Each generated neutrino event is paired with one gate that comes from the run period being

modeled. Only gates that contain more than 5×1012 P.O.T. are used, because empty spills are

not analyzed. Hits and beam spill information from the gate are used throughout the rest of
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simulation. When analyzing a Monte Carlo with overlaid data, it is important not to consider

overlaid data as signal candidates.

4.3.3 MINERvA Readout and Electronics

The neutrino interaction is placed at a time within the spill according to distribution of

NuMI beam’s batch structure. An optical model translates the energy deposited in scintillator

into light using Birks’ law [58]. Decalibrations are applied so that the photostatistics and light

yield in the simulation match those found in data. Time-dependent calibrations applicable to

the overlaid data event are used to decalibrate the energy and include the identification of dead

channels. A PMT model that includes optical cross-talk converts the light into charge. The

time it takes for light to propagate through optical fibers is smeared with a data-driven model.

Digitization of charge into hits is simulated by a model of the front end electronics. Simulated

hits are checked against the dead time found in the overlaid data gate and masked accordingly.

4.4 MINOS Simulation

The positions and momenta of simulated particles that exit the back from MINERvA are fed

into a MINOS-owned GEANT3 simulation of the MINOS near detector [59]. The simulation

includes the passage of charged particles through the magnetic field and the readout of energy

deposited in active elements. Reconstruction is then performed using the hits generated by

these simulated particles.

Hit and track information is retained from the MINOS gate (called a “snarl”) that corre-

sponds to the MINERvA gate used in the data overlay procedure. In doing so, the confusion

during the process of matching a reconstructed track from MINERvA into MINOS that occurs

due to event overlap is simulated. Note that overlap during track finding in MINOS is not

simulated, because the reconstruction only considers the hits on generated particles.
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Chapter 5

Analysis

This chapter presents an analysis of the ratios of the charged current inclusive cross section

on carbon, iron, and lead to scintillator. The analysis is restricted to interactions with 2 GeV <

Eν < 20 GeV and 0◦ < θµ < 17◦, due to the limitations of the MINOS spectrometer. The

event selection allows scintillator events to contaminate the carbon, iron, and lead samples.

This scintillator background is subtracted using a data-based procedure. The measured ratios of

cross sections and absolute cross sections are calculated, along with the sources of uncertainty

on this measurement. This analysis is performed using 2.94 × 1020 P.O.T. of νµ-mode data

recorded by MINERvA from 2009–2012. The results of this analysis are shown and discussed

in Chapter 6.

5.1 Selection of Charged Current νµ Events

A charged current neutrino event produces a charged lepton in the final state. This analysis

requires the presence of a µ−, the signature of a νµ scattering, with no requirement on the

composition of the hadronic system.

νµ +A→ µ− +X (5.1)

The interaction nucleus is identified by the position of track-based vertex reconstruction. Data

quality cuts ensure the reliability of the reconstruction.
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5.1.1 Muon Requirements

This analysis identifies charged current events as those which contain exactly one muon.

A muon is identified as a tracked particle that exits the back of MINERvA, and is charge-

and momentum-analyzed in the MINOS near detector. The requirements for matching a track

in MINERvA to a track in MINOS are described in 3.2.6. Muons that stop in MINERvA are

difficult to differentiate from pions and are not used in this analysis. Muons that exit MINERvA

and are not matched to a reconstructed track in MINOS are not used, because the muon energy

can only be reconstructed if the particle either stopped or was measured by its curvature in a

magnetic field. The muon charge must be negative, which is accomplished by selecting events

in which the MINOS track has a negative curvature, qp < 0.

Effects on Acceptance

The requirements to match a track into MINOS restrict the explored kinematic space due

to the geometrical relationship of MINERvA to MINOS and the tracking threshold of MINOS.

Because MINERvA is located upstream of MINOS, muons with larger scattering angles are

less likely to enter MINOS. Vertices that are farther upstream (i.e. farther from MINOS) have

a lower angular threshold for acceptance. The angle of accepted events is restricted to 17◦ with

respect to the beam direction. This ensures adequate acceptance to perform measurements in

the most upstream nuclear targets.

The muon must have enough momentum to travel through MINERvA, enter MINOS, and

traverse enough MINOS planes to form a track. The momentum required to exit MINERvA

depends on how close the vertex is to the back of MINERvA and ranges from 0.2 to 1.2 GeV/c.

Muons that originate near the upstream region of the detector will lose more energy through

dE/dx processes and thus have a higher momentum threshold. The MINOS tracking efficiency

for muons entering the front plane of MINOS is shown in Table 5.1.

Only events with 2 < Eν < 20 GeV are used in this analysis. The lower limit implies
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Momentum Bin Low Edge (GeV/c) 0.00 0.15 0.25 0.50 0.75 1.00 1.25
Efficiency 0.00 0.55 0.60 0.60 0.80 0.90 1.00

Table 5.1: Approximation of MINOS tracking efficiency for muons that enter the front of
MINOS as a function of momentum. Efficiency is the fraction of muons entering the detector
that are tracked [60].

a minimum momentum for the muon, which ensures adequate acceptance. Cutting directly on

the muon momentum is not done because it would complicate the calculation of cross sections

as a function of the neutrino energy. The upper limit is used because a selection of very high

energy νµ events will have a larger contamination of νµ events. This decrease in νµ purity

occurs because the flux at these higher energies consists of many neutrinos produced by the

decay of unfocused mesons, which have not been charge-selected.

5.1.2 Fiducial Volume and Target Identification

The event vertex must be within a regular hexagonal area with apothem 850 mm. This

ensures that the event did not occur in the lead of the electromagnetic calorimetry that surrounds

the perimeter of the detector. The areal cut also restricts the fiducial area to a region where

the acceptance into MINOS changes less rapidly than at the outer edges of the detector. The

requirements for selecting events in the passive and active targets are slightly different due to

inherent differences in reconstruction.

Scintillator Sample

Scintillator events are those with a vertex in the fully active central tracking region. The

fiducial volume consists of modules 27–80, inclusive. The full tracking region spans modules

23–84. The limitation of the fiducial region to modules 27–80 provides a sufficient buffer

to eliminate events originating in the iron and lead of the passive targets region (upstream of

tracker), and lead of the electromagnetic calorimetry (downstream of tracker).
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Passive Target Samples

Events in the passive target samples must pass two stages of vertex cuts. The first cut is on

the longitudinal position, which identifies the target assembly (Targets 1–5) of the interaction.

The second cut is on the transverse position, which identifies the nucleus within the target

assembly with which the interaction occurred.

Target Assembly Identification

Energy deposited in passive targets cannot be directly observed. For events originating in

a slab of passive material, the first signal measured is from the energy deposited in the first

scintillator module downstream of the passive target. If there is only one reconstructed track,

an event from the passive material and an event in the first module downstream of the passive

material cannot be distinguished. Events that have a vertex in the module downstream of a

passive target are assumed to be from the passive target. An example event display of a carbon

event candidate with one track is shown in Fig. 5.1. Because the passive targets are more

dense than a scintillator module, this assumption is usually correct. This selection also allows

interactions actually in the scintillator, and the procedure for subtracting the contribution from

these scintillator events is described in Sec. 5.3. The muon track is projected along its trajectory

to the longitudinal center of the target assembly using a Kalman filter [40]. The projection

identifies where the event would have occurred if indeed it occurred in the target assembly. The

muon energy is adjusted using dE/dx for the material traversed according to the propagation.

Events with more than one reconstructed track can be fit to find a three-dimensional vertex,

which may be inside the passive material. An example event display of a lead event candidate

is shown in Fig. 5.2. However, the resolution of the vertex reconstruction is not sufficient to

prevent smearing of scintillator interactions into passive material, and vice versa. The same

selection criteria are applied to events with fitted vertices and one track events. Any gains in

purity by applying a stricter criterion would be more than compensated by loss of efficiency,
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Figure 5.1: A carbon event candidate that has only one reconstructed track. The beam enters
from the left and MINOS sits to the right of the event display. Passive targets are shown
as shaded rectangles in the upstream region of the display. Only the x view is shown. The
reconstructed vertex is in the first plane downstream of the passive carbon target. A cartoon of
the event is inset on the lower right of the event display.

because there are a significant number of interactions in passive material whose vertex is re-

constructed in scintillator.

The selection criterion for passive target events is that the vertex is between one plane

upstream and one module downstream of the target. The selected event sample of each target

is roughly 70% one track, 10% fitted vertices in the target, 20% multi-track events that do not

have a vertex in the passive target [61].

Target Nucleus Identification

The transverse position of the vertex is compared with the orientation of the carbon, iron,

and/or lead of the target assembly. e.g. if the vertex is in the area occupied by iron, the event

goes into the iron sample.

The vertex is required to be more than 2.5 cm away from any seams between the passive

materials (e.g. where iron meets lead). There is welding and some overlap of different materials

at the seam, which would lead to ambiguity in the assignment of interaction nucleus. This

requirement also serves to reduce the number of events with misidentification of interaction

nucleus due to transverse smearing to the point where this background is negligible.
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Figure 5.2: A lead event candidate that has two reconstructed tracks that have been fit to a 3D
vertex in the lead. Figure 5.1 gives a general description of the event display.

Nucleus Mass (ton) N Protons (E30) N Neutrons (E30) N Nucleons (E30)

Carbon 0.159 0.048 0.048 0.096
Iron 0.628 0.176 0.203 0.379
Lead 0.711 0.169 0.258 0.427

Scintillator 5.476 1.760 1.534 3.294

Table 5.2: Mass and number of scatterers in the fiducial volume of each target material.

Scintillator Faux Targets

The passive nuclear targets are segmented in the transverse direction into different materi-

als, as shown in Fig. 2.8. Throughout this analysis, sections of tracker are used as references

for these target sections. A faux target is defined as the scintillator contained in a group of

6 contiguous tracker modules within a transverse region similar to the passive target section

being referenced. For example, one faux target for the iron of Target 2 is the transverse area

of modules 27–32 that resembles the iron of Target 2. The first faux target begins with module

27; the last ends with module 80.

Number of Scatterers

Table 5.2 shows the mass and target number of the fiducial regions.
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5.1.3 Reconstruction Quality Assurance

Correct identification of the interaction nucleus is paramount for the success of this analysis.

To ensure that the reconstruction of the vertex is reliable, events that have characteristics of

poor reconstruction are rejected. Interactions in the detector may be reconstructed poorly due

to detector problems or algorithmic shortcomings. Interactions external to the detector, notably

“rock muons” which are defined below, may be incorrectly identified events in the fiducial

region.

Rejecting Bad Vertex Reconstruction

Proper tracking of the muon is the most critical step in vertex reconstruction. The muon

track may be obscured by hadronic activity, which can cause hits generated by the muon near

the vertex to fail to be associated with the muon track. In such events, the muon is tracked

starting from the downstream end and stops short of reaching the interaction vertex. A similar

topology occurs when one or more scintillator planes traversed by the muon fails to record

hits. Readout inefficiency may happen due to dead time or dead channels. The procedure for

identifying all of these problems is to look for muon-like activity that is upstream of the vertex.

Events were rejected if they fit any of the following criteria:

• Hits were recorded in eight or more planes in the muon’s projected upstream path, and

the average energy of the hits was between 1.5 and 6.5 MeV per plane.

• Hits were recorded in six or more consecutive planes in the muon’s projected upstream

path, and the average energy of the hits was above 1.5 MeV per plane.

• More than one TriP-t associated with strips upstream of the muon track were dead. This

indicates that some activity associated with the track may not have been observed.



73

Target N Carbon N Iron N Lead N Scintillator

2 - 8190 6624 -
3 5953 4001 2390 -
4 - - 10245 -
5 - 6833 4708 -

Tracker - - - 189168
Total 5953 19024 23967 189168

Table 5.3: Neutrino events selected in the carbon, iron, lead, and scintillator charged-current
sample.

Rock Muon Rejection

Rock muons are the final state muons of neutrino events external to the MINERvA detector.

They are produced when neutrinos interact in the rock of the cave or the equipment in the

detector hall upstream of MINERvA. Often these rock muons enter the front or side of the

detector and exit the back, where they may continue into MINOS. Most beam spills produce

several rock muons that enter the detector. These muons match the event selection criteria for

the charged current inclusive sample, except the criteria associated with the vertex position.

The quality assurance cuts defined above in Sec. 5.1.3 also serve to remove the majority of

poorly reconstructed rock muon events.

5.2 Event Sample

The number of events in the charged current samples is listed in Table 5.3. Kinematic and

vertex distributions of selected events are shown in Appendices A.1 and A.3, respectively.

5.3 Backgrounds

There are three types of background in the event sample.

• Neutrino events of the wrong channel. These include wrong sign (νµ) events and neutral

current events.
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• Rock muons that were not removed by quality assurance cuts.

• Events reconstructed in the wrong nucleus.

5.3.1 Wrong Sign and Neutral Current Events

A wrong sign (WS) event can be falsely accepted in the event sample when a νµ charged-

current interaction produces a muon whose charge is reconstructed as negative. Although a

νµ event can lead to a µ− through charm production, the vast majority of the WS background

is the result of a reconstruction failure in MINOS. Even before charge-identification, the WS

background is very small because the great majority of events are νµ interactions due to the flux

being predominately νµ’s and the fact that the νµ cross section is roughly twice that of the νµ

cross section. The WS contamination is smallest near the flux focusing peak, where the charge

selection of mesons in the beamline is most effective. This background is very small ( < 0.4%

).

Neutral current (NC) events do not produce a charged lepton in the final state. It is possible

for final state products to decay into a muon that enters MINOS, but most of the NC background

is due to reconstruction failures. There are a small number of high energy pions that exit

MINERvA and form a track in MINOS before losing their energy in a hadronic shower. The

other source of NC background is incorrect matching of a MINERvA to MINOS track. For

example, a final state pion is tracked to the back of MINERvA and perhaps exits. This pion

track may be coincident with and incorrectly matched to an unrelated muon track in MINOS.

The NC background also is very small ( < 0.1% ).

Both of these backgrounds are estimated using the Monte Carlo predictions for their frac-

tional contributions. Figure 5.3 shows the Monte Carlo prediction for the fraction of the Target

4 lead event sample that comes from WS and NC events. The NC and WS backgrounds are

shown for all targets in Appendix A.2.
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Figure 5.3: Monte Carlo prediction for the fraction of neutral current and wrong sign events in
the lead sample from Target 4.

5.3.2 Rock Muon Events

The two most upstream tracking modules of the detector were not instrumented in the earli-

est data taking period, because electronics were more urgently needed to service the test beam

detector at that time. This diminished the rock muon veto capabilities of the detector in the

most upstream region only. Further compounding the problem, there were several regions of

dead channels near Target 2 in data taken between May 22, 2010 and July 12, 2010, which

lowered the tracking efficiency near that target. The scale of the contamination was determined

through a team event scan effort. The scan revealed that 60 out of 975 (6.2 ± 0.8%) events

were rock muon contamination of the sample for Target 2 in the data recorded in playlist 1. No

other regions of the detector or playlists showed significant contamination. There is no statisti-

cally significant difference in the kinematic distributions of these rock muon events and signal

events. A flat weight of 1− .062 = .938 is applied to events found in Target 2 in the data from

playlist 1.

5.3.3 Misidentified Nucleus

In order to understand the nuclear dependence of neutrino interactions, the event samples

must be separated by interaction nucleus as well as possible. The event selection for passive
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target samples is designed to allow some contamination from scintillator. The fractional con-

tribution of the scintillator background is roughly proportional to the ratio of areal mass of the

passive target to nearby scintillator, which has a range of 20–40%. This is a significant back-

ground and is subtracted by a procedure described in Sec. 5.4. The number of events migrating

from other passive targets is small (< 1%) and is subtracted using the Monte Carlo prediction

for the fractional contribution of these events to the passive target event sample. Figure 5.4

shows Monte Carlo predictions for the backgrounds from misidentified nucleus for the iron of

Target 2. The background scales are similar for other passive targets, except that the fractions

vary with the mass of the signal target.
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Figure 5.4: Monte Carlo prediction for the fraction of events in the Target 2 iron sample that has
a true nucleus of interaction in carbon (green), iron (red), lead (blue), and scintillator (purple
and orange).

The scintillator has no background due to misidentified nuclei, because the fiducial volume

is very large and well separated from other materials. Scintillator is a composite material

that is predominately carbon and hydrogen. It is not possible to separate events based on the

interaction nucleus in scintillator, so it is treated as a composite material.
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5.4 Scintillator Contamination Subtraction

By design, the event selection procedure allows events in scintillator into the passive target

event samples. This scintillator contamination is shown in orange as scintillator contaminating

the passive target samples Fig. 5.5. This contamination must be subtracted in order to measure

the cross section of a specific nucleus found in the passive target. The subtraction procedure

does not rely on a cross section model; the measured event rate in the tracker fiducial volume is

used to predict the spectrum for the scintillator impurity. The tracking and nuclear target regions

occupy different areas, and, therefore, have different acceptance into MINOS. The data-driven

background subtraction procedure described below uses efficiency and acceptance corrections

from two separate Monte Carlo samples to minimize systematic uncertainties. The steps of the

procedure are as follows:

• First, a sample of scintillator events is selected from the data using the procedure de-

scribed in Sec. 5.1.

• Next, the difference in geometric acceptance between events in the tracking region and

events in the passive targets is accounted for using a muon-only Monte Carlo.

• Then, efficiency differences that depend on the hadronic energy are accounted for using

simulated neutrino events to derive an efficiency correction.

• Finally, the efficiency-corrected distribution is scaled so that the integrated number of

events in the true background and predicted background are equal.

5.4.1 Geometric Acceptance Correction

Events in the tracker region and events in the passive targets region have different geomet-

ric acceptance due to their different positions relative to MINOS. The geometric acceptance

is calculated using a muon-only simulation implemented with Geant4. Acceptance is defined
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as the fraction of muons with a given energy, angle, and position that enter MINOS in a re-

constructible state. The acceptance in calculated at points every 200 cm in the longitudinal

direction, 5 cm in the transverse directions, 0.2 GeV in muon energy, and 1◦ in muon polar

angle. At each of these points, three muons are generated at each degree of φ for a total of 1080

muons. Each of these muons is tested for acceptance using the following criteria based on the

true path of the muon in the simulation:

• The muon must reach the back of MINERvA within the area of regular hexagon with

apothem 1.07 m (inner detector size).

• The muon must enter MINOS in the “partially instrumented” calorimeter region and stay

in that area for 60 cm, which is long enough to be tracked.

• The muon must have sufficient momentum when it enters MINOS. Instead of a binary

decision, a MINOS tracking efficiency weight is used. This efficiency curve is shown in

Table 5.1.

The fraction of muons that are accepted, weighted for MINOS tracking efficiency, is the accep-

tance for that point. The acceptance is shown as a function of muon energy and angle for two

longitudinal positions is shown in Fig. 5.7.

To reduce statistical fluctuations, the acceptance is integrated over each target section (e.g.

iron of Target 2) and each faux target section (e.g. transverse area of modules 27-32 resembling

iron of Target 2). The acceptance corrections are then a function of the muon energy and angle,

and of the position of the target or faux target section containing the vertex. Each event in the

tracker is weighted as

w =
f tgt2,F eacc (Eµ, θµ)

ffaux2,F e
acc (Eµ, θµ)

, (5.2)

where f tgt2,F eacc is the fraction of muons accepted in the iron of Target 2 and ffaux2,F e
acc is the

fraction accepted in the faux target for that section.
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Figure 5.7: Muon acceptance as a function of energy and angle shown for two longitudinal
regions of the detector. Acceptance falls as low energy because the muons lack the momentum
to make it through the material of MINERvA and into MINOS. Acceptance falls at high angle
because the muon is less likely to point to MINOS. Both effects are more dramatic for upstream
events.

The procedure for estimating the distribution of background events from scintillator is as

follows:

1. Events are selected in the faux targets corresponding to the passive target. Kinematic

distributions are created using these events and weights from Eq. 5.2. This is done for

both data and simulated samples.

2. The distribution in simulation is scaled to the true background, so the integral number

of events is equal. The same scale factor will be applied to the data prediction of the

background.

5.4.2 Hadronic Energy Efficiency Correction

Predictions using only the geometric acceptance fail to match the true background in certain

variables, most noticeably at lowEhad, because the reconstruction efficiency of neutrino events

depends on more than just the muon kinematics. For example, events with more hadronic en-

ergy will have a lower reconstruction efficiency because the shower may obscure the muon
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Figure 5.8: Muon acceptance as a function of transverse position shown for two longitudinal
regions of the detector and three angles. All muons in the plot have an energy of 3 GeV.
Acceptance falls in regions that are far from the MINOS fiducial area, which is generally the
outer edges of MINERvA. The fiducial region of MINOS is most apparent in the plots at θµ =
6◦ in the upstream region (middle left) and θµ = 12◦ in the downstream region (lower right).
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Figure 5.9: Ehad-dependent scale factor in prediction of background from scintillator in passive
targets in the iron of Target 5. The shaded band shows the statistical uncertainty.

track. This effect is larger near passive targets, because the heavy nuclei stimulate electromag-

netic and hadronic showers. To obtain an acceptably accurate prediction of the background, an

additional acceptance factor that depends on Ehad is applied to each event.

An Ehad-dependent correction factor is calculated by taking the ratio of true to estimated

background from the muon gun acceptance prediction. The weight for the iron of Target 2 for

the ith bin of Ehad would be

wEhadi =
N tgt2,F e
true,i

N tgt2,F e
est,i

, (5.3)

where N tgt2,F e
true,i is the number of true plastic background events and N tgt2,F e

est,i is the number of

plastic background events predicted by the previous muon gun step. These scale factors for the

iron of Target 5 are shown in Fig. A.4. All scale factors are shown in Appendix A.4.

5.4.3 Accuracy

Both muon gun and the Ehad-dependent corrections are applied to events in the tracker

region to obtain the final prediction for the plastic background. These events are now weighted

as

w =
f tgt2,F eacc (Eµ, θµ)

ffaux2,F e
acc (Eµ, θµ)

· wEhadi , (5.4)
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Figure 5.10: Accuracy of the prediction of scintillator contamination in the iron of Target 5
sample as a function of Eν (left) and xbj (right). The y axis is the ratio of the true background
to the predicted background. The error bars are the statistical error of the Monte Carlo.

where all terms have been defined above.

The final procedure for estimating the distribution of background events from scintillator is

as follows.

1. Events are selected in the faux targets corresponding to the passive target. Kinematic

distributions are created using these events and weights from Eq. 5.4. This is done for

both data and simulated samples.

2. The distribution in simulation is scaled to the true background, so the integral number

of events is equal. The same scale factor will be applied to the data prediction of the

background.

Figure 5.10 shows accuracy of the plastic background prediction as a function ofEν and xbj

for the iron of Target 5. Accuracy is demonstrated as a ratio of the true to predicted background.

Similar plots for all targets can be found in Appendix A.4.
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5.5 Calculating a Cross Section

The primary results of this analysis are ratios of cross sections, but absolute cross sections

are formed in the process. This section describes how those cross sections and ratios are calcu-

lated.

The total cross section for neutrino energy bin i is calculated as

σi =

∑
j Uij

(
Nj −N bg

j

)
εiTΦi

, (5.5)

where j is the index of a smeared Eν bin, Uij is a function that accounts for smearing from true

bin i to reconstructed bin j, Nj is the number of selected events, N bg
j is the estimated number

of background events, εi is the efficiency for reconstructing signal events, T is the number of

target nucleons, and Φi is the flux in bin i.

The flux-integrated differential cross section for an xbj bin i is

(
dσ

dxbj

)
i

=

∑
j Uij

(
Nj −N bg

j

)
εiTΦ∆i(xbj)

, (5.6)

where Φ is the flux integrated over the acceptance range of Eν = 2–20 GeV, ∆i(xbj) is the

width of the bin, and other terms have the same meaning as in Eq. 5.5.

The event selection yielding Nj was described in Sec. 5.1. Background estimation N bg
j

was described in Sec. 5.4. Target numbers T are in Table 5.2. Bin migration Uij is discussed

in Sec. 5.5.1. The efficiency correction εi is outlined in Sec. 5.5.2. The flux is not necessary to

the formation of ratios but is discussed in Sec. 5.5.3.

5.5.1 Bin Migration and Unfolding

Finite detector resolution and imperfect reconstruction cause the reconstructed kinematics

of an event to differ from its true kinematics. This smearing can cause events to migrate from

one bin of a histogram to another. The effects of detector smearing can be estimated using a full

simulation of neutrino events in the detector. Several techniques exist to unfold reconstructed
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distributions using a smearing matrix, but they all introduce either a bias from the model used in

the simulation or erratic statistical fluctuations. When migration is significant or the distribution

is not well modeled, unfolding distributions is unwise. Examples of migration matrices are

shown in Figs. 5.11. The full set of migration matrices is in Appendix A.7.

The background-subtracted reconstructed Eν distribution is unfolded into true kinematics

Eν distributions for each target section using the iterative Bayesian technique with 4 itera-

tions [62]. The nuclear effects of the Eν distribution are well simulated so any introduced

model dependence is negligible.

Reconstructed xbj distributions are not unfolded because that may introduce a strong model

dependence on xbj-dependent nuclear effects that are not well simulated. In addition, the

smearing in xbj is significant and asymmetric; both features can cause problems for unfold-

ing. Models which predict distributions in generated kinematics must be folded by multiplying

by the migration matrix in order to be compared to xbj distributions in this analysis.
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Figure 5.11: Bin migration matrices for Eν (left) and xbj (right) calculated with simulation.
The x-axis is the reconstructed quantity and the y-axis is the generated quantity.

5.5.2 Efficiency and Acceptance Corrections

Not all generated events are observed due to limited detector acceptance and reconstruc-

tion inefficiency. The primary reason for the loss of events is the geometrical acceptance re-

quirement that the muon is matched to a track in MINOS. The other reason for lost events is
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reconstruction failures in MINERvA or MINOS. It is preferable, but not always possible, to

measure efficiency using the data to avoid entangling the measurement with the models in the

simulation.

Muon Tracking Efficiency

The muon tracking efficiency has been measured in MINERvA and MINOS separately [63].

These measurements only address the efficiency of muons that propagate from MINERvA to

MINOS and do not incorporate any geometric acceptance effects.

To measure the tracking efficiency in MINERvA, a sample of events was selected which

have a track in MINOS that is pointing into the MINERvA fiducial area and also have muon-like

activity in the MINERvA detector. The test for muon-like activity was very crude and required

no tracking. The fraction of such events that also had a track in MINERvA is the tracking

efficiency in MINERvA. This efficiency was measured as a function of the muon momentum

reconstructed in MINOS.

To measure the tracking efficiency in MINOS, the inverse of the above study was per-

formed. This efficiency was measured by identifying events with a track in MINERvA that

point to the MINOS fiducial area. Efficiency is the fraction of such events that had a corre-

sponding track in MINOS. It is not possible to make a momentum-dependent version of this

measurement because there is no reconstructed muon momentum for events that are not re-

constructed by MINOS. Instead, the sample is coarsely divided into low and high momentum

at 3 GeV/c by using the magnitude of curvature in MINERvA caused by multiple scattering.

The high momentum sample contains muons that were deflected by less than 1 cm in the MIN-

ERvA downstream calorimeters. The low momentum sample muons were deflected by more

than 4 cm.

The tracking efficiency in both detectors, especially MINOS, is sensitive to the intensity of

the neutrino spill. The higher the intensity, the more likely it is that overlapping activity will
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obscure the muon or confuse the tracking algorithms. For this reason, the tracking efficiency

of both detectors was measured for every run period. These measurements were compared

to simulation to derive a efficiency correction. The efficiency corrections are summarized in

Table 5.4.

Remaining Reconstruction Efficiency

All remaining loss of signal, including that due to geometric acceptance limitations, is

calculated using the full MINERvA simulation. Efficiency for true kinematics bin i is measured

in simulation as the fraction of generated events which are observed and selection in the event

sample

εi =
Nobs.
i,sig

Ngen.
i,sig.

. (5.7)

The numerator Nobs.
i,sig. is the number of generated signal events in bin i which pass the event

selection fiducial requirements. The denominator Ngen.
i,sig. is the number of generated signal

events in bin i. Note that the numerator definition does not require that the generated event is

a charged-current νµ event, because the simulation will be used directly to predict the back-

grounds from NC and WS events, as discussed in Sec. 5.3.1.

Distributions of xbj have not been unfolded into true kinematics space. It is not possible to

calculate the efficiency directly in reconstructed bins, because reconstructed quantities are not

defined for most events that are not observed (e.g. there is no muon energy for an event that

has no reconstructed muon). The efficiency measured in true kinematic space must be folded

into detector-smeared space in order to apply the efficiency correction. Folding is performed

by multiplying the efficiency in Eq. 5.7 by the migration matrix. The equation for the folded

efficiency for reconstructed kinematics bin j is

εj =
∑
i

Ujiεi, (5.8)

where Uji is the migration matrix, ε is the efficiency, and the sum is over bins i in true kinematic

space.



88

Dataset (m/d/y) Source of Efficiency Correction Correction

3/22/10–6/12/10 (high intensity)

MINERvA tracking 0.980± 0.01
MINOS tracking (pMINOS

µ < 3 GeV/c) 0.936± 0.002

MINOS tracking (pMINOS
µ > 3 GeV/c) 0.982± 0.001

3/22/10–6/12/10 (low intensity)

MINERvA tracking 0.985± 0.01
MINOS tracking (pMINOS

µ < 3 GeV/c) 0.970± 0.007

MINOS tracking (pMINOS
µ > 3 GeV/c) 0.996± 0.002

5/6/11–5/13/11

MINERvA tracking 0.985± 0.01
MINOS tracking (pMINOS

µ < 3 GeV/c) 0.984± 0.009

MINOS tracking (pMINOS
µ > 3 GeV/c) 0.995± 0.002

6/11/11–6/21/11

MINERvA tracking 0.985± 0.01
MINOS tracking (pMINOS

µ < 3 GeV/c) 0.956± 0.006

MINOS tracking (pMINOS
µ > 3 GeV/c) 0.995± 0.002

10/18/11–11/17/11

MINERvA tracking 0.98± 0.01
MINOS tracking (pMINOS

µ < 3 GeV/c) 0.942± 0.004

MINOS tracking (pMINOS
µ > 3 GeV/c) 0.987± 0.001

11/17/11–3/12/12

MINERvA tracking 0.98± 0.01
MINOS tracking (pMINOS

µ < 3 GeV/c) 0.942± 0.002

MINOS tracking (pMINOS
µ > 3 GeV/c) 0.987± 0.001

3/12/12 – 3/17/12

MINERvA tracking 0.98± 0.01
MINOS tracking (pMINOS

µ < 3 GeV/c) 0.934± 0.006

MINOS tracking (pMINOS
µ > 3 GeV/c) 0.985± 0.002

3/17/12 – 4/30/12

MINERvA tracking 0.98± 0.01
MINOS tracking (pMINOS

µ < 3 GeV/c) 0.945± 0.002

MINOS tracking (pMINOS
µ > 3 GeV/c) 0.987± 0.001

Table 5.4: Corrections to the muon reconstruction efficiency in MINERvA and MINOS.
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Figure 5.12 shows the efficiency for events from the lead of Target 4 as a function of Eν ,

xbj , and θµ. Efficiency is defined as the fraction of signal events that pass all event selection

criteria. Purity is the fraction of events in the sample that are generated signal events. The

efficiency for all target samples can be found in Appendix A.6.
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Figure 5.12: Monte Carlo calculation of efficiency (blue) and purity (blue) for the lead of Target
4 as a function of Eν (left), xbj (center), and θµ (right). Efficiency is defined as the fraction of
signal events selected. Purity is the fraction of selected events that are signal; the major source
of impurity is the scintillator background. These plots are representative of all targets.

5.5.3 Flux

The goal of this analysis is to form ratios of cross sections. The flux is the same throughout

all targets, because the radius of the neutrino beam is wide enough that there is no variation

across the detector. The flux cancels in the calculation of ratios and can simply be ignored

when calculating ratios of cross sections. However, because absolute cross sections are inter-

esting and provide an important check on the reliability of the analysis, they are included in

this dissertation. These absolute cross sections should not be considered a result produced by

MINERvA, as the flux contains far more uncertainty than is ultimately achievable. Absolute

cross sections are formed by dividing the efficiency corrected signal by the number of incident

neutrinos to form the cross section. The flux used in this analysis is shown in Table 5.5 and

Fig. 5.13.
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Eν Bin (GeV) νµ Flux

1.50 - 2.00 0.310
2.00 - 2.50 0.409
2.50 - 3.00 0.501
3.00 - 3.50 0.526
3.50 - 4.00 0.419
4.00 - 4.50 0.253
4.50 - 5.00 0.137
5.00 - 5.50 0.080
5.50 - 6.00 0.055
6.00 - 6.50 0.042
6.50 - 7.00 0.036
7.00 - 7.50 0.030
7.50 - 8.00 0.027
8.00 - 8.50 0.024
8.50 - 9.00 0.021
9.00 - 9.50 0.019
9.50 - 10.00 0.017
10.00 - 11.00 0.030
11.00 - 12.00 0.025
12.00 - 13.00 0.021
13.00 - 14.00 0.018
14.00 - 15.00 0.015
15.00 - 16.00 0.012
16.00 - 17.00 0.010
17.00 - 18.00 0.009
18.00 - 19.00 0.007
19.00 - 20.00 0.006
20.00 - 21.00 0.005
21.00 - 22.00 0.004
22.00 - 23.00 0.004
23.00 - 24.00 0.003
24.00 - 25.00 0.002

Table 5.5: Flux of νµ’s in the low energy forward horn current tune of the NuMI beam in units
of ×10−8 neutrinos per cm2 per P.O.T.
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Figure 5.13: Prediction of the νµ flux in the NuMI beam forward horn current (neutrino mode)
during the Low Energy Run. Units are number of νµ ’s per incident proton per m2 per GeV.

5.5.4 Isoscalar Correction

MINERvA does not currently have the ability to differentiate a neutrino interaction with

a neutron from that with a proton, which would require reconstructing the charge of all final

state particles. The average cross section of nucleons in a nucleus is measured instead. The

neutrino-proton cross section is different from the neutrino-neutron cross section. This means

that the average per-nucleon cross section of a nucleus depends on its neutron excess1. In the

absence of nuclear effects, the average cross section per nucleon of a nucleus with Z protons

and N neutrons is

σ̄Z,N =
1

Z +N
(Z ∗ σp +N ∗ σn) , (5.9)

where σp and σn are the free nucleon cross sections for the proton and neutron respectively.

Note that the average cross section per nucleon is the same for all isoscalar targets (Z = N ),

but for non-isoscalar targets σ̄Z,N differs due to neutron excess.

Deviations from the sum of free nucleon cross sections arise also due to nuclear effects,

1 Neutron excess is the the ratio of the number of neutrons to protons in the nucleus. This is greater than 1 (thus
“excess”) for stable nuclei because Coulomb repulsion among protons makes them harder to bind.
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Figure 5.14: Isoscalar correction applied to the cross section of each nuclear target. The correc-
tions are derived using predictions of free nucleon cross sections in GENIE 2.6.2 and GRV98nlo
PDFs.

which this analysis measures. An isoscalar correction removes the effects of neutron excess.

The isoscalar correction is

f isoZ,N =
(Z ∗ σp +N ∗ σn) /(Z +N)

(σp + σn)/2
. (5.10)

The isoscalar-corrected ratio of cross sections of nuclei A and B is then

σ′A
σ′B

=
σA
σB
∗

1
ZB+NB

(ZB ∗ σp +NB ∗ σn)
1

ZA+NA
(ZA ∗ σp +NA ∗ σn)

=
FA
FB

, (5.11)

which measures the difference in nuclear effects FA
FB

. MINERvA does not have a hydrogen

target and no experiment has a free neutron target, so GENIE’s free nucleon cross sections are

used. The isoscalar correction for each nucleus Fig. 5.14 and for the ratio of of passive nuclei

to scintillator in Fig. 5.15.

5.5.5 Absolute Cross Section Results

Measurements of absolute cross sections and their comparisons to the MINERvA Monte

Carlo are shown in Appendix A.8. A representative example of these results in Fig. 5.16 shows

the measurement of the inclusive cross section in scintillator and a comparison to Monte Carlo.

The discrepancy between data and Monte Carlo is consistent with measurements of other inter-

action channels in MINERvA. The reason for the difference in the cross section as a function of
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Figure 5.16: (Left) Measured and predicted absolute scintillator cross section as a function of
Eν . (Right) Ratio of measurement to prediction.

.

neutrino energy is overwhelmingly due to imperfect modeling of the flux, not a difference in the

neutrino interaction cross section. There are several imminent improvements to the simulation

of the neutrino beam in MINERvA.

5.5.6 Forming Ratios

Cross section ratios are formed with the sums of efficiency-corrected distributions, taking

into account the number of targets. Dividing by the flux is not necessary because the flux

has no spatial dependence throughout the detector; the flux is identical through all targets.

Uncertainties in the flux model are considered and contribute a small uncertainty on the ratio,
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Target Number Scintillator Modules

2 27–32, 51–56, 63–68
3 33–38, 57–62, 75–80
4 45–50
5 39–44, 69–74

Table 5.6: Listing of scintillator modules paired to each passive target assembly. This is done
to keep the ratios statistically independent. The assignments are chosen to minimize systematic
bias by varying the transverse and longitudinal areas of the modules.

which is discussed in Sec. 5.6.2. The ratio of cross sections is formed simply by dividing the

cross section of one nucleus by another nucleus.

A statistically independent scintillator sample is used to form each of the ratios of carbon,

iron, and lead. The tracking modules in each sample are chosen using faux targets so that the

areal shape of scintillator matches that of the target sections that comprise the target nucleus.

Modules that are matched to each target come from varied longitudinal position to further avoid

systematic bias. The modules used as the denominator in the ratio for each target are listed in

Table 5.6.

5.5.7 Summing Over Targets

Event samples have thus far been separated by their target section or faux target; each

has its own background, migration matrix, and efficiency correction because the reconstruc-

tion and acceptance differs across targets. This segregation increases the accuracy of all the

above corrections. Event samples of similar nuclei are added after the efficiency correction is

applied, since at that point all such differences have been removed. For example, the efficiency-

corrected samples of the iron from Targets 2, 3, and 5 are added. The compatibility of measure-

ments in the different targets is shown in Fig. 5.17. The figure shows cross section ratios. The

cross sections of the passive carbon, iron, and lead targets are normalized by the cross section

on scintillator using the pairings of Table 5.6. The isoscalar correction has been applied. These
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Figure 5.17: Cross section ratios of carbon, iron, and lead to scintillator measured with each
passive target assembly. Data are shown in filled in points, Monte Carlo in the hollow points.
Only statistical errors are shown.

plots suggest that the measurements of the cross sections using different targets are compatible

and can thus be added without systematic bias. Similar comparisons are made for each bin of

Eν and xbj ; these can be found in Appendix A.9.

5.6 Systematic Uncertainties

5.6.1 Evaluation of Systematic Errors

Systematic errors are evaluated using the “many universes” procedure [64]. Each source

of systematic error is represented by a deviation from the nominal values. The entire cross

section calculation is repeated assuming a deviation in the nominal value. The calculation with

a deviation is referred to as a “universe” because it represents a hypothetical scenario where,

for example, the flux is 5% higher. Sometimes it is appropriate to use an ensemble of universes

representing possible deviations from the nominal value.

The covariance matrix representing the error on the cross section as a result of a source of

systematic uncertainty is derived from the spread of the cross section as measured in the many

universes. There are two ways of calculating the covariance matrix: spread and maximum

deviation.
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Spread

Statistical tests can be used to determine the spread among the cross section universes that

result from systematic deviations. When the deviations are expected to resemble a Gaussian

distribution, the error on the cross section in a bin is equal to the root mean squared (RMS)

of the values of the cross section for all universes in that bin. The covariance matrix element

relating bin i and bin j calculated with the RMS method is

covi,j =
1

N

N∑
k=1

(xki − x̄i) (xkj − x̄j) . (5.12)

When the Gaussian assumption is not appropriate, the interquartile range (IQR) of the cross

section in all universes is used. The IQR is defined as the distance between the boundaries at

the bottom 25% and top 25% of the distribution. For a Gaussian distribution IQR = .6745σ.

A covariance matrix element relating bin i and bin j calculated with the IQR method is

Vi,j = (0.741 ∗ IQR(i))(0.741 ∗ IQR(j)). (5.13)

Maximum Deviation

The maximum deviation among the universes is another measure of an error. This method

is used when there are too few universes to use a more sophisticated statistical test of the

spread among the universes. Any systematic error evaluated with less than ten universes uses

the deviation method. If there is only one deviation from the nominal value (one universe), the

distance between the deviation and nominal value is the error on the cross section. If there are

more than two deviations, then half of the size of the largest difference in deviations is used.

A covariance matrix element relating bin i and bin j calculated with the maximum deviation

method is

Vi,j = ∆max(i)∆max(j). (5.14)
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Procedure for Systematics on Measurable Quantities

Systematics on measurable quantities (i.e. muon energy, muon angle, recoil energy) pro-

duce lateral shifts. If the observed value for one of these quantities differs from the true value,

the event can be added to the wrong bin in a histogram, changing the distribution. Such un-

certainties are assessed under the assumption that systematic deviations can be represented as

a Gaussian distribution with some standard deviation σ. First, σ is determined as a systematic

difference between data and Monte Carlo in the reconstruction of the quantity. Next, an ensem-

ble of 60 random shift factors si are pulled from a Gaussian which is centered on 0 with its σ

determined in the previous step. These random factors represent the deviation from the nomi-

nal value; the analysis is repeated in each of these universes. The shifted value of a measured

quantity in one universe may cross the bounds of the signal region. In this case, the event is

rejected in only that universe. The cross section is calculated in all 60 universes, and the error

on the cross section measurement comes from the RMS spread method.

5.6.2 Flux

Flux is a notorious uncertainty in most neutrino experiments. The fundamental difficulty

in knowing the neutrino flux is that the final beamline products, the neutrinos, cannot be easily

measured except by the very interactions which are being studied by the experiment. This is

why many neutrino analyses, including this analysis, are designed to mitigate dependence on

the simulation of the flux. Error on the flux comes from uncertainty in the cross sections of

hadron-producing pC interactions and the focusing of these hadrons in the beamline.

The dominant source of uncertainty on the flux from the NuMI beam comes from the pri-

mary pC interactions. The cross section for a pC interaction to produce a final state particle

that will produce a neutrino through meson decay is not well simulated for interactions that

take place at 120 GeV/c, the momentum of incident protons in NuMI. Hadron production

cross section measurements of pC → π± and pC → K± interactions are used to constrain
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Figure 5.18: Flux errors on the charged current νµ event rate. The three uncorrelated sources
of systematic uncertainty are discussed in detail in Sec. 5.6.2.

the simulation where possible, which greatly reduces the uncertainty. Other uncertainties are

related to the beamline apparatus.

These sources of uncertainty are uncorrelated. Figure 5.18 shows a summary of the flux

errors on the reconstructed neutrino energy spectrum for charged current events.

Constrained Hadron Production

When a simulated pC interaction is constrained by external data, the uncertainty on that

interaction is the uncertainty on the constraining cross section measurement.

There is no available analysis of data on a NuMI target at 120 GeV/c, so available data

must be interpolated2. The primary dataset that constrains hadron production in the NuMI

beam is NA49, which measured pC interactions at 158 GeV/c [44]. These data are related to

NuMI energies by Feynman scaling. The uncertainty in this scaling procedure was evaluated

by scaling from from NA49 momenta (158 GeV/c) to NA61 momenta (31 GeV/c) [66]. The

differences between NA61 data and scaled NA49 data were found to have a negligible impact

on the neutrino flux [67].

2 The MIPP collaboration recorded pC collisions on a NuMI target at 120 GeV/c, but it has not yet been
analyzed [65].
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Figure 5.19: Predictions for the NuMI neutrino flux using three different hadronic models:
Geant4’s implementation of QGSP BERT and FTFP BERT, and Fluka. The maximum spread
among the models is the error on the flux for hadronic interactions that are not constrained by
hadronic production cross section data. Reprinted from [34], Copyright (2011) with permission
from M. Kordosky.

Hadronic Model Spread

The error on the cross section of pC interactions that are not constrained by data is evaluated

using comparisons among simulation models. Three different hadronic models are used to

simulate pC interactions to predict the neutrino flux, as shown in Fig. 5.19. The models were the

Geant4 implementation of QGSP BERT and FTFP BERT [68], and Fluka [46]. The maximum

spread among these models is the error on the flux contributed by pC interactions that are not

constrained by external data.

NuMI Beamline

Errors on the flux due to uncertainties in the NuMI beamline were evaluated for the MINOS

experiment [69]. Reasonable uncertainties on NuMI beamline components were evaluated by

considering performance of beamline monitoring equipment and the precision in construction

of beamline components. Table 5.7 shows the uncertainties in the NuMI beamline. These
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Source Uncertainty

Number of protons on target 2.0%
Horn transverse misalignment 1.0 mm

Horn tilt 0.2 mrad
Horn current miscalibration 1.0%

Horn current distribution δ = 6 mm/δ =∞
Baffle scraping 0.25%

Misalignment of shielding blocks 1.0 cm
Target density 2.0%

Table 5.7: Uncertainties on NuMI beamline components. Reprinted from [69], Copyright
(2008) with permission from Ž. Pavlović.

uncertainties were propagated to the flux prediction using Fluka [46] to simulate hadron pro-

duction in the NuMI target. Figure 5.20 shows errors on the flux from beamline components.

The uncertainties are largest around 5 GeV, which is the falling edge of the focusing peak.

5.6.3 Muon Energy

There are three contributions to the error on the muon energy reconstruction: MINOS range

measurement, MINOS curvature measurement, and energy loss in MINERvA. These errors are

independent and added in quadrature. The contributions to the error on the muon momentum

are summarized in Table 5.8.

MINOS Range Measurement

MINOS has measured the error on reconstruction of the muon momentum by range to

be 2% [27]. This error arises due to uncertainty in the detector mass, simplifications in the

reconstruction’s implementation of the geometry, and uncertainty in the dE/dx model. The

MINOS range measurement error is applicable to all muons that are reconstructed in MINOS,

which is all events used in this analysis.
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Figure 5.20: Relative errors on the flux due to uncertainties in the NuMI beamline. Reprinted
from [69], Copyright (2008) with permission from Ž. Pavlović.

Error Source Error

MINOS Range 2.0%

MINOS Curvature (pµ < 1GeV/c) 2.5%
MINOS Curvature (pµ > 1GeV/c) 0.6%

MINERvA dE/dx (scintillator events) 30 MeV
MINERvA dE/dx (C, Fe, Pb events) 40 MeV

MINERvA mass (scintillator events) 11 MeV
MINERvA mass (C, Fe, Pb events) 17 MeV

Table 5.8: Uncertainties on muon momentum reconstruction. The types of uncertainty are
independent and added in quadrature. The MINOS range uncertainty is relevant for all muons.
The MINOS curvature uncertainty is only relevant if the muon momentum was reconstructed
by curvature.
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MINOS Curvature Measurement

The additional error on muon momentum when it is reconstructed by curvature in MINOS

is 2.5% (0.6%) for a µ with less (more) than 1 GeV/c [26]. This uncertainty was measured by

comparing the residual on the inverse muon momentum in data and simulation. The residual is

defined as the difference in inverse muon momentum found using range and curvature:

∆K =
1

pcurv
− 1

prange
. (5.15)

This distribution is shown in Fig. 5.21. The residual is fit to a Gaussian. Error on reconstruction

by curvature relative to range is taken to be the difference between the mean of the Gaussian

fits in data and Monte Carlo, µdata − µMC .

This method of evaluation uses the MINOS range reconstruction to form the residual, so

the range error is added to the error on curvature for the total contribution to muon energy

error budget from reconstruction in MINOS. The total error on muon momenta reconstructed

by curvature is 2.1% (3.1%) for momenta more (less) than 1 GeV/c.

Figure 5.21: Residual in the MINOS reconstruction of the inverse muon momentum from
Eq. 5.15. The difference between the data and Monte Carlo distributions is used to estab-
lish an error for the reconstruction of muon momentum by curvature relative to range. The
distributions are offset from 0 by the amount of energy a muon loses in half of a MINOS plane,
because the MINOS range reconstruction assumes the muon originated in the center of the most
upstream MINOS plane; all of the muons for this study came from MINERvA and thus passed
through the entire first plane. Figure from Ref. [26].
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Energy Loss in MINERvA

There is additional error in energy loss in MINERvA due to uncertainties in the material as-

say and the dE/dx model, which are independent. These errors depend on how much material

the muon traverses in MINERvA, so there is a larger error assigned to events in the upstream

passive nuclear targets region. The dE/dx model uncertainty adds 30 (40) MeV to the error

budget on muon energy for events in scintillator (carbon, iron, or lead). The MINERvA ma-

terial mass uncertainty adds 11 (17) MeV to the error budget on muon energy for events in

scintillator (carbon, iron, or lead).

5.6.4 Muon Vertex and Angle Reconstruction

Rock muon tracks are used to study the performance of track fitting. Only rock muons

that enter the front of MINERvA, are matched to a track in MINOS, and have an energy less

than 20 GeV are used. These are long reliable tracks. The tracks are broken in half to create

two tracks, one upstream and one downstream. The two broken tracks share the hits at the

break point. Each of the broken tracks is fit independently, which yields two fitted values

for the transverse position and slope of the track at the breakpoint. Differences in the values

obtained from the broken tracks are fit to a double Gaussian. The position residuals are shown

in Fig. 5.22, and the angle residuals are shown in Fig. 5.23. These resolutions are compared to

simulation to establish the systematic error. The error on the x (y) position of the muon vertex

is 0.91 mm (1.25 mm). The error on both slopes (dxdz and dx
dz ) of the muon track is 1 mrad.

5.6.5 Recoil Energy Reconstruction

There are two avenues for uncertainty to enter in the reconstruction of recoil energy. The

detector’s response to hadronic particles is not perfectly known. The mass and calibration of

the detector, energy loss models, and reconstruction methods all affect the observed energy of

a particle. Recoil energy is reconstructed using a prediction from the simulation for the amount
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(a) x Position Residual (b) y Position Residual

Figure 5.22: Residual in the position of the muon vertex. The level of agreement between data
and simulation is used to establish an error in the x (y) position of 0.91 mm (1.25) mm.

(a) dxdz Slope Residual (b) dydz Slope Residual

Figure 5.23: Residual in the slopes of the muon track. The level of agreement between data
and simulation is used to establish an error in the muon angle of 1 mrad. Figure from Ref. [26].

of hadronic energy that is not detected. Final state interactions (FSI), or intra-nuclear scattering

of final state particles, is a significant cause of hadronic energy failing to be observed. The

methods for evaluating errors due to detector response and FSI are described below.

Final State Interaction Models

The α scale and the polyline corrections to the recoil energy of Eq. 3.3 have been tuned with

a Monte Carlo sample. The FSI models used in this Monte Carlo determine what happens to a
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Model Parameter δ(P )/P

Pion mean free path ±20%
Pion charge exchange probability ±50%
Pion elastic reaction probability ±10%

Pion inelastic reaction probability ±40%
Pion absorption probability ±20%

Pion π-production probability ±20%
Nucleon mean free path ±20%

Nucleon charge exchange probability ±50%
Nucleon elastic reaction probability ±30%

Nucleon inelastic reaction probability ±40%
Nucleon absorption probability ±20%

Nucleon π-production probability ±20%
AGKY model xf distribution ±20%

Pion angular distribution isotropic↔ Rein-Sehgal
Resonance branching ratio decay to photon ±50%

Table 5.9: Uncertainties on final state interaction models in GENIE. This table is based on a
similar table found in [24].

particle generated by the neutrino interaction before it exits the nuclear environment. Many of

these uncertainties are evaluated by reweighting Monte Carlo events. Reweightable FSI model

parameters are shifted according to their uncertainty and the probability of the FSI scattering

processes is recalculated. The cross section ratios analysis is repeated for each ±1σ excur-

sion of model parameters. Half of the maximum deviation among the excursions and central

value is the error from the model parameter. Model parameters are varied independently, and

the resulting errors are added in quadrature. Table 5.9 lists the reweightable model parameters

and their uncertainties. FSI model parameters that cannot be handled through event reweight-

ing are evaluated with statistically independent Monte Carlo samples, which are discussed in

Sec. 5.6.5.

Shifted Monte Carlo Samples

Some parameters in the Monte Carlo are not reweightable. Shifted Monte Carlo samples

are generated for each such parameter to assess the impact of uncertainty in the model. Half
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of the deviation of the reconstructed Ehad distribution for the selected events from each shifted

sample from the central value is the systematic error due to uncertainty in that parameter. The

parameters are uncorrelated. The procedure follows a similar study performed for the MINOS

collaboration [70]. The statistics of the shifted samples are not large enough to assess a system-

atic for each nuclear target individually, so events are grouped into only two samples: passive

targets and scintillator.

Effective Nuclear Radius

The effective nuclear radius is the size of the nucleus for low energy hadrons. It affects

the overall scattering amplitude. A larger effective nuclear radius makes it more likely that

the final state particle with undergo an intranuclear interaction. The effective nuclear radius is

varied by an amount determined by comparisons of the FSI model with measurements of the

pion-iron cross section from neutrino data. This is accomplished by shifting the FSI parameters

for pion (INUKE-DelRPion) and nucleon (INUKE-DelRNucleon) in GENIE by ±0.6 fm from

their respective nominal values of 0.5 fm and 0.9 fm. Negative values for these parameters are

not physical, so 0 fm is used when the excursion would put the value below 0 fm. The errors

from the positive excursion are 2% (0.25%) for events with Ehad less (greater) than 2 GeV.

The errors from the negative excursion are 1% (0.25%) for events with Ehad less (greater) than

2 GeV.

Formation Time

The formation time is a parameter in the hadronization model. It is the mean time it takes

for a quark to undergo hadronization. An increase in the formation time will result in fewer

intranuclear interactions and thus increase in the amount of visible energy in the detector. The

nominal value of the formation time parameter (FZONE-ct0) in GENIE is 0.342 fm/c, and the

shifts used are ±50%. The excursions resulted in symmetric errors. For passive target events,
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the error is 2% (1%) for events with Ehad less (greater) than 2 GeV. For scintillator events, the

error is 1.5% (0%) for events with Ehad less (greater) than 2 GeV.

Hadronization Model

The AKGY model uses a phase space reweighting scheme to simulate hadronization of

final state particles. This reweighting suppresses the transverse momentum of decayed mesons

with increasing p2
t , which is the expected behavior. Errors on the hadronization model are

evaluated by turning off the reweighting mechanism to produce a shifted sample [71]. This

is accomplished in GENIE by setting the parameters KNO-PhaseSpDec-Reweight and KNO-

UseBaryonPdfs-xFpT2 to false. For passive target events, the error is 5%, 1%, and 2.5% for

events with Ehad < 1 GeV, 1 GeV < Ehad < 10 GeV, and 10 GeV < Ehad respectively.

For scintillator events, the error is 1%, 1%, and 1.5% for the same energy ranges.

Birks’ Parameter

Birks’ empirical law for the expected light yield for energy deposited in scintillator is scaled

by (1+kBdE/dx)−1, where kB is Birks’ parameter, due to saturation effects in the scintillator.

A sample of protons that stopped in the test beam detector was used to study this saturation be-

havior. The study found an uncertainty of 30% on the nominal value of kB = 0.133 mm/MeV

used in the simulation [26]. The test beam data strongly favor a shift towards lower kB , so

the errors for this analysis are evaluated as half the difference between the nominal and -30%

excursion. The error on the charged current νµ sample is 5% (1%) for events with Ehad less

(greater) than 1 GeV.

Detector Response

A Monte Carlo prediction of the composition of the hits identified as the recoil system

was used to evaluate the error in the detector response. The composition breaks down the
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Figure 5.24: Data points show the energy loss profile of stopped protons with statistical error.
The lower (upper) curves are simulations of these data with Birks’ parameter shifted up (down)
by 30% from the nominal value of kB = 0.133 mm/MeV.

visible energy, corrected for traversed passive material, into the sources of visible energy. This

procedure used only reconstructed information to identify hits, but uses generator information

to identify the source responsible for the energy recorded. Examples of the composition of the

recoil system are shown in Fig. 5.25. The uncertainties in the detector’s response to each source

of visible energy are summarized in Table 5.10.

Protons

The proton uncertainty comes from a test beam measurement of proton kinetic energy

reconstruction [26, 72]. The Fermilab Meson Test Facility beamline enables precise recon-

struction of the momentum of charged particles by curvature through the use of bending mag-

nets [73]. Protons that stop in the test beam detector were used to compare kinetic energy recon-

structed by range to the beamline measurement. The ratio of measured to simulated beamline

kinetic energy was histogrammed for protons stopping in each module, as shown in Fig. 5.26.

The deviation of this ratio from one gives an uncertainty of 3.5% on the detector’s response to
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Energy Source Uncertainty

Proton 3.5%
Neutron (KE <50 MeV) 25%

Neutron ( 50 <KE <150 MeV) 10%
Neutron (KE >150 MeV) 20%

Muon 2.4%
γ, π0, e± 3%
π±, Kaon 5%
Cross talk 20%

Other 20 %

Table 5.10: Uncertainties on the detector response to different sources of light.

Visible Energy Source

x­talk µ

0
π + γe +  + K±

π

p n

Visible Energy Source

x­talk µ

0
π + γe +  + K±

π

p n

30.9 %

33.1 %

1.1 %5.4 %

21.1 %

8.4 %

(a) Ehad = [0.0, 0.2] GeV

7.3 %

11.5 %7.8 %

20.8 %

43.2 %

9.3 %

(b) Ehad = [0.2, 1.0] GeV

7.0 %

6.2 %

16.3 %

28.5 %

29.5 %

12.5 %

(c) Ehad = [1.0, 2.5] GeV

Figure 5.25: Sources of visible energy in hits of the recoil system weighted by visible energy
for several hadronic energy bins. These plots were made using simulation for the lead of Target
4 and are representative of events on all nuclei.

protons.

Neutrons

The neutron uncertainties come from comparisons of the nA → pX cross section in data

and simulation [74]. Data for the comparisons is from [75, 76, 77, 78]. The energy dependence

of the discrepancy is shown in Fig. 5.27. These uncertainties are grouped into three regions of

kinetic energy and taken to be half the data-simulation discrepancy:
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Figure 5.26: Discrepancy between data and simulation in the comparison of beamline kinetic
energy to range of protons in the MINERvA test beam as a function of the module number in
which the proton stops. This discrepancy is used to establish a 3.5% error on the detector’s
response to protons.

• If the kinematic energy is less than 50 MeV, the error is 25%.

• If the kinematic energy is between 50 and 150 MeV, the error is 10%.

• If the kinematic energy is greater than 150 MeV, the error is 20%.

Figure 5.27: Discrepancy between data and simulation in the nA → pX cross section as a
function of neutron kinematic energy (KE). The error on detector response to neutrons is half
this discrepancy. It is 25% for energies less than 50 MeV, 10% between 50 and 150 MeV, 20%
greater than 150 MeV. Figure from Ref. [74].
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Muons

The peak of distributions of the energy deposited per plane by muons is compared to simu-

lation to tune the absolute energy scale of the detector, as described in Sec. 3.1.2. This determi-

nation of the minimum-ionizing energy unit (MEU) depends on the accuracy of the simulation.

The uncertainty on the detector mass model gives a 2% error to determination of MEU. There

is a 1% uncertainty on the Bethe-Bloche process that is used to simulate the energy deposited

by a muon. These two uncertainties added in quadrature yield an error on the muon response

of 2.4%.

Electromagnetic Showers

The detector’s response to electromagnetic showers was studied using Michel electrons [26].

Michel electrons are a product of the decay of an antimuon ( µ+ → νµ + νe + e+ ). They ap-

pear in the detector where antimuons stop or as a tertiary product in the decay of a π+. The

energy spectrum of these electrons is known very well, making them an excellent source for

calibration. A Michel electron sample was obtained by selecting events with only small, iso-

lated energy depositions. The energy spectrum of these events is compared with simulation

in Fig. 5.28. The means of the distributions are shifted by 3%, which is taken to be the error

on electromagnetic response. This error is used for energy deposited by γ, π0, e± final state

particles because the mechanism for energy loss is the same.

Charged Mesons

The uncertainty on charged pions comes from test beam measurements comparing the frac-

tion of available energy that is observed in the detector in data and simulation [79]. The incom-

ing energy is the precise beamline reconstruction. The observed energy is the sum of all hits

in the detector corrected for the passive material traversed. Systematic errors on the simulation

are considered, but an additional 5% error is necessary to cover the discrepancy between data
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Figure 5.28: The energy spectrum of Michel electron candidates in data (points) and simulation
(line). The means of the distributions agree to 3%, which is taken as the uncertainty on the
detector’s response to electromagnetic particles. Figure from Ref. [26]

and simulation. 5% is then taken as the error on the detector response to charged pions. The

result of the study is shown in Fig. 5.29. This uncertainty is also applied to kaon response, be-

cause their response is very similar and there are not sufficient statistics to perform a kaon-only

measurement.

Figure 5.29: A comparison of the MINERvA test beam (T977) measurement for the detector’s
response to positive pions to simulation. The y-axis shows the visible energy corrected for
traversed passive material divided by incoming pion energy measured by the beamline. The
shaded simulation band shows the systematic errors. An additional error of 5% is needed to
cover the difference in data and simulation. The dotted red line approximates the systematic
error on the simulation with the additional 5% detector response error. Figure from Ref. [26].
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Cross-talk

Cross-talk is simulated by specifying a likelihood that a recorded energy deposition will

generate cross-talk in a neighboring channel [80]. The uncertainty on the detector response to

cross-talk is dominated by optical rather than electrical cross-talk, because more than 90% of

visible energy from cross-talk comes from the optical variety. Optical cross-talk was measured

by two means: on a test stand with light injection and in-situ by looking at visible energy near

rock muon tracks. These two methods disagree at the 20% level, which is the error on the

detector response to cross-talk.

5.6.6 Subtraction of Scintillator Contamination

The subtraction of scintillator background described in Sec. 5.4 is data-driven, so all sys-

tematic errors discussed above apply to the scintillator background prediction; i.e. errors from

flux, muon reconstruction, hadronic energy reconstruction, and normalization were evaluated

on the distribution of events from the tracker used to predict the background. The convolu-

tion of migration due reconstruction systematic bias and reconstruction-dependent efficiency

corrections was considered as well.

The statistical uncertainty in the true background distribution is accepted as a systematic

error, because the prediction of scintillator background is normalized to the number of true

background events. This error is uncorrelated among bins and among targets.

The predicted and true background distributions consistently compare at 1 < χ2/d.o.f.

when the above systematic errors are considered, which indicates the need for an additional

systematic on the subtraction procedure itself. An additional systematic uncertainty is added

so that the comparison of predicted and true backgrounds yields a χ2/d.o.f. . 1. The χ2 cal-

culation treats this additional systematic as uncorrelated bin-to-bin. Figure 5.30 demonstrates

the determination of this systematic error. After it has been calculated, this systematic error is

treated as correlated both bin-to-bin and target-to-target. This correlation is justified because
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Figure 5.30: The error on the Ehad-dependent efficiency scale factor used to predict the scin-
tillator background chosen to be sufficiently large for the true and estimated background dis-
tributions to agree within χ2/d.o.f. < 1. The tick marks show the ratio of estimated to true
background with statistical error. The pink band about 1 shows the correlated systematic error
on the Ehad-dependent correction. χ2 calculations before and after the additional correlated
error are shown in the figures.

the Ehad-dependent scale factors have a similar shape for all passive targets.

5.6.7 Unfolding

The error on iterative Bayesian unfolding after iteration i is equal to the difference in the

distribution between iteration i and i+ 1 [62]. This evaluation showed that the error on unfold-

ing the neutrino energy spectrum is negligible, so it is ignored.

5.6.8 Normalization

Normalization errors comes from uncertainty in flat corrections to the data. Taking a ratio

of cross sections results in a large cancellation of such uncertainties.

Subtraction of Rock Muons

Rock muons were a background in Target 2 for early data. The prevalence of these events

was evaluated by scanning events displays, as discussed in Sec. 5.3.2. Events were weighted to

adjust for this background. The Gaussian approximation of the statistical error on identifying
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60 out of 975 events is 0.8%. This error is for the integral number of events, but this analysis

puts events into ∼9 bins for kinematic variables. Therefore the error from rock muon weights

is
√

(9) · 0.8% = 2.4% and applies only to events in Target 2 from the earliest recorded data.

Detector Mass

Uncertainty in the mass of detector components translates into an error on the number of

target nucleons. The uncertainty on the mass and chemical composition of the scintillator is

1.4% [26]. The uncertainty on the mass of passive targets is due to variations in density and

thickness. Errors on the mass of carbon, iron, and lead are respectively 0.5%, 1.0%, and 0.5%.

Uncertainty in mass is correlated for all events in a given nucleus and uncorrelated for events

on different nuclear targets.

5.6.9 Efficiency Correction

Muon Reconstruction Efficiency

The muon reconstruction efficiencies in MINERvA and MINOS are described in Sec. 5.5.2.

The uncertainties on these corrections are the statistical error from the measurement of the

efficiency, which are listed in Table 5.4.

Total Reconstruction Efficiency

The full MINERvA Monte Carlo is used to evaluate the remaining reconstruction efficiency

and geometric acceptance. All of the sources of systematic error described above apply to event

selection used to form the efficiency.

Additionally, the use of a neutrino generator introduces cross section model dependence.

The errors that come from cross section model uncertainties are evaluated by event reweighting.

A cross section model parameter is changed within its uncertainty and the cross section for a

generated event is recalculated. The efficiency is calculated independently for ±1σ excursions
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Model Parameter Associated Process δ(P )/P

Axial mass for NC elastic QE ±25%
Strange axial form factor η for NC elastic QE ±30%

Axial mass for CCQE QE −15%,+25%
Normalization of CCQE QE −15%,+20%

Pauli suppression in CCQE at low Q2 QE ±35%
CCQE vector form factor model QE BBA05↔ Dipole

Normalization of CC resonance production Res ±20%
Normalization of NC resonance production Res ±20%

Axial mass for CC resonance production Res ±20%
Vector mass for CC resonance production Res ±10%
Non-resonance CC1π production for νp DIS ±50%
Non-resonance CC2π production for νp DIS ±50%
Non-resonance CC1π production for νn DIS ±50%
Non-resonance CC2π production for νn DIS ±50%
AHT parameter in Bodek-Yang model DIS ±25%
BHT parameter in Bodek-Yang model DIS ±25%
CV 1u parameter in Bodek-Yang model DIS ±30%
CV 2u parameter in Bodek-Yang model DIS ±40%

Table 5.11: Uncertainties on neutrino cross section model in GENIE. This table is based on a
similar table found in Ref. [24].

in each model parameter. Half of the maximum deviation among the excursions and central

value calculations of efficiency is taken as the error due to that model parameter. The model

parameters and their uncertainties are listed in Table 5.11. All model parameters are treated

as independent and added in quadrature. The cross section model uncertainties are highly

correlated among target samples; a model excursion which results in a larger cross section in

lead is very likely to also give a higher cross section in all other nuclei. The cross section model

uncertainties in the efficiency for the lead of Target 4 are shown in Fig. 5.31.

The statistical uncertainty on the Monte Carlo sample used to calculate efficiency is also a

source of error in the efficiency correction. The statistical uncertainty is uncorrelated among

events and targets.

Sources of error on the efficiency calculation for the lead of Target 4 are shown in Fig. 5.32.
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Figure 5.31: Relative errors on the reconstruction efficiency from uncertainty in cross section
models. Model parameters are grouped by their associated interaction process. See Table 5.11
for the list of model parameters considered.
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Figure 5.32: Summary of relative systematic errors on the reconstruction efficiency.
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Figure 5.33: Relative errors on the measurement of the iron absolute cross section (top) and
ratio of iron to scintillator cross section (bottom). The flux error (bold red line) is obviously the
dominant error in the absolute cross section measurement, but it is almost negligibly small in
the measurement of cross section ratios.

5.6.10 Cancellation of Errors in Ratios

Many uncertainties on the measured cross section cancel or are greatly reduced through

the use of ratios. The near cancellation of errors from the flux is the most beneficial reduction

created by the ratio. A summary of errors for the absolute cross section of iron and the ratio

of iron to scintillator cross sections is shown in Fig. 5.33. The relative error from the flux is

highlighted to make its suppression more obvious.
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Chapter 6

Results and Conclusions

6.1 Results

The ratios of total charged current νµ cross section σ in carbon, iron, and lead to scintillator

are shown in Fig. 6.1 and Table 6.1. Results for dσ
dxbj

are shown in Fig. 6.2 and Table 6.2.

Figure 6.3 shows the relative errors on these measurements. There are too many sources of

systematic error to show in one plot, thus they have been merged into a small number of groups

according to Table 6.3.

6.1.1 Neutrino Energy Result

The agreement between data and Monte Carlo in Fig. 6.1 suggests that the nuclear depen-

dence of the inclusive charged current νµ cross section is well modeled as a function of neutrino

energy. This is an important result for neutrino oscillation experiments, which use heavy nu-

clear targets. Poor modeling of nuclear effects in neutrino interactions would introduce large

uncertainties in the shape of the neutrino energy spectra and, thus, result in less precise mea-

surement of neutrino oscillation parameters.

Limitations and Future Prospects

While this result confirms the success of current models, there is still reason for oscillation

searches to worry about the simulation of nuclear effects. The energy resolution and statistical

limits of this analysis have limited the size of neutrino energy bins to 1 GeV. Oscillation
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Figure 6.1: (Left) Results for the measurement of ratios of νµ charged current inclusive σ in
carbon (C), iron (Fe), and lead (Pb) to scintillator (CH). (Right) The ratio of data to Monte
Carlo of this result is also shown. Tick marks on data points show statistical error, and the pink
band shows total systematic error.



121

Reconstructed x

0 0.2 0.4 0.6 0.8 1

d
xC

H
σ

d
 /

 
d

xC
σ

d

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
Data

Monte Carlo
Isoscalar Corrected

(a) Carbon

Reconstructed x

0 0.2 0.4 0.6 0.8 1

D
a

ta
 /

 M
C

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

/ndf = 4.47/5 = 0.892
χ

(b) Data to Monte Carlo ratio for carbon

Reconstructed x

0 0.2 0.4 0.6 0.8 1

d
xC

H
σ

d
 /

 
d

xF
e

σ
d

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
Data

Monte Carlo
Isoscalar Corrected

(c) Iron

Reconstructed x

0 0.2 0.4 0.6 0.8 1

D
a

ta
 /

 M
C

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

/ndf = 17.58/5 = 3.522
χ

(d) Data to Monte Carlo ratio for iron

Reconstructed x

0 0.2 0.4 0.6 0.8 1

d
xC

H
σ

d
 /

 
d

xP
b

σ
d

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5
Data

Monte Carlo
Isoscalar Corrected

(e) Lead

Reconstructed x

0 0.2 0.4 0.6 0.8 1

D
a

ta
 /

 M
C

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

/ndf = 43.35/5 = 8.672
χ

(f) Data to Monte Carlo ratio for lead

Figure 6.2: (Left) Results for the measurement of ratios of νµ charged current inclusive dσ
dxbj

in carbon (C), iron (Fe), and lead (Pb) to scintillator (CH). (Right) The ratio of data to Monte
Carlo of this result is also shown. Tick marks on points shows statistical error, and the pink
band shows total systematic error.
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Figure 6.3: Relative errors on ratios of σ and dσ
dxbj

.



123

Eν Bin (GeV) Data MC σstat σsys
(Data−MC)

σtot

Carbon 2–3 0.80 0.96 0.093 0.069 -1.25
3–4 0.96 0.99 0.055 0.049 -0.47
4–5 1.18 1.03 0.075 0.060 1.43
5–6 0.94 1.07 0.094 0.055 -1.05
6–8 1.22 1.02 0.082 0.066 1.75

8–10 1.11 1.08 0.091 0.065 0.27
10–15 1.12 0.98 0.068 0.072 1.27
15–20 0.95 0.91 0.082 0.073 0.31

Iron 2–3 0.95 0.97 0.048 0.068 -0.19
3–4 1.02 0.99 0.029 0.039 0.42
4–5 1.13 1.00 0.039 0.041 2.05
5–6 1.05 1.03 0.050 0.040 0.39
6–8 1.00 0.99 0.040 0.036 0.19

8–10 1.05 0.96 0.049 0.041 1.42
10–15 1.05 0.96 0.034 0.042 1.60
15–20 0.99 0.99 0.044 0.047 0.04

Lead 2–3 0.96 0.98 0.042 0.055 -0.27
3–4 0.99 0.98 0.026 0.038 0.19
4–5 1.03 1.02 0.035 0.037 0.23
5–6 1.02 1.03 0.046 0.035 -0.21
6–8 1.01 1.00 0.037 0.031 0.18

8–10 1.02 0.98 0.043 0.035 0.75
10–15 0.98 0.97 0.030 0.034 0.10
15–20 1.10 0.97 0.042 0.042 1.92

Table 6.1: Comparison of measured to expected values for σA/σCH for each neutrino energy
bin, where CH is scintillator. Columns labeled as σ show the errors on the cross section ratio.
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xbj Bin Data MC σstat σsys
(Data−MC)

σtot

Carbon 0.0–0.1 1.15 1.00 0.056 0.062 1.69
0.1–0.3 1.02 0.99 0.038 0.043 0.41
0.3–0.7 0.96 0.98 0.038 0.041 -0.21
0.7–0.9 0.87 0.81 0.083 0.071 0.50
0.9–1.1 0.90 0.82 0.105 0.052 0.63

Iron 0.0–0.1 1.01 1.07 0.027 0.027 -1.46
0.1–0.3 0.99 0.97 0.020 0.027 0.46
0.3–0.7 0.97 0.92 0.020 0.029 1.47
0.7–0.9 0.99 0.85 0.045 0.047 2.01
0.9–1.1 1.04 0.84 0.059 0.060 2.32

Lead 0.0–0.1 0.90 1.03 0.024 0.026 -3.53
0.1–0.3 0.96 0.99 0.018 0.026 -0.78
0.3–0.7 0.96 0.92 0.018 0.030 1.15
0.7–0.9 0.99 0.86 0.041 0.043 2.15
0.9–1.1 1.13 0.86 0.056 0.051 3.38

Table 6.2: Comparison of measured to expected values for dσA

dxbj
/dσ

CH

dxbj
for each xbj bin, where

CH is scintillator. Columns labeled as σ show the errors on the cross section ratio.

Group Name Error Sources Included

Detector Resolution Muon energy, muon angle, hadronic energy, vertex position
FSI Models All parameters described in Sec. 5.6.5 and 5.6.5

Cross Section Models (XSec) All model parameters described in Table 5.11
MC Statistics Statistics of Monte Carlo used in to calculate efficiency
Normalization Muon tracking efficiencies, mass, rock muon rate

Flux All sources of flux uncertainty
Scintillator Background Statistical and scale errors on scintillator background

Table 6.3: Grouping of systematic errors for display purposes.
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experiments usually require finer bins to precisely measure the neutrino energy spectrum near

the expected region of (dis)appearance. For example, MINOS uses 0.5 GeV bins. It is possible

that any unmodeled behavior in nuclear dependence is observable only at this finer granularity.

Many neutrino oscillation experiments operate at energies slightly lower than those measured

in this analysis. Lower energy experiments often attempt to isolate the quasi-elastic channel,

which is the dominant channel for neutrino energies below 3 GeV. The manifestations of

nuclear dependence are different for elastic and inelastic interaction channels, and it is possible

that the inclusive measurement will dampen these manifestations.

MINERvA is working to address each of these limitations. The energy resolution of the

detector will improve through better reconstruction and further analysis of data taken by the

MINERvA Test Beam Collaboration (E977). This analysis used only muons that were an-

alyzed in the MINOS spectrometer. Including events in which the muon stops in MINERvA

will extend the analysis to lower neutrino energies and greatly improve the statistics of the mea-

surement. MINERvA has already presented an analysis of quasi-elastic events in the tracker

region and is developing an analysis of quasi-elastic events on the nuclear targets.

6.1.2 Bjorken x Result

This result shows significant disagreement with Monte Carlo at both low and high values

of xbj . The discrepancy is a suppression (enhancement) at low (high) xbj that grows with the

size of the nucleus.

One possible explanation for the difference is imperfect simulation of detector smearing.

This may occur because of improper simulation or optimistic accounting of uncertainties of

final state interactions (FSI). Take an increase in the cross section for intranuclear pion absorp-

tion as a hypothetical change to FSI. This would lead to fewer pions exiting the nucleus and

thus a lower observed hadronic energy ν. In turn, this would distort the xbj distribution to

higher values because xbj = Q2/2Mν. Such an effect would be more pronounced for larger
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nuclei, thus introducing a nuclear-dependent effect. It is very difficult to disentangle nuclear

dependence in cross sections from FSI; however, it may be possible by performing measure-

ments of nuclear dependence using different exclusive final states. MINERvA is capable of

making such measurements with great precision, but it is not clear that it is even theoretically

possible to disentangle the two effects.

Discussions specific to the physics of low and high xbj are below.

Low Bjorken x

The data show a suppression in the cross section ratio at low xbj ( xbj = [0.0,0.1] ) that grows

with the size of the nucleus. This is not predicted by the simulation. At low xbj , shadowing and

antishadowing effects modify the structure function F2. Shadowing is understood to be caused

by the phenomenon of quark multiple scattering, which produces a suppression at xbj < 0.07,

where the value of xbj at the turnover point varies with the nucleus and level of contribution

from the axial current [13]. The cause of the enhancement of F2 in the antishadowing region is

not understood, but the effect has been conclusively observed. These effects are well-measured

for vector F2 from charged lepton scattering, but have not been directly measured in neutrino

scattering.

The events used for this measurement have are well into the nonperturbative regime ( 80%

of the events have Q2 < 1 (GeV/c)2, 60% have Q2 < 0.5 (GeV/c)2 ). Nuclear modification

of structure functions is normally measured in the perturbative regime (Q2 > 1 (GeV/c)2),

where more precise calculations are possible. Shadowing effects are known to be enhanced at

lower values ofQ2. Thus there is reason to believe that the modifications measured in this anal-

ysis should be more extreme than measurements made with DIS events in safely perturbative

kinematic space.

Most simulations of neutrino scattering use the very same modifications observed in charged
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lepton scattering, but standard theories say this cannot be correct. Neutrino scattering ampli-

tudes are sensitive to xF3 and the axial structure of F2, which is not the case in charged lepton

scattering. F2 can have quite different behavior for neutrino and charged lepton scattering at

low Q2. Vector contributions to the cross section, which are the only type that exist for charged

lepton scattering experiments, go to zero as Q2 → 0. The axial contributions do not van-

ish. We expect that there are differences in the nuclear modification of structure functions for

neutrinos and charged leptons, and that these differences are larger at low Q2.

High Bjorken x

Events at high xbj ( xbj = [0.7,1.1] ) come predominantly from the quasi-elastic channel.

The nuclear dependence of quasi-elastic neutrino scattering is not well simulated. This topic

has been of great interest in the field for the last few years.

The quasi-elastic cross section is usually simulated using a dipole for the axial form factor,

which has just one parameter: the axial mass MA. High precision measurements of MA using

quasi-elastic neutrino scattering off nuclei made in last decade show significant tension. For

example, an analysis of NOMAD data at< Eν >= 25 GeV yieldsMA = 1.05± 0.06 GeV/c2,

in agreement with a fit to world data from free nucleon targets; while MiniBooNE data at

< Eν >= 1 GeV yields MA = 1.350 ± 0.066 GeV/c2. Both analyses are performed

using a relativistic Fermi gas (RFG) model of the nucleus, in which the nuclear cross section

is an incoherent sum of free nucleon cross sections. This is the same nuclear model used

by MINERvA. However, electron elastic scattering measurements have shown that nucleon-

nucleon correlations result in an increase of up to 20% in the transverse cross section, so-called

“transverse enhancement” [21, 81, 82, 83]. The expected energy dependence of transverse

enhancement explains a significant amount of the disagreement between the MiniBooNE and

NOMAD measurements of MA [21]. It is possible that some of the disagreement between the

data and Monte Carlo of Fig. 6.2 at high xbj is due to the nuclear dependence of transverse
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enhancement in quasi-elastic channel.

6.2 Conclusions

Ratios of the inclusive charged current νµ cross section on carbon, iron, and lead to scintilla-

tor have been measured as a function of neutrino energy ( σ ) and xbj ( dσ
dxbj

). The measurement

was restricted to 2 GeV < Eν < 20 GeV and 0◦ < θµ < 17◦ due to geometric limitations of

the muon spectrometer. These results are the first precision measurement of the nuclear depen-

dence of the neutrino inclusive cross section in the few-GeV neutrino energy regime, and the

first measurement of nuclear modification of structure functions in neutrino scattering in the

nonperturbative regime. This is the first analysis of events on the nuclear targets in MINERvA,

and also the first measurement of inclusive cross sections in MINERvA.

The results show an assuring, though not definitive, confirmation that the nuclear depen-

dence of σ is modeled well for neutrino energy distributions. This is important to measurements

of oscillation parameters like mass splitting and mixing angles, because these parameters are

measured on heavy targets through analysis of the neutrino energy spectra. It is important to

improve the energy resolution of this measurement and to probe lower energies in order to

provide oscillation searches with a better constraint.

The measurement of the nuclear dependence of dσ
dxbj

shows behavior that is not modeled

well at both low and high xbj . Possible explanations include (1) enhanced final state inter-

actions, (2) stronger than expected shadowing, and (3) transverse enhancement of the quasi-

elastic cross section. Measurements of the nuclear dependence of exclusive channels are likely

necessary to explain the observed deviations from expectation. Future MINERvA analyses of

the nuclear dependence of deep inelastic scattering can use data collected with the recently

upgraded NuMI beam at higher energies to make more direct measurements of the effective

nuclear modification of structure functions. A MINERvA analysis of the nuclear dependence

of quasi-elastic scattering is in development and will directly address the discrepancy at high
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xbj .
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Appendix A

Additional Figures

A.1 Kinematic Distributions of Selected Events

Figures in this section show distributions of reconstructed kinematic variables for the charged

current νµ event samples. The simulation is split into stacked histograms based on the interac-

tion type as follows:

• CC-QE — Yellow — Charged current quasi-elastic.

• W < 1.3(GeV) inelastic — Orange — Resonances with low invariant mass.

• 1.3 < W < 2(GeV) — Red — The transition region from resonance to deep inelastic

scattering.

• Q2 < 1(GeV/c2),W > (2GeV) — Pink — Not-so-deep inelastic scattering (non-

perturbaitve DIS).

• Q2 > 1(GeV/c2),W > (2GeV) — Purple — Safe deep inelastic scattering (DIS).

Neutral current and wrong sign events are excluded. The simulation has been area-normalized

by the number of events which pass the event selection. The data points show statistical uncer-

tainty. Each page shows a different event sample.
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(a) Target 2 iron

Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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(f) Target 4 lead

Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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(g) Target 5 iron

Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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Figure A.1: Kinematic distributions of selected events. For explanation, see top of this section.
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A.2 Predicted Neutral Current and Wrong Sign Background

Figures in this section show the the fraction of the event samples which are neutral currnent

(NC) and wrong sign (WS) background. Wrong sign means the event was νµ instead of νµ.

NC is shown as blue circles, and WS as green squares.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Neutrino Energy (GeV)
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
this section.
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Figure A.2: Predicted neutral current and wrong sign backgrounds. For explanation, see top of
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A.3 Event Sample Vertex Distributions

The figures in this section show:

• Top — Distributions of reconstructed vertex positions x and y.

• Middle — Ratio of data to simulation for vertex distributions.

• Bottom — Fraction of sample that is contamination from scintillator. Shown for passive

target only.

The simulation (MC) histograms are colored by the vertex material in which the event was

generated for the passive target event samples.

• Carbon — Green

• Iron — Red

• Lead — Blue

• Upstream Scintillator — Orange — The generated vertex is in scintillator upstream of

the reconstructed vertex.

• Downstream Scintillator — Purple — The generated vertex is in scintillator down-

stream of the reconstructed vertex.

Each page shows a different event sample.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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Figure A.3: Vertex distributions of selected events. For explanation, see top of this section.
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A.4 Scintillator Background Prediction

The event selection criteria for passive targets allows a significant number of events in

scintillator to pass. These scintillator events are a background that is subtracted through a data-

driven procedure (c.f. Sec. 5.4). Figure A.4 shows the Ehad-dependent scale factors used to

correct for the different reconstruction efficiencies in the tracker and passive target regions. Fig-

ures A.5 and A.6 show the accuracy with which the background is subtracted for distributions

of Eν and xbj , respectively. Figures A.7 and A.8 show the fractional errors on the predicted

distributions of Eν and xbj for the scintillator background, respectively.

A.4.1 Scale Factors

A.4.2 Accuracy of Scintillator Background Prediction

A.4.3 Errors on Scintillator Background Prediction

A.5 Signal and Background Prediction Distributions

The figures in this compared the measured and predicted distributions of Eν (left) and

xbj (right). “Sample” means the number of events passing selectrion criteria, “background”

is the number of scintillator events contaminating a passive target sample, and “signal” is the

background-subtracted sample. Scintillator samples have no such background, so for these the

sample and signal are the same. The simulation (MC) histograms were found through full event

simulation and reconstruction. The figures in each row are as follows:

• Top — Comparisons of measured sample and background to absolutely-normalized sim-

ulation (MC). Statistical error is shown on data points and total systematic error is shown

in the shaded simulation band.

• Middle — Data to simulation ratio of signal. Points show statistical error, shaded band
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Figure A.4: Ehad-dependent scale factor in prediction of background from scintillator in pas-
sive targets. The shaded band shows the statistical uncertainty.
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(c) Eν , Carbon of Target 3
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(e) Eν , Lead of Target 3
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(f) Eν , Lead of Target 4
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(g) Eν , Iron of Target 5
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(h) Eν , Lead of Target 5

Figure A.5: Accuracy of the prediction of scintillator contamination for Eν distributions. The
y axis is the ratio of the true background to the predicted background. The error bars are the
statistical error of the Monte Carlo.
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(b) xbj , Lead of Target 2
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(c) xbj , Carbon of Target 3
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(d) xbj , Iron of Target 3
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(e) xbj , Lead of Target 3
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(f) xbj , Lead of Target 4
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(g) xbj , Iron of Target 5
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(h) xbj , Lead of Target 5

Figure A.6: Accuracy of the prediction of scintillator contamination for xbj distributions. The
y axis is the ratio of the true background to the predicted background. The error bars are the
statistical error of the Monte Carlo.
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(b) Eν , Lead of Target 2
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(c) Eν , Carbon of Target 3
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(e) Eν , Lead of Target 3
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(f) Eν , Lead of Target 4
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(g) Eν , Iron of Target 5
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Figure A.7: Fractional errors on the prediction of the distribution of scintillator background in
passive targets.
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(c) xbj , Carbon of Target 3
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(d) xbj , Iron of Target 3
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(f) xbj , Lead of Target 4
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(g) xbj , Iron of Target 5
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Figure A.8: Fractional errors on the prediction of the distribution of scintillator background in
passive targets.
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centered on 1 represents full systematic error, and the χ2 calculation accounts for bin-to-

bin correlations.

• Bottom — Fractional errors on the signal. The total error is all sources summed in

quadrature.

Each page shows a different event sample.
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(a) Target 2 iron

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(b) Target 2 lead

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(c) Target 3 carbon

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(f) Target 4 lead

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(g) Target 5 iron

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(i) Tracker modules 27-32

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(j) Tracker modules 33-38

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(k) Tracker modules 39-44

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(l) Tracker modules 45-50

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(m) Tracker modules 51-56

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(n) Tracker modules 57-62

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(o) Tracker modules 63-68

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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(p) Tracker modules 69-74

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.



194

Reconstructed Neutrino Energy (GeV)

2 4 6 8 10 12 14 16 18 20

N
 E

v
e
n

ts
 /

 0
.5

 G
e
V

0

1

2

3

4

5

6

7

8

3
10×

Data

Monte Carlo

Reconstructed Bjorken x
0 0.2 0.4 0.6 0.8 1

N
 E

v
e
n

ts
 /

 0
.1

0
 

0

1

2

3

4

5

6

3
10×

Data

Monte Carlo

Reconstructed Neutrino Energy (GeV)

2 4 6 8 10 12 14 16 18 20

D
a

ta
 /
 M

C

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

/ndf = 30.88/8 = 3.862
χ

Reconstructed Bjorken x
0 0.2 0.4 0.6 0.8 1

D
a

ta
 /
 M

C

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

/ndf = 15.78/5 = 3.162
χ

Reconstructed Neutrino Energy (GeV)

2 4 6 8 10 12 14 16 18 20

F
ra

c
ti

o
n

a
l 

U
n

c
e

rt
a

in
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2 Total Error Statistical
Flux Detector Res.
FSI Models Normalization 

Reconstructed Bjorken x

0 0.2 0.4 0.6 0.8 1

F
ra

c
ti

o
n

a
l 

U
n

c
e

rt
a

in
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2 Total Error Statistical
Flux Detector Res.
FSI Models Normalization 

(q) Tracker modules 75-80

Figure A.9: Signal and background distribution plots. For explanation, see top of this section.
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A.6 Efficiency

The figures in this section show the efficiency and purity (measured with simulation) of

each event sample. Efficiency is the fraction of generated events that are reconstructed and

admitted to the proper event sample. Purity is the fraction of seleced event that were generated

as signal. The major cause for impurity is scintillator contamination in passive targets. Figures

on the left show the efficiency and purity. Figures on the right show the fractional errors on the

efficiency. Each page shows a different event sample.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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Figure A.10: Efficiency and errors on efficiency. For explanation, see top of this section.
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A.7 Migration

The figures in this section show the simulation’s prediction for the number of events mi-

grating due to detector smearing and imperfect reconstruction. The Y-axis is the bin in which

the event was generated; the X-axis is the bin in which is was reconstructed.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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Figure A.11: Bin migration. For explanation, see top of this section.
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A.8 Absolute Cross Sections

This section contains figures of the measured and predicted total cross section σ (left) and

differential cross section dσ
dxbj

(right) for each nucleus. The figures in each row are as follows:

• Top — Measured and absolutely-normalized prediction (MC) of σ and dσ
dxbj

. Statistical

error is shown on data points and total systematic error is shown in the shaded simulation

band.

• Middle — Ratio of measured to predicted cross section. Points show statistical error,

shaded band centered on 1 represents full systematic error, and the χ2 calculation ac-

counts for bin-to-bin correlations.

• Bottom — Fractional errors on the absolute cross section. The total error is all sources

summed in quadrature.

It is immediate apparent that the overwhelming error is from the flux prediction. The other

striking feature is the energy-dependent discrepancy between data and simulation in σ (top-

and middle-left). The primary source of this discrepancy is imperfect simulation of the flux.

Poor predictions of the flux do not affect the ratios of cross sections. Each page shows a

different material: carbon, iron, lead, scintillator.
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(a) Carbon

Figure A.12: Absolute cross sections. For explanation, see top of this section.
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Figure A.12: Absolute cross sections. For explanation, see top of this section.
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Figure A.12: Absolute cross sections. For explanation, see top of this section.
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Figure A.12: Absolute cross sections. For explanation, see top of this section.
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A.9 Cross Section Ratios for All Targets

Figures in this section demonstrate the compatibility of measurements in the different tar-

gets. The ratio of total cross section σ and differential cross sectio dσ
dxbj

are shown forEν in Sec.

A.9.1 and xbj in Sec. A.9.2, respectively. Each bin holds the measurement and prediction from

simulation obtained from a single section of passive material. The cross sections of carbon,

iron, and lead target sections are normalized by the cross section on scintillator using the faux

target pairings of Table 5.6. The isoscalar correction has been applied. These plots suggest that

the measurements of the cross sections using different targets are compatible and can thus be

added without systematic bias.

A.9.1 Neutrino Energy

A.9.2 Bjorken x
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(a) Eν = [2, 3] GeV
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(b) Eν = [3, 4] GeV

C
T

3
­ F
e

T
2
­ F

e
T

3
­ F

e
T

5
­ P

b
T

2
­ P

b
T

3
­ P

b
T

4
­ P

b
T

5
­

C
H

σ
 /

 
A

σ

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4
Data MCStat. Errors Only

(c) Eν = [4, 5] GeV
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(d) Eν = [5, 6] GeV
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(e) Eν = [6, 8] GeV
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(f) Eν = [8, 10] GeV

Figure A.13: Cross section ratios of carbon, iron, and lead to scintillator measured with each
passive target assembly in bins of Eν . Data is shown with solid points, Monte Carlo with
hollow points.
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(a) Eν = [10, 15] GeV
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(b) Eν = [15, 20] GeV
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(c) Eν = [3, 20] GeV

Figure A.14: Cross section ratios of carbon, iron, and lead to scintillator measured with each
passive target assembly in bins of Eν . Data is shown with solild points, Monte Carlo with
hollow points.



227

C
T

3
­ F
e

T
2
­ F

e
T

3
­ F

e
T

5
­ P

b
T

2
­ P

b
T

3
­ P

b
T

4
­ P

b
T

5
­

d
xC

H
σ

d
 /

 
d

xA
σ

d

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4
Data MCStat. Errors Only

(a) xbj = [0.0, 0.1]
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(b) xbj = [0.1, 0.3]
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(c) xbj = [0.3, 0.7]
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(d) xbj = [0.7, 0.9]
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(e) xbj = [0.9, 1.1]
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(f) xbj = [0.0, 1.1]

Figure A.15: Cross section ratios of carbon, iron, and lead to scintillator measured with each
passive target assembly in bins of xbj . Data is shown with solid points, Monte Carlo with
hollow points.
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Appendix B

Nuclear Target Geometry Calculations

B.1 Fraction Along Strip Adjacent to Passive Target Occupied by C/Fe/Pb

We want to know the fractional composition of a nuclear target as a function of view co-

ordinates so that we can properly account for the mass of C, Fe, and Pb when correcting for

visible energy for nearby passive material. To do this we must know the length traversed by the

strip through areas occupied by C, Fe, or Pb. This is done by finding the points at which the

strip coordinate intersects borders between the materials. Define the average areal density of

the portion of passive material X contributing to the strip’s passive energy correction to be

ρavg =

∑
i liρi∑
i li

(B.1)

where ρ is the areal density of a material, li is the length along the strip that intersects material,

and i sums over C,Fe,Pb.

These calculations are done in strip units. There are 127 strips in a plane which is 2.14 m

wide, so we define a strip as

1strip =
2.14m
127

= 16.85mm (B.2)

B.1.1 Inner Detector Border

The ID is a regular hexagon with apothem a of 1.07m. The apothem is also the width of the

hexagon (w = a), the distance from the center of the hexagon to the midpoint of a side. The

distance from the center of the hexagon to an intersection of sides is the height of the hexagon
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h = 2√
3
w. A strip in the X-view with strip number s intersects the top (bottom) edge of the ID

hexagon at

Ytop(s) = h

(
1−

∣∣s− 1− 126
2

∣∣
126

)
= −Ybottom(s) (B.3)

Equation B.3 is valid for all views.

B.1.2 Nuclear Target Materials Border

Passive nuclear targets 1, 2, 3, and 5 are segmented in the transverse direction into regions

of carbon, iron, and lead. We need to represent the lines defining the border between segments

in the coordinate system of each view. In the following subsections we derive the equations for

these borders in the X view. We then rotate in 120 (-120) ◦clockwise about the Z axis to get the

corresponding equations for the V (U) view

yx = mx ∗ x+ bx (B.4a)

yu =
u ∗
(
mx cos(−2π

3 ) + sin(−2π
3 )
)
− bx

mx sin(−2π
3 )− cos(−2π

3 )
(B.4b)

yv =
v ∗
(
mx cos(2π

3 ) + sin(2π
3 )
)
− bx

mx sin(2π
3 )− cos(2π

3 )
(B.4c)

Target 1/5 Border

Targets 1 and 5 have the same type of segmentation of iron and lead. The border between

lead and iron is 205 mm in the direction perpendicular to the border line α defined as

α = −x cos(
π

6
) + y sin(

π

6
). (B.5)

Iron is the portion of the hexagon with α<205mm. Note that the slope is the same as the slope

of rotation for the U view.

Finding the line perpendicular to B.5 that passes through the same y-intercept yields the

equation that describes the border line

yx = x ∗Aα + Cα (B.6a)
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Figure B.1: Fraction of passive target 1 or 5’s length contributed by iron (red) and lead (blue)
at a strip.

yu =
u ∗
(
Aα cos(−2π

3 ) + sin(−2π
3 )
)
− Cα

Aα sin(−2π
3 )− cos(−2π

3 )
(B.6b)

yv =
v ∗
(
Aα cos(2π

3 ) + sin(2π
3 )
)
− Cα

Aα sin(2π
3 )− cos(2π

3 )
(B.6c)

where Aα = − tan(π6 ) and Cα = 12.166
sin(π

6
) . Lead is above this line in the X and U view; iron is

above the line in V. The fraction of target 1 or 5’s length made of each material is shown in Fig.

B.1.

Target 2 Border

The border between lead and iron is 205 mm in the direction perpendicular to the border

line β defined as

β = x cos(
π

6
) + y sin(

π

6
). (B.7)

Iron is the portion of the hexagon with β<205mm. Note that the slope is the same as the slope

of rotation for the V view.

Finding the line perpendicular to B.5 that passes through the same y-intercept yields the

equation that describes the border line

yx = x ∗Aβ + Cβ (B.8a)

yu =
u ∗
(
Aβ cos(−2π

3 ) + sin(−2π
3 )
)
− Cβ

Aβ sin(−2π
3 )− cos(−2π

3 )
(B.8b)
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Figure B.2: Fraction of passive target 2’s length contributed by iron (red) and lead (blue) at a
strip.

yv =
v ∗
(
Aβ cos(2π

3 ) + sin(2π
3 )
)
− Cβ

Aβ sin(2π
3 )− cos(2π

3 )
(B.8c)

where Aβ = tan(π6 ) and Cβ = 12.166
sin(π

6
) . Lead is above this line in the X and V view; iron is

above the line in U. The fraction of target 2’s length made of each material is shown in Fig.

B.2.

Target 3 Borders

Target 3 has carbon, iron, and lead. Carbon makes up 1/2 of the hexagon, iron 1/3, and lead

1/6. The carbon half is found on the half with β>0, where β is defined in Eq. B.7. The border

between carbon and iron-lead at γ = 0 where with γ defined as

γ = −x sin(
π

6
) + y cos(

π

6
) (B.9)

Carbon is in the portion of the hexagon with γ>0. The iron-lead half at γ<0 is divided at x = 0

so that lead is at x>0 and iron at x<0.

Finding the line perpendicular to B.9 that passes through the same y-intercept yields the

equation that describes the border line between carbon and iron-lead

yx = x ∗Aβ (B.10a)

yu = 0 (B.10b)
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Figure B.3: Fraction of passive target 3’s length contributed by carbon (green), iron (red), and
lead (blue) at a strip.

yv =
v ∗
(
Aβ cos(2π

3 ) + sin(2π
3 )
)

Aβ sin(2π
3 )− cos(2π

3 )
(B.10c)

where Aβ = tan−1(π3 ). Carbon is above this line.

The division between iron and lead is given by

xx = 0 (B.11a)

yu = −u ∗ tan−1

(
−2π

3

)
(B.11b)

yv = −v ∗ tan−1

(
2π

3

)
(B.11c)

When the center strip in the X view is hit, the Fe/Pb are split evenly. Fe lies below the line of

yu and above the line of yv. The fraction of target 3’s length made of each material is shown in

Fig. B.3.

B.2 Fiducial Area of Nuclear Targets

In this section we describe how to calculate the fiducial area of passive target sections. The

fiducial area is defined as the area being within a regular hexagon of apothem a (usually 850

mm) centered on the detector’s longitudinal axis that is also at least a distance d (usually 25

mm) away from the border between materials in the target. The area of a hexagon and the

distance from the center to a point will be used repeatedly and are shown in Eq. B.12.
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hexArea =
6 ∗ a2

√
3

centerToPoint
2a√

3

(B.12)

B.2.1 Targets 1, 2, 5

Targets 1, 2, and 5 are composed of the same fractions of iron and lead. Targets 1 and 5

have the same orientation, and target 2 has the same orientation after a 180 ◦rotation about the

y-axis. The division between iron and lead is offset from the center of the hexagon by 205 mm

in the direction defined by B.5 for targets 1 and 5, and B.7 for target 2. The division is placed

so iron occupies more space. The following calculations are only valid if the apothem is more

than twice as long as the distance to the division (i.e. for a>410mm).

Iron

The area occupied by iron is equal to half of the area of a regular hexagon, plus the area

added by the 205 mm offset, less the buffer area removed around the diviion.

offsetArea = 2 ∗ a ∗ (205mm)

bufferArea = 2ad

A125
Fe =

hexArea

2
+ offsetArea− bufferArea

A125
Fe =

hexArea

2
+ 2 ∗ a ∗ (205mm)− 2ad

(B.13)
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Lead

The area occupied by lead is equal to half of the area of a regular hexagon, less the area

added by the 205 mm offset, less the buffer area removed around the diviion.

offsetArea = 2 ∗ a ∗ (205mm)

bufferArea = 2ad

A125
Pb =

hexArea

2
− offsetArea− bufferArea

A125
Pb =

hexArea

2
− 2 ∗ a ∗ (205mm)− 2ad

(B.14)

B.2.2 Target 3

At the most basic description, target 3 comprises a hexagon with a 3 sextant piece of carbon,

2 sextant piece of iron, and 1 sextant piece of lead. However, the requirement that the fiducial

area excludes regions a distance d near the border between materials complicates this descrip-

tion. We calculate the area of the pieces by starting with the basic description and subtracting.

Carbon

The carbon section begins with three sextants. The area subtracted for the buffer region is a

trapezoid. We describe the trapezoid as a rectangle with two triangles removed. The rectangle

has a width equal to the point-to-point distance of the hexagon and a height d. The removed

rectangles account for the sloping sides of the hexagon.

areaOfRectangle = 2dt

areaOfTriangle = .5d
(
d tan(

π

6
)
)

A3
C =

hexArea

2
− (areaOfRectangle− 2 ∗ areaOfTriangle)

A3
C =

hexArea

2
−
(

2dt−
(
d tan(

π

6
)
))

(B.15)
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Iron

Iron begins with two sextants. The area subtracted for the buffer region is described as two

rhombi. One rhombus accounts for the buffer along the border with carbon; it has a width t and

height d. The other rhombus acounts for the buffer along the border with lead; it has a height d

and a width t− d, because dof the width has already been acounted for by the carbon rhombus.

areaOfRhombusC = dt

areaOfRhombusPb = d(t− d)

A3
Fe =

hexArea

3
− areaOfRhombusC − areaOfRhombusPb

A3
Fe =

hexArea

3
− dt− d(t− d)

(B.16)

Lead

The lead begins with one sextant. The area subtracted for the buffer region is described as

two trapezoids, each with thickness d. One trapezoid accounts for the buffer along the border

with carbon; it has a major length t and a minor length t − d. One trapezoid accounts for the

buffer along the border with iron; it has a major length t−d and a minor length t−d−2d tan(π6 ).

areaOfTrapC = .5t(t− d)

areaOfTrapFe = .5(t− d)(t− d− 2d tan(
π

6
)

A3
Pb =

hexArea

6
− areaOfTrapC − areaOfTrapFe

A3
Pb =

hexArea

6
− .5t(t− d)− .5(t− d)(t− d− 2d tan(

π

6
)

(B.17)
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Appendix C

Kalman Filters

C.1 Track Fitting

To fit tracks, MINERvA uses an implementation of the well known Kalman filter method

[40], which is a local least-squares estimator. In the application to track fitting, the Kalman filter

will minimize the sum of standardized distance between the position of the energy deposited in

a layer of scintillator and the estimate of the track’s parameters as it passed through that layer

of scintillator.

The clusters used to form the track are the measurements which we try to fit to the path

of a charged particle under the hypothesis of our track model. For each cluster, we create a

track state, which is the estimate of the track’s parameters in a plane of scintillator The track

parameters are chosen to be ~q = (x, y, dxdz ,
dy
dz ,

q
p). The z-position of the state is the same as the

z-position of the scintillator plane which contains the cluster. States also carry the covariance

matrix which relates the errors on track parameter estimates. The pairing of a cluster and state

is called a node. For each node, we can calculate a residual, which is the standardized distance

between the cluster and state.

The goal of track fitting is to minimize the χ2, which is the sum of nodes’ residuals. This

minimization is accomplished trough the following steps

• Seed: Make an initial guess of track parameters at one end of the track

• Predict: Use state ~qk to predict state ~qk+1
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• Filter: Update the predicted state ~qk+1 based on the measured position of the cluster in

that plane

• Smooth: Use filtered state ~qk+1 to back-predict state ~qk and update again the parameters

of ~qk+1

To accomplish minimization one uses an initial guess of track parameters at one layer of

scintillator to predict the track parameters at the next layer of scintillator. This prediction is

compared with the measurement. The main components of the routine are described in detail

below.

C.1.1 Seed State

The seed state is created during 3D track merging out of the two or three 2D track candi-

dates. The x and y positions and slopes of the seed are calculated with an appropriate superpo-

sition of the track candidates’ starting positions and slopes. The momentum of the seed state is

estimated from the track length using a fast parametrization of the Bethe-Bloch formula.

C.1.2 Predict

A state is used to predict the position of the next state using the simple equations of a linear

track model:

xk+1 = xk + (zk+1 − zk)(dxdz )k (dxdz )k+1 = (dxdz )k
yk+1 = yk + (zk+1 − zk)(dydz )k (dydz )k+1 = (dydz )k

The q
p parameter is predicted using the expected energy loss of a charged particle through

the material between the states, which is calculated with the Bethe-Bloch formula. The addi-

tional error on q
p is added to the predicted state.
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Multiple Scattering

Multiple Coulomb scattering will cause a particle to deviate from a straight line path. To

account for this effect, we add noise to the covariance matrix of the predicted state. The noise

matrix is [41]:

σ2(θproj)

(
1 + (

dx

dz
)2 + (

dy

dz
)2

)


(δz)2(1 + (dxdz )2) (δz)2(dxdz )(dydz ) D(δz)(1 + (dxdz )2) D(δz)(dxdz )(dydz )

(δz)2(dxdz )(dydz ) (δz)2(1 + (dydz )2) D(δz)(dxdz )(dydz ) D(δz)(1 + (dydz )2)

D(δz)(1 + (dxdz )2) D(δz)(dxdz )(dydz ) (1 + (dxdz )2) (dxdz )(dydz )

D(δz)(dxdz )(dydz ) D(δz)(1 + (dydz )2) (dxdz )(dydz ) (1 + (dydz )2)


(C.1)

where all track parameters come from the previous state (~qk) and D is - (+) for forward (back-

ward) going tracks. σ2(θproj) is the variance on the angular distribution of multiple scattering.

Our approximation for σ2(θproj) is the “much better approximation” from Lynch and Dahl

[84]1:

σ2(θproj) =
χ2
c

1 + F 2

[
1 + ν

ν
ln(1 + ν)− 1

]
. (C.2)

where

ν = 0.5
Ω

1− F
(C.3)

Ω =
χ2
c,eff

χ2
α,eff

(C.4)

F is taken to be .98 (see section 3 of Lynch and Dahl). Ω is the mean number of scatters.

χ2
c,eff and χ2

α account for a contributions from different nuclei and are effective versions of the

Molière scattering angles χ2
c and χ2

α. The Molière scattering angles for a single nucleus are

χ2
c = 0.157 [Z(Z + 1)X/A] [z/(pβ)]2 (C.5)

χ2
α = 2.007×10−5Z2/3

[
1 + 3.34(Zzα/β)2

]
/p2 (C.6)

where p is the particle’s momentum in MeV/c, z is the charge of the particle, β is the velocity

of the particle, X is the path length in g/cm2, Z and A are the atomic number and weight of

1 The left side of this equation is σ2(θproj). This corrects the acknowledged error in Equation 7 of Ref. [84]
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the scattering nucleus, and α = 1/137. For a particle passing through N different nuclei, we

construct the effective versions of these quantities:

χ2
c,eff =

N∑
i=1

chi2c,i (C.7)

ln(χα,eff ) =

N∑
i=1

XZ(Z + 1)

A
ln(χα,i)

N∑
i=1

XZ(Z + 1)

A

(C.8)

C.1.3 Filter

The filter step compares state vector i’s prediction for the next state at i + 1 to the actual

position of the cluster at i + 1. The residual between the prediction and the measurement is

used to calculate the Kalman gain and update the prediction for state i+ 1.

C.1.4 Smooth

The smoothing step uses the filtered prediction for state i + 1 and an inverted covariance

matrix to predict the previous state, at i. The filter process is repeated, this time to update state

i.

C.2 Vertex Fitting

C.2.1 Initial Guess

Vertex fitting begins by making a quick guess for the vertex position based on points of

closest approach (POCA) using a procedure described in Ref. [85]. Calculate the POCA for all

permutations of pairs of tracks in the vertex. Assigning to the POCA between tracks i and j a

weight of

Wij = (dmin +DOCA)n (C.9)
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where DOCA is the distance of closest approach between tracks i and j in mm , dmin =

0.01mm , and n = −0.5. The position of the vertex is taken to be the weighted average

of POCAs.

C.2.2 Adaptive Vertex Kalman Filter

The adaptive Kalman filter applied to fitting a vertex is described in [85] and [86]. In each

iteration of the filter, each track is considered as independent “measurement” used to update

the vertex position. We use the position of the vertex and the track’s slopes to predict where

the track’s nearest state should be and compare it to where the nearest track state really is.

The residual of this comparision defines a Kalman gain, which is then used to upate the vertex

position.

Kalman Filter

A linear track model is used to predict where the track’s nearest state should be given

the current guess of the vertex position and track momentum. Let “h” be the predicted track

parameters of a track coming out of a vertex at true position “x” with true momentum “q”. The

equations that predict the track parameters are then

~h(~x, ~q) = ~c0 +A ∗ ~x+B ∗ ~q (C.10)

A =
d~h

d~x
|~x0,~q0 (C.11)

B =
d~h

d~q
|~x0,~q0 (C.12)

~c0 = ~h(~x0, ~q0)−A ∗ ~x0 −B ∗ ~q0 (C.13)

where ~x0 and ~q0 are the position and slope of the state of the track closest to the vertex. The

matrix A translates the vertex position into track parameter space, and B translates the track
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momentum into track parameter space. For a linear track model these equations become

A =



1 0 −dx
dz |~x0,~q0

0 1 −dy
dz |~x0,~q0

0 0 0

0 0 0

0 0 0


(C.14)

B =



0 0 0

0 0 0

1 0 0

0 1 0

0 0 1


(C.15)

~c0 =



dx
dz |~x0,~q0 ∗z0

dy
dz |~x0,~q0 ∗z0

0

0

0


(C.16)

The Kalman gain of the track is given by the product of the weight and inverse of the

covariances of the estimated and measured track state:

G = weight ∗ (V −1
est. + V −1

meas.) (C.17)

This represents how much we trust the “measurement” of the nearest state on the track. The

Kalman gain is used to update the covariance matrix, position of the vertex and momentum of

tracks at the vertex according the the following formulae, respectively:

C = (C−1
prev +AT ∗Gb ∗A)−1 (C.18)

~x = C(C−1
prev ∗ ~xprev +AT ∗Gb ∗ (~m− ~c0)) (C.19)

~q = W ∗BT ∗G ∗ (~m− ~c0 −A ∗ ~x) (C.20)
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where ~m is the fit parameters of the measured track state, and

W = (BT ∗G ∗B)−1 (C.21)

Gb = G−G ∗B ∗W ∗BT ∗G. (C.22)

The residual and χ2 added to the fit are

~r = (~m− ~c0 −A ∗ ~x−B ∗ ~q) (C.23)

χ2
kf = ~rT ∗G ∗ ~r + (~x− ~xprev)T ∗ C−1

prev ∗ (~x− ~xprev) (C.24)

Track weights are then updated as

weighti =
1

1 + e
χ2
i
−χ2

crit
2.0∗T

(C.25)

where χ2
crit is 10.0, T is the annealing temperature, and

χ2
i = Similarity(~r,G) + Similarity(~x− ~xprev, C−1

prev). (C.26)

One iteration of the filter represents the use of all tracks to update the vertex position and

covariance matrix. The iterations are stopped due to convergence if the vertex position moves

less than 0.1 mm or the χ2/dof improves by less than 0.05. If after 10 iterations the fit has not

converged, then we consider the fit failed.

C.2.3 Annealing

The annealing process is used to increase the effects of track weighting upon successive

iterations of the filter. As our fit for the vertex position gets better with each fit, we are more

confident of whether a track is or is not compatible with a track coming from the vertex, so

the downweighting of non-compatible tracks becomes more severe with each iteration. The

annealing temperature is set to an initial value of 25, and is updated after each iteration of the

Kalman filter accoring the the formula [42]

T = 1.0 + 0.35 ∗ (Tprev − 1.0) (C.27)
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