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ABSTRACT

The Standard Model of particle physics describes weak interactions mediated by massive gauge bosons that interact with each other in well-defined ways. Observations of the production and decay of $WW$, $WZ$, and $ZZ$ boson pairs are an opportunity to check that these self-interactions agree with the Standard Model predictions. Furthermore, final states that include quarks are very similar to the most prominent final state of Higgs bosons produced in association with a $W$ or $Z$ boson. Diboson production where $WW$ is a significant component has been observed at the Tevatron collider in semi-hadronic decay modes. We present a search for $ZW$ and $ZZ$ production in a final state containing two charged leptons and two jets using 8.9 fb$^{-1}$ of data recorded with the CDF detector at the Tevatron. We select events by identifying those that contain two charged leptons, two hadronic jets, and low transverse missing energy ($E_T$). We increase our acceptance by using a wide suite of high-$p_T$ lepton triggers and by relaxing many lepton identification requirements. We develop a new method for calculating corrections to jet energies based on whether the originating parton was a quark or gluon to improve the agreement between data and the Monte Carlo simulations used to model our diboson signal and dominant backgrounds. We also make use of neural-network-based discriminants that are trained to pick out jets originating from $b$ quarks and light-flavor quarks, thereby increasing our sensitivity to $Z \to b\bar{b}$ and $W/Z \to q\bar{q}'$ decays, respectively. The number of signal events is extracted through a simultaneous fit to the dijet mass spectrum in three channels: a heavy-flavor tagged channel, a light-flavor tagged channel, and an untagged channel. We measure $\sigma_{ZW/ZZ} = 2.5^{+2.0}_{-1.0}$ pb, which is consistent with the SM cross section of 5.1 pb. We establish an upper limit on the cross section of $\sigma_{ZW/ZZ} < 6.1$ pb at 95% CL.
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1.1 Fundamental Elements of Matter

The Standard Model (SM) of particle physics describes the interactions of the fundamental particles that make up the known matter in our universe. The basic constituents of the theory include twelve fermions and their twelve antiparticle counterparts. The fermions are split evenly between quarks—those that have “color” and so interact with the strong force—and the leptons, which do not. They are also split into three “generations”: the first generation contains the up and down quarks, along with the electron and its associated neutrino; the heavier second generation contains the strange and charm quarks and the muon, along with its neutrino; lastly, the even more massive third generation contains the tau lepton (and tau neutrino) with the bottom and top quark—the latter is the most massive elementary particle known. The matter most familiar in everyday life is made up of particles in the first generation; up and down quarks combine to form the protons and neutrons of atomic nuclei, and those nuclei combine with electrons to form atoms.

The Standard Model describes interactions of these fundamental particles under three forces. The most familiar is the electromagnetic (EM) force, mediated by the photon which couples with charged particles and their antiparticles. A formal description of the electromagnetic force in the language of quantum field theory is given by quantum electrodynamics (QED); the EM force is described as a gauge theory with the symmetry group U(1). QED successfully describes a large number of phenomena related to electromagnetism.

The strong nuclear force is described in the Standard Model through the theory of
Figure 1.1: A summary of the particles included in the Standard Model of particle physics, and where and when they were discovered. The figure includes the quarks (red), charged leptons (yellow), neutrinos (green), and force mediators (blue/purple). Not shown is the Higgs boson, recently discovered at CERN. Figure adapted from [1].
quantum chromodynamics (QCD). Quarks carry a “color charge” (typically given values of red, green, or blue) analogous to the electric charge in electromagnetism. They interact with gluons, the mediators of the strong force. The strength of the strong force, unlike the electromagnetic force, does not increase in interactions at higher energies and shorter distances. Instead, the QCD exhibits asymptotic freedom. The strong force behaves similar to a spring or elastic band with a coupling that increases at longer distances. This behavior is responsible for holding nucleons together, but also prevents free quarks from ordinarily appearing in nature; rather, quarks typically appear in groups that together form a color neutral state. Particles made up of quarks are called hadrons—those made up of one quark and one antiquark (e.g., the pions and kaons) are called mesons, while those made up of three quarks or three antiquarks (like the proton, antiproton, and neutron) are called baryons.

Finally, the Standard Model includes interactions that describe the weak nuclear force, responsible for nuclear β decays and other phenomena. The two quarks and two leptons in each generation make up a doublet of in SU(2). Weak interactions between the particles in these doublets are mediated by massive $W^\pm$ and $Z$ bosons. The Standard Model is able to incorporate many of the more shocking properties of the weak force, like that it does not respect parity ($P$) or charge-parity ($CP$) symmetries. The weak force and how it is combined with the electromagnetic force to form a unified “electroweak” theory is described in greater detail in the following sections.

1.1.1 The Weak Interaction in Detail

The study of the weak interaction has its beginning in the observations of radioactive decay near the end of the 19th century. Work by Ernest Rutherford and Henri Becquerel established that, among the types of radioactive decays discovered, there was the emis-
sion of a particle that had the same charge to mass ratio as the electron. The elements of this $\beta$-radiation were thus identified as being electrons themselves. Further study of the electrons from $\beta$ decays showed that their momentum distribution was continuous rather than discrete. This led Wolfgang Pauli to postulate that an additional particle was produced in $\beta$ decays: the neutrino. Meanwhile, work showed that atomic nuclei undergoing $\beta$ decays increased their atomic number by +1.

The final piece necessary to develop a complete model for nuclear $\beta$ decay similar to how we know it today was the discovery of the neutron by J. J. Chadwick in 1932. With the interacting particles identified, Enrico Fermi developed a theory describing $\beta$-radiation as the decay of the neutron: $n \rightarrow p^+ e^- \bar{\nu}_e$. Fermi’s interaction, shown in Fig. 1.2, described the destruction of a neutron and creation of an electron, proton, and antineutrino at the same point in space-time. While Fermi’s original interaction conserved the angular momentum of the nucleus and parity, changes were made to accommodate experimental results that showed these quantities were not conserved in $\beta$ decays. Muon, charged pion, and eventually strange hadron decays were all identified as following similar behavior, and so these were all successfully incorporated into Fermi’s four-point weak interaction theory.

However, Fermi’s theory predicted unphysical cross sections at higher energies, as the cross sections increased quickly with the center-of-mass energy. These cross sections could be held under control if the weak interaction was mediated by a vector boson (the $W^\pm$) that carried electric charge. However, this boson would have to be massive in order to explain the short range of the weak force as compared to the electromagnetic force, and a theory with a massive boson mediator is not locally gauge invariant. This problem can be solved via the Higgs mechanism [2, 3, 4], described in Sec. 1.1.2, which allows for the generation of massive $W$ bosons in a locally gauge invariant theory with a spontaneously broken symmetry. A more complete theory that combined the electromagnetic and weak
interactions using the existence of a universal Higgs field was developed by Glashow, Weinberg, and Salam [5, 6, 7].

In this theory, we end up with massive $W^+$ and $W^-$ bosons, which mediate the weak interactions described by Fermi’s theory. A diagramatic description of nuclear $\beta$ decay in both Fermi’s original four-point interaction and the interaction with a massive $W$ is shown in Fig. 1.2. In addition to a massive $W$ boson, the GSW theory predicts the existence of the massive, neutral $Z$ boson, which mediates neutral-weak-current interactions. Observations of such interactions with neutrinos in the 1970s provided early indirect evidence for the $Z$ boson [8], and both the $W$ and $Z$ bosons were discovered directly in the early 1980s by the UA-1 [9, 10] and UA-2 [11, 12] collaborations at the SpòS collider at CERN.

### 1.1.2 Electroweak Symmetry Breaking

As mentioned in Sec. 1.1.1, it is possible to combine the weak and electromagnetic forces in a single theory based on the group $SU(2) \otimes U(1)$. We start with three gauge bosons

---

Figure 1.2: Feynman diagrams for neutron decays describing the weak interaction in Fermi’s four-point interaction theory (left) and the electroweak theory where the force is mediated by the massive $W$ boson (right). We show the quarks that make up the neutron and proton, as it is the quarks that undergo the interaction.
associated with the SU(2) symmetry, \( A^a (a = 1, 2, 3) \), and one with the U(1) symmetry, \( B \).

The free Lagrangian for these bosons is

\[
\mathcal{L} = -\frac{1}{4} A^{a,\mu\nu} A_{a,\mu\nu} - \frac{1}{4} B^{\mu\nu} B_{\mu\nu} - \frac{1}{2} m^2_{A} A_{\mu} A_{\mu} - \frac{1}{2} m^2_{B} B_{\mu} B_{\mu},
\]

where a sum over \( a \) is implied, and where \( B^{\mu\nu} \equiv \partial^{\mu} B^{\nu} - \partial^{\nu} B^{\mu} \) with a similar definition for \( A^{a,\mu\nu} \). However, the latter two mass terms in Eq. 1.1 are not locally gauge invariant, and so in order to preserve gauge invariance in this SU(2) \( \otimes \) U(1) theory, we must take the \( A^a \) and \( B \) bosons to be massless.

In order to generate a mass for these bosons, we introduce a scalar doublet \( \phi \) in SU(2),

\[
\phi = \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix}
\]

that has a "hypercharge" of \(+\frac{1}{2}\) under the U(1) symmetry. Additionally, we introduce a potential to the Lagrangian of the form

\[
V(\phi) = -\mu^2 \phi^+ \phi + \lambda (\phi^\dagger \phi)^2,
\]

where \( \mu \) and \( \lambda \) are constants. The Lagrangian describing our bosons and interactions with this new scalar field becomes

\[
\mathcal{L} = -\frac{1}{4} A^{a,\mu\nu} A_{a,\mu\nu} - \frac{1}{4} B^{\mu\nu} B_{\mu\nu} + D^\mu \phi^\dagger D_\mu \phi - V(\phi)
\]

\[
= -\frac{1}{4} A^{a,\mu\nu} A_{a,\mu\nu} - \frac{1}{4} B^{\mu\nu} B_{\mu\nu} + D^\mu \phi^\dagger D_\mu \phi + \mu^2 \phi^\dagger \phi - \lambda (\phi^\dagger \phi)^2.
\]

The covariant derivative is

\[
D_\mu \phi = (\partial_\mu - i \frac{1}{2} A^a_\mu \cdot \sigma^a - 1 \frac{g'}{2} B_\mu) \phi,
\]
where $g$ and $g'$ represent field strengths of the $A^a$ and $B$ fields, and $\sigma^a$ is the $a^{th}$ Pauli matrix.

The structure of the potential $V(\phi)$ is symmetric under SU(2) \( \otimes \) U(1) gauge transformations of $\phi$, and has a minimum away from $|\phi| = 0$ at

$$|\phi_{\text{min}}| = \sqrt{\frac{\mu^2}{2\lambda}} \equiv \frac{v}{\sqrt{2}}.$$ 

The Lagrangian contains only terms that are gauge-invariant, but the potential has a mechanism by which $\phi$ will move towards a non-zero value. Though it may reach a minimum by moving in any direction, we break the SU(2) symmetry by choosing a particular direction in SU(2) for the location of that minimum. We say the field acquires a vacuum expectation value of

$$\langle \phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix}.$$ 

Evaluating the covariant derivative term in the Lagrangian at this expectation value of $\phi$, we get new terms in the Lagrangian that are quadratic in the boson fields:

$$\Delta \mathcal{L} = \frac{1}{2} \frac{v^2}{4} \left[ g^2 (A^1_{\mu} A^1_{\nu}) + g^2 (A^2_{\mu} A^2_{\nu}) + (gA^3_{\mu} - g'B_{\mu})(gA^3_{\mu} - g'B_{\mu}) \right]. \quad (1.2)$$

We then make the following rearrangement in terms of new fields, $W^\pm_\mu$, $Z^0_\mu$, and $A_\mu$:

$$A^1_\mu = \frac{1}{\sqrt{2}} (W^+_\mu + iW^-_\mu);$$

$$A^2_\mu = \frac{1}{\sqrt{2}} (W^+_\mu - iW^-_\mu);$$

$$A^3_\mu = \frac{1}{\sqrt{g^2 + g'^2}} (gZ^0_\mu + g'A_\mu);$$
\[ B_\mu = \frac{1}{\sqrt{g^2 + g'^2}} (-g' Z_\mu^0 + gA_\mu) . \]

Substituting these into Eq. 1.2, we find

\[ \Delta \mathcal{L} = \frac{1}{2} \frac{v^2}{4} \left[ g^2 (W^{+\mu} W^{\mu}_\nu) + g^2 (W^{-\mu} W^{\mu}_\nu) + (g^2 + g'^2) Z_\mu^0 Z^\mu_\nu \right] , \]

which are mass terms for the two \( W \) bosons, with \( m_W = \left( \frac{v}{2} \right) g \), and the \( Z \) boson, with mass \( m_Z = \left( \frac{v}{2} \right) \sqrt{g^2 + g'^2} \). The \( A_\mu \) field, describing the photon in the Standard Model, remains massless. One may interpret the two neutral bosons in the original theory as having mixed to form the massive \( Z \) boson and the massless \( \gamma \) with a mixing matrix,

\[
\begin{pmatrix}
A^3_\mu \\
B_\mu
\end{pmatrix} =
\begin{pmatrix}
\cos \theta_W & \sin \theta_W \\
-\sin \theta_W & \cos \theta_W
\end{pmatrix}
\begin{pmatrix}
Z^0_\mu \\
A_\mu
\end{pmatrix}
\]

where the mixing angle \( \theta_W \) follows

\[ \sin^2 \theta_W = \frac{g'^2}{\sqrt{g^2 + g'^2}} . \]

This mixing angle may be treated as a fundamental input into the electroweak theory, as it describes the relative interaction strengths of the electromagnetic and weak forces. It may also be used to describe the relationship between the masses of the \( W \) and \( Z \) bosons: \( m_W = m_Z \cos \theta_W \). The electric charge \( (Q) \) is a mixture of the weak isospin \( (T_3) \) and weak hypercharge \( (Y) \):

\[ Q = T_3 + \frac{Y}{2} \]

While discovery of the \( W \) and \( Z \) bosons confirmed many aspects of this theory, direct experimental evidence of the Higgs boson alluded physicists until very recently. This is in part due to the fact that the mass of the Higgs boson, given by \( m_H = v \sqrt{2 \lambda} = \mu \),
is not predicted by electroweak theory and instead must be measured experimentally. Indirect evidence from combining other measurements of fundamental parameters in the Standard Model suggested that the Higgs boson mass was in the 100 GeV/c² range, with $m_H = 96^{+31}_{-24}$ GeV/c² [13]. Direct searches at LEP, the $e^+e^-$ collider at CERN that ran from 1989 until 2000, excluded a Higgs boson with mass $< 114.4$ GeV/c² [14], suggesting there may be tensions with the SM. However, in 2012, the ATLAS and CMS experiments located at CERN’s Large Hadron Collider (LHC) reported observations of a new Higgs-like particle with $m_H \sim 125$ GeV/c² [15, 16]. Additionally, the CDF and D0 experiments located at Fermilab’s Tevatron found evidence consistent with the LHC discovery [17]. Further study is necessary to prove this particle is the SM Higgs boson, but early indications are consistent with it being so.

### 1.1.3 Decays of the W and Z bosons

The $W$ and $Z$ bosons interact with fermions in isospin doublets, as described in Sec. 1.1. The coupling of the $W$ boson to left-handed quarks and leptons is similar (except for the flavor-changing properties introduced via quark-mixing, but this may be ignored when integrating over all quark states). Because quarks have color, however, there is an additional color factor that makes $W^\pm \to q\bar{q}'$ decays more likely. A $W^+$ boson may decay to one of 6 possible quark final states (there are no top quark final states because $m_t > m_W$):

$$\{u_r, \bar{d}_r\}, \{u_b, \bar{d}_b\}, \{u_g, \bar{d}_g\}, \{c_r, \bar{s}_r\}, \{c_b, \bar{s}_b\}, \{c_g, \bar{s}_g\}$$

and 3 possible lepton final states

$$\{e^+, \nu_e\}, \{\mu^+, \nu_\mu\}, \{\tau^+, \nu_\tau\}$$
with equal probability. Therefore, the branching ratio for each individual lepton decay is roughly \( BR(W^+ \rightarrow l^+\nu_l) \approx \frac{1}{3} \approx 11.1\% \), while the decay to any final state with quarks has \( BR(W^+ \rightarrow q\bar{q}) \approx \frac{6}{9} \approx 66.7\% \).

The couplings of the \( Z \) boson to fermions are more complicated due to the mixing of neutral boson states that creates it during spontaneous symmetry breaking. They are proportional to

\[
T_3 = Q \sin^2 \theta_W .
\]

Unlike the \( W \) boson, the \( Z \) boson couples to both left- and right-handed fermions, but it does so differently due to parity violation in the weak force. Thus, to calculate the decay width of \( Z \) bosons to a fermion pair, we must add up both left and right-handed fermions interactions. The partial decay width for a \( Z \) boson to a charged lepton pair is

\[
\Gamma_{Z \rightarrow \ell^+\ell^-} \propto \left[ \left( -\frac{1}{2} \right) - (-1) \sin^2 \theta_W \right]^2 + \left[ (0) - (-1) \sin^2 \theta_W \right]^2 \approx 0.13 ,
\]

while for the decay to an up- or down-type quarks pair, the decay width goes as

\[
\Gamma_{Z \rightarrow qu\bar{q}u} \propto \left[ \left( +\frac{1}{2} \right) - \left( +\frac{2}{3} \right) \sin^2 \theta_W \right]^2 + \left[ (0) - \left( +\frac{2}{3} \right) \sin^2 \theta_W \right]^2 \approx 0.14 ,
\]

\[
\Gamma_{Z \rightarrow qd\bar{q}d} \propto \left[ \left( -\frac{1}{2} \right) - \left( -\frac{1}{3} \right) \sin^2 \theta_W \right]^2 + \left[ (0) - \left( -\frac{1}{3} \right) \sin^2 \theta_W \right]^2 \approx 0.19 ,
\]

and for neutrinos, which in the Standard Model are only left-handed, the decay width will go as

\[
\Gamma_{Z \rightarrow \nu l\bar{\nu} l} \propto \left[ \left( +\frac{1}{2} \right) - (0) \sin^2 \theta_W \right]^2 = 0.25 ,
\]

using \( \sin^2 \theta_W = 0.23 \) [18]. Once again, we must consider the color possibilities for the quarks, as each type may be of three different colors, which leads to the following branch-
The branching ratios for $Z$ boson decays are shown in Fig. 1.3.

$$\mathcal{B}R(Z \to e^+e^-) = \mathcal{B}R(Z \to \mu^+\mu^-) = \mathcal{B}R(Z \to \tau^+\tau^-) = \frac{\Gamma_{Z \to e^+e^-}}{\Gamma_{Z,\text{Total}}} \approx \frac{0.13}{3.69} \approx 3.4\%,$$

$$\mathcal{B}R(Z \to q\bar{q}) = \frac{3 \times (2\Gamma_{Z \to q_{uc}\bar{q}_{uc}} + 3\Gamma_{Z \to q_{dsb}\bar{q}_{dsb}})}{\Gamma_{Z,\text{Total}}} \approx \frac{2.55}{3.69} \approx 69\%,$$

$$\mathcal{B}R(Z \to \nu\bar{\nu}\text{(all flavors)}) = \frac{3 \times \Gamma_{Z \to \nu\bar{\nu}\ell}}{\Gamma_{Z,\text{Total}}} \approx \frac{0.75}{3.69} \approx 20\%,$$

where $\Gamma_{Z,\text{Total}} \approx 3.69$ is the sum of all of the decay widths of the $Z$ boson. The branching ratios for $Z$ and $W$ boson decays are shown in Fig. 1.3.

**Figure 1.3:** The branching ratios for $Z$ boson decays (left) and $W$ boson decays (right). The branching ratio for $Z \to b\bar{b}$ decays is $\approx \frac{3 \times 0.19}{3.69} \approx 15\%$.

### 1.2 Diboson Production

There are a number of reasons why we are interested in studying the production of massive boson pairs. First, we may search for physics beyond the Standard Model in diboson
production. The Standard Model makes precise predictions to the self-couplings of the electroweak gauge bosons (the $W$ and $Z$ bosons and $\gamma$) [19]. Trilinear couplings with $WW\gamma$ and $WWZ$ vertices are allowed in the SM at tree-level, while $ZZ\gamma$ and $ZZZ$ couplings do not exist. New physics may change these couplings above some energy scale, either in modes allowed by the Standard Model or in those not present [20, 21].

At hadron colliders, the best limits on anomalous trilinear gauge couplings are typically achieved by looking at fully leptonic decay modes: $W^+W^- \rightarrow \ell^+\nu\ell^-\bar{\nu}$, $W^{\pm}Z \rightarrow \ell^\pm\nu\ell^+\ell^-$, and $ZZ \rightarrow \ell^+\ell^-\ell^+\ell^- \,(or\, \ell^+\ell^-\nu\bar{\nu})$. These decay modes, while suffering from the low branching rations of leptonic $W$ and $Z$ decays, have few backgrounds due to their lack of jets in the final states. However, it is possible that new physics may be hiding in decays with hadronic final states [22, 23]. An excess of events observed by the CDF collaboration in a $W \rightarrow \ell\nu +$ jets final state [24] could be explained by such new physics, though this observation has not been corroborated by other experiments [25, 26, 27].

Second, searches for diboson production are strongly related to searches for the Higgs boson. For a Higgs boson at the masses indicated by the ATLAS [15] and CMS [16] experiments, $m_H \sim 125\,\text{GeV}/c^2$, the most likely Higgs decay product is a $b\bar{b}$ pair, as shown in Fig. 1.4. However, $H \rightarrow b\bar{b}$ decays are practically impossible to observe on their own, as the backgrounds from $b$ jet production via gluon splitting at hadron colliders are far too large, not to mention the added difficulty of picking out $b$ jets from the even larger multijet production backgrounds. Among the best prospects for observing $H \rightarrow b\bar{b}$ decays comes when the Higgs boson is produced in association with a $W$ or $Z$ boson. If that $W$ or $Z$ boson decays leptonically, the signature from that decay may be used to pre-select events, and then a requirement of two $b$ jets may be used to search for the Higgs boson. These “associated production” modes with $WH \rightarrow \ell\nu b\bar{b}$ and $ZH \rightarrow \ell^+\ell^- \,(or\, \nu\bar{\nu})\, b\bar{b}$ have produced the best results on searches for $H \rightarrow b\bar{b}$ [17], and may be essential to show that the Higgs-like signature seen at the LHC experiments is indeed the Higgs boson.
Figure 1.4: The branching ratios for various decays of the Higgs Boson as a function of $m_H$. The shaded regions indicate theoretical uncertainties. For $m_H \approx 125$ GeV/$c^2$, the most likely Higgs boson decay product is a $b\bar{b}$ pair. Associated Higgs production with a leptonic $W$ or $Z$ decay may allow for observations of $H \rightarrow b\bar{b}$ decays. Figure adapted from [28].
Electroweak diboson production is important to searches for the Higgs boson in associated production modes because semi-hadronic diboson decay channels, where one $W$ or $Z$ boson decays leptonically and the other decays hadronically, result in a similar final state: leptons plus jets from the decay of a massive boson. The similarities can be made even more germane when searching exclusively for $Z \rightarrow b\bar{b}$ decays in association with a leptonic $W$ or $Z$ boson decay. Here, the topology of the final states for diboson production and associated Higgs production differ primarily in the mass and spin of the $Z$ and Higgs boson, but little else. Because production cross sections are larger for dibosons than the Higgs, searches for diboson production allow for the testing of new tools aimed at going after Higgs production. Sharing a final state means they also share many backgrounds, and so the detailed understanding of the $W/Z+\text{jets}$ and multijet production backgrounds from diboson production measurements are directly relevant to searches for $H \rightarrow b\bar{b}$ decays.

1.2.1 Existing Measurements

A recent review of diboson production measurements from the LEP, Tevatron, and LHC experiments may be found in [29]. Here, we will focus on observations of diboson production at hadron colliders in semi-hadronic decay modes, where one boson decays hadronically while the other decays leptonically. Production cross sections for heavy boson pairs at the Tevatron [19] and the LHC [30] are summarized in Tab. 1.1. These cross sections are calculated using the parton-level next-to-leading order program MCFM (described in [19]). Because $WW\gamma$ and $WWZ$ couplings exist in the Standard Model, $WW$ and $WZ$ boson pairs may be produced through $s$-channel production as well as $t$-channel production (see Fig. 1.5). These additional $s$-channel processes, along with the lower $W$ boson mass, give rise to the hierarchy of diboson cross sections. $W^+W^-$ production is by far the
most prominent, with a cross section over twice that of the other processes at the Tevatron. \( ZZ \) production has a small cross section, as it may only be produced via \( t \)-channel exchange of a quark.

<table>
<thead>
<tr>
<th>Diboson Cross Sections (pb)</th>
<th>Tevatron (( p\bar{p} )) ( \sqrt{s} = 1.96 \text{ TeV} )</th>
<th>LHC (( pp )) ( \sqrt{s} = 7 \text{ TeV} )</th>
<th>LHC (( pp )) ( \sqrt{s} = 8 \text{ TeV} )</th>
<th>LHC (( pp )) ( \sqrt{s} = 14 \text{ TeV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W^+W^- )</td>
<td>11.7</td>
<td>47.0</td>
<td>57.3</td>
<td>124.3</td>
</tr>
<tr>
<td>( W^+Z )</td>
<td>3.7</td>
<td>11.9</td>
<td>14.5</td>
<td>31.5</td>
</tr>
<tr>
<td>( W^-Z )</td>
<td></td>
<td>6.7</td>
<td>8.4</td>
<td>20.3</td>
</tr>
<tr>
<td>( ZZ )</td>
<td>1.4</td>
<td>6.5</td>
<td>7.9</td>
<td>17.7</td>
</tr>
</tbody>
</table>

Table 1.1: A summary of the Standard Model production cross sections for heavy diboson production at the Tevatron [19] and at various center-of-mass energies at the LHC [30]. The \( W^+Z \) and \( W^-Z \) cross sections are combined for the Tevatron since they are equal to one another (due to the \( CP \)-symmetric initial \( p\bar{p} \) state).

CDF made the first observation of diboson production in a semi-hadronic final state by searching for events with jets and a large imbalance in the transverse momentum [31]. The large momentum imbalance is caused by particles produced in \( p\bar{p} \) collisions that escape detection: mainly neutrinos. Thus, the final state has a large acceptance to diboson decays as it includes contributions from both \( W \to \ell\nu \) and \( Z \to \nu\bar{\nu} \) decays. This increased acceptance increases sensitivity, but the analysis demands a good understanding of both \( W/Z^+ \) jets backgrounds and the large number of events where mismeasured jet energies fake the neutrino signature. A combined measurement of \( WW \), \( WZ \), and \( ZZ \) production yielded \( \sigma_{WW+WZ+ZZ} = 18.0 \pm 3.8 \text{ pb} \), a significance in excess of 5\( \sigma \) and in agreement with the SM prediction. A later search [32] in the same final state included a channel designed to select events with \( Z \to b\bar{b} \) decays, shifting the measurement to just the \( WZ + ZZ \) production cross section. That search obtained a measurement of \( \sigma_{WZ+ZZ} = 5.0^{+3.6}_{-3.0} \text{ pb} \), setting an upper limit of \( \sigma_{WZ+ZZ} < 13 \text{ pb} \) at 95% C.L.

Measurements of final states requiring a \( W \to \ell\nu \) decay by explicitly searching for a
charged lepton do not face as many backgrounds as the above analysis, but they lose contributions from $Z \rightarrow \nu\bar{\nu}$ decays, and so they are only sensitive to a combination of $WW$ and $WZ$ production. Both CDF [33] and D0 [34] have conclusively observed and measured the $WW + WZ$ cross section in this final state, using methods ranging from a fit to the dijet mass distribution to more sophisticated multi-variate analysis techniques. Both analyses used an integrated luminosity of $\int L = 4.3 \text{ fb}^{-1}$: CDF found $\sigma_{WW,WZ} = 18.1 \pm 4.1 \text{ pb}$, while D0 measured $\sigma_{WW,WZ} = 19.6^{+3.2}_{-3.0} \text{ pb}$. In addition to the combined measurement, D0 also used $b$-jet tagging to try to isolate the $WW$ and $WZ$ samples from one another, finding $\sigma_{WW} = 15.9^{+3.7}_{-3.2} \text{ pb}$ and $\sigma_{WZ} = 3.3^{+4.1}_{-3.3} \text{ pb}$. The measurements with $WW$ contributions in this final state are all higher, but still consistent with, the SM prediction.

In addition to these dedicated diboson production measurements, both CDF and D0 have produced evidence of $WZ$ and $ZZ$ production using analysis techniques specifically developed for Higgs searches in the $WH$ and $ZH$ associated production modes. CDF, combining channels utilizing a variety of the leptonic decays of the $W$ and $Z$ bosons in concert with a $Z \rightarrow b\bar{b}$ decay, found $\sigma_{WZ,ZZ} = 4.1 \pm 1.3 \text{ pb}$, corresponding to a significance of $\sim 3.2\sigma$ [35]. D0, combining similar channels, found $\sigma_{WZ,ZZ} = 3.3 \pm 1.4 \text{ pb}$, with a statistical significance of $\sim 2.5\sigma$ [36]. Taken together, the combined Tevatron measurement for $WZ/ZZ$ production in leptons + $b$ jets final states is $\sigma_{WZ,ZZ} = 3.9 \pm 0.9 \text{ pb}$ [17].

### 1.3 Search for $ZW/ZZ$ Production at CDF

This thesis is a search for $ZW/ZZ$ production in a final state with two charged leptons and at least two jets: $ZW/ZZ \rightarrow \ell^+\ell^- + q\bar{q}'$. Feynman diagrams describing the tree-level production and decay modes are shown in Fig. 1.5. This channel has a number of benefits compared to other semi-hadronic diboson production searches. First, high-
momentum electrons/positions and muons/antimuons generally leave unique signatures in the detector and are among the easiest particles to distinguish from hadronic jets. At a proton collider, where the total $p\bar{p}$ (or $pp$) interaction cross section is dominated by the production of hadronic jets, using a final state with charged leptons reduces these multijet production backgrounds significantly.

![Feynman diagrams](image)

**Figure 1.5:** The leading-order Feynman diagrams for $ZW$ and $ZZ$ production at the Tevatron. The $t$-channel production (left) can produce both $ZW$ and $ZZ$ diboson final states, while $ZW$ may also be produced via the $s$-channel production of an off-shell $W$ boson (right).

In addition to the clean signature of electrons and muons, we may additionally reduce possible backgrounds by utilizing the fact that the reconstructed dilepton invariant mass should produce a resonance at the $Z$ boson mass. By requiring the dilepton invariant mass to be in a close window around $m_Z$, we almost entirely reduce our backgrounds to processes with $Z \rightarrow \ell^+\ell^-$ decays themselves. Also, each product in our final state should be reconstructed in the CDF detector. Thus, we can place cuts to remove both physical processes that produce neutrinos (like $t\bar{t}$ production), as well as events where
some objects are highly mismeasured, which could lead to errors in event reconstruction.

However, this final state does have a significant drawback. As shown in Sec. 1.1.3, the branching ratio of $Z \rightarrow e^+e^-$ and $\mu^+\mu^-$ decays is very low. Only 4.5% of $WZ$ and 9.4% of $ZZ$ decays end in our search channel, reducing the combined cross section from $\sim 5.1$ pb to an effective cross section of $\sigma_{WZ,ZZ} \times BR(ZW/ZZ \rightarrow \ell^+\ell^-q\bar{q}') \sim 0.30$ pb.

We perform our search for $ZW/ZZ$ production using the full set of data produced by the Tevatron, corresponding to an integrated luminosity of $8.9$ fb$^{-1}$. We attempt to extract our diboson signal from the backgrounds in our selection in a relatively simple way, by performing a fit to the dijet invariant mass ($m_{jj}$) spectrum. In order to increase our sensitivity to our signal, we separate events that pass our final selection into three channels: a heavy-flavor tagged channel, richer in jets originating from $b$ quarks; a light-flavor tagged channel, richer in jets originating from light-flavor quarks (as opposed to gluons); and, a third “untagged” channel containing the remaining events. These two jet taggers, described in Chaps. 6 and 7, are both based on artificial neural-network discriminants that have been specifically designed with performing diboson searches in mind, the latter quark/gluon discriminant is unique to this analysis. We perform the fit to $m_{jj}$ simultaneously across all channels.

We begin this thesis by describing the Tevatron accelerator and CDF detector in Chap. 2. How we use signals from the detector to reconstruct fundamental objects—like electrons, muons, and jets—is described in Chap. 3. We summarize details of the event selection and modeling of our signal and backgrounds on Chap. 4 before returning to a detailed description of the calibrations and corrections applied to our jet energies in Chap. 5. That latter chapter includes a description of new corrections applied to simulated jets based on their originating parton. Chaps. 6 and 7 describe the neural-network based $b$-jet and quark/gluon discriminants that we use to improve our sensitivity to $Z \rightarrow b\bar{b}$ and $W/Z \rightarrow q\bar{q}'$ decays. Finally, in Chap. 8, we put everything together to perform our fit to
the $m_{ij}$ spectrum and describe the systematic uncertainties on the signal extraction.
CHAPTER 2
ACCELERATOR AND DETECTOR

2.1 The Tevatron Accelerator Chain

The Tevatron, located at the Fermi National Accelerator Laboratory (FNAL, or Fermilab), accelerated protons and antiprotons for use in high energy particle physics experiments from 1983 through 2011. After the final superconducting magnets were installed, the Tevatron set an energy record by accelerating a beam of protons to 512 GeV and then 800 GeV in 1984. The first proton-antiproton ($p\bar{p}$) collisions were recorded by the Collider Detector at Fermilab (CDF) in 1985 with a total center of mass energy of $\sqrt{s} = 1.6$ TeV, increasing to $\sqrt{s} = 1.8$ TeV a year later. After upgrades to the accelerator facilities, collisions at $\sqrt{s} = 1.96$ TeV began in 2001 and continued through 2011. The Tevatron was the highest energy particle accelerator in the world before operation of the Large Hadron Collider (LHC) at CERN began in 2007.

What follows is a brief description of the accelerator chain that produced the high energy $p\bar{p}$ collisions analyzed here. We describe the proton source, antiproton source, Main Injector, and Tevatron. Further detail is provided in [37]. A diagram of the accelerator structure is shown in Fig. 2.1.

2.1.1 The Proton Source

The production of protons begins with a source that converts hydrogen gas into ionized hydrogen gas ($H^-$) inside a Cockroft-Walton generator. The dome of this generator, also
Figure 2.1: The chain of accelerators that produce the high energy $p\bar{p}$ collisions [38].
called the Pre-accelerator (or “Preacc”), is charged to a potential of $-750 \text{ kV}$. The Preacc accelerates the ionized gas through a column between the dome and a grounded wall, giving the gas a final energy of 750 keV.

After the initial acceleration of ionized hydrogen, the ions travel to a linear accelerator, called the “Linac”. The Linac is composed of two main sections. The first uses a series of cavities equipped with drift tubes to shield particles from electric fields that would deaccelerate the ions. The second section is a side-coupled-cavity Linac, wherein each cavity is equipped with 16 smaller accelerating cells that are coupled together and powered by one RF source. The Linac also contains a number of magnets to focus the beam. The Linac increases the energy of the ionized hydrogen from 750 keV to 400 MeV.

When producing protons for the Tevatron, the beam from the Linac is sent through a carbon foil and into the “Booster”. The carbon foil strips the $\text{H}^-$ ions of their electrons, leaving only protons. The Booster, a 75-m radius synchrotron, then accelerates the remaining protons to an energy of 8 GeV. Each of the elements of the proton source functions at 15 Hz, thus producing a beam of 8 GeV protons every 66 ms. Many protons from the Booster are used to create neutrinos for MiniBooNE and other experimental programs. Those used for high-energy collisions at CDF, however, are sent along to the Main Injector.

### 2.1.2 The Main Injector

The Main Injector is a large synchrotron that is about half the circumference of the Tevatron. Its eighteen accelerating cavities can take protons from the Booster, with energy 8 GeV, and accelerate them to either 120 or 150 GeV in as little as 2.2 s. When preparing for collisions in the Tevatron, the Main Injector accepts seven proton bunches from the Booster. It then accelerates these proton bunches to 150 GeV before combining them
into one larger bunch through a process called coalescing and sending them to the Tevatron for further acceleration. The Main Injector also accepts, accelerates, and injects into the Tevatron bunches of antiprotons that come from the Antiproton source.

### 2.1.3 The Antiproton Source

The creation of antiprotons for use in the Tevatron begins with 120 GeV protons, which come from the Main Injector and strike a stationary nickel alloy target. These collisions create a spray of secondary particles including antiprotons. Magnets extract antiprotons with an energy of 8 GeV from this particle spray, and these antiprotons are sent along a transfer line to the Debuncher.

The Debuncher is the first accelerator that makes up the antiproton source. It is a triangular-shaped synchrotron (with rounded edges) with a mean radius of 90 m. It captures the 8 GeV antiprotons which, coming from the target, have a large spread in their momentum. The Debuncher does not change the energy of the antiproton bunch; rather, the Debuncher stochastically cools the beam, using an electrical signal from the antiproton bunches circling the Debuncher to trigger a kick at another location in the accelerator. The cooling systems in the Debuncher reduce both the horizontal and vertical spread of the antiproton beam, as well as reduce the spread in the momentum of the antiprotons. From the Debuncher, the antiprotons enter the Accumulator, a similar synchrotron housed in the same tunnel as the Debuncher, which continues to cool and store the 8 GeV antiprotons.

The antiprotons are then sent to the Recycler. Originally intended to “recycle” antiprotons from the Tevatron, the Recyclcr is used as a storage ring for antiprotons. The Recycler cools the antiproton beam further, using stochastic cooling as well as electron cooling. In the latter, a beam of electrons inserted with the antiprotons reduces the mo-
momentum spread of the antiproton beam through glancing collisions that transfer momentum from the antiprotons to the much lighter electrons. The Recycler, like the Debuncher and Accumulator, does not increase the energy of the antiprotons but keeps them at an energy of 8 GeV. When it is time to load antiprotons into the Tevatron, the antiprotons in the Recycler are first transferred to the Main Injector, then accelerated to 150 GeV, and finally sent along to the Tevatron.

2.1.4 The Tevatron

The Tevatron is the final machine in the accelerator chain for producing high-energy $p\bar{p}$ collisions at Fermilab. With a circumference of 6.3 km, it is the third largest synchrotron in the world and the largest in the Western Hemisphere. Its eight accelerating cavities take protons and antiprotons from the Main Injector and accelerate them from 150 GeV to an energy of 980 GeV, producing collisions with center-of-mass energy $\sqrt{s} = 1.96$ TeV. The Tevatron uses a series of superconductor magnets to bend and focus the proton and antiproton beams as they travel around the accelerator. These magnets are made using niobium/titanium alloy wires that must be cryogenically cooled in order to be superconducting, allowing very large currents to pass through with minimal resistance. The magnets are cooled using liquid helium at a temperature of about 4 K.

The accelerator’s RF frequency is 53.1 MHz, and so proton and antiproton bunches are collected in RF buckets with a temporal size of about 19 ns. Around the entire accelerator, there are 1113 evenly-spaced RF buckets. When colliding protons and antiprotons, each bunch is localized to a single bucket. Proton bunches are organized into 3 “trains” that contain 12 bunches each. Each bunch spaced 21 buckets (396 ns) apart, and between each train is an abort gap of 139 buckets (2.6 µs). Antiproton bunches are organized in the same way, moving around the ring in the opposite direction of the pro-
tons. With this bunch structure, $p\bar{p}$ collisions happen every 396 ns when the proton and antiproton trains intersect; on average, collisions happen every 590 ns, or at a rate of 1.7 MHz. Collisions occur at two interaction points around the ring: B0, the location of the CDF experiment, and D0, the location of the similarly-named experiment.

Once the protons and antiprotons have been accelerated, the Tevatron acts as a storage ring while collisions take place. The period for which a given bunch of protons and antiprotons is allowed to collide is called a “store”. Typically, about $10^{13}$ protons and $0.3 \times 10^{13}$ antiprotons are input into the Tevatron at the beginning of a store, which corresponds to an initial instantaneous luminosity of about $3 \times 10^{32}$ cm$^{-2}$s$^{-1}$, or 30 nb$^{-1}$s$^{-1}$. Fig. 2.2 shows the initial instantaneous luminosity of stores during Run II of the Tevatron. The peak luminosities increased over time due to the efforts of Fermilab’s accelerator experts. Over the lifetime of a single store, the instantaneous luminosity drops as particles are lost and the beams become less collimated. Once enough antiprotons for the next store have been produced, the colliding store is dropped and the remaining protons and antiprotons are sent into beam dumps by fast kicker magnets. Stores typically last $\sim 24$ hours. Over the lifetime of the Tevatron, $p\bar{p}$ collisions with a total integrated luminosity of nearly 12 fb$^{-1}$ were provided to the CDF and D0 experiments. The integrated luminosity collected over the decade the Tevatron ran during Run II is shown in Fig. 2.3.

2.2 The CDF II Detector

The CDF II detector [40] is a general-purpose particle detector located at one of the collision points of the Tevatron accelerator. The detector is roughly cylindrically symmetric around the beam line. Like most general-purpose detectors, CDF is made up of many sub-detectors spanning a variety of particle detection techniques that, when used together, can provide both accurate identification and measurement of the many particles.
Figure 2.2: The peak instantaneous luminosity during each store (blue triangles) and a 20-store average (red diamonds) over time during Run II of the Tevatron [39]. The instantaneous luminosity is given in units of cm$^{-2}$s$^{-1}$. Periods of no data correspond to stoppages, when the Tevatron was not producing $p\bar{p}$ collisions.
Figure 2.3: The integrated luminosity during each weak (green bars) and in total (cyan diamonds) during Run II of the Tevatron [39]. The integrated luminosity is given in units of inverse picobarns, where 1 pb$^{-1}$ = 10$^{36}$ cm$^{-2}$. Periods of no data correspond to stoppages, when the Tevatron was not producing $p\bar{p}$ collisions. In total, the Tevatron delivered $\sim 12$ fb$^{-1}$ of $p\bar{p}$ collisions to the CDF and D0 experiments.
produced in $p\bar{p}$ collisions.

CDF is arranged in the following way. Charged particle tracking detectors are located outside the beamline, which contains the point of interaction for $p\bar{p}$ collisions. These tracking detectors reside within a superconducting solenoid that produces a 1.4 T magnetic field aligned coaxially with the proton and antiproton beams. This magnetic field causes charged particles to curve as they traverse the tracking systems. Around the outside of the solenoid, calorimeter modules measure the energies of charged and neutral particles. Finally, a series of drift chambers sit outside the calorimeter, and are used to detect muons as they typically leave little energy in, and are not stopped by, the calorimeters. An elevation view of the CDF detector is shown in Fig. 2.4.

Given the cylindrical geometry of the detector, the CDF experiment typically uses a cylindrical coordinate system to describe kinematic quantities. The $z$-axis of the detector is aligned with the beam line, with the origin of the coordinate system located at the detector’s center and the incoming proton beam direction defined as the $+z$ direction. While not typically used to describe particles, $r$ is the radial distance from the beam axis. The polar angle, $\theta$, is measured from the origin with respect to the $z$-axis, and $\phi$ is defined as the azimuthal angle. Pseudorapidity is defined as $\eta \equiv -\ln \left( \tan \frac{\theta}{2} \right)$. The rectangular coordinates $x$ and $y$ point radially outward and vertically upward from the Tevatron ring, respectively, and together make up the “transverse” plane. Thus, a particle’s transverse momentum, the component of momentum in this plane perpendicular to the beam axis, is defined as $p_T = |\vec{p}| \sin \theta = p \sin \theta$. Similarly, we define the transverse energy of an electromagnetic or hadronic shower as $E_T = E \sin \theta$.

In the following sections we describe in greater detail each of the components of the CDF detector, as well as the trigger system, which is used to select the events of greatest interest to the experiment.
Figure 2.4: An elevation view of the CDF II detector. Various components of the detector are labeled and described in further detail in the text.
2.2.1 Tracking

The innermost tracking layers consist of three concentric silicon detectors [41]—Layer 00, SVX II, and Intermediate Silicon Layers (ISL)—ranging out to $r = 30$ cm and covering a pseudorapidity range of $|\eta| < 2$. The SVX II is a five-layer double-sided silicon microstrip detector in the region between 2.4 cm and 10.7 cm from the beam axis. It consists of three separate barrel modules that cover a length of 96 cm along the beam line, which is approximately 90% of the luminous interaction region. Three of the five layers combine an $r$-$\phi$ measurement on one side and a $90^\circ$ stereo measurement on the other. The remaining two layers combine an $r$-$\phi$ measurement and a small-angle ($\pm 1.2^\circ$) stereo measurement. The typical hit resolution from the SVX is 11 $\mu$m. Layer 00 is single-sided silicon layer practically resting on the beam pipe, providing improved impact parameter resolution for reconstructed charged particle tracks. The ISL, another double-sided microstrip detector but with a larger pitch between strips than the SVX, covers radii between 19 and 30 cm from the beam line, and allows for the linking of tracks from the inner silicon detectors to the outer tracking chamber (described below).

Just outside the ISL sits the Central Outer Tracker (COT) [42], a 3.1 m long open cell drift chamber covering the region $0.40 \text{ m} < r < 1.32 \text{ m}$. It provides full coverage for charged particle tracks with $|\eta| < 1$. Sense wires are arranged in eight alternating axial (parallel to the $z$-axis) and $\pm 2^\circ$ stereo (with respect to the $z$-axis) “superlayers.” Each superlayer contains 12 wire layers, providing a total of 96 sense wire layers across the drift chamber. The chamber is filled with a 50:50 mixture of argon and ethane gas in which electrons have a drift time of about 200 ns, less than the 396 ns bunch-spacing of the proton and antiproton beams. The position resolution of single drift time measurements, measured using muons from $Z \to \mu^+\mu^-$ decays, is about 180 $\mu$m.

Two complementary algorithms associate segments lying on a common circle, and
the results are merged to form a final set of axial tracks segments. Tracks are reconstructed in three dimensions by associating track segments in stereo superlayers with the axial track segments. The efficiency of finding isolated high-momentum tracks is measured using electrons from $W^\pm \rightarrow e^\pm \nu$ decays identified in the central region ($|\eta| \leq 1.1$) using only calorimetric information from the electron shower and the missing transverse energy. The efficiency for finding these electron tracks is $99.93^{+0.07}_{-0.35}$%, and this is typical for other isolated high-momentum tracks from either electronic or muonic $W$ and $Z$ decays contained in the COT. The transverse momentum resolution of high-$p_T$ tracks is $\delta p_T/p_T^2 \approx 0.1\% \ (\text{GeV}/c)^{-1}$. Their track position resolution in the direction along the beam line at the origin is $\delta z \approx 0.5 \text{ cm}$, and the resolution on the track impact parameter, the distance from the beam line to the track's closest approach in the transverse plane, is $\delta d_0 \approx 350 \mu \text{ m}$.

To combine information from the silicon detectors to tracks reconstructed in the COT, a progressive “outside-in” tracking algorithm is used, in which COT tracks are extrapolated into the silicon detector, associated silicon hits are found, and the track is refit with the added information of the silicon measurements. The initial track parameters provide a width for a search road in a given layer. Then, for each candidate hit in that layer, the track is refit and used to define the search road into the next layer. This stepwise addition of precision SVX information progressively reduces the size of the search road, while also accounting for the additional uncertainty due to multiple scattering in each layer. The search uses the two best candidate hits in each layer to generate a small tree of final track candidates, from which the tracks with the best $\chi^2$ are selected. The efficiency for associating at least three silicon hits with an isolated COT track is $91\% \pm 1\%$, and the extrapolated impact parameter resolution for high-momentum outside-in tracks is much smaller than for COT-only tracks: 30 $\mu \text{ m}$, which includes the uncertainty in the beam position.
2.2.2 Calorimetry

Calorimeter modules sit outside the central tracking volume and solenoid, where they measure the energies of both charged and neutral particles. Modules consist of two main sections: inner electromagnetic (EM) layers consist of lead sheets interspersed with plastic scintillator; and, outer hadronic (HAD) layers consist of scintillators sandwiched between steel sheets. Electrons and photons, as they travel through the lead, undergo a series of bremsstrahlung and pair production, producing electromagnetic showers that are then measured by the scintillators. Electromagnetic showers are largely contained in the EM portions of the calorimeter. Hadrons also produce showers as they travel through the calorimeter, but these showers are typically much larger and wider, as they are created by inelastic scattering with nuclei in the absorber material.

The calorimeter is split between the central barrel ($|\eta| \leq 1.0$, with the electromagnetic and hadronic sections called the CEM and CHA, respectively) and forward end plug ($1.1 \leq |\eta| \leq 3.64$, similarly called the PEM and PHA) sections. An additional hadronic calorimeter (the end-wall hadronic calorimeter, or WHA) ensures complete coverage in the region $0.6 \leq |\eta| \leq 1.3$. The calorimeter modules are arranged in a tower based projective geometry. Individual towers in the central barrel subtend $0.1$ in $|\eta|$ and $15^\circ$ in $\phi$. The sizes of the towers in the end plug calorimeter vary with $|\eta|$: subtending $0.1$ in $|\eta|$ and $7.5^\circ$ in $\phi$ at $|\eta| = 1.1$, and $0.5$ in $|\eta|$ and $15^\circ$ in $\phi$ at $|\eta| = 3.6$.

The energy resolution of the calorimeter towers was measured using test beam data. For electrons, the energy resolution is $14\% / \sqrt{E_T}$ in the CEM and $16\% / \sqrt{E} \oplus 1\%$ in the PEM, where the energies are in units of GeV. The single-particle energy resolution in the hadronic calorimeters, measured using pions, is $75\% / \sqrt{E}$ in the CHA, $80\% / \sqrt{E}$ in the WHA, and $80\% / \sqrt{E} \oplus 5\%$ in the PHA. Further studies have been done to determine and validate the energy scale of hadronic jets, and are explained in greater detail in Chap. 5.
In addition to the scintillators that measure particle energies, both the CEM and PEM have electromagnetic shower maximum detectors (the CES and PES, respectively) imbedded at the point where an electromagnetic shower reaches its maximum intensity. The CES is a proportional chamber with wires in the $r$-$\phi$ view and cathode strips in $z$. It accurately measures the position of the shower in each dimension, and this position may then be matched to a track in the COT if the originating particle was an electron. The position resolution in $r$-$\phi$ is about 0.2 cm. The PES contains two layers of scintillator strips, oriented $45^\circ$ with respect to each other. Also, in front of both the CEM and PEM there are pre-radiator detectors (the CPR and PPR) that provide additional information before showering starts in the calorimeter.

### 2.2.3 Muon detectors

Because they have a higher mass, muons do not radiate much at momenta $< 10^2$ GeV/$c$, and therefore they do not produce showers in the electromagnetic calorimeter like electrons. Instead, they pass through the calorimeters largely undetected. So, outside the calorimeters, a collection of drift chambers are used to detect muons. Steel absorbers reduce the likelihood for a hadronic jet to punch through the calorimeter and into the muon detectors, while not stopping muons with $p_T > 3.0$ GeV/$c$. Muons may then be identified by their tracks in the COT matched to “stubs” found in the muon chambers.

There are three major muon detectors used in this analysis. The central muon detector (CMU) is located directly outside of the central calorimeter. It is a four-layer stack of planar drift chambers. Position measurements in $r$-$\phi$ are made by converting the signal arrival time into a drift distance. The maximum drift time in a CMU cell is 800 ns. This is longer than the bunch spacing (396 ns), but any ambiguity to the proper $p\bar{p}$ interaction can be made by identifying an associated COT track produced by the muon. The CMU covers a
range of $|\eta| < 0.6$.

The central muon upgrade detector (CMP) and central muon extension detector (CMX) are also both wire drift chambers, though wider than the CMU detector (and thus have a longer drift time). The CMP is an additional four-layer stack of drift chambers, arranged in a box-like structure around the CMU behind 60 cm of steel absorbers. It provides greater background rejection and some additional coverage for $|\eta| < 0.6$. The CMX detectors consists of eight layers of drift cells in a conical arch-like arrangement around the detector, thus giving some position measurement in the $z$ direction from overlapping cells with different stereo angles with respect to the beam line. It extends the muon coverage up to $|\eta| < 1.0$.

### 2.2.4 Luminosity Measurement

The small-angle Cherenkov luminosity counters (CLC) detector measures the instantaneous luminosity and integrated luminosity of our data sample. It consists of two modules of isobutane gas Cherenkov counters pointing toward the interaction region, located around the beam pipe at each end of the detector, covering $3.6 < |\eta| < 4.6$. The CLC directly measures the rate of inelastic $p\bar{p}$ events, $R_{p\bar{p}}$. This may be translated into a luminosity knowing the total inelastic $p\bar{p}$ cross section, taken to be $\sigma_{p\bar{p}} = 60.7 \pm 2.4$ mb, and the acceptance of the CLC, determined to be $A_{CLC} = 60.2 \pm 2.6\%$

$$L = \frac{R_{p\bar{p}}}{A_{CLC} \times \sigma_{p\bar{p}}}.$$ 

Further details of the luminosity measurement are described in [40].
2.2.5 Trigger System

The rate at which data from the detector may be read out and recorded for use in later analyses is limited: $\sim 100$ Hz. Since collisions happen at a rate of about 2.5 MHz (though 1.7 MHz on average, due to the beam structure), a trigger system selects only a portion of the $p\bar{p}$ collisions to be stored to tape. This system must operate in real-time, and so be fast enough to handle the very high rate of collisions, but also be sophisticated enough to identify the events that appear most deserving for future analysis.

CDF employs a three-level trigger system utilizing a combination of dedicated hardware and specialized software running on commercial computational processors. An overview of the data flow is shown in Fig. 2.5. Synchronous with each beam crossing, signals from the detectors are digitized and saved in a storage pipeline (with the exception of the silicon detectors, which use an analog pipeline). Meanwhile, the data needed to make the first level (L1) trigger decision is sent to three sets of custom hardware used to identify objects of interest in the event: calorimeter objects (electrons, photons, and hadronic jets), stubs in the muon detectors, and tracks in the COT. A global trigger decision is then made, based on the number of physics objects in the event and/or global calorimeter energy quantities. Upon a L1 accept, the silicon data is digitized, and all event data is removed from the L1 pipeline and stored in one of four event buffers in the front-end electronics of the detector components. The L1 accept rate is on the order of 20 kHz.

Unlike L1, the second level trigger (L2) operates asynchronously with the beam crossing. After an L1 accept, data from the silicon detectors is sent to the silicon vertex trigger (SVT) [43, 44], which uses dedicated hardware to perform fast and accurate track-fitting using the silicon data. Data from other detector components is collected and formatted on PULSAR boards [45], which in turn send the data to a PC that runs trigger algorithms.
(like basic jet clustering, momentum imbalance calculations) with higher precision than can be done at L1. The global latency for L2 is $\sim 40\mu s$, and it has a typical accept rate of $\sim 0.5$-1 kHz. The possibility of deadtime arises in the transition from L1 to L2: if the L1 accept rate is too high or the processing time at L2 is too long, the four front-end buffers may fill up. CDF has designed its trigger system to operate with a deadtime of $\lesssim 5\%$.

Upon a L2 accept, the data from the front-end buffers on the detector are read out and sent to the level 3 trigger (L3). L3 is a processing farm of nearly 300 commercial dual processor computers. Each runs event reconstruction code of near-offline quality and imposes a loose set of cuts on reconstructed objects, and can process an event in about 1 s. With the full detector information available to it, and a longer latency at which it may operate, the L3 algorithms can apply even more precise cuts to remove events faking the signals associated with the objects we desire to store. The typical L3 accept rate is $\sim 100$-150 Hz. After an L3 accept, the data is sent to storage areas, where it is then analyzed offline.
Figure 2.5: The data flow in CDF’s three-level realtime trigger system, which reduces the 1.7 MHz average event rate to about 100 Hz. The data is then be stored for further offline analysis.
CHAPTER 3
EVENT RECONSTRUCTION

After events are recorded, they are analyzed offline to find physical processes of interest. In this analysis, we search for $ZW$ and $ZZ$ production, where a $Z$ boson decays to an $e^+e^-$ or $\mu^+\mu^-$ lepton pair, and the other boson decays to a quark-antiquark pair: either $Z \rightarrow q\bar{q}$, or $W^\pm \rightarrow q\bar{q}'$. In order to identify these events, we need to reconstruct each of the decay products from diboson production. This chapter contains a summary of the ways in which we reconstruct these, and other, objects based on their signatures in the CDF detector.

3.1 Electrons

High-energy electrons and positrons (hereafter, we will not consider the matter/antimatter distinction and will call all such objects “electrons”), as they pass through the detector, should leave the following signatures in the CDF detector: a charged particle track in the silicon detectors and the COT, an electromagnetic shower in the EM calorimeter, and very little energy deposited in the hadronic calorimeter. The selection of our electrons is based on identifying each of these signatures in the event.

3.1.1 Central Electrons

For central electrons ($|\eta| < 1$), we search for tracks found in the COT. The track quality can be quantified by counting the number of hits associated with the charged particle track.
We typically count the number of individual hits seen in each superlayer: if seven or more out of the twelve wires receive a significant signal, we consider that superlayer segment as part of the track. We can then place cuts on the number of axial and stereo segments contained in the track: typically 3 axial segments and 2 stereo segments gives a track of good quality. With a reconstructed track, we also extrapolate and find the $z$ coordinate of where the track intersects with the beamline in the $r$-$z$ plane. We can require this quantity, the track $z_0$, to be consistent with the location of the luminous region: within 60 cm of the detector’s center.

Central electrons should also leave energy in the CEM. Electron clusters are formed by searching for calorimeter towers with EM $E_T > 2$ GeV and a COT track pointing to the same tower. One additional tower may be included in the electron cluster if is on the same $\phi$ wedge and adjacent to the seed tower in $\eta$. Since electrons should deposit little energy in the CHA, the electron cluster is required to have a total hadronic energy that is less than 12.5% of the electromagnetic energy.

Once we have identified an electromagnetic cluster, quality requirements can be made on variables that distinguish electrons from photons or jets. Typically, a stricter requirement on the ratio of hadronic to electromagnetic energy is made: $E_{\text{HAD}}/E_{\text{EM}} < 0.055 + 0.00045 \cdot E [\text{GeV}]$. Also, we can require the electron to be “isolated” in the calorimeter: that any other energy in a cone of $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} \leq 0.4$ is less than 10% of the $E_T$ of the electron.

For electrons with well-reconstructed tracks, we can examine the ratio of the electromagnetic energy to the momentum of the COT track: $E/p$. For relativistic electrons, this quantity should be 1, while photons without a COT track associated to them (or an essentially random COT track associated with them) will typically have much higher $E/p$. However, high-energy electrons may emit a collinear photon in the tracking volume that decreases the track momentum. For our highest-quality electron selection, we place a cut
Finally, we can place cuts based on properties of the electromagnetic shower. The lateral shower profile can be compared with test-beam data, and a variable $L_{shr}$ [46] can be used to check consistency with the expected behavior of electrons. Also, with a reconstructed COT track, we can match properties of the track to the location of the center of shower maximum in the CES. We can measure the distance in the $r$-$\phi$ plane between the extrapolated COT track location and the cluster in the CES, $Q \cdot \Delta x_{CES}$ (it is multiplied by the charge of the track to account for asymmetries in the tail of the track from bremsstrahlung), as well as the distance in the $r$-$z$ plane, $\Delta z_{CES}$.

We define three different types of central electron: Tight Central Electron (TCE), Loose Central Electron (LCE), and Central Trackless Electron objects (CTE). The requirements for an electron to be classified as one of these types are given in Tab. 3.1. TCE objects are our highest quality central electrons. The LCE selection removes some of the quality requirements on the shower profile and $E/p$. A CTE object is, basically, an electromagnetic cluster with a track of minimal quality pointing to it (so, despite their name, they are not truly trackless). These electron classes are forced to be mutually exclusive.

3.1.2 Forward (Plug) Electrons

For forward regions of the detector ($|\eta| > 1$), the COT does not provide full coverage, and so we cannot solely rely on COT tracks for electrons in this region. We can, instead, search for hits in the silicon detectors, which owing to their position close to the beam line provide much greater $\eta$, coverage. These “PHOENIX” tracks can be matched to clusters in the PEM, and thus improve electron identification in forward regions of the detector. We only consider electrons with $|\eta| \leq 2.8$, as beyond this region the calorimeter is not modeled as well, and there are an increased number of hadronic jets that can fake our
<table>
<thead>
<tr>
<th></th>
<th>TCE</th>
<th>LCE</th>
<th>CTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{Had}}/E_{\text{EM}}$</td>
<td>$&lt; 0.055 + 0.00045 \times E \ [\text{GeV}]$</td>
<td>$&lt; 0.055 + 0.00045 \times E \ [\text{GeV}]$</td>
<td>$&lt; 0.055 + 0.00045 \times E \ [\text{GeV}]$</td>
</tr>
<tr>
<td>Iso. Ratio ($\Delta R \leq 0.4$)</td>
<td>$&lt; 0.1$</td>
<td>$&lt; 0.1$</td>
<td>$&lt; 0.1$</td>
</tr>
<tr>
<td>Found COT Track?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Track $</td>
<td>z_0</td>
<td>$</td>
<td>$&lt; 60 \text{ cm}$</td>
</tr>
<tr>
<td>Track $p_T$</td>
<td>$&gt; 10 \text{ GeV/c}$</td>
<td>$&gt; 10 \text{ GeV/c}$</td>
<td>$&gt; 10 \text{ GeV/c}$</td>
</tr>
<tr>
<td>$N$ Axial Seg.</td>
<td>$\geq 3$</td>
<td>$\geq 3$</td>
<td>$\geq 3$</td>
</tr>
<tr>
<td>$N$ Stereo Seg.</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
</tr>
<tr>
<td>$E/p$</td>
<td>$&lt; 2.5 + 0.015 \times p_T \ [\text{GeV/c}]$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{\text{shr}}$</td>
<td>$&lt; 0.2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Q \cdot \Delta x_{\text{CES}}$</td>
<td>$&gt; -3.0 \text{ cm}, &lt; 1.5 \text{ cm}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\Delta z_{\text{CES}}</td>
<td>$</td>
<td>$&lt; 3.0 \text{ cm}$</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of the cuts on electromagnetic clusters used to define our central electron types in this analysis.
electron selection.

Similar to how we form electron clusters in the CEM, we also form such clusters in the PEM. Here, we allow the clusters to contain a seed tower plus two additional towers, adjacent in $\eta$ or $\phi$ to the seed. As in the central electron selection, electron clusters in the PEM are required to have a total hadronic energy that is less than 0.125 times the electromagnetic energy. We can place cuts similar to the central electron selections: we typically require $E_{\text{HAD}}/E_{\text{EM}} < 0.05$ and that the cluster be isolated. Additionally, we can look at a $3 \times 3$ array of towers around the seed tower, and determine if the distribution of energies in this array is consistent with what we expect for electrons based on test-beam data via a $\chi^2_{\text{PEM}}$ comparison. We also may consider showering information from the PES detectors, looking at how well the shower profile matches the energy distribution in the PEM towers. This can be checked in both sets of PES strips (labeled $u$ and $v$).

We define two different types of forward electrons: those with silicon hits associated with a high-energy PEM cluster and those without such a track. The former we call PHOENIX (or PHX) electrons, while the latter we call simply plug electromagnetic (PEM) objects. A summary of the cuts and requirements for these electron types is shown in Tab. 3.2.

<table>
<thead>
<tr>
<th></th>
<th>PHX</th>
<th>PEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\eta</td>
<td>\text{ range}$</td>
</tr>
<tr>
<td>$E_{\text{HAD}}/E_{\text{EM}}$</td>
<td>$&lt; 0.05$</td>
<td>$&lt; 0.05$</td>
</tr>
<tr>
<td>Iso. Ratio ($\Delta R \leq 0.4$)</td>
<td>$&lt; 0.1$</td>
<td>$&lt; 0.1$</td>
</tr>
<tr>
<td>$\chi^2_{\text{PEM}}$</td>
<td>$&lt; 25$</td>
<td>$&lt; 25$</td>
</tr>
<tr>
<td>PES($u$) $5 \times 9$ Shower Profile Ratio</td>
<td>$&lt; 0.65$</td>
<td>$&lt; 0.65$</td>
</tr>
<tr>
<td>PES($v$) $5 \times 9$ Shower Profile Ratio</td>
<td>$&lt; 0.65$</td>
<td>$&lt; 0.65$</td>
</tr>
<tr>
<td>$\Delta R$ btw. PES and PEM Cluster</td>
<td>$&lt; 3.0 \text{ cm}$</td>
<td>$&lt; 3.0 \text{ cm}$</td>
</tr>
<tr>
<td>$N_{\text{hits}}$ in silicon</td>
<td>$\geq 3$</td>
<td></td>
</tr>
<tr>
<td>Track $</td>
<td>z_0</td>
<td>$</td>
</tr>
</tbody>
</table>

Table 3.2: Summary of the cuts on electromagnetic clusters used to define our forward (or plug) electron types in this analysis.
3.2 Muons

High-energy muons and antimuons (again, we will hereafter call all such objects “muons”) should leave the following signature as they pass through the detector: a charged particle track in the silicon and COT, very little energy in the electromagnetic and hadronic calorimeters, and hits in the muon detectors sitting outside the calorimeter if the muons are traveling towards those detectors. Thus, an essential part to muon reconstruction is finding a high-quality track that points to little energy in the calorimeters. The presence of hits in the muon detectors associated with that track provide higher assurances that this track is from a muon.

The track requirements for central muons mirror many of the requirements of central electrons: we require a number of axial and stereo COT segments to contain the track and that the track $z_0$ lie within the luminous region of the beam line. However, we require additional constraints on central muon tracks. We can reconstruct the impact parameter, $d_0$, of that track with respect to the beam line. High-$p_T$ muons produced in the primary $p\bar{p}$ interaction should have $d_0 \approx 0$, while muons from $K$ or $\pi$ meson decays or from cosmic rays may have much higher impact parameters. The cut we place on the impact parameter depends on whether or not silicon hits are attached to the COT track; if they are, the impact parameter resolution is much improved. Additionally, for muons not from the primary $p\bar{p}$ interaction, the track fit will be of worse quality—we can place a cut on the $\chi^2$ of the fit to the track to reduce contributions from these muons. We also place caps on the energy in the electromagnetic and hadronic calorimeter near the reconstructed track.

We define muon types largely by the muon detector (CMU, CMP, or CMX), if any, where they leave hits. Because the $\eta$ coverage of the CMU and CMP detectors overlap, we also define a high-quality class of muons labeled “CMUP”. We match stubs to tracks in the $r$-$\phi$ plane, and look at the distance between stub hits and the track: $\Delta X$. The matching is
required to be within about 7 cm. Additionally, for muons matched to hits on the CMX, we require the track pass through all eight COT superlayers by placing a requirement on the “exit radius” of the COT track, defined as

$$
\rho_{\text{COT}} \equiv (z_{\text{COT}} - z_0) \cdot \tan \theta ,
$$

where $z_{\text{COT}}$ is the distance from the edge of the COT to the center of the detector: $+155$ cm for $\eta > 0$, and $-155$ cm for $\eta < 0$. A requirement that $\rho_{\text{COT}} < 140$ cm ensures that the track passes through a region that best matches the requirements of some of the high-$p_T$ muon triggers.

We also look for muons that do not leave hits in the muon detectors, increasing our acceptance beyond the limited coverage of the muon detectors. For these “stubless” muons, we require there be a small amount of energy in the calorimeter (100 MeV) as muons should leave a small amount of energy as they pass through. For the forward regions of the detector, we require stubless muons leave well reconstructed track hits in 60% of the COT layers that the track should, based on its $\eta$, pass through. We additionally place caps on the electromagnetic and hadronic energies in the calorimeter, to reduce the number of jets that may fake these cuts. These central and forward stubless muons are called “CMIOCES” and “CMIOPES” muons, respectively.

Finally, we accept a class of objects that are simply well-reconstructed tracks that point to cracks in the calorimeter. These cracks may be between calorimeter tower wedges, between the two halves of the central calorimeter (at $\eta = 0$), or between the central and plug calorimeters. The tracks are simply required to not point to active regions in the CEM or PEM calorimeter, and that they, like electrons, pass calorimeter isolation requirements. These “Crack Track” (CrkTrk) objects may be either electrons or muons.

Tab. 3.3 contains a summary of the common requirements on our muon/CrkJTrk ob-
jects, Tab. 3.4 summarizes the additional individual requirements on each of the stubbed muon types, and Tab. 3.5 the requirements on the stubless central muons and CrkTrk objects. Tab. 3.6 summarizes the requirements on stubless forward muons.

<table>
<thead>
<tr>
<th>Common Central Muon/CrkTrk Cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N \text{ Axial COT Seg.} \geq 3 )</td>
</tr>
<tr>
<td>( N \text{ Stereo COT Seg.} \geq 2 )</td>
</tr>
<tr>
<td>Corrected ( d_0 &lt; 0.02 \text{ cm} ) (&lt; 0.2 cm if no silicon hits attached)</td>
</tr>
<tr>
<td>Track (</td>
</tr>
<tr>
<td>( \chi^2/ \text{n.d.o.f.} &lt; 3.0^* )</td>
</tr>
<tr>
<td>( E_{\text{EM}} &lt; 2.0 \text{ GeV} + 0.0115 \times (p \text{ [GeV/c]} - 100 \text{GeV/c})^\dagger )</td>
</tr>
<tr>
<td>( E_{\text{HAD}} &lt; 6.0 \text{ GeV} + 0.028 \times (p \text{ [GeV/c]} - 100 \text{GeV/c})^\dagger )</td>
</tr>
</tbody>
</table>

Table 3.3: Summary of the common requirements for central muons and CrkTrk objects. Additional requirements for each of the muon objects are listed in Tab. 3.4 and Tab. 3.5.

*This requirement is loosened to < 4.0 for earlier runs.
†The additional leeway on the energy limits in the calorimeter applies only to tracks with \( p > 100 \text{ GeV/c} \).

### 3.3 Quarks and Gluons: Jets

Quarks and gluons (or “partons”) do not appear as individual particles when they are produced in particle colliders due to the confinement properties of the strong force. Instead, single quarks and gluons will form showers of color-neutral mesons and baryons. This process, called hadronization, leads to the formation of “jets” of particles clustered together. This cluster of particles may leave a number of tracks in the tracking chamber, and then leave large clusters of energy in both the electromagnetic and hadronic portions of calorimeter towers. At CDF, we must identify the towers that form these jets, measure their energy properly, and then correct the energy of the jet to the match the energy of the originating parton. The jet clustering and energy corrections are described in this section and Chap. 5, respectively, and are described in further detail in [47] and [48].

Calorimeter towers are typically clustered to form jets using the JETCLU fixed-size cone
Table 3.4: Summary of the individual requirements for central stubbed muons. All muons also satisfy the requirements in Tab. 3.3.

<table>
<thead>
<tr>
<th></th>
<th>CMUP</th>
<th>CMU</th>
<th>CMP</th>
<th>CMX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta X_{CMU}$</td>
<td>$&lt; 7.0 \text{ cm}$</td>
<td>$&lt; 7.0 \text{ cm}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta X_{CMP}$</td>
<td>$&lt; \text{max}(6.0 \text{ cm}, 150/p_T [\text{GeV}/c])$</td>
<td>$&lt; \text{max}(6.0 \text{ cm}, 150/p_T [\text{GeV}/c])$</td>
<td>$&lt; \text{max}(6.0 \text{ cm}, 125/p_T [\text{GeV}/c])$</td>
<td>$&lt; 140 \text{ cm}$</td>
</tr>
<tr>
<td>$\rho_{COT}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.5: Summary of the individual requirements for stubless central muons and CrkTrk objects. Each muon type also satisfies the requirements in Tab. 3.3.

<table>
<thead>
<tr>
<th></th>
<th>CMIOCES</th>
<th>CrkTrk</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2/ \text{n.d.o.f}$</td>
<td>&lt; 3.0</td>
<td>&lt; 3.0</td>
</tr>
<tr>
<td>Track Fiducial to CEM?</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Track Fiducial to PEM?</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>$E_{\text{EM+HAD}}$</td>
<td>&gt; 100 MeV</td>
<td>&gt; 100 MeV</td>
</tr>
<tr>
<td>Iso. Ratio ($\Delta R \leq 0.4$)</td>
<td>&lt; 0.1</td>
<td>&lt; 0.1</td>
</tr>
</tbody>
</table>

Table 3.6: Summary of requirements for tracks to pass our stubless forward requirements (CMIOCES). (*) The additional leeway on the energy limits in the calorimeter applies only to tracks with $p > 100 \text{ GeV}/c$.

<table>
<thead>
<tr>
<th>CMIOPES Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected $d_0 &lt; 0.02 \text{ cm}$ ($&lt; 0.2 \text{ cm}$ if no silicon hits attached)</td>
</tr>
<tr>
<td>Track $</td>
</tr>
<tr>
<td>COT Hit Fraction $&gt; 0.6$</td>
</tr>
<tr>
<td>$E_{\text{EM}} &lt; 2.0 \text{ GeV} + 0.0115 \times (p \text{ [GeV}/c] - 100 \text{GeV}/c)^*$</td>
</tr>
<tr>
<td>$E_{\text{HAD}} &lt; 6.0 \text{ GeV} + 0.028 \times (p \text{ [GeV}/c] - 100 \text{GeV}/c)^*$</td>
</tr>
<tr>
<td>$E_{\text{EM+HAD}} &gt; 100 \text{ MeV}$</td>
</tr>
<tr>
<td>Track Fiducial to PEM</td>
</tr>
</tbody>
</table>

(*) The additional leeway on the energy limits in the calorimeter applies only to tracks with $p > 100 \text{ GeV}/c$. 

*The additional leeway on the energy limits in the calorimeter applies only to tracks with $p > 100 \text{ GeV}/c$. 
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algorithm [47]. For each event, all towers with \( E_T = E \sin \theta = (E_{EM} + E_{had}) \sin \theta > 1 \text{ GeV} \) are collected in a seed tower list, sorted by decreasing tower \( E_T \). Jets are formed by adding to the seed tower all towers within a given \( \Delta R \) (the cone size) and with \( E_T > 1 \text{ GeV} \), giving an initial list of clusters. For each cluster, an \( E_{T, \text{jet}} \), \( \eta_{\text{jet}} \), and \( \phi_{\text{jet}} \) are defined as follows:

\[
E_{T, \text{jet}} = \sum_{i=0}^{N_{\text{low}}} E_{T,i} ;
\]

\[
\eta_{\text{jet}} = \sum_{i=0}^{N_{\text{low}}} \frac{E_{T,i} \cdot \eta_{i}}{E_{T,\text{jet}}} ; \quad \text{and},
\]

\[
\phi_{\text{jet}} = \sum_{i=0}^{N_{\text{low}}} \frac{E_{T,i} \cdot \phi_{i}}{E_{T,\text{jet}}} .
\]

Here, \( N_{\text{low}} \) is the number of towers associated with each cluster, and \( E_{T,i}, \eta_{i}, \) and \( \phi_{i} \) are the transverse energy and position coordinates of tower \( i \). If any jets overlap, they are merged if their overlapping towers make up more than 50% of each jet, otherwise each tower is assigned to the nearest jet. Once an initial list of jets is formed, the jet position coordinates serve as new seeds, and a new list of towers within the cone size is formed for each jet. The process of clustering and determining new jets is repeated until the towers in each cluster is stable. The final jet variables are then defined as follows:

\[
E_{\text{jet}} = \sum_{i=0}^{N_{\text{low}}} E_{i} ;
\]

\[
p_{x, \text{jet}} = \sum_{i=0}^{N_{\text{low}}} E_{i} \sin \theta_{i} \cos \phi_{i} ;
\]

\[
p_{y, \text{jet}} = \sum_{i=0}^{N_{\text{low}}} E_{i} \sin \theta_{i} \sin \phi_{i} ;
\]
$$p_z^\text{jet} = \sum_{i=0}^{N_{\text{low}}} E_i \cos \theta_i ;$$

$$p_T^\text{jet} = \sqrt{(p_x^\text{jet})^2 + (p_y^\text{jet})^2} ;$$

$$\phi^\text{jet} = \tan \frac{p_y^\text{jet}}{p_x^\text{jet}} ;$$

$$\sin \theta^\text{jet} = \frac{p_y^\text{jet}}{\sqrt{(p_x^\text{jet})^2 + (p_y^\text{jet})^2 + (p_z^\text{jet})^2}} ;$$ and,

$$E_T^\text{jet} = E^\text{jet} \sin \theta^\text{jet} .$$

After the formation of jets using the clustering algorithm, a number of energy corrections, described in Chap. 5, are applied to jets with $E_T > 8 \text{ GeV}$. The energy before corrections is called the “raw” energy, while the energy after corrections is called the “corrected” energy. Most of the jets used in this $ZW/ZZ \rightarrow \ell^+\ell^- + jj$ analysis have a cone size of $R = 0.4$, and have corrected $E_T > 25 \text{ GeV}$ and $|\eta| < 2.0$. Some portions of the analysis look at jets down to 15 GeV in transverse energy and $|\eta|$ up to 2.4, but jets beyond these boundaries are not as well modeled in our Monte Carlo simulations.

### 3.4 Neutrinos: Missing Transverse Energy

Neutrinos are not a part of our main analysis selection, but we do use $W \rightarrow \ell \nu$ and $t\bar{t} \rightarrow W^+bW^-\bar{b} \rightarrow b\bar{b}\ell\nu q\bar{q}'$ selections as calibration regions for some of the new tools developed for our analysis. Neutrinos interact with matter, but they do so at a rate so low that we may assume neutrinos escape without depositing any energy in our detector. In order to try to select events with a neutrino, we make use of the fact that the incoming protons and antiprotons have only momentum in the z direction. While we do not know the total $p_z$ of the partons that take part in the primary interaction, we do know that the $p_T$ of these partons is approximately zero. Thus, momentum in the transverse plane should
be conserved. A significant imbalance in the total transverse momentum would indicate that a particle produced in the collision escaped detection.

We define “missing energy” variables by taking the negative of the sum over all calorimeter towers ($i$) in the event:

$$E_x \equiv - \sum_i E_{T,i} \cos \phi_i$$

$$E_y \equiv - \sum_i E_{T,i} \sin \phi_i .$$

With these quantities we may define a missing transverse energy vector, $\vec{E}_T \equiv E_x \hat{i} + E_y \hat{j}$, whose magnitude, $E_T$, we call the missing transverse energy (or “MET”). Due to jet energy corrections, we must also “correct” this quantity to account for these corrections—the corrections are made up to the absolute jet energy scale (see Chap. 5, especially Sec. 5.4). We also correct the $E_T$ to account for identified muons in the event, as muons carry momentum that is largely unseen by the calorimeter. We associate this final, corrected missing energy with the $p_T$ of an escaping particle, like a neutrino.

However, $E_T$ can also be created in events with multiple jets where one or more jet energies are not accurately measured, as this will create a “fake” momentum imbalance. While it is unlikely for such an event to yield large $E_T$—enough to mimic a neutrino or multiple neutrinos—the production cross section for multijet production is very high, and thus can become a significant backgrounds to events with “real” $E_T$. Thus, we may also consider the $E_T$-significance [31], a dimensionless quantity that characterizes how significant the reconstructed $E_T$ is compared to typical $E_T$ contributions from the poor energy resolution of jets, the presence of soft, unclustered particles, and to variations in event topologies.
CHAPTER 4

EVENT SELECTION AND MODELING

With the Tevatron having finished operations in September of 2011, we can perform this search for $ZW/ZZ$ production in the charged leptons + jets channel using the full collection of $pp$ collisions taken by the CDF II detector. Because we depend on the identification of both electrons and muons in our analysis, and we rely on the silicon detectors to improve our ability to identify $b$ jets (see Chap. 6), we require the data to come from periods of operation when the calorimeter, muon detectors, and silicon detectors were all functioning properly. The integrated luminosity of this final dataset is $8.9 \text{ fb}^{-1}$.

4.1 Trigger Selection Requirements

As discussed in Sec. 2.2.5, it is impossible to permanently record every $pp$ collision that takes place in CDF. Due to their distinct signatures in the detector, high-$p_T$ leptons are often used to identify physical processes of interest and separate them from the high multijet backgrounds at hadron colliders. High-$p_T$ leptons are used in many analyses at CDF: in studies of the top quark, the $W$ and $Z$ bosons, and in searches for the Higgs boson and physics beyond the Standard Model. Thus, triggering on high-$p_T$ electrons and muons is a priority for the experiment.

We use data collected on a suite of high-$p_T$ lepton triggers. The triggers with the largest contributions are:

- a central electron trigger that requires at least one electromagnetic cluster in the CEM matched to a high-$p_T$ ($> 18 \text{ GeV}/c$) COT track;
• a “Z No-Track” trigger that requires at least two electromagnetic clusters (in either the CEM or PEM) whose energies are consistent with being from a Z boson decay;

• and, central muon triggers that require at least one high-$p_T$ (> 18 GeV/c) COT track matched to hits in the CMU and CMP or CMX detectors.

Additional triggers that accept other leptons (like muons which only leave hits in the CMU or CMP detectors) or leptons in association with other objects (like a lepton with a jet) also contribute to our sample. Some triggers in this selection are also pre-scaled, where only a fraction of the total number of events passing the trigger requirements are written to tape. This acceptance across a number of different triggers leads to an increase in the overall acceptance for our diboson signal.

4.2 Selection Requirements

The Feynman diagrams for $ZW/ZZ$ production and decay to the $\ell^+\ell^- + jj$ final state are shown in Fig. 1.5. Our final state contains two oppositely-charged high-$p_T$ leptons from the decay of a Z boson, and two (quark) jets from the decay of a W or Z boson. We include both W and Z boson decays because the resolution of the calorimeter does not allow us to distinguish between hadronic decays of the W boson ($m_W = 80.4$ GeV/$c^2$) and the Z boson ($m_Z = 91.2$ GeV/$c^2$).

The details of the event selection are summarized in Tab. 4.1. We demand both leptons have $p_T > 20$ GeV/c, so as to be in a kinematic region where the triggers are highly efficient. We require there to be a reconstructed interaction vertex in the luminous region of the detector, and that the individual leptons’ reconstructed crossing point with the beamline, $z_0$, be within 5 cm of each other for leptons with well reconstructed tracks: central electrons and all muons. Due to the poorer tracking information on forward electrons, we remove this requirement on electron pairs containing a PHX or PEM
electron. Similarly, we require lepton pairs with well-reconstructed tracks to have opposite charge. Most importantly, leptons are required to have a reconstructed dilepton mass in a $30 \text{ GeV}/c^2$ window around the $Z$ boson mass: $76 \text{ GeV}/c^2 \leq M_{\ell\ell} \leq 106 \text{ GeV}/c^2$.

<table>
<thead>
<tr>
<th>$Z + \text{jets Selection}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{vert}} &gt; 0$</td>
</tr>
<tr>
<td>$</td>
</tr>
<tr>
<td>Lepton pair from Tab. 4.3</td>
</tr>
<tr>
<td>$\Delta z_0$ between leptons $&lt; 5 \text{ cm}$*</td>
</tr>
<tr>
<td>Leptons oppositely charged*</td>
</tr>
<tr>
<td>$1^{\text{st}/2}\text{nd}$ lepton $p_T &gt; 20 \text{ GeV}/c$</td>
</tr>
<tr>
<td>$76 \text{ GeV}/c^2 &lt; M_{\ell\ell} &lt; 106 \text{ GeV}/c^2$</td>
</tr>
<tr>
<td>$E_T &lt; 20 \text{ GeV}$</td>
</tr>
<tr>
<td>$1^{\text{st}/2}\text{nd}$ jet $E_T &gt; 25 \text{ GeV}$</td>
</tr>
<tr>
<td>$1^{\text{st}/2}\text{nd}$ jet $</td>
</tr>
<tr>
<td>$\Delta R$ between jets and any lepton $&gt; 0.4$</td>
</tr>
<tr>
<td>$\Delta R$ between jets $&gt; 0.7$</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of event selection requirements in the analysis.

*Only applied to central electron and muon pairs.

For the selection of the hadronically decaying $W$ or $Z$ boson, we require there be at least two jets with $E_T > 25 \text{ GeV}$. This energy is the jet energy after all corrections to the jet energy scale have been applied, described in detail in Chap. 5. We order jets in $E_T$ in the event, so the “first” jet is the highest-$E_T$ jet, and the “second” jet the second-highest in $E_T$. These jets are also required to be within a well-reconstructed portion of the detector, with $|\eta| < 2$. Furthermore, we require that the jets not overlap with one of the reconstructed leptons by requiring the $\Delta R$ between the leptons and any jet to be greater than the cone-size of the jet, 0.4. We also require that the jets be well-separated from each other, with $\Delta R$ between jets $> 0.7$—the increased separation is motivated by the use of a quark-gluon discriminant (see Chap. 7) that looks at tower and track information within a cone of $R= 0.7$ around the jet.

Finally, because our final state should contain no objects that fail to be reconstructed
in the detector, we also require the missing transverse energy \( (E_T) \) be less than 20 GeV.

### 4.3 Background and Signal Modeling

After applying the selection from Tab. 4.1, we have three major background contributions to the sample: events with a \( Z \rightarrow \ell^+\ell^- \) decay plus additional jets; \( t\bar{t} \) production, where the decay chain is \( t\bar{t} \rightarrow W^+bW^-\bar{b} \rightarrow \ell^+\nu_\ell b\ell^-\bar{\nu}_\ell \bar{b} \) (which is suppressed but not eliminated by the \( E_T \) cut); and, events where one or both leptons are “faked” by jets that satisfy the electron or muon selection requirements. The former two backgrounds, along with our \( ZW/ZZ \) signal, are modeled using Monte Carlo (MC) simulations, while the events with fake leptons are modeled using a data-driven method. The details of the modeling are described below.

#### 4.3.1 Monte Carlo Simulations

The dominant background in our \( ZW/ZZ \) search is from the leptonic decay of a \( Z \) boson produced in association with two jets. We model this background using MC simulations generated using \textsc{alpgen} [49] version 2.10. \textsc{alpgen} is a leading-order (LO) matrix element calculator and event generator, focused specifically on modeling multiparton final states. \( Z + n \) parton final states are generated separately for varying \( n \), and then these events are interfaced with another MC program, \textsc{pythia} [50] (version 6.216), which performs the evolution of the parton shower into its final state particles. A matching scheme accounts for ambiguities between partons generated in the initial interaction and those produced in the parton shower, avoiding double-counting.

We apply a \( k \)-factor of 1.4 to the predicted cross section from \textsc{alpgen} to account for next-to-leading-order effects (NLO) that increase the \( Z + \) jets cross section, and we apply an additional \( k \)-factor of 2.0 to \( Z + b\bar{b} \) processes to agree with measurements of the
$Z + b$ jet cross section [51]. While the largest cross section exists for the mediating $Z$ boson to have a mass at $m_Z = 91.2$ GeV/$c^2$, we include contributions from Drell-Yan production where the mediator is off-shell. We analyze samples with $\gamma/Z^*$ mass down to 20 GeV/$c^2$, and up to 400 GeV/$c^2$, though the cut on $m_{\ell\ell}$ greatly suppresses any contributions outside our $Z$ mass window.

We use simulations generated using PYTHIA alone to model our $t\bar{t}$ background and our diboson signal samples. Our $t\bar{t}$ sample assumes a top mass of $m_t = 172.5$ GeV/$c^2$, very close to the current world average value of 173.5 GeV/$c^2$ [18]. We assign a production cross section of $\sigma_{t\bar{t}} = 7.5$ pb. The top sample we use is an inclusive sample containing all possible decays of the $W$ bosons produced, not only the leptonic decays. Our diboson samples are also inclusive decay samples, and include a generated $\gamma/Z^*$ mass down to 2 GeV/$c^2$ (the $W$ boson is required to be on-shell). We use the predicted cross sections according to [19], $\sigma_{WZ} = 3.7$ pb and $\sigma_{ZZ} = 1.4$ pb for $m_{Z^*} > 40$ GeV/$c^2$ (see [31]), scaling our generated MC accordingly.

All MC samples are generated using the CTEQ6M [52] parton distribution functions. After event generation, the simulated events are run through a GEANT3 [53] simulation of the CDF detector. GFLASH [54] is used to speed-up the simulation of particle showers in the calorimeter. A complete list of the various MC samples used in this analysis is provided in App. A.

Monte Carlo simulations are generated using an instantaneous luminosity profile of a particular run range: there are “low-luminosity” samples that correspond to early periods of data-taking, while “high-luminosity” samples were generated mimicking later data, when the instantaneous luminosity provided by the Tevatron was higher. Still, the luminosity profile of our MC samples does not perfectly match that of our data. We account for this by applying a weight to MC events according to the number of reconstructed interaction vertices, $N_{\text{vtx}}$, a stand-in for the instantaneous luminosity (and a variable that captures
the effects of pileup of multiple interactions). This reweighting factor is determined by comparing the distribution of $N_{\text{vtx}}$ in data and MC in a sample of $Z \rightarrow \ell^+\ell^-$ events before any cuts on the jets in the event or the $E_T$ have been applied, so as not to bias the $N_{\text{vtx}}$ distribution.

### 4.3.2 “Fake” Leptons

Another significant background results from jets that pass the lepton selection cuts described in Secs. 3.1 and 3.2. These jets are thus misidentified as leptons, and we call them “fake” leptons, or simply “Fakes”. The contributions from these lepton fakes are estimated via a data-driven method, but this method is different for muons and electrons. For the former, we use events with same-sign muon pairs (rather than opposite-sign) that otherwise satisfy all of our event selection requirements. The reconstructed charge for jets faking muons should be uncorrelated with the charge of another muon in the event, so the contribution from same-sign fakes should be the same as that of opposite-sign fakes. Since we expect no major physics backgrounds to our same-sign sample, we may simply use it to model our muon fakes.

In order to estimate the number of events in our sample where a jet fakes an electron, we construct a “fake rate” that corresponds to the likelihood a jet with a certain $E_T$ and $\eta$ will fake our electron selections. To determine this fake rate, we look at data from three jet triggers: Jet50, Jet70, and Jet100, where the trigger object is a calorimeter jet with $E_T$ greater than 50 GeV, 70 GeV, and 100 GeV, respectively. The former two triggers have a pre-scale applied.

In these samples, we search for all jets with $|\eta| < 2.8$ (which matches the coverage of PEM objects) and EM fraction $< 0.9$ in bins of $E_T$ and $\eta$. The number of such jets forms the denominator of our fake rate. For the numerator, we count all identified leptons matched
to a jet (where we drop the EM fraction cut). In all cases, we ignore the highest energy jet in the event, so as not to be biased by the trigger. Also, we reduce the number of real electrons in these events from $W^\pm \rightarrow e^\pm \nu$ and $Z \rightarrow e^+ e^-$ decays by removing events with $E_T > 15$ GeV (removing $W$ decays) and those with more than one identified lepton (removing $Z$ decays). Remaining contributions from $W$ and $Z$ production are modeled with PYTHIA Monte Carlo samples, and are subtracted from the numerator of our fake rate. The overall fake rate is then

$$F(E_T, \eta) = \left( \frac{N_{\text{Data}}(E_T, \eta) - N_{\text{MC}}(E_T, \eta)}{N_{\text{jets}}(E_T, \eta)} \right),$$

(4.1)

where $N_{\text{Data}}$ is the number of “electrons” matched to jets in the jet-triggered data (and thus are largely fake electrons), $N_{\text{MC}}$ is the number of electrons expected from $W$ and $Z$ production, and $N_{\text{jets}}$ is the total number of jets in the jet-triggered data.

The fake rates calculated with data from the three jet triggers, integrated over $\eta$, are shown in Figure 4.1. In our analysis, we use the Jet70 fake rates, assigning a 50% systematic uncertainty to cover any discrepancies between triggers. These differences may be from some residual trigger bias, or from some difference in the quark and gluon content of the samples. We expect quark jets to be more likely to fake electrons because they are more collimated than gluon jets.

To use our fake rates to estimate the number of fake electrons in our sample, we identify $e$-jet pairs (instead of $e$-$e$ pairs; the jets are required to have $|\eta| < 2.8$ and EM fraction $< 0.9$) in the high-$p_T$ electron dataset, and assign $F(E_T^{\text{jet}}, \eta^{\text{jet}})$ as a weight to these $e$-jet pairs. After this weight is applied, we treat that jet as we would any other electron, and then require the event to pass all requirements in Tab. 4.1. We consider each $e$-jet pair multiple times, applying the the fake rate for all electron types that may apply to the jet. Also, since there may be multiple jets in an event, we consider all possible $e$-jet pairs.
Figure 4.1: Fake rates calculated from jet data for our electron categories (from top left, moving right and down: TCE, LCE, CTE, PHX, and PEM). The shaded region corresponds to a 50% uncertainty on the Jet70 fake rates.

in the event.

The jets are treated exactly like electrons with one exception: we scale the energy of the jet down, because if a jet with cone-size $R = 0.4$ and a given energy fakes an electron,
that electron will have a smaller energy than the original jet. We determine this energy
scaling by comparing jet energies and the matched electron energies in the jet data, fitting
the electron $E_T$ as a linear function of the jet $E_T$ with a turn-on curve near 20 GeV:

$$E_{T \text{electron}} = \frac{(a \cdot E_{T \text{jet}} - b)}{(1 + e^{c(E_{T \text{jet}} - d)})} + 20 \text{ [GeV]} \ . \ (4.2)$$

These relationships are shown in Fig. 4.2. Some jets with low energies look like they are
not modeled well in the fit, but this is largely due to low statistics as it is unlikely for a
20 GeV jet to fake a 20 GeV/c lepton. Such jets are assigned fake rates at practically
zero, therefore their contribution is negligible.

The method described above for applying the fake rates to e-jet pairs works well for
modeling events where there is one real electron (likely from a leptonic $W$ decay) and
one fake electron. However, it does not correctly model the number of events where both
electrons are faked by jets. To illustrate this, suppose we have an event with $N_j$ jets.
Ignoring the complications of the $E_T/\eta$ binning, the likelihood exactly one electron being
faked by this set of jets is

$$N_1 = \mathcal{F} \cdot N_j \ . \ (4.3)$$

The likelihood of two electrons being faked has a combinatoric factor applied:

$$N_2 = \mathcal{F}^2 \cdot \frac{N_j!}{2 \cdot (N_j - 2)!} = \mathcal{F}^2 \cdot \frac{N_j(N_j - 1)}{2} \ . \ (4.4)$$

Comparing Eq. 4.3 and Eq. 4.4, it's easy to see that $N_2 \neq \mathcal{F}N_1$, which is what the modeling
described previously assumes. Thus, for events where the two electrons are both fake
electrons from jets, we must apply an additional factor of $(N_j - 1)/2$. Note that here, $N_j$
is the total number of jets in an event, assuming all electrons are also jets. Thus, our
selection in Tab. 4.1 requires $N_j \geq 4$. In truth, our selection has $<N_j>= 4.3$, thus would
Figure 4.2: The matched electron $E_T$ as a function of the jet $E_T$ in Jet70 data, used to determine the approximate scale of jet energy to their faked lepton energy in the high-$p_T$ electron datasets. From top left moving right and down: TCE, LCE, CTE, PHX, and PEM. The red line represents a fit to the data. Some bins at low jet energies look like they are not modeled well in the fit, but these bins contain a small number of events, and thus are assigned fake rates at practically zero, therefore their contribution is negligible.
need a correction factor of $\approx 1.65$, assuming all fake electron events come from these double-fake events. This turns out to be a good assumption when requiring $E_T < 20$ GeV, based on comparisons of data and $W+\text{jets}$ MC.

### 4.4 Scale Factors from $Z + 1$ Comparisons

Our Monte Carlo simulation does not always accurately model important factors that affect the number of data events we see. For instance, the MC does not have a trigger applied to it, and so a non-unity trigger efficiency can lead to fewer data events than is modeled by the MC. Also, the MC may not correctly model the identification and reconstruction efficiencies for an electron or muon to fall into one of the definitions in Secs. 3.1 and 3.2. While it is possible to measure these quantities independently, our holistic trigger selection and the variety of lepton definitions make it simpler to compare data and MC in a separate sample dominated by background events.

<table>
<thead>
<tr>
<th>$Z + 1$ jet Selection, for Lepton-Pair Scale Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{vert}} &gt; 0$</td>
</tr>
<tr>
<td>$</td>
</tr>
<tr>
<td>$\Delta z_0$ between leptons $&lt; 5$ cm</td>
</tr>
<tr>
<td>Leptons oppositely charged*</td>
</tr>
<tr>
<td>$1^{\text{st}}/2^{\text{nd}}$ lepton $p_T &gt; 20$ GeV/c</td>
</tr>
<tr>
<td>$76$ GeV/$c^2 &lt; M_{\ell\ell} &lt; 106$ GeV/$c^2$</td>
</tr>
<tr>
<td>$Z$ $p_T &gt; 10$ GeV/$c$</td>
</tr>
<tr>
<td>$E_T &lt; 20$ GeV</td>
</tr>
<tr>
<td>$N_{\text{jets}} &gt; 20$ GeV = 1</td>
</tr>
<tr>
<td>$</td>
</tr>
<tr>
<td>$\Delta R$ between jet and any lepton $&gt; 0.4$</td>
</tr>
</tbody>
</table>

Table 4.2: Summary of event selection for determining lepton-pair scale factors.

*Only applied to central electron and muon pairs.

We determine these scale factors in a $Z + 1$ jet selection. The requirements for this selection are similar to those in Tab. 4.1, and are summarized in Tab. 4.2. The resulting
scale factor to have the MC agree with the data is then

\[ k_{SF} = \frac{N_{\text{data}} - N_{\text{fakes}}}{N_{\text{MC}}} , \]

where \( N_{\text{data}} \), \( N_{\text{fakes}} \), and \( N_{\text{MC}} \) are the number of events in data, the estimated number of fake lepton events, and the estimated number of events from MC, respectively. The scale factors are determined per lepton-pair, and listed in Tab. 4.3. These scale factors are applied as a weight to each MC event individually.

### 4.5 \( Z + 2 \) Jet Signal Region Comparisons

We apply the selection requirements in Tab. 4.1 to both the data and background selection. The total number of events after selection is summarized in Tab. 4.4. Overall, we see good agreement between the data and MC, with a difference in the total number of expected and observed events at less than 2%.

#### 4.5.1 Comparisons of Leptonic Variables

Figs. 4.3-4.6 show distributions of some of the leptonic variables. We include absolute comparisons alongside comparisons where the number of events has been normalized to unity, in order to better compare the shape. In the final fit for signal events, the \( Z + \) jets cross section will be allowed to vary unconstrained, and so may move to cover any discrepancy in the total number of expected events. Thus, these shape comparisons are in many ways more indicative of the agreement between data and our modeling in terms of the final result. We see some mismodeling of the resolution of lepton energies, evident in the comparison of the \( Z \) mass, due to small muon track \( p_T \) resolution differences between data and MC. Overall the data and MC agree well.
Table 4.3: List of lepton category pairs used in this analysis, along with the necessary Monte Carlo scale factors that incorporate trigger efficiencies and ID reconstruction efficiencies. Categories which do not require oppositely charge leptons are italicized. See Sec. 3.1 and 3.2, which contains a description of each lepton definition.

### 4.5.2 Comparisons of Jet Variables

Distributions of some jet variables are shown in Figs. 4.7-4.12. We generally see good agreement between data and MC, taking into account the slight normalization differences between the two. There are a couple items of note.

- The dijet mass distribution (see Fig. 4.7), which we fit to in order to extract our $ZW/ZZ$ signal, is reasonably well-modeled, but the data has a somewhat broader
### Table 4.4: The number of events in the Z + 2 jet signal region. The uncertainties are described in further detail in Sec. 8.2. In this table, we take an uncertainty on the Z + jets and ZW/ZZ cross section of 10% and 6%, respectively.

<table>
<thead>
<tr>
<th></th>
<th>e-e Events</th>
<th>µ-µ Events</th>
<th>All Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z + jets</td>
<td>5216 ± 670</td>
<td>3609 ± 463</td>
<td>8825 ± 1133</td>
</tr>
<tr>
<td>Z + b jets</td>
<td>417 ± 175</td>
<td>311 ± 130</td>
<td>728 ± 305</td>
</tr>
<tr>
<td>( \bar{t} \bar{t} )</td>
<td>5.76 ± 0.56</td>
<td>3.98 ± 0.39</td>
<td>9.74 ± 0.95</td>
</tr>
<tr>
<td>Fakes</td>
<td>348 ± 174</td>
<td>3 ± 1.7</td>
<td>351 ± 174</td>
</tr>
<tr>
<td>Expected ZW/ZZ</td>
<td>184 ± 17</td>
<td>131 ± 12</td>
<td>315 ± 29</td>
</tr>
<tr>
<td>Total Expected Data</td>
<td>6171 ± 774</td>
<td>4058 ± 509</td>
<td>10228 ± 1284</td>
</tr>
<tr>
<td></td>
<td>5990</td>
<td>4049</td>
<td>10039</td>
</tr>
</tbody>
</table>

**Figure 4.3:** The distribution of dilepton mass in the Z + 2 jet signal region, in linear scale (left) and normalized (right). The number of events from each contributing sample in the prediction, and the number of observed data, is given in Table 4.4.

The model mass spectrum than the background model.

- The model of the \( E_T \) of the jets (Fig. 4.8) agrees well at high jet \( E_T \), but has a slight deficit at lower jet energies.

- The most significant mismodeling we see is in the \( \eta \) of the sub-leading jet (Fig. 4.9), where we see a larger number of forward jets in data than in our background model. However, this discrepancy is not present in the leading jet, and is rather minor. Other kinematic variables related to the jet \( \eta \), like the \( \Delta R \) between jets (Fig. 4.10), are well-
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Figure 4.4: The leading lepton $p_T$ in the $Z + 2$ jet signal region, in linear scale (left) and normalized (right).

Figure 4.5: The sub-leading lepton $p_T$ in the $Z + 2$ jet signal region, in linear scale (left) and normalized (right).

- The dijet $p_T$ (Fig. 4.12), is particularly well-modeled.
Figure 4.6: The reconstructed $Z \rho_T$ in the $Z + 2$ jet signal region, in linear scale (left) and normalized (right).

Figure 4.7: The distribution of dijet mass in the $Z + 2$ jet signal region, with MC scaled to the data's luminosity (left) and with the distributions normalized to unity (right).
Figure 4.8: The distribution of the leading jet $E_T$ in the $Z + 2$ jet signal region, with MC scaled to the data’s luminosity (top left) and with the distributions normalized to unity (top right), and the second leading jet $E_T$ (bottom row).
Figure 4.9: The distribution of the leading jet $\eta$ in the Z + 2 jet signal region, with MC scaled to the data's luminosity (top left) and with the distributions normalized to unity (top right), and the second leading jet $\eta$ (bottom row).

Figure 4.10: The distribution of $\Delta R$ between jets in the Z + 2 jet signal region, with MC scaled to the data's luminosity (left) and with the distributions normalized to unity (right).
Figure 4.11: The distribution of $\Delta \phi$ between jets in the $Z + 2$ jet signal region, with MC scaled to the data's luminosity (left) and with the distributions normalized to unity (right).

Figure 4.12: The distribution of dijet $p_T$ in the $Z + 2$ jet signal region, with MC scaled to the data's luminosity (left) and with the distributions normalized to unity (right).
CHAPTER 5

JET ENERGY CORRECTIONS

Hadronic jets resulting from the fragmentation of quarks and gluons are observed as clusters of energy in the calorimeters. The jet clustering algorithm is described in further detail in Sec. 3.3. However, many effects alter the measured jet energy so that it is different from the actual energies of the particles making up the jet, and different from the original energy of the parton that created the jet. The goal of the jet energy corrections at CDF is to take the initial jet energies and scale them so that they match the energy of the particles that make up the jet, or so that they match the energy of that originating parton. A cartoon outlining this process is shown in Fig. 5.1. In short, the parton’s transverse momentum may be written as a series of corrections to the original jet $p_T$:

$$p_T^{\text{parton}} = \left\{ p_T^{\text{jet}} \times C_\eta(p_T^{\text{jet}}, \eta) - C_{MI}(N_{\text{vtx}}) \right\} \times C_{\text{Abs}}(p_T^{\text{jet}}) - C_{\text{UE}} \times C_{OOC}(p_T^{\text{jet}})$$

where

- $C_\eta$ is an $\eta$-dependent correction that normalizes the calorimeter response over its entire $\eta$ coverage;

- $C_{\text{MI}}$ is a correction for the existence of pileup in an event due to multiple $p\bar{p}$ interactions per bunch crossing, based on the number of reconstructed interaction vertices;

- $C_{\text{Abs}}$ is an “absolute” energy scale correction that takes the calorimeter jet energy and scales it to the corresponding energy of the particles that make up the jet;
• $C_{UE}$ is a correction due to the energy deposited in the calorimeter from the soft initial-state radiation or from spectator quarks of the primary $p\bar{p}$ collision; and,

• $C_{OOC}$ is an “out-of-cone” correction that accounts for energy associated with the originating parton that lies outside the fixed cone-size of our jets.

We describe these energy corrections in the following chapter (further detail on the calorimeter calibration and the above corrections is in [48]). In addition, we also derive a new correction for jets simulated in Monte Carlo based on whether the jet comes from a quark or gluon. We describe the necessity for and determination of this jet correction in Sec. 5.6.

5.1 Calorimeter Energy Scale Calibration and Stability

Before any jet energy corrections are applied, we ensure that each of the calorimeters is calibrated to maintain a stable response over time. The CEM energy scale is set so that the $Z$ boson mass measured from well-reconstructed $Z \rightarrow e^+e^-$ decays agrees with the mass measurement from LEP [56]. The PEM scale is set using the reconstructed mass from $Z \rightarrow e^+e^-$ decays with one electron in the CEM and the other in the PEM. The energy scale of the hadronic calorimeters (CHA, WHA, and PHA) is set by their response to 50 GeV/$c$ charged pions based on test beam data, using pions which do not interact in the electromagnetic calorimeter sections. The total energy scale for each calorimeter tower is simply the addition of the properly scaled electromagnetic and hadronic tower energies.

The stability of the calorimeter is checked both online and offline. Generally the energy scale of the calorimeters decreases over time due to aging of the scintillators and phototubes, but after calibrations the energy scale is kept stable. The CEM is monitored over time by the checking the $E/p$ for central electrons; the CHA and WHA are monitored using a laser system, muons from $J/\psi \rightarrow \mu^+\mu^-$ decays, and from data taken with
Figure 5.1: A cartoon [55] showing the various levels at which a jet’s energy may be represented. We measure clusters of energy in the calorimeter, and so after calibrations and detector-dependent corrections, we can obtain properly measured calorimeter jets. We may associate these calorimeter jets with the particles that make them up, which together form a particle jet. Finally, when taking into account effects that may leave energy outside the cone of the jet, we can correct the energy to the parton level.
a minimum bias trigger; and, the PEM and PHA calorimeters are monitored with a laser system and a radioactive Co\textsuperscript{60} source. Independent $Z \to e^+e^-$ and $W \to \mu\nu\mu$ samples verify the electromagnetic and hadronic calorimeters’ stability, respectively (additionally, the jet response in the PHA is used to check stability there). The uncertainty on CEM and CHA stability is 0.3% and 1.5%. Thus, for a central jet which leaves 70% of its energy in the CEM and 30% in the CHA, the uncertainty on the jet energy due to the calorimeter stability is 0.5% [48].

5.2 \(\eta\)-dependent Corrections

After the calibrations on the calorimeters’ energy scales, the response of the CDF calorimeter is still not uniform in \(\eta\). There are two main reasons for this. First, there are significant gaps in the coverage of the calorimeter across \(\eta\). The central calorimeters were constructed in two halves, and where the halves come together at \(\eta = 0\) there is a dead region. Similarly, there is a gap between the central and plug calorimeters at \(\eta \approx \pm 1.1\) which leads to a loss in coverage. Thus, jets located within a $\Delta R = 0.4$ of these regions will have a lower measured energy than jets in other parts of the calorimeter. The second reason for \(\eta\) dependencies comes from a difference in response between the plug and central calorimeters. The \(\eta\)-dependent corrections account for these effects, and normalize the calorimeter response to match that in the region $0.2 < |\eta| < 0.6$.

The corrections are obtained using a “dijet balancing method”. The idea behind all balancing methods is to identify events that contain only two objects: one well-measured, and one “probe” object. If there is little other activity in the event, then these two objects should balance in the transverse plane: \(i.e.\) the $\Delta \phi$ between them should be nearly \(\pi\), and that the magnitude of their $p_T$’s should be equal. Thus, we know that the $p_T$ of the probe object should be the same as the well-measured one, and we can determine corrections.
on the energy of the probe object to make that the case.

For the determination of the $\eta$-dependent corrections, the well-measured object is a “trigger jet”, a jet with $0.2 < |\eta| < 0.6$. This jet is required to back-to-back with a second, probe jet: $\Delta \phi > 2.7$ rad. If a third jet is present in the event, it is required to have very little energy (10 GeV or less, depending on the sample). There must also be no significant $E_T$ in the event. Different corrections for data and MC are derived: in data, the corrections come by looking at dijet balancing in a series of jet-triggered data, where the corrections for higher $E_T$ jets come from higher-$E_T$ jet triggered data; for MC, the corrections come from a dijet sample generated using PYTHIA.

Figure 5.2: The dijet balance $\beta_{dijet} = p_T^{\text{probe jet}} / p_T^{\text{trigger jet}}$ in the dijet sample used to determine the $\eta$-dependent jet energy corrections. Here we show jets in data (black), PYTHIA MC (red), and HERWIG MC (blue) [57] where the average $p_T$ of the probe and trigger jets is between 55 GeV/c and 75 GeV/c. Other $p_T$ ranges are shown in [48].

Fig. 5.2 shows an example of the dijet balance $\beta_{dijet} = p_T^{\text{probe jet}} / p_T^{\text{trigger jet}}$ as a function
of the probe jet’s $\eta$ in both data and MC for events where the average $p_T$ of the probe and trigger jets is between 55 GeV/c and 75 GeV/c. Corrections for jets are parameterized in $\eta$ and jet $p_T$. The uncertainties on this correction come from limitations in the $\eta$ and $p_T$ parameterization, and from observed differences when varying the cuts on the energy of the third jet and the $E_T$-significance. The uncertainties on the $\eta$-dependent corrections of jets with $|\eta| < 2.0$ are typically $\sim 1.5\%$ for jets with $p_T \sim 20$ GeV/c, and $\sim 0.5\%$ for jets with $p_T > 55$ GeV/c.

5.3 Multiple $p\bar{p}$ Interaction Correction

Additional $p\bar{p}$ collisions may happen alongside a primary interaction in each bunch crossing. Hadrons produced in these additional $p\bar{p}$ collisions, often called “pileup”, may end up in jets from the primary interaction, and thus increase the measured energy of the jets. The amount of pileup increases with the instantaneous luminosity, which is constantly changing during a store. In order to have consistent energy measurements independent of the instantaneous luminosity, we must correct for the effect of pileup.

We parameterize the amount of pileup using the number of reconstructed $z$-vertices, $N_{vtx}$. We then measure the average transverse energy in a cone from a minimum bias data sample, and determine this average for different $N_{vtx}$. The results in cones of size $R = 0.4$ are shown in Fig. 5.3. The cone is centered around a randomly selected seed tower in the $\eta$ range $0.2 < |\eta| < 0.6$. The amount of energy per interaction vertex is roughly linear, and is parameterized with a straight line: $\langle E_T \rangle = 0.006 + 0.356 \times N_{vtx}$ [GeV]. (The intercept is not exactly zero, as we would expect it to be, due to inefficiencies in finding vertices.) Therefore, each additional reconstructed vertex adds about 356 MeV to each jet in the event, an energy we can then subtract out. The uncertainty on this correction, coming from cross-checks in other data samples, is $15\% \approx 50$ MeV.
Figure 5.3: The average $E_T$ in a jet with cone size $R = 0.4$ due to multiple interactions.
5.4 Absolute Jet Energy Corrections

With accurate measurements of the energies of calorimeter jets, we then would like to correct the jet energies so that they better reflect the energies of the stable particles produced in the hadronization. These particle jets are closer to the actual physical quantities we would like to measure, and should be independent of properties of the CDF detector. Thus, the energy scale for these particle jets is called the “absolute jet energy scale”.

Because we cannot reconstruct or accurately determine all of the particles in a jet in the CDF detector, we rely on Monte Carlo simulations to obtain this correction. Using a PYTHIA dijet MC sample, we obtain a probability density function for the probability of observing a calorimeter jet with $p_T^{\text{jet}}$ given a particle jet of $p_T^{\text{particle}}$. Stable particles (those with lifetimes long enough to hit the calorimeters) are clustered into jets in a similar way to how calorimeter towers are clustered, described in Sec. 3.3. The probability density function is then parameterized as a double-Gaussian that is a function of $(p_T^{\text{particle}} - p_T^{\text{jet}})$. An unbinned likelihood fit is used to determine the free parameters of the double-Gaussian, which are allowed to vary linearly in $p_T^{\text{particle}}$. The jets used to determine this correction lie in the region $0.2 < |\eta| < 0.6$, and are required to have the location of the centers of their particle and calorimeter jets be within $\Delta R = 0.1$.

The absolute energy corrections for cone-size $R = 0.4$ jets are shown in Fig. 5.4. For low-$p_T$ jets, the correction is rather high – 20 GeV calorimeter jets are typically underestimated with respect to the actual energy of the particles that produce them by about 35%. The correction is lower for higher-$p_T$ jets, approaching a constant value of about 1.12.

While the uncertainties for this correction in MC, where we can directly link the calorimeter and particle jets, are negligible, an uncertainty in the correction arises from the fact that the particle jets in MC may not accurately represent those in data. We include uncertain-
Figure 5.4: The absolute energy correction as a function of $p_T^{\text{jet}}$. The uncertainties are shown in more detail in Fig. 5.5.
ties from possible differences in the single-particle response in both the electromagnetic and hadronic calorimeters, taken from measurements of that response in minimum bias events with single isolated tracks pointing into the calorimeters. We also include uncertainties in the fragmentation model, which may lead to differences in both the particle multiplicity and momentum spectrum. An additional uncertainty arises from the calorimeter stability, which is known to 0.5%. The individual and total systematic uncertainties for the absolute jet energy scale are shown in Fig. 5.5.

Figure 5.5: The systematic uncertainties on the absolute energy correction as a function of $p_T^{\text{jet}}$.

One thing important to point out here: the derived corrections to the absolute energy scale do not vary based on the original parton type. Jets originating from quarks and those originating from gluons have distinct differences in their width, particle multiplicity, particle momentum spectrum, and other variables that may affect the energy scale [58].
This serves as a motivation for corrections to quark and gluon jets separately, but it is impossible to do this in the data where, \textit{a priori} (and often \textit{a posteriori}), a jet's progenitor cannot be determined. Instead, we derive separate corrections to MC jets only based on their originating parton. These corrections come after all other corrections, and are described in Sec. 5.6.

\textbf{5.5 Underlying Event and Out-of-Cone Energy Corrections}

While the corrections to the absolute energy scale allow for comparisons of jets independent of the CDF detector, the most fundamental quantity to reconstruct from a jet is the original energy of the parton that created it. With this energy accurately determined, we should obtain the best measurements for quantities like the invariant mass of a dijet system. Corrections from the absolute energy scale to the parton energy need to account for two main effects: first, additional energy reconstructed in jets coming from other elements of the $p\bar{p}$ collision, like soft radiation from the collision's hard-scattering partons, or particles from interactions of spectator partons; second, energy lost outside the cone of the reconstructed jet, due to final state radiation from a parton or from hadronization that extends outside the cone size of the jet. Correcting for this underlying event and out-of-cone element should bring us closer to the initial energy of the parton.

We derive these corrections simultaneously in a manner similar to the determination of the absolute energy corrections. Using a \texttt{PYTHIA} dijet MC sample, we obtain a probability density function for the probability of observing a particle jet with $p_T^{\text{particle}}$ given a parton with $p_T^{\text{parton}}$. This probability density is parameterized as a double-Gaussian function of $(p_T^{\text{parton}} - p_T^{\text{particle}})$, and the parameters of the double-Gaussian are determined in a similar way as described in Sec. 5.4. The corrections for jets with cone-size $R = 0.4$ are shown in Fig. 5.6. The correction is about $+18\%$ for jets with absolute energy of $\sim 20$ GeV,
and decreases asymptotically to about 2% for high-energy jets.

Figure 5.6: The out-of-cone energy correction as a function of $p_T^{\text{particle}}$, the $p_T$ of the particle jet to which we apply the correction.

The largest uncertainty on this correction comes from modeling differences in the out-of-cone component of the correction between data and MC. These differences are determined in a photon-jet balancing sample, where a well-measured photon is compared to the measured energy of the jet. We measure the transverse energy in rings around the jet:

$$p_T(r_1 - r_2) = \sqrt{\left(\sum_{i=1}^{N} E_{ix}^i\right)^2 + \left(\sum_{i=1}^{N} E_{iy}^i\right)^2}$$

where $N$ is the number of towers between a radius of $r_1$ and $r_2$ around the center of the jet. We compare the mean value of this quantity as a function of the corrected jet energies for $r_1 = 1.3$ and $r_2 = 0.4$ in data and MC, and see a difference of about 6% for low $E_T$ jets that
decreases to about 2% for larger jet energies. Additionally, smaller uncertainties come from differences in the underlying event modeling in PYTHIA and HERWIG MC samples, and from measuring the small amounts of energy that fall outside a cone of $R = 1.3$, called splash-out.

### 5.6 Monte Carlo Quark/Gluon Jet Energy Calibration

The previous jet energy scale corrections are the standard energy corrections applied by CDF. Typically, analyses use jets corrected to the absolute energy level (internally called “Level 5”) or to the parton level (internally called “Level 7”). However, as mentioned before, these energy corrections do not explicitly distinguish between the response of gluon and quark jets. The largest energy corrections, the absolute energy corrections and the out-of-cone corrections, are derived using PYTHIA dijet Monte Carlo simulations. Differences in the response of gluon and quark jets between MC and data may lead to differences in the measured energies of these objects, and these differences may not be covered by the existing systematic uncertainties on the jet energy scale.

It is possible to derive a correction for the response of quark and gluon jets in data and MC given two independent samples of jets, with different quark fractions, balanced against objects of known energy. We use events where a jet balances with a $\gamma$, which are rich in quark jets, and utilize the significant number of $Z \rightarrow \ell^+\ell^- + \text{jet}$ events now available, which are more rich in gluon jets. We construct the balance of the jet with these better measured reference objects:

$$K_{Z/\gamma} = (E_T^{\text{jet}}/p_T^{Z/\gamma}) - 1. \quad (5.1)$$

For well-measured jets after the out-of-cone corrections, $K_{Z/\gamma} = 0$. Rather than derive full
and separate jet energy scale corrections for quark and gluon jets in data and MC, we compare the balance in data and MC and derive an additional correction to be applied to MC jets, based upon whether they are matched to quarks or gluons.

In this section, we describe in detail the selection of both the Z-jet and γ-jet balancing samples, how well-balanced each sample is (i.e., our determination of $K_{Z/\gamma}$), our method for extracting the balance of quark jets and gluon jets ($K_q$ and $K_g$, respectively), and the final determination of the correction to apply to quark and gluon jets in the MC.

### 5.6.1 Z-Jet Balancing Selection

The datasets and event selection for Z-jet balancing sample closely follow that described in Sec. 4.2. These selection cuts are summarized in Tab. 5.1. We require two leptons consistent with being from the decay of a Z, where the two leptons come from the same lepton-type pairs used in the full analysis. Each lepton’s $p_T$ must be greater than 20 GeV/$c$, the reconstructed dilepton mass must be in a window centered around the mass of the Z boson, and we additionally require that the reconstructed Z boson $p_T$ be greater than 10 GeV/$c$.

The jets used in these balancing studies are similar to the ones that are used in our search for $ZW/ZZ \rightarrow \ell\ell jj$. They have a cone size of $R = 0.4$, and are restricted to have $|\eta| < 2.4$ and an EM fraction > 0.9. Jets, unless otherwise stated, are corrected to Level 7 jet energies. In order to ensure the jet and Z boson are well-balanced, we allow only one jet in each event, eliminating events with additional energy clusters (electromagnetic or hadronic) above 3 GeV. We also require that the reconstructed Z boson and jet be back-to-back in the detector, with $\Delta\phi(Z, \text{jet}) > 2.8$ rad.

In Figs. 5.7-5.10 we show distributions of the balancing variable as defined in Eq. 5.1, $K_Z = \frac{E_T^{\text{jet}}}{p_T^Z} - 1$, in data and MC. These distributions are constructed in bins of jet $E_T$, 83
Table 5.1: Event selection requirements for the \(Z\)-jet balancing studies.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{\text{vtx}} &gt; 0)</td>
<td></td>
</tr>
<tr>
<td>1st/2nd lepton (p_T &gt; 20 \text{ GeV}/c)</td>
<td></td>
</tr>
<tr>
<td>76 GeV/(c^2) &lt; (M_{\ell\ell}) &lt; 106 GeV/(c^2)</td>
<td></td>
</tr>
<tr>
<td>(Z) (p_T &gt; 10 \text{ GeV}/c)</td>
<td></td>
</tr>
<tr>
<td>(E_T &lt; 20 \text{ GeV})</td>
<td></td>
</tr>
<tr>
<td>(N_{\text{jets}} &gt; 3 \text{ GeV} = 1)</td>
<td></td>
</tr>
<tr>
<td>(\Delta\phi) between (Z) and jet &gt; 2.8 rad</td>
<td></td>
</tr>
</tbody>
</table>

which allows us to derive a correction as a function of \(E_T^{\text{jet}}\). Included in Figs. 5.7-5.10 is the fraction of the jets originating from quarks as determined by the MC samples: we see that the quark fraction is low (\(\sim 35\%\) for jets around 25 GeV), and increases with jet \(E_T\). More about the quark fractions will be discussed in Sec. 5.6.3.

To describe the balancing in each bin, we fit around the most probable value of the distribution with a Gaussian, and use the mean and error on the mean derived from that fit as the value of \(K_{Z/\gamma}\) for that jet \(E_T\) bin. The fitting range is chosen based on the quality of the fits, which are checked visually and quantitatively via the \(\chi^2\), and on robustness of the fitted mean. We tend to focus on fitting the distributions away from their long tails. It is because of these long tails that we do not simply use the mean of the balancing distribution, which are more dramatically affected by a small number of poorly measured jets. Furthermore, the mean and the median of the balancing distributions are both more affected by dijet backgrounds in the \(\gamma\)-jet balancing sample described in Sec. 5.6.2, and by trigger-sculpting from the high-\(E_T\) photon trigger used to select \(\gamma\)-jet events.

These Gaussian fits to the \(K_Z\) distributions in data and MC are also shown in Figs. 5.7-5.10. Fig. 5.11 shows the mean of these Gaussian fits as a function of the jet \(E_T\). We see (1) that neither MC or data are particularly well-balanced across all jet \(E_T\)’s, but more importantly (2) that the MC and data show poor agreement across jet \(E_T\), indicating that after our energy corrections are applied, we still see large differences in the reconstruction
Figure 5.7: The balancing variable, $K_Z$, distribution in data (black) and MC (green) for $E_T^{jet}$ between 15.0 - 17.5 GeV (upper left), 17.5 - 20.0 GeV (upper right), 20.0 - 22.5 GeV (lower left), and 22.5 - 25.0 GeV (lower right). Means and relative errors from Gaussian fits around the peaks are shown, along with the fraction of quark jets in MC.
Figure 5.8: The balancing variable, $K_Z$, distribution in data (black) and MC (green) for $E_T^{\text{jet}}$ between 25.0 - 27.5 GeV (upper left), 27.5 - 30.0 GeV (upper right), 30.0 - 32.5 GeV (lower left), and 32.5 - 35.0 GeV (lower right). Means and relative errors from Gaussian fits around the peaks are shown, along with the fraction of quark jets in MC.
Z-Jet Balancing: 35.0 GeV < Jet $E_T$ < 40.0 GeV ($F_Q=0.411$)

$\bar{X}_{\text{Data}} = -0.019 \pm 0.008, \bar{X}_{\text{MC}} = 0.040 \pm 0.003$

Z-Jet Balancing: 40.0 GeV < Jet $E_T$ < 45.0 GeV ($F_Q=0.437$)

$\bar{X}_{\text{Data}} = 0.008 \pm 0.012, \bar{X}_{\text{MC}} = 0.036 \pm 0.003$

Z-Jet Balancing: 45.0 GeV < Jet $E_T$ < 50.0 GeV ($F_Q=0.437$)

$\bar{X}_{\text{Data}} = -0.019 \pm 0.011, \bar{X}_{\text{MC}} = 0.035 \pm 0.003$

Z-Jet Balancing: 50.0 GeV < Jet $E_T$ < 60.0 GeV ($F_Q=0.460$)

$\bar{X}_{\text{Data}} = -0.014 \pm 0.011, \bar{X}_{\text{MC}} = 0.033 \pm 0.002$

Figure 5.9: The balancing variable, $K_Z$, distribution in data (black) and MC (green) for $E_T^{\text{jet}}$ between 35 - 40 GeV (upper left), 40 - 45 GeV (upper right), 45 - 50 GeV (lower left), and 50 - 60 GeV (lower right). Means and relative errors from Gaussian fits around the peaks are shown, along with the fraction of quark jets in MC.
Figure 5.10: The balancing variable, $K_2$, distribution in data (black) and MC (green) for $E_T^{\text{jet}}$ between 60 - 70 GeV (upper left), 70 - 100 GeV (upper right), and greater than 100 GeV (bottom). Means and relative errors from Gaussian fits around the peaks are shown, along with the fraction of quark jets in MC.
of jets in data and MC.

Z-Jet Balancing Using Gaussian Fits

Figure 5.11: The balancing distribution, \( K_Z \), in data (black) and MC (red) as a function of \( E_T \text{jet} \). The uncertainties are solely the uncertainty on the mean of a Gaussian fit to the balancing distributions in bins of \( E_T \text{jet} \). We see poor agreement in the \( Z \)-jet balancing, indicating errors in our reconstruction of jets in this sample.

5.6.2 \( \gamma \)-Jet Balancing Selection

For the \( \gamma \)-jet balancing sample, we use events collected with an isolated central photon trigger—requiring an isolated, 25 GeV photon—over the same data period as that of the high-\( p_T \) lepton samples. We compare this data to \( \gamma^+ \) jet MC generated using \textsc{Pythia}, and also use \textsc{Pythia} MC samples to estimate the contributions from dijet production that contaminate our \( \gamma \)-jet balancing sample. Both the \( \gamma^+ \) jet and dijet MC samples are generated while varying a minimum requirement on the \( p_T \) of the generated partons, \( \hat{p}_T \). For the \( \gamma^+ \) jet MC, that cut ranges from as low as 13 GeV/c to a sample with \( \hat{p}_T > 70 \) GeV/c.
In the dijet MC, that range is from 18 GeV/c to a high-$\hat{p}_T$ sample with $\hat{p}_T > 230$ GeV/c. These samples are stitched together by placing cuts on the generator-level parton $p_T$. This ensures that we have a large number of MC events across all jet $E_T$ ranges.

The selection requirements for our $\gamma$-jet balancing sample are summarized in Tab. 5.2. We closely follow the selection requirements used in previous $\gamma$-jet balancing studies [48]. We require a high-quality central photon following the selection requirements of [59]. In order to avoid trigger biases, we require $E_T^\gamma > 27$ GeV and $0.2 < |\eta\gamma| < 0.6$ in both data and MC. To decrease the contribution from dijet production, where a jet mimics our photon selection, we require the energy in the calorimeter and momentum in the tracking system contained within a cone of $R = 0.4$ around the photon to be less than 1 GeV and 2 GeV/c, respectively. As in the $Z$-jet balancing sample, we require events have one and only one jet with (uncorrected) $E_T > 3$ GeV within $|\eta| \leq 2.4$, and demand the $\Delta \phi$ between the jet and photon be $> 3.0$ radians. We further reduce contamination of this sample by vetoing events with large pileup (more than one reconstructed interaction point), and by removing events with $E_T/E_T^\gamma < 0.8$, which likely contain activity from cosmic rays.

<table>
<thead>
<tr>
<th>$\gamma$-jet Balancing Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_T^\gamma &gt; 27.5$ GeV</td>
</tr>
<tr>
<td>$0.2 &lt;</td>
</tr>
<tr>
<td>Calorimeter Isolation ($R = 0.4$) $&lt; 1$ GeV</td>
</tr>
<tr>
<td>Track Isolation ($R = 0.4$) $&lt; 2$ GeV/c</td>
</tr>
<tr>
<td>$N_{vert} = 1$</td>
</tr>
<tr>
<td>$E_T/E_T^\gamma &lt; 0.8$</td>
</tr>
<tr>
<td>$N_{jets} &gt; 3$ GeV $= 1$</td>
</tr>
<tr>
<td>$\Delta \phi$ between $Z$ and jet $&gt; 3.0$ rad</td>
</tr>
</tbody>
</table>

Table 5.2: Event selection requirements for the $\gamma$-jet balancing studies.

The distribution of the balancing variable $K_\gamma$ (see Eq. 5.1) is shown in Figs. 5.12-5.14 in data and MC, in the same jet $E_T$ bins as shown in Sec. 5.6.1, except with $E_T^\gamma > 27.5$ GeV. We use the same procedure of fitting the distribution with a Gaussian around the peak to
extract a most probable balancing variable, and show the distribution of $K_\gamma$ as a function of jet $E_T$ in Fig. 5.15. Here, while the jets do not perfectly balance the photon, the agreement between data and MC is good: our MC simulation models the jets from our $\gamma$-jet sample well.

Figure 5.12: $K_\gamma$ distribution in data (black) and MC (green) for $E_T^{\gamma}/\text{GeV}$ bin 27.5-30 (upper left), 30-32.5 (upper right), 32.5-35 (lower). Means and relative errors from the gaussian fits are also shown.
Figure 5.13: $K_\gamma$ distribution in data (black) and MC (green) for $E_T^{\text{jet}}/\text{GeV}$ bin 35-40 (upper left), 40-45 (upper right), 45-50 (lower left), 50-60 (lower right). Means and relative errors from the gaussian fits are also shown.
Figure 5.14: $K_{\gamma}$ distribution in data (black) and MC (green) for $E_{\gamma}^{jet}/GeV$ bin 60-70 (upper left), 70-100 (upper right), 100-500 (lower). Means and relative errors from the gaussian fits are also shown.
Figure 5.15: The balancing distribution, $K_\gamma$, in data (black) and MC (red) as a function of $E_T^{\text{jet}}$. The uncertainties are solely the uncertainty on the mean of a Gaussian fit to the balancing distributions in bins of $E_T^{\text{jet}}$. We see better agreement in the $\gamma$-jet balancing than in the $Z$-jet balancing (see Fig. 5.11); the jets here are well-modeled by MC, and we interpret this difference as being due to the difference in the quark/gluon composition of each sample.
### 5.6.3 Separate Corrections for Quark and Gluon Jets

Comparing Figs. 5.11 and 5.15, there is a clear difference in our modeling of jets from these two samples: our MC models jets from the $\gamma^+$ jet selection well, but not those from the $Z^+$ jet selection. While the systematic uncertainties for the jet energy correction to the parton level are on the order of $\sim 5\%$ for jets with $E_T = 30$ GeV, and thus may (somewhat) cover the difference between data and MC jets in the $Z$-jet balancing sample, there is not a corresponding discrepancy in the $\gamma$-jet sample that should be there in the case of a correlated systematic difference. The difference in the accuracy of the MC modeling in these two selections indicates an additional correction is necessary that will fix the modeling in the $Z$-jet sample, while not greatly affecting the modeling in the $\gamma$-jet sample.

One of the biggest differences in the jets in these two samples is their parton progenitor: jets from $\gamma^+$ jet events are largely quark jets, while those from $Z^+$ jet events have a much higher proportion originating from gluons. Gluon jets tend to be more spatially spread than quark jets, with a higher particle multiplicity and lower particle $p_T$ spectrum for a given jet energy. Thus, quark and gluon jets will likely be reconstructed differently in the calorimeter, but the lack of independent corrections for quark and gluon jets means these differences are averaged over in our corrections. Furthermore, the largest energy corrections are the absolute (L5) and out-of-cone (L7) corrections, which are completely determined from MC simulation—the only point at which jets from data contributes here is in the determination of the systematic uncertainty for the L7 correction, but that is in a quark-dominated $\gamma^+$-jet sample. A difference in the modeling of gluon jets between data and MC could lead to the discrepancy seen in $Z^+$ jet events while reinforcing the agreement in $\gamma^+$ jet events.

To work towards deriving separate corrections for quark and gluon jet energies in MC, we use our $Z$-jet and $\gamma$-jet balancing samples in the following way. $K_Z$ and $K_\gamma$ are the
necessary corrections to jet energies in the $Z$-jet and $\gamma$-jet balancing samples, as defined in Eq. 5.1. Each correction is a weighted average of separate corrections for quark and gluon jets: $K_q$ and $K_g$, respectively. If $F_X^{q/g}$ is the quark/gluon fraction in sample $X$, then we can write:

$$K_Z = F_Z^q K_q + F_Z^g K_g = F_Z^q K_q + (1 - F_Z^q) K_g$$ (5.2)

$$K_\gamma = F_\gamma^q K_q + F_\gamma^g K_g = F_\gamma^q K_q + (1 - F_\gamma^q) K_g$$ (5.3)

These equations can be rewritten, solving for $K_q$ and $K_g$:

$$K_q = \frac{1}{F_\gamma^q - F_Z^q} [(1 - F_Z^q) K_\gamma - (1 - F_\gamma^q) K_Z]$$ (5.4)

$$K_g = \frac{1}{F_\gamma^q - F_Z^q} [F_\gamma^q K_Z - F_Z^q K_\gamma]$$ (5.5)

These equations may be written separately for data and MC (thus with distinct $K_X^{\text{data}}$ and $K_X^{\text{MC}}$), and may include a dependence on the energy of the jet ($F_X^{q/g} \rightarrow F_X^{q/g}(E_T^{\text{jet}})$ and $K_X \rightarrow K_X(E_T^{\text{jet}})$). In order to solve for $K_q$ and $K_g$, we need to know $K_{Z/\gamma}$, for which we use the balancing derived in Secs. 5.6.1 and 5.6.2.

This procedure for determining $K_q$ and $K_g$ also relies on the fact that the fraction of quark jets in our two samples is different and known to some degree of precision. The determination of $F_Z^{g/\gamma}$ in MC is fairly trivial, as we may just match jets to their originating parton. We match jets by looping through the particles in the event record, and locating the highest $p_T$ parton located inside the cone of the jet. In our $\gamma$-jet balancing sample, we find that the quark fraction is about 85% at $E_T^{\text{jet}} \sim 30$ GeV, and drops to about 71% at $E_T^{\text{jet}} \sim 70$ GeV. In the $Z$-jet balancing sample, these fractions are $\sim 38\%$ and $\sim 49\%$ at the same $E_T^{\text{jet}}$ points.

However, in data we do not know the quark/gluon fraction $a$ priori. Furthermore, we cannot assume the $F_q(E_T^{\text{jet}})$ from MC, as the jet $E_T$ distribution in data and MC may be dif-
ferred (which is what motivates our work towards developing a correction). Instead, since the $Z \, p_T$ and $\gamma \, E_T$ are well-measured, we can determine the quark fraction as a function of these values, $F_q(p_T^{Z/\gamma})$, in MC, and assume the data behaves similarly. The quark fractions, $F_q(p_T^{Z/\gamma})$, as determined from MC, are shown in Fig. 5.16. We parameterize $F_q^{Z/\gamma}$ as a function of $p_T^{Z/\gamma}$,

$$F_q^{Z/\gamma, \text{MC}}(p_T) = a + e^{bp_T+c},$$

and determine the $F_q^{Z/\gamma, \text{data}}$ in each jet $E_T$ bin of the data based on $p_T^{Z/\gamma}$ distribution in the data.

We establish an uncertainty on $F_q$ by looking at the difference in the distributions of the jet QG value in data and MC. The jet QG value, described in further detail in Chap. 7, is from artificial neural-network discriminant that examines the shape of a jet and assigns a score based on how quark-like the jet appears. The discriminant is sensitive to differences in the quark/gluon fraction of a given sample. However, the discriminant is also sensitive to other variations in the shapes of jets, and so we use it only for establishing a conservative uncertainty on the quark fraction obtained from MC. We fit the distribution of jet QG values in data with quark and gluon templates from MC to extract a new $F_q$, and take the difference between this value and the one obtained via matching in MC as a systematic uncertainty. Typically, these uncertainties are about 10%, which we use as an uncertainty on the $F_q$ values in both samples.

Using Eqs. 5.4-5.5, we construct distributions of $K_q$ and $K_g$ as a function of the jet $E_T$, shown in Fig. 5.17. The uncertainties in these values are determined by assuming Gaussian error propagation of the errors from $K_Z$, $K_\gamma$, $F_q^Z$, and $F_q^\gamma$. The distribution of $K_q(E_T^{\text{jet}})$ is very similar to that of $K_\gamma(E_T^{\text{jet}})$ (see Fig. 5.15), since the $\gamma$-jet balancing sample is very quark-rich. Meanwhile, the distribution of $K_g(E_T^{\text{jet}})$ looks more akin to $K_Z(E_T^{\text{jet}})$, given the higher gluon fraction in the $Z$-jet sample. Furthermore, we see good agreement
Figure 5.16: The fraction of quark jets in $Z$+jet events ($F_q(p_T^Z)$, top) and in $\gamma$+jet events ($F_q(E_T^\gamma)$, bottom). The uncertainties are derived from fits to the jet QG value observed in data, and thus are rather correlated bin-to-bin. The fractions are fit in ROOT using an exponential plus a constant: $p0 + e^{p1 + p2 \cdot x}$. The parameters of the functional fit are listed in the plots.
between data and MC in $K_q$, but worse agreement in data and MC in $K_g$. The fact that data appears consistently lower than the MC in the $K_g(E_T^{\text{jet}})$ distribution indicates that MC is systematically overestimating gluon jet energies, relative to the data.

Now with the distributions of $K_q$ and $K_g$, we determine the corrections that need to be applied to MC jets in order to best match the energy scale of the data. These MC corrections are defined as $(K_q^{\text{Data}} + 1)/(K_q^{\text{MC}} + 1)$ for quark jets, and $(K_g^{\text{Data}} + 1)/(K_g^{\text{MC}} + 1)$ for gluon jets, and are shown in Fig. 5.18. Due to the photon trigger used to select the $\gamma$-jet balancing sample, we do not have reliable balancing information for jets below 27.5 GeV in that sample, limiting the full range over which we may derive corrections. Since we are interested in jets down to energies around 20 GeV, we extrapolate to lower jet energies the quark jet energy correction derived for jets with $E_T \geq 27.5$ GeV, and use the $Z$-jet balancing sample to extract a gluon correction assuming this extrapolated quark correction.

Both the quark and gluon corrections appear flat in jet energy for jets with $E_T \geq 15$ GeV, and so we fit them to a constant. We find that to better match the data, quark jet energies in MC should be increased by $\sim 1.4\%$, while gluon jet energies should be decreased by $\sim 7.9\%$. This follows what we expected based on the $Z$-jet and $\gamma$-jet balancing samples: MC models quark jets well, and so the correction for quark jets is small (and consistent with no correction necessary, as discussed in Sec. 5.6.4); however, MC does not model gluon jet energies well, overestimating their energies by a significant amount and so requires a significant shift downward in the gluon jet energies.

5.6.4 Uncertainties on MC Jet Energy Corrections

We consider the following sources of error on the corrections presented in Sec. 5.6.3. Because the corrections shift the energy response in MC to better match data, the quark
Figure 5.17: The derived balancing variable for quark jets, $K_q$, (top) and gluon jets, $K_g$, (bottom) in data (black) and MC (red) as a function of $E_T^{jet}$. The uncertainties on each point are from the uncertainties from the mean of the Gaussian fit and the uncertainties on the quark fractions, added in quadrature. We see better agreement between data and MC in the energy scale of quark jets than that of gluon jets, following from the behavior seen in Figs. 5.11 and 5.15.
Figure 5.18: The derived correction for MC quark jets (blue) and gluon jets (red) as a function of $E_T^{\text{jet}}$. The open triangles represent corrections derived using both $\gamma$-jet and $Z$-jet balancing samples, while the filled triangles represent the assumed flat correction for quarks and the corresponding correction for gluons calculated from the $Z$-jet balancing sample alone. The error bars represent only the statistical uncertainty on the balancing variable. The short dashed lines are the fits of the correction to a constant across jet $E_T$, and the long dashed lines represent the error bands represent just the statistical uncertainty on the fit, further described in Sec. 5.6.4.
jet and gluon jet energy correction uncertainties are anti-correlated: if the quark jet energy correction goes up, the gluon jet energy correction must go down in order to further compensate for that shift, and vice versa.

- **Fit/Statistical Uncertainty**: We use the standard deviation of the necessary MC corrections of each jet $E_T$ bin to capture the spread of the MC corrections around the assumed flat correction function. This is an uncertainty of $\pm 2.0\%$ for quark jet energies, and $\mp 2.5\%$ for gluon jet energies.

- $F^Z_q$: We vary the the quark fraction of the $Z$-jet sample by $\pm 10\%$ (absolute, as described in Sec. 5.6.3), and recalculate the corrections for quark and gluon jets. This translates to an uncertainty of $\pm 0.6\%$ for quark jet energies, and $\mp 2.1\%$ for gluon jet energies.

- $F^\gamma_q$: Similarly, we vary the the quark fraction of the $\gamma$-jet sample by $\pm 10\%$. This translates to an uncertainty of $\pm 1.8\%$ for quark jet energies, and $\mp 2.7\%$ for gluon jet energies.

- **Low $E_T$ Extrapolation**: We check the dependence of the gluon jet energy corrections on the assumed quark jet corrections for low $E_T$ jets by moving the quark jet $E_T$ for these jets by $\pm 2\%$, based on the uncertainty in the jet energy scale measured *in situ* in top mass measurements at CDF [60]. We see a small change in the fit gluon energy corrections: $\mp 0.4\%$ of the jet energy.

- **Number of Interaction Vertices Dependence**: The $\gamma$-jet sample has a cut on the number of reconstructed interaction vertices in order to reduce contamination from pileup. The $Z$-jet sample does not place such a cut, in order to retain as many events as possible. We check the effect this cut has by checking for any shift in the corrections when the cut is placed on the $Z$-jet sample. We see a change to the
quark jet energies of $\pm 0.2\%$, and the gluon jet energies of $\mp 1.2\%$.

The uncertainties are summarized in Tab. 5.3. The uncertainties are similar in magnitude to the current energy scale uncertainties [48]. We replace the previously existing systematic uncertainties on the jet energy scale with these newly derived ones – rather than include the new uncertainties alongside the old ones – for two reasons. First, the bulk of the previously existing systematic uncertainties on the jet energy scale reflect possible differences in data and MC, which we are now accounting for in an improved way that depends on the originating parton with the new corrections. Second, our cross section measurement is not sensitive to changes in the real-value energy scale, but instead to differences between data and MC. Therefore, the total systematic uncertainty in Tab. 5.3 should represent the full necessary uncertainties on the jet energy scale.

<table>
<thead>
<tr>
<th>JES Correction</th>
<th>Quark jets</th>
<th>Gluon jets</th>
</tr>
</thead>
<tbody>
<tr>
<td>JES Correction</td>
<td>1.014</td>
<td>0.921</td>
</tr>
<tr>
<td>Uncertainty Fit/Statistics</td>
<td>0.020</td>
<td>0.025</td>
</tr>
<tr>
<td>$F^q_z$</td>
<td>0.006</td>
<td>0.021</td>
</tr>
<tr>
<td>$F^q_\gamma$</td>
<td>0.018</td>
<td>0.027</td>
</tr>
<tr>
<td>Low $E_T$ Extrapolation</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>$N_{vert}$ difference</td>
<td>0.002</td>
<td>0.012</td>
</tr>
<tr>
<td>Total</td>
<td>$\pm 0.027$</td>
<td>$\mp 0.044$</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of the additional jet energy corrections applied to MC jets, and the uncertainty on those corrections. The uncertainties for the quark jet and gluon jet energy corrections are anti-correlated, as they must work in concert to match the balancing distributions in data.

Fig. 5.19 shows the necessary corrections for quark and gluon jet energies with the full set of uncertainties summarized in Tab. 5.3. We find that quark jets need a correction that increases the jet energy after L7 corrections of $+1.4\% \pm 2.7\%$. Gluon jets in MC must be corrected downwards to better agree with data, with a correction to the jet energy of $-7.9\% \mp 4.4\%$. 
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Figure 5.19: The derived correction for MC quark jets (blue) and gluon jets (red) as a function of $E_{T}^{\text{jet}}$. The open triangles represent corrections derived using both $\gamma$-jet and $Z$-jet balancing samples, while the filled triangles represent the assumed flat correction for quarks and the corresponding correction for gluons calculated from the $Z$-jet balancing sample alone. The error bars represent only the statistical uncertainty on the balancing variable. The short dashed lines are the fits of the correction to a constant across jet $E_{T}$, and the long dashed lines represent the error bands represent the full uncertainty, described in Sec. 5.6.4.
CHAPTER 6

NEURAL-NETWORK-BASED $b$ JET IDENTIFICATION ALGORITHM

Identifying jets originating from $b$ quarks is an important part of many analyses at high-energy particle colliders, including searches for the Higgs boson and measurements of top-quark properties. We are interested in $b$-tagging in this analysis due to the increased sensitivity we may have to $ZZ \rightarrow \ell^+\ell^- b\bar{b}$ decays. $B$ hadrons have particular qualities that help distinguish $b$ jets from other light flavor quark or gluon jets: they typically have high momentum and long lifetimes, resulting in a large distance between the interaction point and the decay vertex of the $B$ hadron. Additionally, a significant fraction ($\approx 20\%$) of $B$ hadrons decay in semi-leptonic modes, producing leptons with low $p_T$ inside the cone of the jets. These qualities are key to distinguishing $b$-quark jets from other types of jets.

Here we describe an artificial neural-network-based $b$ jet tagger that we employ in our $ZW/ZZ$ search. The tagger is described in more detail in [61]. The tagger is unique in its emphasis on individual tracks, and in its ability to evaluate jets with only a single track. The output of this ANN, which we call the jet $b$ness, is designed to identify jets containing a $B$-hadron decay. To characterize the tagger’s performance, the efficiency and mistag rate are obtained as a function of a cut on the jet $b$ness in $Z + 1$ jet (rich in light flavor jets) and $t\bar{t}$ (rich in $b$ jets) candidate samples. This choice differs from many previous evaluations of performance using generic dijet samples, but the large data sample accumulated at the Tevatron allows us to use the more pure top quark samples for $b$-tagging efficiency studies, and the momentum spectrum of $b$ quarks in top pair production is better matched to diboson searches than the relatively soft quark momentum spectrum found in generic dijet samples.
Identifying jets with $B$ hadron decays can be accomplished through careful consideration of the tracks inside the jet. The lifetime of the most common $B$ hadrons produced in $p\bar{p}$ collisions – e.g. the $B^0$, $B^\pm$, and $B^0_s$ mesons, and the $\Lambda^0_b$ baryon – is approximately 1.6 ps [18]. For relativistic $B$ hadrons with $p \approx 20$ GeV/$c$, this translates to a decay length of about 2 mm, a distance resolvable with the CDF tracking system. Therefore, using a combination of the COT and silicon detectors, it is possible to identify $B$ hadron decays by searching for individual tracks displaced from the primary interaction vertex, and by searching for multiple tracks coming from a displaced secondary vertex.

There are properties beyond the $B$ hadrons’ lifetimes that aid in $b$-jet identification. The decay products of $B$ hadrons will generally form a larger invariant mass than the decays products of other hadrons, since the $b$ quark (and thus its corresponding hadrons) has a larger mass than other quarks. In addition, when produced in jets, $B$ hadrons tend to carry a large fraction of the jet energy, giving them and their decay products a large boost that makes these particles more energetic and collimated within the jet cone. Finally, $B$-hadron decays are relatively rich in semi-leptonic decays, with roughly 20% of decays yielding an electron or muon [18].

The above properties have formed the basis for previous $b$-jet tagging methods at CDF. The most commonly used tagger is SecVtx [62], a secondary vertex tagger which fits for secondary vertices using only significantly displaced tracks. The tagger determines the significance of the two-dimensional decay length in the $r$-$\phi$ plane – the $L_{xy}$ – and uses this to select $b$-jet candidates. The jet probability [63] tagger, another $b$-tagging algorithm, does not look for a secondary vertex, but instead compares the distribution of the “impact parameter significance” ($d_0/\sigma_{d_0}$) for tracks inside a jet to the expected distribution from light jets, and assigns a probability a light-flavor jet would have tracks as or more
displaced. Additionally, soft-lepton taggers [64] exist that look solely for the existence of a soft lepton from a semi-leptonic $B$ hadron decay inside the jet. While the low branching ratio and difficulty of identifying soft electrons and taus limits this approach, keying on soft muons allows a search for $b$ jets that does not rely on displaced tracks.

Beyond these more conventional approaches to $b$-jet tagging, a number of taggers make use of artificial neural networks (ANNs, or sometimes simply NNs). An ANN is a simulated set of interconnected neurons, where each neuron produces a numerical response to a given set of input signals [65]. The neurons may be arranged in a way to take a set of input variables and produce a single-value output variable. The response of the neurons may be chosen so that, as a whole, the ANN acts as a discriminant, assigning a high ANN score to a signal that typically produces a certain set of inputs, and assigns a low score to backgrounds that behave differently. A number of parameters may be chosen in setting up an ANN: the input variables used, the number of neurons to use in the network, and into how many layers they should be arranged, and the type of response for each neuron. Fig. 6.1 shows an example of how the neurons in an ANN may be set up to produce a single-valued ANN score given a set of inputs. ANNs provide the ability to consider many variables independently, but can also exploit correlations in many variables and identify differences in how “signal” and “background” variables may be correlated.

Because ANNs can use as many discriminants as is computationally feasible, the power of ANNs can exceed that of more conventional taggers. A number of ANN-based taggers have been used in CDF analyses. One, the “KIT flavor separator” [66], is not so much a tagger in its own right, but supplements the SecVtx tagger by identifying SecVtx-tagged jets that more likely originate from a $b$ quark than from either a $c$ quark or from other partons. The “Roma tagger” [67, 68] uses a vertexing algorithm that can search for multiple vertices inside a jet, like those seen in cascade $B$ hadron decays. It uses three types of ANNs that make use of information from the SecVtx, JetProb, and soft-lepton
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The behaviour of an artificial neural network is determined by the layout of the neurons, the weights of the inter-neuron connections, and by the response of the neurons to the input, described by the neuron response function \( \rho \).

**Multilayer Perceptron**

While in principle a neural network with \( n \) neurons can have \( n^2 \) directional connections, the complexity can be reduced by organising the neurons in layers and only allowing direct connections from a given layer to the following layer (see Fig. 15). This kind of neural network is termed **multi-layer perceptron**; all neural net implementations in TMVA are of this type. The first layer of a multilayer perceptron is the input layer, the last one the output layer, and all others are **hidden** layers. For a classification problem with \( n \) \( \text{var} \) input variables the input layer consists of \( n \) \( \text{var} \) neurons that hold the input values, \( x_1, \ldots, x_{n \text{var}} \), and one neuron in the output layer that holds the output variable, the neural net estimator \( y_{\text{ANN}} \).

For a regression problem the network structure is similar, except that for multi-target regression each of the targets is represented by one output neuron. A weight is associated to each directional connection between the output of one neuron and the input of another neuron. When calculating the input value to the response function of a neuron, the output values of all neurons connected to the given neuron are multiplied with these weights.

**Figure 6.1:** Diagram of how neurons may be arranged in an ANN to take a set of four input variables \( \{x_1, x_2, x_3, x_4\} \) to a single-valued output, \( y_{\text{ANN}} \). Here, an input layer of four neurons, each corresponding to one of the input variables, then passes along a signal to a hidden layer of five neurons, which pass their signals to a one-neuron output layer, which corresponds directly to the ANN output. Figure adapted from [65].
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Figure 6.2: A flow chart describing the jet *b*ness NN tagger. We start with individual tracks in a jet, and use various parameters of them as inputs into a track-by-track NN that assigns each track a *b*ness. These values are collected and used, along with other jet-level parameters, as inputs into a jet-by-jet NN. The final output of this NN is called the jet *b*ness.

taggers.

### 6.2 Description of the *b*ness ANN

The approach behind the development of the jet *b*ness tagger was to focus on the basic observable constituents of *b*-jets: the charged particle tracks located within the jet cone. *b*-jet tagging relies on properties of the *B* hadron decays, and thus a careful look at properties of individual tracks is a strong starting point for identification of *b* jets. Along with looking at individual tracks, we look at properties of groups of tracks (like if tracks come from a secondary vertex) and properties of the jet as a whole.

A flow-chart of how the *b*ness NN works is shown in Fig. 6.2. The *b*ness NN is organized in the following way: each track inside the jet is assigned a “track *b*ness” using a track-by-track NN that assigns a high score to tracks likely coming from *B* hadron decays, and a low score from tracks that likely do not. Information on the tracks is collected and combined with other jet-level variables to be used as inputs into a jet-by-jet NN. The output of this NN is the “jet *b*ness”, assigning a high score for jets likely to be coming from
$b$ quarks. We can then place a cut requiring a minimum jet $b$ness value to select events rich in heavy-flavor jets.

### 6.2.1 Basic track selection

In order to maintain the largest amount of information available to us for $b$ tagging, we select tracks to enter the track-by-track NN using a loose criteria, rejecting only those tracks with $p_T < 0.4 \text{ GeV}/c$ (a standard CDF cut), or whose only hits are in the COT, which does not have the impact parameter resolution necessary to find significantly displaced tracks. We only consider tracks located within the cone $R = 0.4$ around the jet axis. Also, we reject tracks likely originating from the decays of other (non-$B$) long-lived hadrons, like the $K_s$ ($m = 0.497 \text{ GeV}/c^2$) and the $\Lambda$ ($m = 1.115 \text{ GeV}/c^2$). Track pairs that can form a two-track vertex and whose invariant mass lies within 10 MeV of those particles’ masses are removed from consideration.

### 6.2.2 The track neural network

The variables used as inputs to the track-by-track NN are related to two major properties expected in $B$ hadron decays: charged particle tracks displaced from the primary interaction vertex, and tracks with high-$p_T$ located close to the jet axis. The former is due to the long lifetime of $B$ hadrons, while the latter is due both to the typical boost of $B$ hadrons inside the jet and the high mass of $B$ hadrons compared to their decay products. Variables related to the displacement include the following:

- the track’s signed impact parameter, $d_0$, where the sign is positive if the angle between the jet direction and the line joining the primary vertex to the point of closest approach of the track to that vertex is less than 90°, and is negative otherwise;
• the significance of that impact parameter given its uncertainty, \( d_0/\sigma_{d_0} \);

• the track's z displacement from the primary vertex, \( z_0 \);

• and, the significance of that z displacement, \( z_0/\sigma_{z_0} \).

Variables related to track kinematics include:

• the track's transverse momentum, \( p_T \);

• its pseudorapidity with respect to the jet axis, \( \eta_{\text{axis}} \);

• and, the magnitude of the track's momentum in a direction perpendicular to the jet axis, \( p_{\text{perp}} \).

In addition, the \( E_T \) of the jet is included as an input variable in the track-by-track NN, since many of these quantities are strongly correlated with the jet energy. In order to not bias our tagger for jets of a certain energy, \( B \) hadron tracks and non-\( B \) hadron tracks used for training the NN are weighted so as to have the same parent jet \( E_T \) distribution.

These input variables are shown for \( B \) hadron tracks and non-\( B \) hadron tracks from a \textsc{pythia} \( ZZ \rightarrow jjjj \) MC sample in Fig. 6.3. Tracks are considered to be from \( B \) hadrons if they are matching within \( \Delta R < 0.141 \) to particles that come from the decay a \( B \) hadron in the simulation’s event record. As expected, tracks from \( B \) hadrons show higher displacement, higher \( p_T \), and are closer to the jet center. The displacement variables—particularly the \( d_0 \) and \( d_0/\sigma_{d_0} \)—give the highest level of discrimination.

The track-by-track NN is a multi-layer perceptron (MLP) trained using the TMVA [65] package. The NN is trained using tracks from jets from \( ZZ \rightarrow jjjj \) decays in MC, and utilizes two hidden layers of 15 and 14 nodes. The single-valued output is called the “track bness”, which ranges from \(-1\) to \(1\), and examples of which are shown in Fig. 6.4.
Figure 6.3: Inputs used in the neural network for calculating the per-track bness for tracks from $B$ hadron decays (dashed red lines), and tracks not from $B$ hadron decays (solid black lines). The y-axis in each plot is in arbitrary units, and the distributions from $B$ hadron daughter tracks and non-$B$ hadron daughter tracks are normalized to the same area.
6.2.3 The jet neural network

In identifying jets most likely to come from $b$ quarks, the most important properties we consider are those related to the tracking information. $b$ jets contain tracks from $B$ hadron decays, so they should have a higher number of high-$b$ness tracks, and those tracks should be consistent with originating from a long-lived $B$ hadron decay. We consider the following variables related to the tracks:

- the track $b$ness values of the five most $b$-like tracks in the jet, $b_i$, $i = 0 \ldots 4$;
- the number of tracks with track $b$ness $> 0$, $n_{trk}$;
- the significance of the displacement of a reconstructed secondary vertex from the primary vertex, $L_{xy}/\sigma_{L_{xy}}$, where the secondary vertex is fit using tracks with track $b$ness $> -0.5$;
- and, the invariant mass of the tracks used to fit the secondary vertex, $m_{vtx}$.

While less powerful for identifying $b$ jets, additional factors are also considered:

- the number of $K_s$ meson candidates found inside the jet, as $b$ jets tend to contain more $K_s$ mesons than non-$b$ jets;
- and, if a candidate for a soft muon is found inside the jet, the likelihood that object is truly a muon calculated by a soft muon tagger [64], as some $b$ jets contain semi-leptonic decays.

The above variables, along with the jet $E_T$, are used as inputs into the jet-by-jet NN. It is trained in a similar fashion to the track-by-track NN, with two hidden layers of 15 and 16 nodes. The network is trained on jets from a $ZZ \rightarrow jjjj$ MC sample, separating jets matched to $b$ quarks against all other types of jets. The most important variables in the jet-by-jet NN, those related to the track properties, are shown in Fig. 6.4.
Figure 6.4: Inputs used in the neural network for calculating the per-jet bness for $b$ jets (dashed red lines), and non-$b$ jets (solid black lines). The $y$-axis in each plot is in arbitrary units, and the distributions from $b$ jets and non-$b$ jets are normalized to the same area.
Figure 6.5: Output of the final jet-by-jet NN, the jet $b$ness, for $b$ jets (dashed red line) and non-$b$ jets (solid black line).

The final output of the jet-by-jet NN, the “jet $b$ness”, is shown in Fig. 6.5 for $b$ jets and non-$b$ jets from the $ZZ$ sample used for training. The choppiness of the distribution is due to the use of discrete-valued variables in the jet-by-jet NN. A number of $b$ jets have low jet $b$ness values, generally due to a lack of high $b$ness tracks in these jets either because the $B$ hadron decayed relatively quickly, or the jet was at higher $\eta$ where fewer tracks are reconstructed. Particularly, the region near a jet $b$ness of -0.8 is dominated by jets with zero tracks having positive track $b$ness, zero $K_S$ candidates found, and no secondary vertex. The significant number of $b$ jets at these low $b$ness values indicates some $b$ jets are nearly indistinguishable from non-$b$ jets. However, we see a high purity at high jet $b$ness, and we can use a $b$ness threshold requirement to get a heavy-flavor enhanced jet selection that sacrifices some $b$ jet acceptance.
6.3 Evaluation of Mistag Rate and Efficiency

In order to use this new $b$ tagger in analyses, we determine the true efficiency of identifying a $b$ jet and the false tag (“mistag”) rate for tagging a non-$b$ jet as a function of a minimal $b$ness requirement, $e(b)$ and $m(b)$ respectively. Also, we evaluate the efficiency and mistag rate in Monte Carlo simulations ($e_{MC}(b)$ and $m_{MC}(b)$, respectively). By checking differences between these values in data and MC, we can correct our simulation to better match the data.

For any given selection of data, we can calculate the mistag rate (where all non-$b$ jets are considered mistags) if we know the number $N_B$ of $b$ jets, the number $N_B(b)$ of $b$ jets above the threshold $b$ness, the total number $N$ of jets, and the total number $N(b)$ of jets above the $b$ness cut threshold:

$$m(b) = \frac{N(b) - N_B(b)}{N - N_B}.$$ (6.1)

We may use MC to determine the fraction $f_B$ of all jets that are $b$ jets, and the efficiency $e_{MC}(b)$ for these jets to pass the $b$ness cut. This efficiency will need to be modified by a scale factor $s_e(b) = e(b)/e_{MC}(b)$ if it is different from the true efficiency evaluated in data. Thus,

$$N_B = f_B N \quad \text{and} \quad N_B(b) = s_e(b) e_{MC}(b) f_B N.$$ (6.2)

Also, if we define a mistag rate that has not been corrected for the possible presence of $b$ jets in the same sample, $m_{raw}(b) = N(b)/N$, then we may write equation 6.1 in the following way:

$$m(b) = \frac{m_{raw}(b) N - s_e(b) e_{MC}(b) f_B N}{N - f_B N}$$

$$= \frac{m_{raw}(b) - s_e(b) e_{MC}(b) f_B}{1 - f_B}.$$ (6.3)
We can write an analogous expression for the efficiency of $b$ jets passing a given $b$-ness cut,

$$e(b) = \frac{e_{\text{raw}}(b) - s_m(b)m_{\text{MC}}(b)f_L}{1 - f_L},$$  \hspace{1cm} (6.4)$$

where $e_{\text{raw}}(b)$ is a “raw” efficiency uncorrected for the presence of non-$b$ jets in a sample, $m_{\text{MC}}(b)$ is the mistag rate as measured in MC, corrected to match data by a scale factor $s_m(b)$, and $f_L$ is the fraction of light-flavor (here just simply defined as non-$b$) jets in the chosen sample. Both $e_{\text{raw}}(b)$ and $s_m(b)m_{\text{MC}}(b) = m(b)$ can be calculated easily by counting events above a given $b$-ness threshold in the data and MC respectively.

We will use a $t\bar{t}$ selection to determine the efficiency. Because of the different competing processes in this $t\bar{t}$ sample (there is a significant contribution from $W +$ light flavor jets and $W + b\bar{b}$ processes), it is best to break $f_L$ into these most significant subsamples,

$$f_L = \frac{f_L^{Wjj}N_{Wjj} + f_L^{Wbb}N_{Wbb} + f_L^{t\bar{t}}N_{t\bar{t}}}{N_{Wjj} + N_{Wbb} + N_{t\bar{t}}},$$  \hspace{1cm} (6.5)$$

where $N_X$ is the number of events predicted by MC in subsample $X$, and $f_L^X$ is the fraction of non-$b$ jets in subsample $X$. We assume that the MC correctly reproduces the values of $f_L^X$. To determine $s_e(b) = e(b)/e_{\text{MC}}(b)$, we write down a similar expression for the efficiency in MC using the efficiency of each subsample in MC,

$$e_{\text{MC}}(b) = \frac{1}{N_{Wjj} + N_{Wbb} + N_{t\bar{t}}} \sum_X e_X(b)f_B^X N_X,$$  \hspace{1cm} (6.6)$$

where, as before, $N_X$ is the number of events predicted by Monte Carlo in subsample $X$, $f_B^X$ is the total fraction of $b$ jets in subsample $X$, and $e_X$ is the efficiency of $b$ jets passing a particular $b$-ness cut in subsample $X$. We assume, again, that the Monte Carlo correctly reproduces the values of $f_B^X$.

By calculating the mistag rates and efficiencies in this way, we have removed any di-
rect dependence on the number of events. This removes uncertainties that purely effect the normalization, like the uncertainty on the total integrated luminosity. Also, the determination of the mistag rate depends on the calculated value of the efficiency (through the scale factor term $s_e(b)$), and that in turn the determination of the efficiency depends on the mistag rate (again through the scale factor $s_m(b)$). Similarly, the uncertainties on these quantities (see below) depend on each other. Thus, we use an iterative procedure to solve for the mistag rate, efficiency, and their uncertainties. We calculate the mistag rate first using a value of $s_e(b) = 1$, and find that the values of $e(b)$ and $m(b)$ and their uncertainties converge very quickly.

The uncertainties on these quantities may also be calculated from the expressions above. For the mistag rate,

$$\sigma_m^2(b) = \frac{m_{\text{raw}}(b)(1 - m_{\text{raw}}(b))}{N(1 - f_B)^2} + \left(\frac{\sigma_e(b)f_B}{1 - f_B}\right)^2 + \left(\frac{\sigma_f b[s_e(b)e(b) - m(b)]}{1 - f_B}\right)^2. \quad (6.7)$$

The first term is a binomial uncertainty on the raw mistag rate of the sample, and is the term related to the statistical uncertainty of the sample used to determine the mistag rate. The second term comes from the uncertainty on the measured value of $e(b)$ (see Eq. 6.8). The final term is due to the uncertainty on $f_B$, which will depend on the choice of MC and the region in which MC and data are compared.

Given the multiple processes we must consider in our $t\bar{t}$ selection (see Eqs. 6.5 and 6.6), the expression for the uncertainty on the efficiency is more complicated. To ease matters, we obtain this uncertainty by calculating the uncertainty of the quantity $(e(b) -
\[ e_{MC}(b), \text{ and find} \]

\[
\sigma^2_e(b) = \frac{1}{(1 - f_L)^2} \left( \frac{e_{\text{raw}} (1 - e_{\text{raw}})}{N_D} + (\sigma_m f_L)^2 \right) \\
+ \sum_X \frac{\sigma^2_X}{[N_{MC}(1 - f_L)]^2} \times \\
\left[ (e + s_m m) (f_L - t^X) + f_B^X (e_{MC} - e_X) \right]^2,
\]

where the latter term represents a sum over each of the MC subsamples. \( N_{MC} \) and \( N_B \) are the total number of events and events with \( b \) jets in the MC, and \( \sigma_X \) is the uncertainty assigned to the number of events in each MC subsample. Because we compare only the normalizations of data and MC in our determination of efficiency (and mistag rate) scale factors, the uncertainty on the number of events in each MC subsample need only reflect the relative uncertainty on the fraction of events each subsample contributes to the whole. We assign \( \sigma_{Wbb} = 20\% \), and \( \sigma_{Wjj} = 8.72\% \) and \( \sigma_{tt} = 6.78\% \) based on a fit to the distribution of the sum of the highest two \( b \)ness jets in \( t\bar{t} \) events.

### 6.4 Selection for Mistag Rate and Efficiency Determination

Following the procedure described in Sec. 6.3, we must choose two independent regions in which to determine the mistag rate and efficiency of the \( b \) tagger. To reduce uncertainties, it is best to choose a well-modeled region dominated by falsely tagged jets (where we expect few \( b \) jets) and a well-modeled region rich in \( b \) jets. For the former, we choose events containing two oppositely charged electrons or muons likely from the decay of a \( Z \) boson, plus one jet. The \( Z + 1 \) jet selection closely follows that described in Chap. 4, and are summarized in Tab. 6.1. For the latter, we choose events containing the decay of a pair of top quarks, where we require exactly one lepton, at least four jets, and a large imbalance in transverse momentum in the event, indicating the likely presence of a neu-
trino. We expect that the two jets with the highest $b$ness values in this sample will very likely be $b$ jets. The cuts applied for the $t\bar{t}$ selection region is described in Tab. 6.2.

<table>
<thead>
<tr>
<th>$Z + 1$ jet Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{leptons}} = 2$, both electrons or both muons</td>
</tr>
<tr>
<td>Leptons have opposite charge</td>
</tr>
<tr>
<td>$\Delta z_0$ between leptons $&lt; 5$ cm</td>
</tr>
<tr>
<td>Lepton $p_T &gt; 20$ GeV/c</td>
</tr>
<tr>
<td>$75$ GeV/$c^2 &lt; M_{ll} &lt; 105$ GeV/$c^2$</td>
</tr>
<tr>
<td>$E_T &lt; 25$ GeV</td>
</tr>
<tr>
<td>Reconstructed $p_T(Z) &gt; 10$ GeV/c</td>
</tr>
<tr>
<td>$N_{\text{jets}}(E_T &gt; 10$ GeV) $= 1$</td>
</tr>
<tr>
<td>Jet $E_T &gt; 20$ GeV, $</td>
</tr>
</tbody>
</table>

Table 6.1: Summary of event selection requirements for the $Z + 1$ jet sample used to determine the mistag rate of the jet $b$ness tagger.

<table>
<thead>
<tr>
<th>$tt$ Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{leptons}} = 1$</td>
</tr>
<tr>
<td>Lepton $p_T &gt; 20$ GeV/c</td>
</tr>
<tr>
<td>$E_T &gt; 20$ GeV</td>
</tr>
<tr>
<td>$E_T$-significance $&gt; 1(3)$ for $\mu$($e$) events</td>
</tr>
<tr>
<td>Reconstructed $M_T(W) &gt; 28$ GeV/$c^2$</td>
</tr>
<tr>
<td>Highest two $b$ness jets’ $E_T &gt; 20$ GeV</td>
</tr>
<tr>
<td>$N_{\text{jets}}(E_T &gt; 15$ GeV) $\geq 4$</td>
</tr>
<tr>
<td>Total sum $E_T &gt; 300$ GeV</td>
</tr>
</tbody>
</table>

Table 6.2: Summary of event selection requirements for the $t\bar{t}$ sample used to determine the tag efficiency of the jet $b$ness tagger. The total sum $E_T$ is defined as the sum of the lepton $p_T$, $E_T$, and $E_T$ of all jets with $E_T > 15$ GeV.

These events are selected by specific high-$p_T$ central electron and muon triggers that do not have additional jet selection requirements. We use data corresponding to an integrated luminosity of 4.8 fb$^{-1}$. We use ALPGEN interfaced with PYTHIA for parton showering, to model $W$ and $Z$ plus jets samples and PYTHIA to model $t\bar{t}$ and other processes with small contributions. Similar to how we determine the trigger and lepton ID/reconstruction
efficiencies for our $Z + 2$ jet sample by comparing data and MC in a $Z + 1$ jet sample, we check the trigger and ID/reconstruction efficiencies against a sample of $Z \rightarrow e^+e^-$ or $\mu^+\mu^-$ events without jets. Table 6.3 contains a summary of the total number of events.

<table>
<thead>
<tr>
<th></th>
<th>Electrons</th>
<th>Muons</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z + 1$ jet selection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Events</td>
<td>9512</td>
<td>5575</td>
</tr>
<tr>
<td>MC Events</td>
<td>9640 ± 880</td>
<td>5540 ± 490</td>
</tr>
<tr>
<td>tt Selection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Events</td>
<td>507</td>
<td>835</td>
</tr>
<tr>
<td>MC Events</td>
<td>542 ± 56</td>
<td>862 ± 85</td>
</tr>
</tbody>
</table>

Table 6.3: Number of events in data and MC in the $Z + 1$ jet selection region, after proper scale factors have been applied. The uncertainties on the MC reflect only the two dominant systematic uncertainties: the uncertainty on the jet energy scale and the uncertainty on the luminosity. Overall, the agreement in number of events is good.

6.5 Mistag Rate Determination

Fig. 6.6 shows the jet $b$ness distribution for jets in the $Z + 1$ jet sample. The sample is dominated by light-flavor jets, but there is a significant contribution of real $b$ jets at higher $b$ness values, coming from $Z + b\bar{b}$ production. The $b$-jet incidence rate reaches above 60% for the highest $b$ness cuts, and thus we will expect the uncertainties in the mistag rate to be substantially higher there, due to both the small sample of available jets and the high contamination rate combined with the uncertainty on the number of $b$ jets in that smaller sample.

Using the method described in Sec. 6.3, we determine the values of $m(b)$ and the relative difference between the mistag rate in data and MC ($s_m(b) - 1$). We also calculate the uncertainty on the mistag rate. The value of the scale factor and its uncertainty at the relevant $b$ness cut in the $ZW/ZZ$ search is summarized in Tab. 6.4.
Figure 6.6: A comparison of the jet $b$ness in data and MC in the $Z + 1$ jet selection region. The MC is able to reproduce the main features of the $b$ness distribution in data. We use this distribution to determine the mistag rate for placing a cut on jet $b$ness in data, and use the differences between data and MC to determine corrections to the mistag rate in MC.
Figure 6.7: Jet $b$ness of the first (left) and second (right) jet, as ordered by $b$ness, in the $t\bar{t}$ lepton + jets selection region. The simulation reproduces most of the features of the data, and we see much of the $b$-enriched samples clustered towards high $b$ness.

6.6 Tagging Efficiency Determination

We use our $t\bar{t}$ selection, described in Sec. 6.4 and Tab. 6.2, to calculate the efficiency from a sample of jets with high $b$ purity. As these events have many jets, we order the jets by decreasing $b$ness value. Fig. 6.7 shows the jet $b$ness distributions in data and MC for the two jets with highest $b$ness in each event. The agreement here is very good, and regions of high $b$ness are almost exclusively populated by $t\bar{t}$ events, indicating that our $b$ tagger is properly identifying $b$ jets.

We calculate the efficiency of a given $b$ness threshold and its uncertainty as described in Sec. 6.3. The relative differences and uncertainties on the efficiency are on the order of 10% or less (see [61]). Tab. 6.4 lists the efficiency and mistag rates in data and MC for a chosen operating point—the 2$^{nd}$ highest jet $b$ness $> 0.0$—along with the relative difference between data and MC, and the error on that difference. We find that the MC simulation typically underestimates the mistag rate while overestimating the tagging effi-
ciency. More direct comparisons of the performance of the jet bness tagger with CDF’s SecVtx tagger are included in [61].

<table>
<thead>
<tr>
<th>Quantity</th>
<th>bness Cut</th>
<th>Data</th>
<th>MC</th>
<th>% Difference</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mistag Rate</td>
<td>&gt; 0.0</td>
<td>0.0819</td>
<td>0.0720</td>
<td>14%</td>
<td>4.1%</td>
</tr>
<tr>
<td>Tag Efficiency</td>
<td>&gt; 0.0</td>
<td>0.622</td>
<td>0.684</td>
<td>−9.0%</td>
<td>8.7%</td>
</tr>
</tbody>
</table>

Table 6.4: Mistag rates and efficiencies on a 2\textsuperscript{nd}-highest jet bness cut > 0.0 determined from comparisons of data and MC in our $Z + 1$ jet and $t\bar{t}$ control regions.

While generic comparisons between taggers are difficult, we compare our tagger to the most commonly used $b$ tagger in CDF, the SecVtx tagger [62]. The efficiency and mistag rates of our tagger compare favorably to the SecVtx tagger. We compare the two taggers using simulated events, looking at the two highest bness jets in the MC of our $t\bar{t}$ selection. The “tight” SecVtx tagger operating point on this sample of jets has an efficiency of 0.59 and a mistag rate of 0.052, while the “loose” operating point has an efficiency of 0.68 with a mistag rate of 0.088. For a 2\textsuperscript{nd} highest bness jet cut at > 0.0, we have a similar efficiency to the “loose” SecVtx tag with a slightly lower mistag rate.
CHAPTER 7

NEURAL-NETWORK-BASED QUARK/GLUON DISCRIMINANT

In this analysis, we search for two high-\(p_T\) leptons from the decay of a \(Z\) boson, and two jets from a \(W \rightarrow q\bar{q}'\) or \(Z \rightarrow q\bar{q}\) decay; thus, the two jets in our signal are quark jets. Our dominant background, two jets produced in association with a \(Z \rightarrow \ell^+\ell^-\) decay, contain a significant number of gluon jets. Thus, similar to the tagging of \(b\) jets, our sensitivity to \(W^\pm \rightarrow q\bar{q}'\) and \(Z \rightarrow q\bar{q}\) decays may be increased if we can tag jets likely to come from light quarks—\(u, d, s\), and the slightly heavier \(c\)—and separate them from jets likely originating from the fragmentation of gluons.

Gluon jets, due to their higher color charge, tend to contain a higher particle multiplicity and be spatially broader in the detector than quark jets [58]. We attempt to quantize the spatial spread of jets using a collection of artificial neural-networks, trained to separate gluon jets from light-flavor quark jets. We call the result of the final ANN the jet quark/gluon value (or jet QG value). We may place a cut on this value to use it as a light-flavor quark tagger. Our approach is unique in that we look directly at bulk distributions of the individual towers and tracks within a jet by constructing the distribution of distances between pairs of these objects.

We calibrate the agreement of response of the final ANN in MC to the response in data using a \(W \rightarrow \ell\nu + 1\) jet sample. Similar to our characterization of the jet \(b\)ness variable as a tagger, we determine a tagging efficiency and mistag rate of placing a cut on the jet QG value using two independent samples: \(W \rightarrow \ell\nu + 2\) jets, similar to our \(Z + \) jets background, and \(t\bar{t} \rightarrow b\bar{b}\ell\nu q\bar{q}'\), which contains two jets from the hadronic decay of a \(W\) boson, very much like our diboson signal.
7.1 Introduction

The strong force, and the behavior of the quarks and gluons that compose its interactions, is described by Quantum Chromodynamics (QCD). An essential property of QCD is that while quarks possess color, that only color-neutral states exist in nature. The transformations of the color states of quarks are defined by group SU(3), with the eight unitary matrices that generate that group giving rise to the eight gluons that mediate the strong force. These gluons have an effective color charge that is larger than that of the quarks. The color charge is proportional the square root of the ratio of the “color factors”: $C_A$ and $C_F$, respectively. In SU(3), $C_A = 3$ and $C_F = 4/3$, thus $C_A/C_F = 9/4$.

This increased color charge for gluons results in a number of properties that distinguish the hadronization of quark and gluon jets [58]. First, the multiplicity of any type of final-state object should be higher in gluon jets: the largest contributor to increases in multiplicity is the radiation of gluon jets, and since the effective gluon color charge is higher, gluons are likely to radiate more. As a result of this higher multiplicity, the final-state particles in gluon jets should have a softer momentum spectrum than quark jets of a similar energy. In addition to increases in particle multiplicities in gluon jets, gluon jets will also tend to be broader, spatially, than quark jets. The jet width tends to increase with decreasing energy, and since the energies of partons undergoing hadronization in gluon jets are typically lower, gluon jets will tend to have larger angular size than quark jets of a similar energy. These properties, however, are not suitable for separating $b$ quarks from gluon jets, as the weak decays of $B$ hadrons will lead to different properties.

Experimental studies of the differences between gluon and quark jets are difficult, as it is hard to unambiguously determine whether a jet originated from a quark or gluon. AMY, a detector located at an $e^+ e^-$ storage ring at the KEK laboratory in Japan, collected events with two back-to-back jets, likely from quarks, and events with three jets, which
likely includes a gluon radiated from a quark jet [69]. They determined that gluon jets have less energy inside a core region of the jet, as compared to light quark jets, indicating a wider angular spread for gluon jets. OPAL, an experiment located at the $e^+e^-$ LEP (Large Electron-Positorn) collider at CERN, was able to obtain a high purity of gluon jets from three-jet decays of the $Z$ boson: $Z \rightarrow b\bar{b}g$ [70]. The leading-$E_T$ jet is very likely a $b$ jet, and by $b$-tagging one of the two other jets, one may take the untagged jet to be from a gluon. OPAL found that gluon jets had softer spectrum of particle energies than light quark jets, as predicted by the theory.

Consideration of jet widths, to reduce backgrounds from gluon jets to final states with only quark jets, has been used in analyses at CDF. Searches for all-hadronic decays of top quark pairs (where both $W$ bosons decay to pairs of quarks) [71] and all-hadronic decays of $WH/ZH$ production [72] included evaluations of the $\eta$ and $\phi$ moments of jets, each a single-value measurement of the width of the jet, in ANN-based discriminants to reduce contributions from multijet backgrounds. However, these distributions have not been used as simple tagging variables, upon which one may place a cut, because they have little discrimination power on their own. Our approach is to develop a variable that is specifically formulated to distinguish between quark and gluon jets, similar to the $b$-taggers described in Chap. 6.

### 7.2 Jet QG Value Definition

There are two basic detector-level objects associated with jets at CDF: calorimeter towers, which are clustered together to form the actual jets, as described in Sec. 3.3; and, charged particle tracks, which may be associated with a jet via matching in $\Delta R$, even if they are not used to define the jets themselves. These two sets of objects are in many ways complementary to describing properties of the jet. Charged particle tracks are reconstructed
with high spatial resolution, and, if including information from the silicon detectors, provide the “earliest” description of development of the jet; however, the tracking systems provide limited coverage for $|\eta| > 1$, and even inside that region only relate information about a fraction of the particles in the jet—those that have charge. Calorimeter towers provide a more complete picture of the jet, giving energy measurements of both charged and neutral particles over a wider $\eta$ range; but, we cannot determine particle multiplicities from the calorimeter towers, and the large tower size (typically 0.1 in $\eta \times 15^\circ$ in $\phi$) gives us less resolution on measurements of the jet width.

For this reason, we use information from both tracks and towers to form our quark/gluon discriminant. The discriminant itself uses a total of three ANNs (see Sec. 6.1 for a description of how our ANNs work), described visually in a flow-chart in Fig. 7.1. There are two networks for separating quark and gluon jets by looking at the distribution of energy contained in calorimeter towers and the distribution of momenta contained in reconstructed charged-particle tracks, described in the following sections. Most jets may be assigned a Tower NN value and Track NN value, the output of these two ANNs. These two NN values are combined in a third ANN, along with other variables that offer some discrimination between quark and gluon jets, or that are related to the how spread or collimated jet it is. The output of this final ANN is the jet QG value, and is our final discriminant for separating quark and gluon jets.

Each of the ANNs is trained on jets matched to a light flavor ($uds$) quark or gluon with $p_T > 20$ GeV/$c$ and within $\Delta R = 0.4$ of the center of the jet, with no other partons above 8 GeV/$c$ within $\Delta R = 0.7$. The jets come from a $Z \rightarrow \mu^+\mu^- + 2$ parton ALPGEN sample, interfaced with PYTHIA showering. Similar to the jet $b$ness ANNs, each ANN in the quark/gluon discriminant is a feed-forward multilayer perceptron with a single output, implemented using the MLP algorithm from the TMVA package [65]. The networks are trained on 100,000 quark and gluon jets, and tested for biases in over-training on a sam-
Figure 7.1: A flow chart describing the jet QG value quark/gluon discriminant. We start by forming a distribution of the towers and tracks inside a cone of $R = 0.7$ around each jet. These distributions are used as inputs into two separate ANNs, giving us a “Tower NN” value and a “Track NN” value. These are then used as inputs, along with other variables describing aspects of the jet, into a final NN. The output of this final network is called the “jet QG value”.
ple with 500,000 quark and gluon jets. Gluon jets are reweighted to match the $E_T$ and $\eta$ distributions of the quark jets to remove any bias these variables.

### 7.2.1 The tower neural network

For each jet, we obtain a list of the calorimeter towers (with $E_T > 1$ GeV) in a cone of $R = 0.7$ around that jet. Each tower has a location coordinate, $(\eta, \phi)$, and deposited energy $E$ associated with it. We construct a distribution of the distance, $\Delta R_{ij} = \sqrt{(\Delta \eta_{ij})^2 + (\Delta \phi_{ij})^2}$, between all pairs of towers within the jet. We weight each tower pair by its relevance in terms of energy, resulting in a distribution that characterizes the spatial spread of the energy within each jet. The weight we apply to each tower pair is given by

$$\frac{E_i E_j}{0.5((\Sigma E)^2 - \Sigma E^2)},$$

where $E_i$ and $E_j$ are the energies of the two towers in the pair, $\Sigma E$ is the sum of the energy in all towers in a cone of $R = 0.7$ around the jet, and $\Sigma E^2$ is the sum of the square of the energy of each tower in that same cone. This denominator is chosen in order to normalize the sum of all weights of tower pairs to unity. In this thesis, this distribution is also referred to as the $\Delta R_{\text{towers}}$ distribution.

The typical $\Delta R_{\text{towers}}$ distribution for quark and gluon jets is shown in Fig. 7.2. The $x$-axis is the distance between a pair of towers around the jet, while the $y$-axis is the typical energy content contained in tower pairs at that distance. We see that light quark jets have a higher proportion of their energy clustered together, with the $\Delta R_{\text{towers}}$ peaking lower than for gluon jets.

We split the $\Delta R_{\text{towers}}$ distribution into 56 bins with bin size $\Delta R_{\text{towers}} = 0.025$ for $0.0 \leq \Delta R_{\text{towers}} \leq 1.4$, and the contents of the 53 non-zero bins (the first 3 bins are empty due to the segmentation of the calorimeter) are used as inputs for the Tower NN. This
Figure 7.2: A typical distributions of $\Delta R$ between pairs of towers in light-flavor quark (blue) and gluon (red) jets. Light-flavor quark jets tend to peak at low $\Delta R_{\text{towers}}$, indicating they are rather collimated, while gluon jets tend to have a higher $\Delta R_{\text{towers}}$ distribution.

The bin size was chosen to correspond to the maximum resolution for $\Delta R_{\text{towers}} = 2.0$, as we originally included information out to a cone-size of $R = 1.0$, but found that it offered little improvement over a cone size of $R = 0.7$. However, extending the information included beyond the jet size of $R = 0.4$ to $R = 0.7$ does provide improved discrimination power because gluon jets are more likely to radiate some energy outside the smaller cone size.

In constructing the quark/gluon discriminant, we also considered including a second $\Delta R$ distribution, one populated by the distance of each individual tower from the jet center. However, the information from this distribution is largely contained in the $\Delta R_{\text{towers}}$ distribution, and so it offers little additional discrimination at a price of added complexity of the network. Also, a benefit of including the distance between tower pairs over the distance between each tower and the jet center is the increased multiplicity of tower pairs: if there are $n$ towers included in a jet, then there are $n \cdot (n - 1)$ possible tower pairs, versus $n$ tower-jet center pairings. This greater multiplicity means the $\Delta R_{\text{towers}}$ distribution will
be more populated, providing greater discrimination power. For these reasons only the contents of the $\Delta R_{\text{towers}}$ distribution are used as inputs into the Tower NN.

![Tower Neural Network Output](image)

**Figure 7.3:** The output of the Tower ANN discriminant for light-flavor quark (blue) and gluon (red) jets. We see a good level of discrimination between quark and gluon jets in this NN variable.

The output of the Tower NN for quark and gluon jets from our $Z \rightarrow \mu^+\mu^-$ jets MC is shown in Fig. 7.3. We see that, in the MC, the distribution of gluon jets peaks at low values, while the distribution of Tower NN values is more rounded and peaks at a higher value. We see a smoother behavior here than in the output of the $b$ness NN (see Fig. 6.5) due to the lack of integer-valued inputs. While the NN is trained to produce an output between $-1$ and $+1$, some jets appear at Tower NN values $> 1$ due to differences from these jets and the training sample. However, the distributions still look well-behaved at these values. Overall, we see good discrimination between quark and gluon jets in this Tower NN value.
7.2.2 The track neural network

When looking at the tracks inside a jet, we follow a similar prescription. We collect tracks within a cone of $R = 0.7$ around each jet, using the tracks’ locations in $(\eta, \phi)$ (at the primary vertex) and momenta $p$ to obtain a distribution of the distance between pairs of tracks (in $\Delta R$), with each pair weighted by the momentum contained within that pair,

$$\frac{p_i p_j}{0.5((\Sigma |p|)^2 - \Sigma |p|^2)} ,$$

with similar definitions for $\Sigma |p|$ and $\Sigma |p|^2$ as in tower energies. We require all tracks come within 5 cm of the reconstructed primary vertex, and that the tracks otherwise meet the requirements outlined in Sec. 6.2.1.

![Distribution of Tracks in Jets](image)

Figure 7.4: A typical distributions of $\Delta R$ between pairs of tracks in light-flavor quark (blue) and gluon (red) jets. Similar to the $\Delta R_{\text{towers}}$ distribution, light-flavor quark jets tend to peak at low $\Delta R_{\text{tracks}}$ while gluon jets tend to have a higher $\Delta R_{\text{tracks}}$ distribution.

The typical $\Delta R_{\text{tracks}}$ distributions for quark and gluon jets (with two or more tracks) are shown in Fig. 7.4. We show more bins in this distribution than in Fig. 7.2, as the
segmentation of the calorimeter makes showing more bins visually difficult to read. The behavior in $\Delta R_{\text{tracks}}$ is similar to that in the $\Delta R_{\text{towers}}$ distribution: light quarks jets peak at lower $\Delta R_{\text{tracks}}$ than gluon jets, indicating more of the track momentum content is in track pairs close together in quark jets compared to gluon jets. The $\Delta R_{\text{tracks}}$ distribution does not fall with constant rate, with what looks like a second peak appearing at $\Delta R \approx 0.6$, due to geometric effects based on the cone size of the jet.

We split the $\Delta R$ distribution between track pairs (or $\Delta R_{\text{tracks}}$) into the same 56 bins as used in the Tower NN, and the content of each bin is used as an input into the Track NN. This NN is independent of the Tower NN; while it is possible to use both the bins of $\Delta R_{\text{tracks}}$ and $\Delta R_{\text{towers}}$ in the same NN, the possible correlations between similar bins in tower and tracks does not provide enough additional discrimination power to inspire the complications of training a 109 variable NN. Instead, the Track NN is independent of the Tower NN.

The output of the Track NN for quark and gluon jets with two or more tracks from our $Z \rightarrow \mu^+ \mu^- +$ jets MC is shown in Fig. 7.5. Like the Tower NN output, we see that the track distribution has good discrimination power for identifying quark jets from gluon jets. Compared to the Tower NN output, the Track NN output peaks at higher NN score for quark jets, but has a somewhat broader distribution in gluon jets. Unlike the Tower NN distribution, we do see some discontinuous features in the Track NN output. These arise from jets that have only two tracks that meet our quality requirements in them, and so only one bin of the $\Delta R_{\text{tracks}}$ distribution is non-zero. These jets are more likely to originate from quarks than from gluons, due to the higher particle multiplicity in gluons, hence the presence of these discontinuities at higher Track NN values.
Figure 7.5: The output of the Track ANN discriminant for light-flavor quark (blue) and gluon (red) jets. We see a good level of discrimination between quark and gluon jets in this NN variable. The somewhat discrete structure comes from jets with $N_{\text{tracks}} = 2$.

### 7.2.3 The final quark/gluon discriminant

The purpose of the final ANN is to combine the information from the Tower and Track NN values, along with two other classes of variables: first, other, simpler variables that may offer some discrimination for quark and gluon jets; and, second, variables that may affect what the width of each jet looks like, and thus will have some bearing on how quark or gluon-like each jet looks. Variables we include in the final ANN to provide greater discrimination power include the following:

- the ratio of the sum of tower energies, $\Sigma E$, in a cone of $R = 0.4$ to that in a cone of $R = 0.7$ around the jet center, which is similar to the core energy used to help distinguish quark and gluon jets in [69];

- similarly, the ratio of the scalar sum of track momenta $\Sigma |p|$ in a cone of $R = 0.4$ to $\Sigma |p|$ in a cone of $R = 0.7$ around the jet center;
• the number of towers in cones of size $R = 0.4$ and $R = 0.7$ around the jet center, as gluon jets will typically have their energy spread across more towers;

• and, the number of tracks in cones of size $R = 0.4$ and $R = 0.7$ around the jet center, as gluon jets will typically have higher charged particle multiplicities.

Variables that we include due to their correlations with the Track and Tower NN values include the following:

• the jet $E_T$, as jets with higher $E_T$ are typically more collimated and so naturally have higher Tower NN values;

• the jet $\eta$, so we avoid any dependences in the final NN on differences in the behavior of the calorimeter in different $\eta$ regions;

• the jet EM fraction ($E_{EM}/E_{HAD}$), so we avoid any differences in that Tower NN value that may arise due to non-compensating aspect of the calorimeter;

• and, the number of identified interaction vertices, $N_{vtx}$, as events with more pileup will have more energy deposited throughout the entire calorimeter, which has the effect of making jets appear broader/less collimated.

Again, the gluon jet $E_T$ and $\eta$ distribution are reweighted to match that of the quark jets (and the $N_{vtx}$ distributions intrinsically agree), so that the final discriminant does not show a bias towards jets based solely on these variables, but instead only with correlations of these and other variables.

The output of this final ANN is shown in Fig. 7.6 for light-flavor quark and gluon jets from the $Z \rightarrow \mu^+\mu^-$ jets MC sample we use to test the network for overtraining. We see good discrimination between light quark and gluon jets in this final “QG” value: the former more strongly peak at a high score than they do in either the Tower or Track NN values;
meanwhile, the gluon jets have a QG value that is near \(-1\). From these MC samples, the efficiency of a tag that rejects \(\sim 90\%\) of gluons would keep almost 50\% of light quark jets, which is a performance almost on par with \(b\)-taggers. However, this performance is highly optimized for jets in MC, and as we saw in our determination of the quark and gluon jet energy scales in Sec. 5.6, there are differences in the modeling of gluon jets between MC and data. Thus, we must check that the behavior is similar in data, and calibrate the ANNs’ response if it is not.

![Final QG Neural Network Output](image)

Figure 7.6: The output of the final ANN for light-flavor quark (blue) and gluon (red) jets. Higher NN scores indicate jets that are more quark-like. In MC jets, we see good separation between quark and gluon jets.

### 7.3 Jet QG Value Calibration

The response of the ANN quark/gluon discriminant may differ between data and MC simulation, especially since raw (uncorrected) tower energies are used in the construction of the tower ANN, as CDF does not employ individual tower energy corrections. Since our signal and most backgrounds are modeled with MC, it is necessary to calibrate the Monte
Carlo response to match the behavior of the data. We do so using an independent control region with jets similar to those in our final state, $W \rightarrow \ell \nu + 1$ jet events, and then further validate and establish uncertainties on the modeling using data regions very similar to our diboson signal and dominant $Z + 2$ jets background regions: $t\bar{t} \rightarrow W^+ b W^- b \rightarrow \ell\nu t \bar{b} b q q'$ decays, and $W \rightarrow \ell \nu + 2$ jet events, respectively.

7.3.1 Calibration Selection Region

To form our $W + 1$ jet calibration sample, we choose data from the standard high-$p_T$ central electron or muon triggers also used in our selection for studies of the $b$ness tagger, described in Sec. 6.4. We then apply the selection requirements summarized in Tab. 7.1. We require there be one and only one central lepton (TCE objects for electrons, or CMUP or CMX muons) with $p_T > 20$ GeV/$c$. To pick events consistent with a $W \rightarrow \ell \nu$ decay, we also require a large amount of missing transverse energy, $E_T > 25$ GeV, and a reconstructed transverse mass given by

$$m_T = \sqrt{2p_T^{\text{lepton}} E_T \left( 1 - \cos \Delta \phi_{\ell, E_T} \right)},$$

where $\Delta \phi_{\ell, E_T}$ is the difference in $\phi$ in the direction of the lepton $p_T$ and $E_T$ vectors, be consistent with leptonic $W^{\pm}$ boson decays. To further eliminate any contributions from multijet events where jets fake our lepton + $E_T$ signature, we require that the $E_T$ not be aligned with any reconstructed jet via a cut on $\Delta \phi_{E_T, \text{nearest jet}}$ and that the $E_T$-significance be large. We also require that the events in this calibration sample have one jet with $E_T > 20$ GeV and $|\eta| < 2.0$, but have no other jets in that region with $E_T > 20$ GeV.

We consider a number of processes that may contribute to this selection, and model them with a combination of PYTHIA, ALPGEN, and MADGRAPH [73] event generators interfaced with PYTHIA for showering. The dominant contribution is $W \rightarrow \ell \nu$ production in
### Table 7.1: Summary of event selection requirements for our $W + 1$ jet selection, used to calibrate parts of our QG discriminant.

<table>
<thead>
<tr>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{vtx}} &gt; 0$</td>
</tr>
<tr>
<td>$N_{\text{leptons}} = 1$</td>
</tr>
<tr>
<td>Lepton passes TCE, CMUP, or CMX selection</td>
</tr>
<tr>
<td>Lepton $p_T &gt; 20 \text{ GeV}/c$</td>
</tr>
<tr>
<td>$E_T &gt; 25 \text{ GeV}$</td>
</tr>
<tr>
<td>$W m_T &gt; 25 \text{ GeV}/c^2$</td>
</tr>
<tr>
<td>$E_T$-significance $&gt; 1(4)$ for $\mu(e)$ events</td>
</tr>
<tr>
<td>$\Delta\phi E_{T,\text{nearest jet}} &gt; 0.2 \text{ rad}$ (nearest jet with $E_T &gt; 5 \text{ GeV}$)</td>
</tr>
<tr>
<td>$N_{\text{jets}}$ with $E_T &gt; 20 \text{ GeV} = 1$</td>
</tr>
<tr>
<td>Jet $E_T &gt; 20 \text{ GeV}$ and $</td>
</tr>
</tbody>
</table>

association with one jet, which we model using an ALGPEN event generator interfaced with PYTHIA for showering, similar to our $Z +$ jets MC sample. As we are largely concerned with the agreement in shapes between data and MC, we scale the MC to match the normalization of the data. Additionally, we reweight the MC to match the jet $E_T$ and $\eta$ distribution of the data, to remove these variables as a factor in any mismodeling of the other quantities used in forming the jet QG value.

### 7.3.2 Tower NN Calibration

In Fig. 7.7 we compare the distribution of the Tower NN value in data and MC. Our simulated model, almost entirely ALGPEN-generated $W + 1$ parton MC, does not match the data well, as the data appears more gluon-like. That jets in data appear more spatially spread than jets in MC is consistent with the disagreements between data and MC in jet energies from Sec. 5.6, where we found the amount of energy contained within a cone of $R = 0.4$ is higher in MC gluon jets than those in data.

We correct for these discrepancies by applying a linear shift to the Tower NN values in MC in order to match the data in the $W + 1$ jet sample. We perform different linear shifts in
Figure 7.7: The distribution of Tower NN values in our \( W + 1 \) jet selection. We do a linear correction to the MC Tower NN values for these jets in order to improve the MC modeling of the final QG value.

Four different \( \eta \) regions; the regions are chosen to get separate corrections for jets entirely in the central calorimeter, mostly in the central calorimeter, mostly in the plug calorimeter, or entirely in the plug calorimeter. Different corrections are also derived based on \( N_{vtx} \), to account for possible differences in the effects of pileup between data and MC.

The corrections are made in the following way. We first make a histogram of the data jets’ Tower NN values using 60 bins between -1.5 and 1.5 and a histogram of the Monte Carlo jet Tower NN output over the same range, but with 600 bins. We then compare the number of data events in each bin, starting from the lowest Tower NN values, with the number of Monte Carlo events in that same Tower NN range. If the agreement is within a specified tolerance, we move to the next data bin. If the agreement is not within that tolerance, we find the value of Tower NN output in the Monte Carlo that would serve as the best upper edge to match the number of data events in that bin, and then evenly expand or contract the MC Tower NN values to match the range of the data in that bin.

As an example, suppose that there are more events with a Tower NN between \( a \) and \( b \) in data than in Monte Carlo. We find the value \( b' \in [a, b] \) for which the number of events
in the Monte Carlo with Tower NN between \(a\) and \(b'\) is the same as (or closest to) the number of data events with Tower NN between \(a\) and \(b\). Then, for every jet with Tower NN between \(a\) and \(b'\) in the Monte Carlo, we change the Tower NN value (\(\text{NN}_{\text{tower}}\)):

\[
\text{NN}_{\text{tower}} \rightarrow a + (\text{NN}_{\text{tower}} - a) \times \frac{(b - a)}{(b' - a)}.
\]

Then, if there are more events with a Tower NN output between \(b\) and \(c\) in data than between \(b'\) and \(c\) in the Monte Carlo, we do a similar procedure, finding the value \(c'\) for which the number of Monte Carlo events between \(b'\) and \(c'\) is closest to the data, and changing the Tower NN output in that region accordingly:

\[
\text{NN}_{\text{tower}} \rightarrow b + (\text{NN}_{\text{tower}} - b') \times \frac{(c - b)}{(c' - b')}.
\]

The procedure is similar for the case where the number of data events in a bin is less than the number of Monte Carlo events. As an outcome of this procedure, the Tower NN values between data and MC will, by construction, agree exceptionally well.

We also ensure that correlations of the new Tower NN variable with other variables that use uncorrected tower energies are similar between data and MC. These correlations are important to model properly, as they will affect the response of the final QG value in the network. In Figure 7.8, profile histograms show the correlation between the Tower NN variable and the \(N_{\text{towers}}\) in a cone of size \(R = 0.7\), and the ratio of tower energy sums: \(\Sigma E\) (cone \(R = 0.4\)) / \(\Sigma E\) (cone \(R = 0.7\)). We see that the data is not well modeled by the MC, even after correcting the Tower NN value in MC. Thus, we introduce a correction to account for this effect. For each bin (of width 0.05) in the correction Tower NN value, we make a shift of \(N_{\text{towers}} \rightarrow a \cdot N_{\text{towers}} + b\), where \(a\) and \(b\) are determined using the profile histogram. We need only a shift of the form \(\Sigma E\ (R = 0.4) / \Sigma E\ (R = 0.7) \rightarrow a \cdot \Sigma E\ (R = 0.4) / \Sigma E\ (R = 0.7)\) for the energy ratio in order to better match the data. These
corrected values are determined separately for forward and central jets, as well as for events with different \( N_{\text{vtx}} \).

![Figure 7.8: Profile histograms showing the relationship between the Tower NN value (the corrected one in MC) and the \( N_{\text{towers}} \) in a cone of size 0.7 (left), and the ratio of \( \Sigma E \) (cone 0.4) / \( \Sigma E \) (cone 0.7) (right), comparing data (black) with MC (light blue).](image)

### 7.3.3 Track NN Calibration

We also check the output of the Track NN values and also see a difference between data and MC. Some of this difference can be attributed to differences between the number of tracks in jets in data and MC, due to an overefficiency of track reconstruction in the MC. We reweight the MC events to match the distribution of number of tracks in the data, and the result for jets with more than two tracks is shown in Figure 7.9. We see some slight disagreement between the MC and data in the Track NN output, but it is much smaller in degree than in the Tower NN case, due to the better modeling of tracks. The data Track NN values, compared to those of the MC, tend to be slightly higher (more quark-like) in jets with more than two tracks within a cone of \( R = 0.7 \). To correct for this discrepancy, we input a small, constant linear shift to the Track NN values. Because the response function...
of the neural network is \( \tanh() \), we apply a correction to MC as

\[
\text{NN}_{\text{track}} \to \tanh[\tanh^{-1}(\text{NN}_{\text{track}}) + c],
\]

where we determine the value for \( c \) by comparing the mean of the data and MC distributions. This correction is done separately for events with different \( N_{\text{vtx}} \), but the differences between events with different \( N_{\text{vtx}} \) are, on the whole, rather small.

Figure 7.9: The distribution of Track NN values in our \( W + 1 \) jet selection for jets with three or more tracks within a cone of \( R = 0.7 \). After reweighting the \( N_{\text{track}} \) distribution we see good agreement between data and MC. We do a minor correction to the MC Track NN values for jets with three or more tracks based on the differences in these distributions.

7.3.4 QG Value Calibration Results

All calibrated variables in MC are input directly into the final ANN without retraining the network. The effect of the calibrations on the final jet QG value is shown via a comparison of data and MC in \( Z + 1 \) jet events, using the selection from Sec. 4.4, in Fig. 7.10. This sample is orthogonal to the calibration region. We see much better modeling of the QG values after the calibrations, though we do see some disagreements, especially in
a region at lower QG value. These remaining differences will be evaluated and handled separately in the following section.

Figure 7.10: The distribution of the final QG neural network values in our Z + 1 jet selection. We show the MC distribution before (left) and after (right) the calibrations of the QG value response. We see much better agreement between data and MC after corrections.

### 7.4 Evaluation of “Light Tag” Efficiency and Mistag Rate

Similar to our characterization of the jet bness tagger, described in Secs. 6.3-6.6, we determine a mistag rate and tag efficiency for placing a cut on the jet QG value in order to form a light-flavor tag region in our data selection. The procedure follows that described in detail for the jet bness: using two sets of data with differing light quark content, we iteratively determine a tag and mistag rate for a cut on the jet QG value in both data and MC. We can then correct the MC to match the behavior of the jet QG cut in the data.

For a sample rich in light quarks, we again use a $t\bar{t} \rightarrow W^+ b W^− \bar{b} \rightarrow b\bar{b}ℓ^±ν_ℓ q\bar{q}'$ selection where we now select the two jets with lowest $b$ness values to pick out the two jets most likely from the hadronic decay of the $W$ boson. We use a $W + 2$ jet sample as a sample richer in mistags, and similar in quark/gluon content to our $Z +$ jets background. Tab. 7.2 summarizes the cuts placed to form the two data samples: the $W + 2$ jet sample is similar to the previously described $W + 1$ jet sample, except we modify the cuts on the
### $W + 2$ jets selection

- $N_{\text{vert}} > 0$
- $N_{\text{leptons}} = 1$  
- Lepton passes TCE, CMUP, or CMX selection
- Lepton $p_T > 20$ GeV/c
- $E_T > 25$ GeV

- $\Delta \phi E_{T,\text{nearest jet}^*} > 0.4$ rad
- $E_{T,\text{sig}} > 4^*$
- $W m_T > 25$ GeV/c

- $N_{\text{jets}} (E_T > 20$ GeV$) \geq 2$
- $1^{\text{st}}/2^{\text{nd}}$ jet $E_T > 25$ GeV

### $t\bar{t}$ selection

- $\Delta \phi E_{T,\text{nearest jet}^*} > 0.2$ rad
- Total sum $E_T > 300$ GeV
- $N_{\text{jets}} (E_T > 20$ GeV$) \geq 4$
- $2^{\text{nd}}$ highest bness jet $> -0.5$
- Two highest bness jets $E_T > 20$ GeV
- Two lowest bness jets $E_T > 25$ GeV

- Jets $|\eta| < 2.0$
- $\Delta R$ between jets $> 0.7$

---

<table>
<thead>
<tr>
<th>$W + 2$ jets selection</th>
<th>$t\bar{t}$ selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{vert}} &gt; 0$</td>
<td>$\Delta \phi E_{T,\text{nearest jet}^*} &gt; 0.2$ rad</td>
</tr>
<tr>
<td>$N_{\text{leptons}} = 1$</td>
<td>Total sum $E_T &gt; 300$ GeV</td>
</tr>
<tr>
<td>Lepton passes TCE, CMUP, or CMX selection</td>
<td>$N_{\text{jets}} (E_T &gt; 20$ GeV$) \geq 4$</td>
</tr>
<tr>
<td>Lepton $p_T &gt; 20$ GeV/c</td>
<td>$2^{\text{nd}}$ highest bness jet $&gt; -0.5$</td>
</tr>
<tr>
<td>$E_T &gt; 25$ GeV</td>
<td>Two highest bness jets $E_T &gt; 20$ GeV</td>
</tr>
<tr>
<td>$\Delta \phi E_{T,\text{nearest jet}^*} &gt; 0.4$ rad</td>
<td>Two lowest bness jets $E_T &gt; 25$ GeV</td>
</tr>
<tr>
<td>$E_{T,\text{sig}} &gt; 4^*$</td>
<td>Jets $</td>
</tr>
<tr>
<td>$W m_T &gt; 25$ GeV/c</td>
<td>$\Delta R$ between jets $&gt; 0.7$</td>
</tr>
<tr>
<td>$N_{\text{jets}} (E_T &gt; 20$ GeV$) \geq 2$</td>
<td></td>
</tr>
<tr>
<td>$1^{\text{st}}/2^{\text{nd}}$ jet $E_T &gt; 25$ GeV</td>
<td></td>
</tr>
</tbody>
</table>

---

*The nearest jet here is the nearest cluster with raw $E_T > 5$ GeV.

*Only applied to events with a central electron.

Table 7.2: Summary of event selection requirements for our $t\bar{t}$ lepton + jets selection and our $W + 2$ jets selection, used to understand the modeling of events in our QG discriminant. Cuts in the center are shared cuts in the two samples. The total sum $E_T$ is defined as the sum of the lepton $p_T$, $E_T$, and $E_T$ of all jets with $E_T > 15$ GeV.
jets to better match those used in the signal region of our $ZW/ZZ \rightarrow \ell^+\ell^-jj$ search; meanwhile, the $t\bar{t}$ selection eschews the $E_T$-sig and $m_T$ cuts to reduce multijet backgrounds in favor of requiring a minimum scalar sum of the $E_T$ of identified objects (jets, $E_T$, and the lepton $p_T$) in the event.

<table>
<thead>
<tr>
<th>$W + $ jets Selection</th>
<th>$t\bar{t}$ Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W + $ jets*</td>
<td>21520 ± 2150</td>
</tr>
<tr>
<td>$W + b$ jets*</td>
<td>937 ± 375</td>
</tr>
<tr>
<td>Z/DY + jets</td>
<td>1249 ± 125</td>
</tr>
<tr>
<td>Z/DY + b jets</td>
<td>86 ± 34</td>
</tr>
<tr>
<td>WW/WZ</td>
<td>1386 ± 83</td>
</tr>
<tr>
<td>single $t$</td>
<td>767 ± 77</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>1378 ± 83</td>
</tr>
<tr>
<td>$t\bar{t}$ (b-jets)</td>
<td>108 ± 7</td>
</tr>
<tr>
<td>$t\bar{t}$ (q-jets)</td>
<td>361 ± 22</td>
</tr>
<tr>
<td>Total Expected</td>
<td>27319*</td>
</tr>
<tr>
<td>Data</td>
<td>27319</td>
</tr>
</tbody>
</table>

* $W+$ jets samples have been scaled to as to produce agreement with data in the number of events.

Table 7.3: The number of events in the $W + 2$ jets and $t\bar{t}$ lepton + jets region, showing only the uncertainties assigned on the normalization of each sample. The distinction between $b$ and $q$ jets in the $t\bar{t}$ sample refers to the lower two $b$ness jets: events where both jets are matched to non-$b$ quark jets are labeled “$q$-jets”, while if one of the jets is matched to a $b$ jet, it is labeled “$b$-jets”.

Because we are looking for jet QG shape differences between data and MC that will translate to acceptance uncertainties when we place a cut on the jet QG value, we scale the number of $W+$ jet events in the MC to match the data in our $W + 2$ jets sample, and apply that same scaling to $W+$ jet samples in our modeling of the $t\bar{t}$ selection. The number of events in each sample is shown in Tab. 7.3. We take uncertainties on the normalizations of our $t\bar{t}$, single-$t$, $WW/WZ$, $W/Z +$ jets, and $W/Z + b$ jets samples to be 6%, 10%, 6%, 10%, and 40%, respectively, based on uncertainties from the theoretical cross sections (for the top quark and diboson samples), or as the magnitude of the necessary scaling in order to agree with data (for the $W/Z+$ jets samples).
The distributions of the maximum and minimum QG values of the two jets considered are shown in Fig. 7.11. We see fairly good modeling in the $t\bar{t}$ sample, especially when taking into consideration the small normalization difference between the data and MC model here. We see poorer modeling in the $W+2$ jet sample, where, after our calibrations, jets in MC are slightly more gluon-like than those in data. The reasons for this mismodeling may be due to residual differences between data and MC in the QG response after the applied calibrations, differences in the quark/gluon content between data and MC, and differences in other related variables (like the jet $E_T$ spectrum) that may be correlated with differences in the QG value.

![Graphs showing distributions of maximum and minimum QG values for $t\bar{t}$ and $W+2$ jet samples.]

Figure 7.11: Distribution of the maximum (left) and minimum (right) jet QG values of the two jets in our $W+2$ jet (top) and $t\bar{t}$ (bottom) samples. The distinction between $b$ and $q$ jets in the $t\bar{t}$ sample refers to the lower two $b$ness jets: events where both jets are matched to non-$b$ quark jets are labeled “$q$-jets”, while if one of the jets is matched to a $b$ jet, it is labeled “$b$-jets”.

We can determine an efficiency for quarks to pass a certain jet QG value cut and
gluons to be “mistagged” using this cut with the $t\bar{t}$ and $W + 2$ jet samples in a way directly mirroring the jet bness efficiency and mistag rate determined in a $t\bar{t}$ and $Z + 1$ jet sample.

The efficiency measured in data – $e_D(q)$, as it is a function of the QG cut placed – may be expressed as:

$$e_D(q) = \frac{e_{raw}(q) - s_m(q)m_{MC}(q)f_g}{1 - f_g}, \quad (7.1)$$

where $e_{raw}$ is the fraction of data events passing the QG cut; $m_{MC}$ is the mistag rate for gluons to pass the cut, as measured in MC; $s_m$ is a scale factor on the mistag rate in MC to match the mistag rate measured in data; and, $f_g$ is the fraction of gluon jets in the sample. We can write a similar expression for getting the mistag rate from

$$m_D(q) = \frac{m_{raw}(q) - s_e(q)e_{MC}(q)f_q}{1 - f_q}, \quad (7.2)$$

where $m_{raw}$ is the fraction of data events passing the QG cut; $e_{MC}$ is the efficiency for quarks to pass the cut, as measured in MC; $s_e$ is a scale factor on the efficiency in MC to match the mistag rate measured in data; and, $f_q$ is the fraction of quark jets in the sample. Uncertainties on these quantities follow those shown in Eqs. 6.7 and 6.8.

We measure the QG-tag efficiency in the $t\bar{t}$ sample, where we have a very small number of gluon jets, and measure the mistag rate in the $W + 2$ jets sample, where the gluon fraction is much larger, and similar to our $Z + 2$ jet signal region. Tab. 7.4 shows the efficiency and mistag rate for our given cut at minimum QG > 0.0, measured in both data and MC. For this operating point, we see that the MC underestimates the rate for quark jets to pass the jet QG cut, while more correctly modeling the observed mistag rate.
<table>
<thead>
<tr>
<th>Quantity</th>
<th>QG Cut</th>
<th>Data</th>
<th>MC</th>
<th>% Difference</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mistag Rate</td>
<td>&gt; 0.0</td>
<td>0.087</td>
<td>0.088</td>
<td>−1%</td>
<td>31%</td>
</tr>
<tr>
<td>Tag Efficiency</td>
<td>&gt; 0.0</td>
<td>0.295</td>
<td>0.241</td>
<td>+18%</td>
<td>12%</td>
</tr>
</tbody>
</table>

Table 7.4: The efficiency and mistag rates for a cut on the minimum jet QG value in our two-jet samples at > 0.0, determined from comparisons of data and MC in our $W + 2$ jet and $t\bar{t}$ control regions.
CHAPTER 8
SIGNAL EXTRACTION AND RESULTS

While there are a number of characteristics that distinguish the $ZW/ZZ$ diboson signal from our dominant $Z+\text{jets}$ background, the most prominent is the reconstructed invariant mass of the two jets in our selection. Shown in Fig. 4.7, our signal has a Gaussian-like peak around 80 GeV/$c^2$. The jet energy resolution is not fine enough to distinguish between the mass of the $W$ and $Z$ bosons, thus both $W \rightarrow q\bar{q}'$ and $Z \rightarrow q\bar{q}$ decays make up that peak. Meanwhile, the $Z+\text{jets}$ background has a significantly lower dijet mass spectrum that, after a peak at about 50 GeV/$c^2$, is smoothly falling in the region where our signal peaks.

The difference between signal and background in the $m_{jj}$ spectrum motivates a strategy to extract our diboson signal via a fit to this distribution. We perform the fit to the dijet mass spectrum between 20 GeV/$c^2$ and 260 GeV/$c^2$. In order to increase our sensitivity, we split up the $Z+2$ jet selection using our tagging variables and obtain regions of data with larger $S/B$. We place a cut on the jet $b\text{ness}$ variable (Chap. 6) to increase our sensitivity by picking out $ZZ \rightarrow \ell^+\ell^- + b\bar{b}$ events, as the bulk of our background does not contain $b$ jets. We also place a cut on the jet QG variable (Chap. 7) since the remaining signal events should contain two light-quark jets from the decay of a $W$ or $Z$ boson. Because heavy-flavor jets tend to be more spatially spread than light-flavor jets, it is important that we apply the $b$-tagging selection before applying a light quark-tagging cut. Thus, we separate our dijet mass fit into three separate channels:

1. A heavy-flavor tagged region, using a cut on the jet $b\text{ness}$ values.
2. A light-flavor tagged region composed of events that fail the $b$-tagging requirement, but pass some cut on the jet QG values.

3. A no-tag region composed of events that fail both cuts.

The inclusion of a no-tag region allows for the collection of quark jets that end up failing the two tagged requirements; all events with $20 \text{ GeV}/c^2 \leq m_{jj} \leq 260 \text{ GeV}/c^2$ and pass the selection requirements in Tab. 4.1 are included in the signal extraction in order to maximize our acceptance. The structure of events into the three fitting channels is shown in Figure 8.1.

Figure 8.1: Flow chart showing how the events in our $Z + 2$ jet signal region are divided into our three fitting channels. First, we use the jet $b$-ness values to tag jets likely from a $Z \rightarrow$ heavy flavor quarks decay. For events that fail that cut, we then use the jet QG values to tag jets likely from a $Z \rightarrow$ light flavor quarks decay. The remaining events enter a no-tag channel.

We determine where to place our tagging cuts by maximizing $S/\sqrt{B}$ in a region under
the dijet mass peak of the signal (between 60 GeV/$c^2$ and 120 GeV/$c^2$). We find the best placement for our heavy-flavor tag cut is to require the minimum jet $b$-ness of the two leading jet to be greater than 0.0. Similarly, we find the best definition of our light-flavor tag channel to be events with minimum jet QG value greater than 0.0. Both minima are rather shallow, and cuts over a range around these threshold values would yield similar sensitivity. The two tagging variables are shown in Figures 8.2 and 8.3. The agreement in the jet $b$-ness is rather good, while the modeling of the jet QG value suffers from a disagreement between data and MC that is similar to that in the $W + 2$ jet region. Our corrections on this variable derived from that region, along with the calculation of the systematic uncertainties on that correction, should hold in the signal region.

Figure 8.2: The distribution of the minimum jet $b$-ness in our $Z + 2$ jet region. Overall we see pretty good agreement in data and MC, and we see MC samples with $b$-quarks in them ($t\bar{t}$ and $Z + b\bar{b}$) show high values, as expected.

The total number of events and the events in each channel of the dijet mass fit are shown in Tab. 8.1. The number of events in the data and predicted by our background model are in good agreement within the systematic uncertainties, described in further detail in Sec. 8.2. The distributions of the dijet mass in each of the fitting channels are shown in Figs. 8.4-8.6. Other variables describing the kinematics of the jets are shown in App. B.
Figure 8.3: The distribution of the minimum jet QG values in our $Z + 2$ jet region. Our signal has a higher jet QG value, as expected since it is composed largely of quark jets.

Table 8.1: The expected number of events (compared with data) in each channel of the fit of the dijet mass distribution. The uncertainties here represent all systematic uncertainties, including the luminosity. While we let them remain unconstrained in the fit, we include 10% and 6% uncertainties on the normalization of the $Z$+jets and signal samples, respectively, in this table.

8.1 Details of Fitting Procedure

After splitting the data into the three tagging categories, we extract the number of signal events using a $\chi^2$-minimization fit to data. The fit is done using many aspects of the mclimit limit-setting program, described in [74]. We supply histogram templates for our signal and background samples, and use those templates to fit data or pseudo-data.
Figure 8.4: The dijet mass distribution in our heavy-flavor-tagged channel, with MC normalized absolutely (left) and to equal area with the data (right).

Figure 8.5: The dijet mass distribution in our light-flavor-tagged channel, with MC normalized absolutely (left) and to equal area with the data (right).

histograms. The bins of pseudo-data histograms are filled by throwing random numbers following Poisson distribution with a mean equal to the expected number of events in that bin. We also provide a list of systematic uncertainties that may change the normalization and/or the shapes of the templates. These systematic uncertainties, described in Sec. 8.2, are allowed to vary in order to minimize the $\chi^2$ of the fit, though they are typically under a Gaussian constraint so as not to stray far from their nominal values. Therefore, these “nuisance parameters” are fit for in the procedure. The systematic uncertainties are also allowed to vary, according to their Gaussian constraints, in generating the pseudo-
Figure 8.6: The dijet mass distribution in our no-tag channel, with MC normalized absolutely (left) and to equal area with the data (right).

We use five templates corresponding to the four main components of our background modeling plus our signal model to fit the data: $Z +$ jets, $Z + b$ jets, $t\bar{t}$, fakes, and our $ZW/ZZ$ diboson signal. The normalization of each template comes from the method described in Sec. 4.3, but in the fit the normalization of some templates is allowed to vary without any constraints. Since our goal is to measure the cross section for $ZW/ZZ$ production in this leptons plus jets channel, we allow the normalization of the signal template to vary unconstrained. Additionally, we allow the normalization of our the $Z +$ jets background to also vary unconstrained, as this normalization should be largely constrained by the fit to regions with little signal (low and high dijet mass bins). The normalization of $Z + b$ jets template is also unconstrained, but is pinned to move in the same direction as the $Z +$ jets normalization, preserving the ratio of $\sigma_{Z + b\text{ jets}}/\sigma_{Z + \text{jets}}$ as measured in [51].

The fit is performed simultaneously in the three fitting channels, with all normalizations and other nuisance systematic parameters correlated among the three channels. A $\chi^2$ parameter is constructed following a calculation of a binned likelihood, described in greater detail in [75]. For each set of pseudo-data (and for the actual data), we first perform a “null hypothesis” fit, where we assume there is no signal, calculating a $\chi^2_{\text{null}}$. Then we per-
form a fit using the “test hypothesis”, where we include in the fit the possibility of signal, extracting a $\chi^2_{\text{test}}$. We can then calculate a $\Delta \chi^2 = \chi^2_{\text{test}} - \chi^2_{\text{null}}$, which reflects how signal-like the data or pseudo-data is. Note that $\Delta \chi^2$ is always less than zero, since it is always the case that $\chi^2_{\text{test}} < \chi^2_{\text{null}}$, a reflection of the fact that we can always perform a better fit with an additional free parameter with which to fit.

The final result of the fit is the minimum $\chi^2_{\text{test}}$, $\chi^2_{\text{null}}$, $\Delta \chi^2$, and a list of the normalization and nuisance parameters used to create the best fit. The most important parameter to extract in this analysis is the normalization of the $ZW/ZZ$ diboson template (which is highly correlated with $\Delta \chi^2$), as that may then be translated to a measured cross section.

### 8.2 Systematic Uncertainties

In performing the fit to data, we simultaneously fit for systematic errors that can affect the shape or normalization of the dijet mass distribution. Normalization uncertainties are handled by assigning what a $1\sigma$ variation in a systematic parameter corresponds to, and then determining how much that $1\sigma$ variation changes the normalization of a specific template. The systematic parameters are then treated as fitting parameters in the $\chi^2$ minimization, but are typically assigned a Gaussian constraint, so that deviations from their nominal ($0\sigma$) value incurs a penalty in the calculation of the $\chi^2$.

Uncertainties that may change the shape of the dijet mass distribution in our background models are handled through a histogram morphing procedure, described in greater detail in [76]. The goal of this morphing procedure is to produce a $m_{jj}$ template given a desired variation of a particular systematic parameter. We use a simple “vertical” morphing procedure where the number of events in each bin vary linearly with the distance in $\sigma$ from the expected value of the systematic parameter. We obtain dijet mass shapes corresponding to $+/- 1\sigma$ variations in a systematic parameter by varying that parameter,
obtaining new background templates for the $m_{jj}$ distribution, and using these templates along with our nominal background template as endpoints in the vertical morphing.

Unfortunately, simply performing the morphing procedure with these templates may lead to two problems. When performing the morphing procedure between the $-1\sigma$ and $+1\sigma$ template, it is not guaranteed that the produced $0\sigma$ template will agree with the nominal background template, as it should. Alternatively, if we perform the morphing procedure between $-1\sigma$ and $0\sigma$ for desired variations $< 0\sigma$, and between $0\sigma$ and $+1\sigma$ for variations $> 0\sigma$, there may be a discontinuity in the rate of change of the templates at $0\sigma$ that may produce a false minimum in our fitter. To avoid these issues, we symmetrize the error in each bin of the $m_{jj}$ distribution by comparing the error from $+1\sigma$ and $-1\sigma$ variations with the nominal background template. The histograms are then morphed using these symmetrized templates, where we are ensured that we get the correct central-value template with no discontinuities in the rate of change.

To handle shape systematics in our signal samples, we use a more analytic procedure, as the histogram morphing procedure described above does not always exhibit smooth variation of the mean and width of a Gaussian-like distribution. We fit the central distribution in each channel to a Gaussian function on top of a $4^{th}$ degree polynomial, and then fit $+1\sigma$ and $-1\sigma$ template shapes with that same function, only allowing the Gaussian parameters to change. Then, we fit the resulting fit parameters to a line, forcing the lines to pass through the central value parameters, and draw intermediate shapes using those fits. This avoids using the histogram morphing in mclimit, which can give trouble in the $\chi^2$ minimization for these samples. These fits are shown in App. D.

We now give a summary of the systematic uncertainties considered in this analysis. A summary of the uncertainties considered in the fit is shown in Tab. 8.3.
8.2.1 Cross Section/Normalization Uncertainties

A summary of the independent normalization uncertainties assessed on the background templates are given below:

- **Z+ jets** — as mentioned in Sec. 8.1, the normalization of the Z+ jets template is not constrained by any systematic uncertainty, due to the way in which the normalization is determined in the Z + 1 jet comparisons between data and MC;

- **Z + b jets** — while the Z + b jets template’s normalization is pinned to move with the unconstrained normalization of the Z+ jets template, an additional uncertainty on the relative Z + b jets cross section of 40% (see [51]) is applied;

- **t¯t** — we take an uncertainty of 6.5% on the t¯t template’s normalization based on the theoretical uncertainty on the production cross section;

- **Fakes** — as discussed in Sec. 4.3.2, we take a 50% uncertainty on the fake rate for jets to fake electrons (where we assume all fake rates for the various electron definitions and jet energies are correlated) based on the fake rates derived from different jet triggers;

8.2.2 Jet Energy Scale and Resolution Uncertainties

A significant uncertainty in this analysis is in the proper modeling of the jet energy scale (JES) by our Monte Carlo simulations. The details of the jet energy scale uncertainty are given in Sec. 5.6.4. As stated there, the uncertainty on the difference between quark jet energy scale in data and MC is ≈ 2.7% of the jet energy, while the uncertainty on the gluon jet energy scale is ≈ 4.4%. These uncertainties are anti-correlated, and so we obtain “+1σ_{JES}” templates by moving the quark JES up by 2.7% while moving the gluon
JES down by 4.4%; similarly, the $-1\sigma_{\text{JES}}$ templates are created with shifts of $-2.7\%$ and $+4.4\%$ in the quark and gluon JES, respectively.

The effects of the JES uncertainty on template normalizations are considered for all templates derived from MC ($Z+\text{jets}$, $Z+b\text{jets}$, $t\bar{t}$, and $ZW/ZZ$), while correlated shape uncertainties are also considered for all but the $t\bar{t}$ template, whose contribution is small enough that shape uncertainties don’t affect the result of the fit.

To evaluate a $+1\sigma$ uncertainty template due to the jet resolution, we smear the jet energies MC samples using a Gaussian distribution with mean of 1.0 and width $0.03 \cdot E_T + 1.7(\text{GeV})/E_T$, where $E_T$ is in units of GeV. From this, we get rate systematics to all MC templates, and shape systematics for everything but $t\bar{t}$. We take the smeared template as the $+1\sigma$ systematic template shape, and interpolate/extrapolate for all nuisance parameters using this shape and the central one. We allow the resolution to get “better” by extrapolating to negative values, in units of $\sigma$.

**8.2.3 Lepton Energy Scale and Resolution Uncertainties**

We raise and lower the energy/momentum scale of all leptons in MC samples by $\pm1\%$, and see a slight difference in acceptance, that we take as an uncertainty on the rate. No differences in the shape of the templates are noticeable, and so we do not include a shape uncertainty for the lepton energy scale. As an uncertainty on the lepton energy/momentum resolution, we smear all lepton energy/momenta using a Gaussian distribution with a width of $2\%$ of the lepton’s energy. This is used to establish a rate uncertainty for changing the lepton energy resolution; no significant change in the shape of the dijet mass templates is observed.
8.2.4 Jet bness and Jet QG Value Cut Uncertainties

Studies of the differences between the mistag rate and tag efficiency in data and MC are summarized in Secs. 6.5 and 6.6. Our cut requiring the minimum jet bness to be greater than 0.0 in order to enter our heavy-flavor tag channel has a higher mistag rate in data than predicted by MC simulation, and a lower efficiency for selecting b jets. Rather than apply a simple scale factor to modify the MC to make this change, we implement corrections to the MC by modifying the location of the bness cut in MC simulated samples in order to match the mistag rate/efficiency seen in the data. Thus, the cut for non-b jets is lowered to bness > −0.25, and the cut for b jets is raised to bness > +0.35. These changes in the cuts are summarized in Tab. 8.2.

To evaluate a systematic on these efficiency and mistag rate values, we raise and lower the bness cuts in MC in a correlated fashion to match the ±1σ values on the b-tag efficiency and mistag rate given in Tab. 6.4. These changes lead to rate uncertainties that affect all MC templates, not just the heavy-flavor tagged ones, as events can move across channels depending on where the bness cut is. While we see no variation in shape for the signal and t̅t template, we do consider a correlated shape systematic for the Z + jets and Z + b jets templates due to the variation in the bness cut.

Similar to the treatment of the bness cut, we use our studies of the efficiency of a jet QG value cut in a t̅t signal-like region and W + 2 jets background-like region (see Sec. 7.3) to modify the cut on MC samples to better match the data. We also modify the cut to establish ±1σ templates for our MC samples. We obtain uncertainties on the normalization of MC templates in the light-flavor tag and untagged channel (note they will be anti-correlated), along with shape uncertainties for the Z+ jets and Z + b jets templates due to variations in this cut. The changes made in the cuts on MC samples are also summarized in Tab. 8.2.
Data MC Equivalent MC Cuts (−1σ,0σ,+1σ) Applied To ...

<table>
<thead>
<tr>
<th>Jet $b$ness cut</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mistag Rate</td>
<td>0.0819 ± 0.0034</td>
<td>0.0720</td>
<td>(−0.27, −0.24, −0.18)</td>
<td>jets not matched to $b$ quarks</td>
</tr>
<tr>
<td>Tag Efficiency</td>
<td>0.622 ± 0.049</td>
<td>0.684</td>
<td>(+0.1, +0.35, +0.6)</td>
<td>jets matched to $b$ quarks</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jet QG value cut</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal Efficiency</td>
<td>0.295 ± 0.034</td>
<td>0.241</td>
<td>(−0.0325, −0.09, −0.14)</td>
<td>jets matched to quarks</td>
</tr>
<tr>
<td>Background Efficiency</td>
<td>0.087 ± 0.027</td>
<td>0.088</td>
<td>(0.09, −0.0175, −0.11)</td>
<td>jets matched to gluons</td>
</tr>
</tbody>
</table>

Table 8.2: The efficiency and mistag rates for our $b$ness and QG value cuts evaluated in data and MC, along with the necessary cut value changes in MC to model the proper rates and the uncertainties on them.
8.2.5 **Uncertainties from $\alpha_s$**

**ALPGEN** uses the following expression for calculating the strong coupling constant, $\alpha_s$ [49]:

$$
\alpha_s(Q) = \frac{1}{b_5 \log \left( \frac{Q^2}{\Lambda_5^2} \right)} - \frac{b_5'}{(b_5 \log^2 \left( \frac{Q^2}{\Lambda_5^2} \right)) \log \log \left( \frac{Q^2}{\Lambda_5^2} \right)}
$$

where the constants $b_5$ and $b_5'$ are the 1- and 2-loop coefficients of the QCD $\beta$ function, respectively, for 5 effective quark flavors, with some cutoff energy scale $\Lambda_5$. The strength is determined by the parameter $Q$, called the factorization and renormalization scale. Changes in $Q$ will correspond to changes in the coupling strength of the strong force, which may change the amounts and spectrum of initial and final state radiation, along with some of the characteristics of hard partons produced in association with the $Z$ boson. In terms of the dijet mass spectrum of our $Z +$ jets sample, as we increase the choice of $Q$, we expect a narrower dijet mass spectrum.

In generating our **ALPGEN** $Z +$ jets and $Z + b$ jets samples, we use a typical scale choice of

$$
Q_{0,\sigma}^2 = m_Z^2 + p_{T,Z}^2
$$

which reflects the energy of the $Z +$ jets system. We assess a systematic on this factorization/renormalization scale by generating samples with higher and lower $Q^2$, increasing or decreasing the $Q^2$ by a factor of 2. We assign the $Q^2 = 2Q_0^2$ to the $+1\sigma$ template, and the $Q^2 = \frac{1}{2}Q_0^2$ to the $-1\sigma$ template. This systematic uncertainty is applied only as an uncertainty on the shape of the $Z +$ jets and $Z + b$ jets $m_{jj}$ templates.

Our signal sample is generated via **PYTHIA**, for which we may modify different but similar parameters in the generation that govern the strength and evolution of $\alpha_s$ at different scales in order to increase or decrease the amount of initial and final state radiation ("ISR" and "FSR", respectively). We use MC generated with more and less ISR and FSR.
to establish differences in the shape of our $ZW/ZZ$ templates—we do not see any significant changes in the normalization of the templates. In the fit, we allow these templates to move due to changes in the ISR/FSR in a way that is independent of changes in the $Q^2$ for the $Z+\text{jets}$ samples; that is, the ISR/FSR in our signal MC and the factorization/renormalization scale in our $Z+\text{jets}$ backgrounds are treated as uncorrelated.

Due to the smallness of the size of the sample, we do not include any systematics due to differences in ISR/FSR on the $t\bar{t}$ template.

<table>
<thead>
<tr>
<th>Systematics in Fit</th>
<th>channel</th>
<th>$WZ$ and $ZZ$</th>
<th>$Z + \text{jets}$</th>
<th>$Z + b\text{jets}$</th>
<th>$t\bar{t}$</th>
<th>Fakes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$/Norm.</td>
<td>all</td>
<td>unconstr.</td>
<td>unconstr.</td>
<td>±40%</td>
<td>±6.5%</td>
<td>±50%</td>
</tr>
<tr>
<td>Jet Resolution</td>
<td>HF-Tag</td>
<td>±0.8%</td>
<td>±0.3%</td>
<td>±1.0%</td>
<td>±0.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LF-Tag</td>
<td>±1.0%</td>
<td>±0.7%</td>
<td>±1.5%</td>
<td>±6.2%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No-Tag</td>
<td>±0.6%</td>
<td>±0.9%</td>
<td>±0.7%</td>
<td>±1.1%</td>
<td></td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>HF-Tag</td>
<td>±4.0%</td>
<td>±4.8%</td>
<td>±3.8%</td>
<td>±4.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LF-Tag</td>
<td>±1.5%</td>
<td>±0.3%</td>
<td>±0.6%</td>
<td>±3.0%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No-Tag</td>
<td>±1.9%</td>
<td>±5.7%</td>
<td>±3.8%</td>
<td>±1.9%</td>
<td></td>
</tr>
<tr>
<td>$Q^2$ all</td>
<td>shape only</td>
<td>shape only</td>
<td>shape only</td>
<td>±7.8%</td>
<td>±7.8%</td>
<td>±9.2%</td>
</tr>
<tr>
<td>ISR/FSR bness Tag</td>
<td>HF-Tag</td>
<td>±0.2%</td>
<td>±0.0%</td>
<td>±1.2%</td>
<td>±2.8%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LF-Tag</td>
<td>±0.4%</td>
<td>±0.1%</td>
<td>±1.8%</td>
<td>±4.5%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No-Tag</td>
<td>±10%</td>
<td>±16%</td>
<td>±2.0%</td>
<td>±15%</td>
<td></td>
</tr>
<tr>
<td>QG Tag LF-Tag</td>
<td>±10%</td>
<td>±16%</td>
<td>±2.0%</td>
<td>±15%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>No-Tag</td>
<td>±4.3%</td>
<td>±3.5%</td>
<td>±2.0%</td>
<td>±2.0%</td>
<td></td>
</tr>
<tr>
<td>Lepton Energy Scale all</td>
<td>±0.5%</td>
<td>±0.5%</td>
<td>±0.5%</td>
<td>±1.5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lepton Energy Res. all</td>
<td>±0.1%</td>
<td>±0.1%</td>
<td>±0.0%</td>
<td>±2.7%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.3: Summary of the systematic uncertainties considered in the fit of the dijet mass distribution. Uncertainties that change both the shape and rate of templates used in the fit are treated in a correlated fashion.

### 8.2.6 Acceptance Uncertainties

Finally, there are additional systematic uncertainties not included in the fit itself but that affect our acceptance (and thus our measured cross section):
• Lepton Trigger/Reconstruction Efficiencies: We assign a 2.5% uncertainty on the trigger and reconstruction efficiencies we calculate by comparing data and MC in the $Z + 1$ jet region, based on a collection of the statistical uncertainties for the lepton pair types.

• Parton Distribution Functions (PDFs): For our signal template, we take a 2% uncertainty on the normalization due to uncertainties in the parton distribution functions, as done in [31].

• Luminosity: We take a 6% uncertainty on the luminosity for all MC-based templates, as suggested by [77].

These uncertainties along with those summarized in Tab. 8.3 are used in the generation of pseudo-data, which are in turn used to estimate our sensitivity and get our final measurement.

8.3 Results

We perform the fit to the data in the three fitting channels as described above. The background + signal model, after the fit, is compared to the data in Fig. 8.7. The number of events in each channel after the fit is summarized in Tab. 8.4. We find that in the best fit to the data, we fit for $\approx 50\%$ of the expected signal normalization. There is good agreement between data and MC in each of the three fitting channels, with a total $\chi^2_{\text{test}} / \text{d.o.f.} = 59.8 / 55$, which has a corresponding $p$-value of 0.31. However, the fit assuming no signal has $\chi^2_{\text{null}} / \text{d.o.f.} = 62.0 / 56$, and so is itself not a bad fit—the $p$-value for this no-signal fit is 0.27.

The changes to the template normalizations and the systematic parameters in the fit are summarized in Tab. 8.5. The errors are as reported by the minimization program MINIUT [78], which is used to perform the $\chi^2$ minimization in mclimit, and should be
Figure 8.7: Result of the fit to data for $ZW/ZZ$ in our dilepton + dijet selection in our heavy-flavor tagged channel (left), light-flavor tagged channel (center), and untagged channel (right). The top row shows the output from the fit compared to the data, while the bottom row shows the background subtracted from data, compared to the expected (red dashed line) and fitted (blue solid line, with uncertainties in blue bands) signal contributions.
<table>
<thead>
<tr>
<th>Process</th>
<th>( N_{\text{events}, \text{HF-Tag}} )</th>
<th>( N_{\text{events}, \text{LF-Tag}} )</th>
<th>( N_{\text{events}, \text{No-Tag}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z + \text{jets} )</td>
<td>84 ± 11</td>
<td>1600 ± 59</td>
<td>7160 ± 660</td>
</tr>
<tr>
<td>( Z + b \text{jets} )</td>
<td>78 ± 33</td>
<td>42 ± 20</td>
<td>400 ± 170</td>
</tr>
<tr>
<td>( tt )</td>
<td>3.22 ± 0.35</td>
<td>0.73 ± 0.07</td>
<td>5.22 ± 0.43</td>
</tr>
<tr>
<td>Fakes</td>
<td>4.6 ± 2.4</td>
<td>39 ± 20</td>
<td>273 ± 142</td>
</tr>
<tr>
<td>Total Bkg.</td>
<td>170 ± 26</td>
<td>1682 ± 38</td>
<td>7840 ± 530</td>
</tr>
<tr>
<td>( ZW + ZZ )</td>
<td>6.1 ± 4.7</td>
<td>44 ± 32</td>
<td>104 ± 77</td>
</tr>
<tr>
<td>Total Events</td>
<td>176 ± 26</td>
<td>1726 ± 42</td>
<td>7940 ± 530</td>
</tr>
<tr>
<td>Data Events</td>
<td>172</td>
<td>1724</td>
<td>7950</td>
</tr>
</tbody>
</table>

Table 8.4: The number of events in from each template, in each channel, after performing the fit to the data.

The parameters of the fit, we can see that the diboson normalization is half of that expected from the Standard Model prediction. Additionally, the \( Z + b \text{jets} \) normalization is different (by almost 1\( \sigma \)) from its predicted value.

<table>
<thead>
<tr>
<th>Template</th>
<th>Fit Normalization</th>
<th>±</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z + \text{jets} )</td>
<td>+4.4%</td>
<td>±</td>
<td>4.6%</td>
</tr>
<tr>
<td>( Z + b \text{jets} )</td>
<td>−37%</td>
<td>±</td>
<td>19%</td>
</tr>
<tr>
<td>( tt )</td>
<td>−0.0%</td>
<td>±</td>
<td>6.5%</td>
</tr>
<tr>
<td>Fakes</td>
<td>−4%</td>
<td>±</td>
<td>49%</td>
</tr>
<tr>
<td>( ZW/ZZ )</td>
<td>−50%</td>
<td>±</td>
<td>34%</td>
</tr>
</tbody>
</table>

Table 8.5: The adjustments to the template normalizations and nuisance parameters from the fit. The errors are as reported by the minimization program MINUIT.

Outside of the template normalizations, however, we see some interesting behavior in
some of the nuisance parameters. The jet energy resolution and jet energy scale are both pulled from their nominal values, in a way that would broaden the dijet mass distribution of the $Z$+ jets background. Additionally, the $Q^2$ systematic parameter varies greatly, moving $1.3\sigma$ away from the central value in a way that broadens the $Z$+ jets spectrum. These shifts are largely driven by the dijet mass shape appearing broader in data than MC, seen in Figs. 4.7 and 8.4-8.6, especially in the untagged channel (Fig. 8.6). While the modeling of the jet energies is improved by the independent quark and gluon energy corrections (see Sec. 5.6), the improvement in the dijet mass shape is not nearly as dramatic. Still, despite some of the pulls from fit, the overall fit is good.

8.3.1 Cross-Checks and Additional Fits

We perform a number of checks to be sure that our fit behaves in the way we expect. Among these is performing fits on a set of pseudo-data, generated using Poisson fluctuations on the number of events from the input templates with Gaussian variations of the nuisance parameters. We check the output fit parameters from these pseudo-experiments, and then check the difference between the thrown nuisance parameter (used to generate the pseudo-data) and the value extracted from the fit. If the mean of this pull differs significantly from 0, our fitter is biased in some direction. The width of the distribution should also be unity: if it is smaller than 1, the fitter is performing better than expected at getting the correct thrown value; if it is larger than 1, than our fitter is less sensitive than expected, and we thus may be underestimating that systematic error.

The fit values and pulls are shown in App. E. We see that the pull distributions are centered around zero, and the widths are 1 or less, indicating that we are not underestimating any systematic uncertainties.

In addition, we perform a number of other fits to the data to ensure that our results are
internally consistent, and to perhaps shed some light on the behavior of the fit, and see what may be driving the result we obtain. These additional fits are shown in App. F. They include the following items of interest:

- In fits to the electron-only data and muon-only data, we find that the electron-only data fit (Sec. F.1) returns a diboson signal normalization rather close to the expected one, down only by 7%. In the muon-only data fit (Sec. F.2), we fit for no signal. However, the error on these normalizations is fairly large (±46% in the electron fit, and ±42% in the muon fit, as reported by MINUIT), and so they are broadly consistent with each other. We do find that the muon-only fit is being dominated by behavior in the untagged channel, as when we remove that channel we obtain a normalization nearer to the Standard Model expectation (−13% ± 38%, see Sec. F.3). Importantly, we do not see large, inconsistent shifts in the nuisance parameters when fitting for electron and muon data separately.

- We also perform fits in each of the tag categories independently, in Secs. F.4-F.6. We find that the number of events in the heavy-flavor tag fit is low, thus giving large uncertainties on the signal normalization fit. The fit in the light-flavor tag region has a signal normalization 26% less than the expected cross section, but overall is rather good and the nuisance parameters come in very near their predicted values, with the exception of the \( Q^2 \) parameter affecting our ALPGEN samples. The untagged channel fit sees the largest differences in the background model from the nominal templates, where both the jet energy scale and \( Q^2 \) systematics move more dramatically to broaden the \( m_{jj} \) distribution in MC. This is consistent with our previous findings that quark jets are typically well-modeled in MC, while there are problems with the modeling of gluon jets, which are far more prominent in the untagged channel.
Finally, we perform a fit where we constrain the normalization of the $ZW/ZZ$ template to be within 6% of the expected value. This checks for consistency of our model with the SM, and allows us to see if the nuisance parameter shifts in Tab. 8.5 are a result of the low signal normalization. We find that the $\chi^2$/d.o.f for the fit with constrained signal is 61.8/56, similar to the quality of the null hypothesis fit. The fits to the nuisance parameters come out similar to the fit with the signal normalization unconstrained, suggesting that nuisance parameter fit values like the $Q^2$ and JES are largely being driven by changes to improve agreement to the background model in regions of low and/or high dijet mass.

8.3.2 Cross Section Measurement

To translate the result of our fit to the data to bounds or limits on the cross section of $ZW/ZZ$ production, we construct Feldman-Cousins bands [79] by analyzing the distribution of fitted (i.e., measured) cross sections in pseudo-experiments generated with a variety of scale factors on the input signal cross section, $k = \sigma_{\text{generated}}/\sigma_{\text{SM}}$. The set of input cross sections in our pseudo-experiments range from 0.0 to $2.9 \times \sigma_{\text{SM}}$ with a step size of $0.1 \times \sigma_{\text{SM}}$.

For each set of pseudo-experiments, we find a range of measured cross sections that meets a desired coverage threshold. To do this, we first bin the measured scale factors on $\sigma_{\text{SM}}$ in a histogram. The bin containing the input value of the $\sigma_{\text{SM}}$ scale factor acts as a seed for our coverage interval. We then check the bin contents directly above and below the current interval, and add the most populous one (the one with the highest probability content) to form a new coverage interval, repeating this process until the desired coverage is achieved. Because the fitter cannot return a negative number of fitted signal events, the first bin (at a measured scale factor of 0) may contain a very large number of events;
however, we do not treat it differently than any other bin, and if it is included in the range, its entire contents contribute towards the calculation of coverage. This method is a slight variation of the method proposed in [79], due to the strict boundary on the measured scale factors (as well as the input scale factors), but retains the properties that it avoids flip-flopping, and aims for coverage as close as possible to (but always as much as) the stated value.

![Figure 8.8](image.png)

Figure 8.8: Confidence bands showing the expected range of measured cross sections as a function of the true cross section, with 68% CL (black dashed region) and 95% CL (solid gray region). Our measured result of $\sigma(p\bar{p} \rightarrow ZW/ZZ) = 2.5^{+2.0}_{-1.0} \text{ pb}$ corresponds to a limit of $\sigma_{ZW/ZZ} < 6.1 \text{ pb} \times (1.2 \times \sigma_{SM})$ at the 95% C.L.

Fig. 8.8 shows the results of our Feldman-Cousins analysis. On the x-axis is the measured cross section, as determined from the fit; on the y-axis is the signal cross section in the generated pseudo-data. Each band on the y-axis represents the measured...
cross sections obtained in a set of 50,000 pseudo-experiments with a given input signal cross section, with either 68% coverage (1σ) or 95% coverage (2σ). We may then read off 1σ bounds on the measured cross section by drawing a vertical line at the desired cross section and noting where that line intersects with the 68% coverage bands. Similarly, we may establish 2σ bounds by noting intersection with the 95% coverage bands. If the 95% bands extend down to $\sigma_{generated}/\sigma_{SM} = 0.0$, then our measured result is consistent with no observed signal, and we then may only report an upper limit at the 95% confidence level (CL).

A vertical line is drawn in Fig. 8.8 that indicates our measured result. Using the 1σ bands, we measure $\sigma(p\bar{p} \rightarrow ZW/ZZ) = 2.5^{+2.0}_{-1.0}$ pb, compared to the standard model prediction of $\sigma_{SM} = 5.1$ pb. We do not exclude the no-signal hypothesis at the 95% CL—we do so at 92% CL, corresponding to a 1.75σ significance—and establish a limit of $\sigma_{ZW/ZZ} < 6.1$ pb ($1.2 \times \sigma_{SM}$). The expected measurement, based on drawing a vertical line at $\sigma_{measured}/\sigma_{SM} = 1.0$, is $\sigma_{ZW/ZZ,exp} = 5.1 \pm 2.0$ pb.
CHAPTER 9

CONCLUSION

In this thesis, we describe a search for $ZW/ZZ$ diboson production in a final state with two charged high-$p_T$ leptons and two hadronic jets at the CDF detector. These processes, predicted by the Standard Model are understood well and experimentally confirmed to exist in fully-leptonic final states, and therefore offer a chance to test our models of some of the basic interactions of particle physics. Furthermore, the close relationship of this final state to Higgs boson production (in association with a $Z$ boson) and $H \rightarrow b\bar{b}$ decay make this analysis even more important to conduct—not only to prove we can find two jets from the decay of a massive boson, but also to prove that we can understand the background processes in this channel.

In this search, we have done a number of new things to both improve the modeling of our simulations and increase the acceptance to our diboson signal. We have increased the number of triggers from which we get the data and loosened many of the quality requirements on our lepton identification in order to increase acceptance, making use of the fact that $Z \rightarrow \ell^+\ell^-$ decays are well-understood and may be used to calibrate the efficiency at which we accept events with these decays. We further use leptonic $Z$ decays to calculate new corrections encapsulating the difference in the jet energy scale for quark and gluon jets in our MC simulations. We use neural network discriminants to tag jets likely coming from heavy and light-flavor quarks, and ensure that those discriminants our well-modeled by our simulations. Both taggers use the large number of top quark events now available in the CDF data sample as a way to check our simulations, and these samples may be used to derive tag efficiencies and mistag rates. We use yesterday's
discoveries—like the $W$ and $Z$ bosons, and the top quark—as a benchmark for testing the new tools that serve as the drivers for our new searches.

Using data over the entirety of CDF Run II, an integrated luminosity of 8.9 fb$^{-1}$, we fit for the normalization of $ZW/ZZ \rightarrow \ell^+\ell^- + q\bar{q}'$ events using the dijet invariant mass distribution. While we expected a measurement of $\sigma_{ZW+ZZ} = 5.1 \pm 2.0$ pb, corresponding to a significance of about 2.6$\sigma$, we measured a cross section of

$$\sigma_{ZW+ZZ} = 2.5^{+2.0}_{-1.0} \text{ pb.}$$

This result is significant at about 1.75$\sigma$. We also report a limit on the cross section:

$$\sigma_{ZW+ZZ} < 6.1 \text{ pb at 95\% CL.}$$

This measurement is consistent with the Standard Model prediction.

Combining this result with other decay channels, like $W^\pm Z \rightarrow \ell^\pm \nu_\ell + q\bar{q}$ and $ZZ \rightarrow \nu\bar{\nu} + q\bar{q}$, will lead to a more significant measurement of the $WZ$ and $ZZ$ diboson cross sections. If searches in these three main channels (charged leptons plus jets, one lepton plus $E_T$ plus jets, and $E_T$ plus jets with no charged leptons) have a similar expected sensitivity of about 2.5$\sigma$, then the overall expected sensitivity would be about 4.3$\sigma$ assuming independent treatment of uncertainties. In truth, many uncertainties are correlated, which may both hurt and help the expected sensitivity. While combinations of final states with $b$ jets have been done (see [35, 36]), the combination over all semi-hadronic $WZ/ZZ$ decays has not yet been reported. Future work based on data from the Tevatron and the LHC will lead to discoveries of $WZ$ and $ZZ$ production in these particular decay channels alongside a much deeper understand of the $W/Z +$ jets backgrounds, which may be essential to searches for physics both in and beyond the Standard Model in similar final states.
APPENDIX A

MC SAMPLES

Here we list the MC samples used at various points in this analysis. $k$-factors, which account for corrections to the leading-order cross section calculations, are included in the cross section whenever necessary (for all samples except the diboson and $t\bar{t}$ samples). High luminosity samples with a higher $N_{\text{vtx}}$ distribution are used when available. The ALPGEN samples labelled "Drell-Yan" in this table refer to either a low mass mediator (20 GeV/$c^2 < m_{\gamma/Z^*} < 75$ GeV/$c^2$, the $x^*$ samples), or one with high mass (105 GeV/$c^2 < m_{\gamma/Z^*} < 600$ GeV/$c^2$, the $y^*$ samples). The ALPGEN $Z$ samples have a $m_Z$ window between 75 and 105 GeV/$c^2$.

<table>
<thead>
<tr>
<th>CDF Catalog Name</th>
<th>$\sigma$ (pb)</th>
<th>MC Generator</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>it0szz (ht0szz)</td>
<td>1.38</td>
<td>PYTHIA (High Lumi)</td>
<td>ZZ</td>
</tr>
<tr>
<td>it0swz (ht0swz)</td>
<td>3.70</td>
<td>PYTHIA (High Lumi)</td>
<td>WZ</td>
</tr>
<tr>
<td>it0sww (ht0sww)</td>
<td>12.4</td>
<td>PYTHIA (High Lumi)</td>
<td>WW</td>
</tr>
<tr>
<td>tt1s25</td>
<td>7.5</td>
<td>PYTHIA</td>
<td>$t\bar{t}$</td>
</tr>
<tr>
<td>zt0sp0 (bt0sz0)</td>
<td>221.2</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow e^+e^- (+0p)$</td>
</tr>
</tbody>
</table>

Continued on next page . . .
<table>
<thead>
<tr>
<th>CDF Catalog Name</th>
<th>$\sigma$ (pb)</th>
<th>MC Generator</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>zt0sp1 (bt0sz1)</td>
<td>30.24</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow e^+e^- (+1p)$</td>
</tr>
<tr>
<td>zt0szb (bt0sz2)</td>
<td>4.844</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow e^+e^- (+2p)$</td>
</tr>
<tr>
<td>zt0s3p (bt0sz3)</td>
<td>0.77</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow e^+e^- (+3p)$</td>
</tr>
<tr>
<td>zt0s4p (bt0sz4)</td>
<td>0.1389</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow e^+e^- (+\geq 4p)$</td>
</tr>
<tr>
<td>zt0sp5 (bt0sz5)</td>
<td>221.2</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \mu^+\mu^- (+0p)$</td>
</tr>
<tr>
<td>zt0sp6 (bt0sz6)</td>
<td>30.24</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \mu^+\mu^- (+1p)$</td>
</tr>
<tr>
<td>zt0st2 (bt0sza)</td>
<td>221.2</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \tau^+\tau^- (+0p)$</td>
</tr>
<tr>
<td>zt0st3 (bt0szb)</td>
<td>30.24</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \tau^+\tau^- (+1p)$</td>
</tr>
<tr>
<td>zt0st4 (bt0szc)</td>
<td>5.796</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \tau^+\tau^- (+\geq 2p)$</td>
</tr>
<tr>
<td>zt0sb0 (bt0szd)</td>
<td>1.403</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow e^+e^- + b\bar{b} (+0p)$</td>
</tr>
<tr>
<td>zt0sb1 (bt0sze)</td>
<td>0.3752</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow e^+e^- + b\bar{b} (+1p)$</td>
</tr>
<tr>
<td>zt0sb2 (bt0szf)</td>
<td>0.1078</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow e^+e^- + b\bar{b} (+\geq 2p)$</td>
</tr>
<tr>
<td>zt0sb5 (bt0sgz)</td>
<td>1.403</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \mu^+\mu^- + b\bar{b} (+0p)$</td>
</tr>
<tr>
<td>zt0sb6 (bt0szh)</td>
<td>0.3752</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \mu^+\mu^- + b\bar{b} (+1p)$</td>
</tr>
<tr>
<td>zt0sb7 (bt0szi)</td>
<td>0.1078</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \mu^+\mu^- + b\bar{b} (+\geq 2p)$</td>
</tr>
<tr>
<td>zt0sbt (bt0szj)</td>
<td>1.75</td>
<td>ALPGEN (High Lumi)</td>
<td>$Z \rightarrow \tau^+\tau^- + b\bar{b} (+\geq 0p)$</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>CDF Catalog Name</th>
<th>$\sigma$ (pb)</th>
<th>MC Generator</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>xt0s0p (zt0so6)</td>
<td>224</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to e^+e^-$ ($+0p$)</td>
</tr>
<tr>
<td>xt0s1p (zt0so7)</td>
<td>11.746</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to e^+e^-$ ($+1p$)</td>
</tr>
<tr>
<td>xt0s2p (zt0so9)</td>
<td>2.254</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to e^+e^-$ ($+2p$)</td>
</tr>
<tr>
<td>xt0s3p (zt0soa)</td>
<td>0.3262</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to e^+e^-$ ($+3p$)</td>
</tr>
<tr>
<td>xt0s4p (zt0sob)</td>
<td>0.5572</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to e^+e^-$ ($+\geq4p$)</td>
</tr>
<tr>
<td>xt0s5p (zt0soc)</td>
<td>224</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \mu^+\mu^-$ ($+0p$)</td>
</tr>
<tr>
<td>xt0s6p (zt0sod)</td>
<td>11.746</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \mu^+\mu^-$ ($+1p$)</td>
</tr>
<tr>
<td>xt0s7p (zt0sof)</td>
<td>2.254</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \mu^+\mu^-$ ($+2p$)</td>
</tr>
<tr>
<td>xt0s8p (zt0sog)</td>
<td>0.3262</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \mu^+\mu^-$ ($+3p$)</td>
</tr>
<tr>
<td>xt0s9p (zt0soh)</td>
<td>0.5572</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \mu^+\mu^-$ ($+\geq4p$)</td>
</tr>
<tr>
<td>xt0st0 (zt0soi)</td>
<td>224</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \tau^+\tau^-$ ($+0p$)</td>
</tr>
<tr>
<td>xt0st1 (zt0soj)</td>
<td>11.732</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \tau^+\tau^-$ ($+1p$)</td>
</tr>
<tr>
<td>xt0st2 (zt0sok)</td>
<td>2.548</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \tau^+\tau^-$ ($+\geq2p$)</td>
</tr>
<tr>
<td>yt0s0p (zt0sol)</td>
<td>5.698</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to e^+e^-$ ($+0p$)</td>
</tr>
<tr>
<td>yt0s1p (zt0som)</td>
<td>0.9884</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to e^+e^-$ ($+1p$)</td>
</tr>
<tr>
<td>yt0s2p (zt0son)</td>
<td>0.1638</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to e^+e^-$ ($+2p$)</td>
</tr>
<tr>
<td>yt0s3p</td>
<td>0.0259</td>
<td>ALPGEN</td>
<td>Drell-Yan $\to e^+e^-$ ($+3p$)</td>
</tr>
<tr>
<td>zt0sop</td>
<td>$4.66 \times 10^{-3}$</td>
<td>ALPGEN, High Lumi</td>
<td>Drell-Yan $\to e^+e^-$ ($+\geq4p$)</td>
</tr>
<tr>
<td>yt0s5p (zt0soq)</td>
<td>5.698</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\to \mu^+\mu^-$ ($+0p$)</td>
</tr>
</tbody>
</table>

Continued on next page...
<table>
<thead>
<tr>
<th>CDF Catalog Name</th>
<th>$\sigma$ (pb)</th>
<th>MC Generator</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>yt0s6p (zt0sor)</td>
<td>0.9884</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\rightarrow \mu^+\mu^-$ (+1p)</td>
</tr>
<tr>
<td>yt0s7p (zt0sos)</td>
<td>0.1638</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\rightarrow \mu^+\mu^-$ (+2p)</td>
</tr>
<tr>
<td>yt0s8p (zt0sot)</td>
<td>0.0259</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\rightarrow \mu^+\mu^-$ (+3p)</td>
</tr>
<tr>
<td>zt0sou</td>
<td>$4.65 \times 10^{-3}$</td>
<td>ALPGEN, High Lumi</td>
<td>Drell-Yan $\rightarrow \mu^+\mu^-$ (+$\geq$4p)</td>
</tr>
<tr>
<td>zt0s0h (zt0sov)</td>
<td>5.698</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\rightarrow \tau^+\tau^-$ (+0p)</td>
</tr>
<tr>
<td>zt0s1h (zt0sow)</td>
<td>0.9898</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\rightarrow \tau^+\tau^-$ (+1p)</td>
</tr>
<tr>
<td>zt0s2h (zt0sox)</td>
<td>0.1638</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\rightarrow \tau^+\tau^-$ (+2p)</td>
</tr>
<tr>
<td>zt0s3h (zt0soy)</td>
<td>0.0259</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\rightarrow \tau^+\tau^-$ (+3p)</td>
</tr>
<tr>
<td>zt0s4h (zt0soz)</td>
<td>$4.62 \times 10^{-3}$</td>
<td>ALPGEN (High Lumi)</td>
<td>Drell-Yan $\rightarrow \tau^+\tau^-$ (+$\geq$4p)</td>
</tr>
<tr>
<td>xt0sb0</td>
<td>0.8204</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow e^+e^-+b\bar{b}$ (+0p)</td>
</tr>
<tr>
<td>xt0sb1</td>
<td>0.1638</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow e^+e^-+b\bar{b}$ (+1p)</td>
</tr>
<tr>
<td>xt0sb2</td>
<td>0.0442</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow e^+e^-+b\bar{b}$ (+$\geq$2p)</td>
</tr>
<tr>
<td>xt0sb5</td>
<td>0.8204</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow \mu^+\mu^-+b\bar{b}$ (+0p)</td>
</tr>
<tr>
<td>xt0sb6</td>
<td>0.1638</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow \mu^+\mu^-+b\bar{b}$ (+1p)</td>
</tr>
<tr>
<td>xt0sb7</td>
<td>0.0442</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow \mu^+\mu^-+b\bar{b}$ (+$\geq$2p)</td>
</tr>
<tr>
<td>xt0sbt</td>
<td>0.8764</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow \tau^+\tau^-+b\bar{b}$ (+$\geq$0p)</td>
</tr>
<tr>
<td>yt0s0b</td>
<td>0.0403</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow e^+e^-+b\bar{b}$ (+0p)</td>
</tr>
<tr>
<td>yt0s1b</td>
<td>0.0118</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow e^+e^-+b\bar{b}$ (+1p)</td>
</tr>
<tr>
<td>yt0s2b</td>
<td>$3.36 \times 10^{-3}$</td>
<td>ALPGEN</td>
<td>Drell-Yan $\rightarrow e^+e^-+b\bar{b}$ (+$\geq$2p)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>CDF Catalog Name</th>
<th>$\sigma$ (pb)</th>
<th>MC Generator</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>yt0s5b</td>
<td>0.0403</td>
<td>ALPGEN</td>
<td>Drell-Yan$\rightarrow \mu^+\mu^- + b\bar{b}$ (+0p)</td>
</tr>
<tr>
<td>yt0s6b</td>
<td>0.0118</td>
<td>ALPGEN</td>
<td>Drell-Yan$\rightarrow \mu^+\mu^- + b\bar{b}$ (+1p)</td>
</tr>
<tr>
<td>yt0s7b</td>
<td>$3.36 \times 10^{-3}$</td>
<td>ALPGEN</td>
<td>Drell-Yan$\rightarrow \mu^+\mu^- + b\bar{b}$ (+2p)</td>
</tr>
<tr>
<td>yt0stb</td>
<td>0.02534</td>
<td>ALPGEN</td>
<td>Drell-Yan$\rightarrow \tau^+\tau^- + b\bar{b}$ (+0p)</td>
</tr>
<tr>
<td>pt0sw0 (ut0s00)</td>
<td>2520</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow e^\pm \nu_e$ (+0p)</td>
</tr>
<tr>
<td>pt0sw1 (ut0s01)</td>
<td>315</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow e^\pm \nu_e$ (+1p)</td>
</tr>
<tr>
<td>pt0s2w (ut0s02)</td>
<td>49.42</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow e^\pm \nu_e$ (+2p)</td>
</tr>
<tr>
<td>pt0s3w (ut0s03)</td>
<td>7.826</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow e^\pm \nu_e$ (+3p)</td>
</tr>
<tr>
<td>pt0s4w (ut0s04)</td>
<td>1.442</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow e^\pm \nu_e$ (+≥4p)</td>
</tr>
<tr>
<td>pt0sw5 (ut0s05)</td>
<td>2520</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \mu^\pm \nu_\mu$ (+0p)</td>
</tr>
<tr>
<td>pt0sw6 (ut0s06)</td>
<td>315</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \mu^\pm \nu_\mu$ (+1p)</td>
</tr>
<tr>
<td>pt0s7w (ut0s07)</td>
<td>49.42</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \mu^\pm \nu_\mu$ (+2p)</td>
</tr>
<tr>
<td>pt0s8w (ut0s08)</td>
<td>7.826</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \mu^\pm \nu_\mu$ (+3p)</td>
</tr>
<tr>
<td>pt0s9w (ut0s09)</td>
<td>1.442</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \mu^\pm \nu_\mu$ (+≥4p)</td>
</tr>
<tr>
<td>ut0sw0 (ut0s10)</td>
<td>2520</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \tau^\pm \nu_\tau$ (+0p)</td>
</tr>
<tr>
<td>ut0sw1 (ut0s11)</td>
<td>315</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \tau^\pm \nu_\tau$ (+1p)</td>
</tr>
<tr>
<td>ut0s2w (ut0s12)</td>
<td>49.42</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \tau^\pm \nu_\tau$ (+2p)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>CDF Catalog Name</th>
<th>$\sigma$ (pb)</th>
<th>MC Generator</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>ut0s3w (ut0s13)</td>
<td>7.826</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \tau^\pm \nu_\tau$ (+3p)</td>
</tr>
<tr>
<td>ut0s4w (ut0s14)</td>
<td>1.442</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \tau^\pm \nu_\tau$ (+4p)</td>
</tr>
<tr>
<td>bt0s0w (bt0s00)</td>
<td>5.841</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow e^\pm \nu_e + b \bar{b}$ (+0p)</td>
</tr>
<tr>
<td>bt0s1w (bt0s01)</td>
<td>1.740</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow e^\pm \nu_e + b \bar{b}$ (+1p)</td>
</tr>
<tr>
<td>bt0s2w (bt0s02)</td>
<td>0.5625</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow e^\pm \nu_e + b \bar{b}$ (+0p)</td>
</tr>
<tr>
<td>bt0s5w (bt0s05)</td>
<td>5.841</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \mu^\pm \nu_\mu + b \bar{b}$ (+0p)</td>
</tr>
<tr>
<td>bt0s6w (bt0s06)</td>
<td>1.740</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \mu^\pm \nu_\mu + b \bar{b}$ (+1p)</td>
</tr>
<tr>
<td>bt0s7w (bt0s07)</td>
<td>0.5625</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \mu^\pm \nu_\mu + b \bar{b}$ (+0p)</td>
</tr>
<tr>
<td>dt0s0w (bt0s10)</td>
<td>5.841</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \tau^\pm \nu_\tau$ (+2p)</td>
</tr>
<tr>
<td>dt0s1w (bt0s11)</td>
<td>1.740</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \tau^\pm \nu_\tau + b \bar{b}$ (+1p)</td>
</tr>
<tr>
<td>dt0s2w (bt0s12)</td>
<td>0.5625</td>
<td>ALPGEN (High Lumi)</td>
<td>$W^\pm \rightarrow \tau^\pm \nu_\tau + b \bar{b}$ (+2p)</td>
</tr>
<tr>
<td>zt0sq5</td>
<td>215.04</td>
<td>ALPGEN ($Q^2 \times 2.0$)</td>
<td>$Z \rightarrow \mu^+ \mu^-$ (+0p)</td>
</tr>
<tr>
<td>zt0sq6</td>
<td>24.64</td>
<td>ALPGEN ($Q^2 \times 2.0$)</td>
<td>$Z \rightarrow \mu^+ \mu^-$ (+1p)</td>
</tr>
<tr>
<td>zt0s7q</td>
<td>3.402</td>
<td>ALPGEN ($Q^2 \times 2.0$)</td>
<td>$Z \rightarrow \mu^+ \mu^-$ (+2p)</td>
</tr>
<tr>
<td>zt0s8q</td>
<td>0.4634</td>
<td>ALPGEN ($Q^2 \times 2.0$)</td>
<td>$Z \rightarrow \mu^+ \mu^-$ (+3p)</td>
</tr>
<tr>
<td>zt0s9q</td>
<td>0.0742</td>
<td>ALPGEN ($Q^2 \times 2.0$)</td>
<td>$Z \rightarrow \mu^+ \mu^-$ (+4p)</td>
</tr>
<tr>
<td>zt0sr5</td>
<td>237.86</td>
<td>ALPGEN ($Q^2 \times 0.5$)</td>
<td>$Z \rightarrow \mu^+ \mu^-$ (+0p)</td>
</tr>
</tbody>
</table>
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### Table A.1: List of Monte Carlo samples used in modeling our signals and backgrounds

<table>
<thead>
<tr>
<th>CDF Catalog Name</th>
<th>$\sigma$ (pb)</th>
<th>MC Generator</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>zt0sr6</td>
<td>40.46</td>
<td>ALPGEN ($Q^2 \times 0.5$)</td>
<td>$Z \rightarrow \mu^+\mu^-$ (+1p)</td>
</tr>
<tr>
<td>zt0s7r</td>
<td>7.910</td>
<td>ALPGEN ($Q^2 \times 0.5$)</td>
<td>$Z \rightarrow \mu^+\mu^-$ (+2p)</td>
</tr>
<tr>
<td>zt0s8r</td>
<td>1.4742</td>
<td>ALPGEN ($Q^2 \times 0.5$)</td>
<td>$Z \rightarrow \mu^+\mu^-$ (+3p)</td>
</tr>
<tr>
<td>zt0s9r</td>
<td>0.301</td>
<td>ALPGEN ($Q^2 \times 0.5$)</td>
<td>$Z \rightarrow \mu^+\mu^-$ (+≥4p)</td>
</tr>
</tbody>
</table>
APPENDIX B

KINEMATICS IN INDIVIDUAL FITTING CHANNELS

The figures in this appendix show the distributions in data and MC of various quantities in each of the individual fitting channels: the heavy-flavor tagged, light-flavor tagged, and untagged channels. Both distributions with the expectation from MC absolutely normalized and normalized to the data are shown. In the fit to the dijet mass distribution, the normalization of the $Z$+ jets sample is unconstrained in the fit, thus the agreement going into the fit will be more like the MC normalized to data.

B.1 Heavy-Flavor Tagged Events

![Figure B.1](image)

Figure B.1: The distribution of dijet mass in the $Z$ + 2 jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).
Figure B.2: The distribution of the leading jet $E_T$ in the $Z + 2$ jet signal region, with MC scaled to the data's luminosity (top left) and with the distributions normalized to unity (top right), and the second leading jet $E_T$ (bottom row).
Figure B.3: The distribution of the leading jet $\eta$ in the Z + 2 jet signal region, with MC scaled to the data’s luminosity (top left) and with the distributions normalized to unity (top right), and the second leading jet $\eta$ (bottom row).

Figure B.4: The distribution of $\Delta R$ between jets in the Z + 2 jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).
Figure B.5: The distribution of $\Delta \phi$ between jets in the Z + 2 jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).

Figure B.6: The distribution of dijet $p_T$ in the Z + 2 jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).
B.2 Light-Flavor Tagged Events

Figure B.7: The distribution of dijet mass in the Z + 2 jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).
Figure B.8: The distribution of the leading jet $E_T$ in the $Z + 2$ jet signal region, with MC scaled to the data’s luminosity (top left) and with the distributions normalized to unity (top right), and the second leading jet $E_T$ (bottom row).
Figure B.9: The distribution of the leading jet $\eta$ in the $Z + 2$ jet signal region, with MC scaled to the data's luminosity (top left) and with the distributions normalized to unity (top right), and the second leading jet $\eta$ (bottom row).

Figure B.10: The distribution of $\Delta R$ between jets in the $Z + 2$ jet signal region, with MC scaled to the data's luminosity (left) and with the distributions normalized to unity (right).
Figure B.11: The distribution of $\Delta \phi$ between jets in the $Z + 2$ jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).

Figure B.12: The distribution of dijet $p_T$ in the $Z + 2$ jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).
B.3 Unagged Events

Figure B.13: The distribution of dijet mass in the Z + 2 jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).
Figure B.14: The distribution of the leading jet $E_T$ in the $Z + 2$ jet signal region, with MC scaled to the data's luminosity (top left) and with the distributions normalized to unity (top right), and the second leading jet $E_T$ (bottom row).
Figure B.15: The distribution of the leading jet $\eta$ in the Z + 2 jet signal region, with MC scaled to the data’s luminosity (top left) and with the distributions normalized to unity (top right), and the second leading jet $\eta$ (bottom row).

Figure B.16: The distribution of $\Delta R$ between jets in the Z + 2 jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).
Figure B.17: The distribution of $\Delta \phi$ between jets in the $Z + 2$ jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).

Figure B.18: The distribution of dijet $p_T$ in the $Z + 2$ jet signal region, with MC scaled to the data’s luminosity (left) and with the distributions normalized to unity (right).
APPENDIX C

BACKGROUND SYSTEMATIC SHAPE UNCERTAINTIES

The following plots show the histograms used as bounds on the systematic uncertainties in our $Z + \text{jets}$ and $Z + b \text{jets}$ templates. We show only the uncertainties that also have a shape uncertainty associated with them, but we show the normalization differences as well in these templates. These histograms are used as the inputs into mclimit, and are used to histograms for various values of the nuisance parameters through interpolation and extrapolation, described in Sec. 8.2.

Figure C.1: The effect of the jet energy scale uncertainty on the $Z + \text{jets}$ (top) and $Z + b \text{jets}$ (bottom) backgrounds.
Figure C.2: The effect of the jet energy resolution uncertainty on the $Z + \text{jets}$ (top) and $Z + \text{b jets}$ (bottom) backgrounds.
Figure C.3: The effect of the jet berness tag uncertainty on the $Z + \text{jets}$ (top) and $Z + b\text{jets}$ (bottom) backgrounds.
Figure C.4: The effect of the jet QG-value tag uncertainty on the $Z + \text{jets}$ (top) and $Z + b\text{jets}$ (bottom) backgrounds.
Figure C.5: The effect of the $Q^2$ parameter uncertainty on the $Z +$ jets (top) and $Z + b$ jets (bottom) backgrounds.
APPENDIX D

SIGNAL SYSTEMATIC SHAPE UNCERTAINTIES

The following plots show the fits to the distributions of our various shape uncertainties on the signal shape. We use the results of these fits to modify the signal shape inside mclimit. See Section 8.2 for details.

D.1 Jet Energy Scale

Figure D.1: Fits to the signal templates in channel 1 (HF tag), varying the jet energy scale. The top panel shows the Gaussian+fourth-degree polynomial fit to the dijet mass distributions. The fourth-degree polynomial is fit in the central template, and then remains fixed in the other templates. The bottom panel shows the Gaussian parameters of the fit as a function of the JES sigma. A line fits these points very well, and we use that fit to form templates for any value of JES required in mclimit.
Figure D.2: Fits to the signal templates in channel 2 (LF tag), varying the jet energy scale. See the caption in Figure D.1 for a detailed description.
Figure D.3: Fits to the signal templates in channel 3 (no tag), varying the jet energy scale. See the caption in Figure D.1 for a detailed description.
D.2 Jet Energy Resolution

Figure D.4: Fits to the signal templates in channel 1 (HF tag), varying the jet resolution.
Figure D.5: Fits to the signal templates in channel 2 (LF tag), varying the jet resolution. See the caption in Figure D.1 for a detailed description.
Figure D.6: Fits to the signal templates in channel 3 (no tag), varying the jet resolution. See the caption in Figure D.1 for a detailed description.
Here we show the fit values from pseudo-data drawn according to our central value templates. The actual values returned from the fit for the various parameters are shown on the left, with the difference between the thrown and fit value on the right. We expect to see a mean of 0 and width of 1 for the latter pull distributions. The units are in the $\sigma$ of the parameter, except in the case of the $Z +$ jets and signal normalizations, which are in fractions of the total normalization.

We see that the means are broadly consistent with $0\sigma$, indicating that our fits are unbiased. There are a few parameters that differ from 0, like the jet energy scale an $Q^2$, but these deviations are on the order of a few percent of a $\sigma$, and thus are not cause for major concern. They are highly correlated with each other and with changes in the $Z +$ jets normalizations, which is adjusted in these pseudo-experiments to match the normalization determined from our fit to the data. The $b$ness parameter also shows a strange asymmetric shape, but this is consistent with a close correlation to the $Z + b\bar{b}$ normalization, which is not allowed to go below zero and thus puts a bound on movement of the $b$ness parameter.

For some parameters, the widths of the fit parameter distributions are smaller than 1, indicating that our fit has greater sensitivity to changes in the fit parameters than the input systematic uncertainty. Sensitivity studies are done with the full input systematic uncertainties, so we are being conservative when it comes to our treatment of these parameters.
Figure E.1: Fit (left) and pull (right) for the jet energy scale parameter.

Figure E.2: Fit (left) and pull (right) for the jet energy resolution parameter.

Figure E.3: Fit (left) and pull (right) for the $Q^2$ parameter.
Figure E.4: Fit (left) and pull (right) for the lepton energy scale parameter.

Figure E.5: Fit (left) and pull (right) for the lepton energy resolution parameter.

Figure E.6: Fit (left) and pull (right) for the bness parameter.
Figure E.7: Fit (left) and pull (right) for the QG value parameter.

Figure E.8: Fit (left) and pull (right) for the initial/final state radiation parameter.

Figure E.9: Fit (left) and pull (right) for the $t\bar{t}$ jets cross section.
Figure E.10: Fit (left) and pull (right) for the $Z + \text{jets}$ normalization, in units of %.

Figure E.11: Fit (left) and pull (right) for the $Z + b$ jets normalization relative to the $Z + \text{jets}$ normalization.

Figure E.12: Fit (left) and pull (right) for the $ZW/ZZ$ normalization, in units of %. 
APPENDIX F

ADDITIONAL FITS FOR SIGNAL

We include a number of fits to subsets of our selection, for checks on consistency. We show both the final fit, as well as the final fit parameters. In the fit with signal constrained, Sec. F.7, we constrain the signal cross section in the templates to $\pm 6\%$.

A discussion of some of the conclusions from these fits is provided in Sec. 8.3.1.
F.1 Electrons Only Fit

CDF Run II Preliminary, $\int L = 8.9\text{ fb}^{-1}$

Figure F.1: Fit to events with electron events.

<table>
<thead>
<tr>
<th>Template</th>
<th>Fit Normalization</th>
<th>±</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z+$jets</td>
<td>+2.9%</td>
<td>±</td>
<td>5.6%</td>
</tr>
<tr>
<td>$Z + bb$</td>
<td>-28%</td>
<td>±</td>
<td>24%</td>
</tr>
<tr>
<td>$tt$</td>
<td>+0.0%</td>
<td>±</td>
<td>6.5%</td>
</tr>
<tr>
<td>Fakes</td>
<td>-6%</td>
<td>±</td>
<td>49%</td>
</tr>
<tr>
<td>$ZW/ZZ$</td>
<td>-7%</td>
<td>±</td>
<td>46%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Fit Value ($\sigma$)</th>
<th>±</th>
<th>Error ($\sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet Resolution</td>
<td>+0.25</td>
<td>±</td>
<td>0.85</td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>+0.73</td>
<td>±</td>
<td>0.77</td>
</tr>
<tr>
<td>$Q^2$</td>
<td>-1.30</td>
<td>±</td>
<td>0.55</td>
</tr>
<tr>
<td>$b$ness Tag/Mistag</td>
<td>+0.37</td>
<td>±</td>
<td>0.97</td>
</tr>
<tr>
<td>QG Tag/Mistag</td>
<td>+0.13</td>
<td>±</td>
<td>0.14</td>
</tr>
<tr>
<td>Lepton Energy Scale</td>
<td>0.00</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>Lepton Energy Resolution</td>
<td>0.00</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>-0.02</td>
<td>±</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table F.1: Fit parameter results with only electron events.
F.2 Muons Only Fit

CDF Run II Preliminary, $L = 8.9 \text{ fb}^{-1}$

Figure F.2: Fit to events with muon events.

<table>
<thead>
<tr>
<th>Template</th>
<th>Fit Normalization</th>
<th>±</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z+$jets</td>
<td>$+10.0%$</td>
<td>±</td>
<td>5.9%</td>
</tr>
<tr>
<td>$Z + b\bar{b}$</td>
<td>$-43%$</td>
<td>±</td>
<td>24%</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>$-0.1%$</td>
<td>±</td>
<td>6.5%</td>
</tr>
<tr>
<td>Fakes</td>
<td>$-3%$</td>
<td>±</td>
<td>50%</td>
</tr>
<tr>
<td>$ZW / ZZ$</td>
<td>$-100%$</td>
<td>+</td>
<td>42%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Fit Value (σ)</th>
<th>±</th>
<th>Error (σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet Resolution</td>
<td>$+0.17$</td>
<td>±</td>
<td>0.89</td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>$+0.61$</td>
<td>±</td>
<td>0.83</td>
</tr>
<tr>
<td>$Q^2$</td>
<td>$-0.73$</td>
<td>±</td>
<td>0.55</td>
</tr>
<tr>
<td>$b$ness Tag/Mistag</td>
<td>$+0.61$</td>
<td>±</td>
<td>1.03</td>
</tr>
<tr>
<td>QG Tag/Mistag</td>
<td>$-0.17$</td>
<td>±</td>
<td>0.16</td>
</tr>
<tr>
<td>Lepton Energy Scale</td>
<td>$-0.00$</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>Lepton Energy Resolution</td>
<td>$-0.00$</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>$+0.00$</td>
<td>±</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table F.2: Fit parameter results with only muon events.
F.3 Fit Excluding Muon Untagged Channel

CDF Run II Preliminary, ∫ L = 8.9 fb⁻¹

Figure F.3: Fit when excluding the untagged channel in muon events.

<table>
<thead>
<tr>
<th>Template</th>
<th>Fit Normalization</th>
<th>± Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z+ jets</td>
<td>+2.6%</td>
<td>± 5.3%</td>
</tr>
<tr>
<td>Z + bb</td>
<td>−38%</td>
<td>± 20%</td>
</tr>
<tr>
<td>tt</td>
<td>−0.0%</td>
<td>± 6.5%</td>
</tr>
<tr>
<td>Fakes</td>
<td>+5%</td>
<td>± 46%</td>
</tr>
<tr>
<td>ZW/ZZ</td>
<td>−13%</td>
<td>± 38%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Fit Value (σ)</th>
<th>± Error (σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet Resolution</td>
<td>+0.27</td>
<td>± 0.85</td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>+0.44</td>
<td>± 0.75</td>
</tr>
<tr>
<td>Q²</td>
<td>−1.29</td>
<td>± 0.54</td>
</tr>
<tr>
<td>bness Tag/Mistag</td>
<td>+0.51</td>
<td>± 0.98</td>
</tr>
<tr>
<td>QG Tag/Mistag</td>
<td>−0.03</td>
<td>± 0.14</td>
</tr>
<tr>
<td>Lepton Energy Scale</td>
<td>+0.01</td>
<td>± 1.00</td>
</tr>
<tr>
<td>Lepton Energy Resolution</td>
<td>+0.00</td>
<td>± 1.00</td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>+0.00</td>
<td>± 1.00</td>
</tr>
</tbody>
</table>

Table F.3: Fit parameter results excluding the untagged channel in muon events.
F.4 Fit in HF-Tag Channel Only

CDF Run II Preliminary, $\int L = 8.9 \text{ fb}^{-1}$

Figure F.4: Fit for only HF-Tag region.

<table>
<thead>
<tr>
<th>Template</th>
<th>Fit Normalization</th>
<th>±</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z+ \text{jets}$</td>
<td>$-20%$</td>
<td>±</td>
<td>24%</td>
</tr>
<tr>
<td>$Z + b\bar{b}$</td>
<td>$+2%$</td>
<td>±</td>
<td>47%</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>$+0.0%$</td>
<td>±</td>
<td>6.5%</td>
</tr>
<tr>
<td>Fakes</td>
<td>$-0%$</td>
<td>±</td>
<td>50%</td>
</tr>
<tr>
<td>$ZW/ZZ$</td>
<td>$-100%$</td>
<td>+</td>
<td>200%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Fit Value ($\sigma$)</th>
<th>±</th>
<th>Error ($\sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet Resolution</td>
<td>$-0.06$</td>
<td>±</td>
<td>0.98</td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>$+0.12$</td>
<td>±</td>
<td>0.98</td>
</tr>
<tr>
<td>$Q^2$</td>
<td>$-0.10$</td>
<td>±</td>
<td>0.98</td>
</tr>
<tr>
<td>$b$ness Tag/Mistag</td>
<td>$0.07$</td>
<td>±</td>
<td>1.01</td>
</tr>
<tr>
<td>Lepton Energy Scale</td>
<td>$0.00$</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>Lepton Energy Resolution</td>
<td>$0.00$</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>$0.00$</td>
<td>±</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table F.4: Fit parameter results from fit to HF-Tag only region.
F.5 Fit in LF-Tag Channel Only

CDF Run II Preliminary, \( \int L = 8.9 \, \text{fb}^{-1} \)

![Diagram](image)

Figure F.5: Fit for only LF-Tag region.

<table>
<thead>
<tr>
<th>Template</th>
<th>Fit Normalization</th>
<th>±</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z^+ ) jets</td>
<td>+2.0%</td>
<td>±</td>
<td>32%</td>
</tr>
<tr>
<td>( Z + bb )</td>
<td>+0.64%</td>
<td>±</td>
<td>40%</td>
</tr>
<tr>
<td>( tt )</td>
<td>+0.0%</td>
<td>±</td>
<td>6.5%</td>
</tr>
<tr>
<td>Fakes</td>
<td>+2.1%</td>
<td>±</td>
<td>50%</td>
</tr>
<tr>
<td>( ZW/ZZ )</td>
<td>−26%</td>
<td>±</td>
<td>48%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Fit Value (( \sigma ))</th>
<th>±</th>
<th>Error (( \sigma ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet Resolution</td>
<td>−0.09</td>
<td>±</td>
<td>0.90</td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>−0.04</td>
<td>±</td>
<td>0.79</td>
</tr>
<tr>
<td>( Q^2 )</td>
<td>−0.47</td>
<td>±</td>
<td>0.70</td>
</tr>
<tr>
<td>( b )ness Tag/Mistag</td>
<td>−0.01</td>
<td>±</td>
<td>0.99</td>
</tr>
<tr>
<td>QG Tag/Mistag</td>
<td>−0.02</td>
<td>±</td>
<td>0.95</td>
</tr>
<tr>
<td>Lepton Energy Scale</td>
<td>0.00</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>Lepton Energy Resolution</td>
<td>0.00</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>−0.01</td>
<td>±</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table F.5: Fit parameter results from fit to LF-Tag only region.
F.6 Fit in Untagged Channel Only

CDF Run II Preliminary, $L = 8.9$ fb$^{-1}$

Figure F.6: Fit for only untagged region.

<table>
<thead>
<tr>
<th>Template</th>
<th>Fit Normalization</th>
<th>±</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z^+\text{ jets}$</td>
<td>+5.4%</td>
<td>± 10%</td>
<td></td>
</tr>
<tr>
<td>$Z + b\bar{b}$</td>
<td>+1.2%</td>
<td>± 43%</td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>+0.0%</td>
<td>± 6.5%</td>
<td></td>
</tr>
<tr>
<td>Fakes</td>
<td>+2.9%</td>
<td>± 49%</td>
<td></td>
</tr>
<tr>
<td>$ZW/ZZ$</td>
<td>−76%</td>
<td>+ 101%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Systematic</th>
<th>Fit Value ($\sigma$)</th>
<th>±</th>
<th>Error ($\sigma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet Resolution</td>
<td>+0.26</td>
<td>± 0.94</td>
<td></td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>+1.02</td>
<td>± 0.81</td>
<td></td>
</tr>
<tr>
<td>$Q^2$</td>
<td>−1.08</td>
<td>± 0.51</td>
<td></td>
</tr>
<tr>
<td>$b$ness Tag/Mistag</td>
<td>+0.00</td>
<td>± 1.00</td>
<td></td>
</tr>
<tr>
<td>QG Tag/Mistag</td>
<td>+0.06</td>
<td>± 0.99</td>
<td></td>
</tr>
<tr>
<td>Lepton Energy Scale</td>
<td>0.00</td>
<td>± 1.00</td>
<td></td>
</tr>
<tr>
<td>Lepton Energy Resolution</td>
<td>0.00</td>
<td>± 1.00</td>
<td></td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>−0.00</td>
<td>± 1.00</td>
<td></td>
</tr>
</tbody>
</table>

Table F.6: Fit parameter results from fit to untagged only region.
F.7  Fit with Signal Constrained

CDF Run II Preliminary, $L = 8.9$ fb$^{-1}$

Figure F.7: Fit with signal constrained.

<table>
<thead>
<tr>
<th>Template</th>
<th>Fit Normalization</th>
<th>±</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z^+\text{ jets}$</td>
<td>+3.1%</td>
<td>±</td>
<td>4.8%</td>
</tr>
<tr>
<td>$Z + b\bar{b}$</td>
<td>−39%</td>
<td>±</td>
<td>19%</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>−0.0%</td>
<td>±</td>
<td>6.5%</td>
</tr>
<tr>
<td>Fakes</td>
<td>−9%</td>
<td>±</td>
<td>48%</td>
</tr>
<tr>
<td>$ZW/ZZ$</td>
<td>−1.5%</td>
<td>±</td>
<td>5.9%</td>
</tr>
</tbody>
</table>

Systematic  Fit Value ($\sigma$) ± Error ($\sigma$)

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet Resolution</td>
<td>+0.14</td>
<td>±</td>
<td>0.84</td>
</tr>
<tr>
<td>Jet Energy Scale</td>
<td>+0.34</td>
<td>±</td>
<td>0.74</td>
</tr>
<tr>
<td>$Q^2$</td>
<td>−1.35</td>
<td>±</td>
<td>0.49</td>
</tr>
<tr>
<td>$b$ness Tag/Mistag</td>
<td>+0.53</td>
<td>±</td>
<td>0.94</td>
</tr>
<tr>
<td>QG Tag/Mistag</td>
<td>−0.01</td>
<td>±</td>
<td>0.12</td>
</tr>
<tr>
<td>Lepton Energy Scale</td>
<td>−0.02</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>Lepton Energy Resolution</td>
<td>+0.00</td>
<td>±</td>
<td>1.00</td>
</tr>
<tr>
<td>ISR/FSR</td>
<td>−0.07</td>
<td>±</td>
<td>1.00</td>
</tr>
</tbody>
</table>

| $\chi^2$/d.o.f, No Signal | 62.0 / 56 |
| $\chi^2$/d.o.f, w/ Signal  | 61.8 / 56 |

Table F.7: Fit parameter results from fit with signal constrained.
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