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We report on the final measurement of the CP -violating B0
s mixing phase βJ/ψφs in

√
s =1.96

TeV proton-antiproton collisions collected with the Collider Detector at the Fermilab Tevatron
collider. Using a sample corresponding to 9.6 fb−1 of integrated luminosity, we fit the decay-
time evolution of B0

s → J/ψ(→ µ+µ−)φ(→ K+K−) decays in which the b-quark content at
production and the CP parity of the final state are identified. The interference of decays with
and without mixing renders the B0

s mixing phase observable. The phase is determined to be
−0.06 < β

J/ψφ
s < 0.30 at 68% confidence level. The decay-width difference between heavy and

light B0
s eigenstates, and the average B0

s lifetime are also determined to be ∆Γs= 0.068± 0.027
ps−1 and τs = 1.528± 0.021 ps, respectively. These results are among the world’s most precise
from a single experiment, and compatible with standard model predictions.
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Introduction

Over the past three decades, the standard model (SM) of elementary particle physics has been estab-
lished by many experimental verifications as the basic theory describing fundamental particles and
their interactions at energy scales from O(1) eV to O(1) TeV. However, serious theoretical open ques-
tions, and some puzzling experimental results lead to the common prejudice that the SM is an effective
theory valid at the energies probed so far, which should be completed and complemented by a more
general framework at higher energies. General theoretically well-founded arguments indicate that new
particles or interactions could be relevant at energy scales of O(1) TeV and above. The search for such
extensions of the SM has become a chief goal in today’s particle physics. The diverse and numerous
activities in this program are broadly classified in two different but complementary approaches.

Direct searches use the highest-energy collisions attainable to directly produce on-shell non-SM
particles and identify their presence through their decay products or interactions. The interpretation
of the results obtained is usually straightforward, but the reach is limited by the maximum energies
achievable.

Indirect searches aim at inferring the presence of new particles or interactions in low energy pro-
cesses (rare processes, flavor oscillations, etc.) by seeking discrepancies between experimental mea-
surements and theory predictions. Indirect searches are typically sensitive to higher energy scales [1, 2]
than attainable directly, and have the potential to reveal richer information on the underlying dy-
namics. However, the interpretation of results is often complicated by irreducible uncertainties or
assumptions in the theory predictions, and the measurements are often more challenging because
aiming at high precision.

The flavor physics of quarks is considered one of the most promising frameworks to pursue such
indirects searches. The quark-flavor sector of the SM accounts for 10 out of 18 free SM parameters,
linked with some of the most profound unanswered questions on the SM, such as those on the origin
of the observed intriguing pattern of quark masses and interaction hierarchies. The abundance of
accessible physics processes makes the study of quark transitions promising to gain insight on possible
realizations of SM extensions, especially through the phenomenology of the violation of charge-parity
symmetry (CP ). The violation of CP symmetry is the non-invariance of physics processes when all
spatial coordinates are inverted and particles are replaced by their antiparticles. Its study is considered
one of the most promising gateways to indicate the presence of non-SM particles or interactions.
Dedicated kaon experiments and ”B-factories” have provided very stringent constraints on the presence
of non-SM physics in leading (and some subleading) processes involving charged and neutral kaons
and bottom hadrons [3, 4], allowing the redundant determination of precise quark-mixing parameters
of the Cabibbo-Kobayashi-Maskawa (CKM) matrix [5, 6]. All measurements performed so far are
consistently described at first order by the CKM picture [3]. Nevertheless, subleading effects from
non-SM physics are not yet ruled out [7].

The dynamics of bottom-strange mesons (B0
s ) specifically, is a promising field of investigation since

a comparatively smaller amount of experimental information is available [4].
The study of B0

s dynamics provides privileged access to the Vts element of CKM matrix, which
remains experimentally poorly constrained by the results on B0, B+, and K meson dynamics and is
sensitive to a broad class of plausible SM extensions. This is the chief motivation for pursuing B0

s

physics. Because of its peculiar phenomenology, B0
s meson dynamics is best studied at high-energy

hadron colliders. The Collider Detector at Fermilab (CDF), has led the study of B0
s dynamics over
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Introduction

the course of the past decade through reconstruction of large samples of B0
s decays in

√
s = 1.96 TeV

proton-antiproton collisions.
In this thesis we report the final search for non-SM physics in B0

s mixing using B0
s → J/ψ(→

µ+µ−)φ(→ K+K−) decays at CDF. CDF is a large multipurpose solenoidal magnetic spectrometer,
surrounded by 4π projective calorimeters and fine-grained muon detectors.

The CKM hierarchy predicts very small CP violation in B0
s→J/ψφ decays with a good theoretical

precision. But CP violation in these processes can be significantly increased in a broad class of SM
extensions. This feature makes B0

s→J/ψφ a golden channel in the indirect search for new physics
[8, 9]. Specifically, the time-dependent CP asymmetry of the decays allows probing the phase βJ/ψφs =
arg[VtsV ?tb/(VcsV ?cb)], which is closely related to the phase of the B0

s -B̄0
s oscillation amplitude. The

overall constraints of the CKM-matrix yield βJ/ψφs ≈ 0.02 [10], which is negligible with respect to the
current experimental sensitivity. Any significant deviation in the observed value would unambiguously
indicate presence of non-SM physics.

The first measurement of the CP -violating phase in B0
s → J/ψφ decays was finalized in 2008 by

the CDF experiment [11]. It showed a mild, 1.5σ discrepancy from the SM. Similar and consistent
effects were found by the D0 experiment [12], yielding a combination that deviated 2.2σ from the SM
[13]. This attracted some interest, further enhanced by independent results on a correlated observable
from the D0 collaboration [14, 15]. Later measurements of βJ/ψφs have pointed towards a better
consistency with the CKM expectations [16, 17, 18, 19]. However, the understanding of the B0

s -B̄0
s

mixing phenomenology is still far from being finalized [10], which calls for more precise and redundant
measurements.

This final measurement of βJ/ψφs supersedes the previously-published CDF result using half of the
current data set [16]. In addition to the mixing phase, we report measurements of the decay-width
difference between the light and heavy mass eigenstates of the B0

s meson, ∆Γs; of their mean lifetime,
τs; and of the angular-momentum composition of B0

s→J/ψφ decays.
I conducted all the steps of the data analysis, from the event-selection and simulation to the

final determination of the systematic uncertainties. My specific original contribution with respect
to previous versions of the measurement has been developing a significantly improved understanding
of the algorithms that identify the b quark content of the strange-bottom meson at production. I
demonstrated that a more refined selection of the control samples of data than typically adopted
results in a more precise determination of tagging performances, simplifying the analysis and reducing
the systematic uncertainties.

The results presented in this thesis are among the most precise determinations available to date
from a single experiment and agree with measurements from other experiments and with the SM
expectations [17, 18, 19, 20, 10]. They contribute to establish that large non-SM contributions to the
B0
s -B̄0

s mixing phase are unlikely, and provide important constraining information for phenomenolog-
ical model building. All results are published in a letter to Physical Review [21].

The first chapter of the thesis is dedicated to the motivation of the measurement and the detailed
description of the angular and decay-time distribution of the B0

s→J/ψφ decays, along with a short
review of the current experimental situation and an outline of the analysis. Chapter 2 describes the
experimental apparatus, with a brief description of the Tevatron accelerator, the CDF II detector, and
the data-taking operations. The reconstruction and selection of the data set is described in Chapter 3.
Chapter 4 focuses mainly on experimental acceptance and algorithms used to determine the flavor of
the B0

s meson at production, and their calibrations. The calibration of all the others analysis tools
needed for the measurement are also reported in this chapter. The maximum likelihood estimator
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is discussed in Chapter 5 along with the tests aimed at studying its properties. Chapter 6 discuss
the systematic effects. The results are reported in Chapter 7. A few final pages are devoted to draw
conclusions and discuss future prospects.
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Chapter 1

Flavor as a probe for non-SM
physics

This chapter introduces the motivations for the measurement described in this thesis. After a brief
description of the general theoretical framework we focus on CP violation in B0

s -B̄0
s mixing through

B0
s → J/ψφ decays as probe for non-standard model physics. An overview of the measurement, and a

summary of the current experimental status are also presented.

1.1 The current landscape

The standard model (SM) of particle physics provides a quantum field theoretical description of three
fundamental interactions, namely the strong, weak, and electromagnetic interactions, that act among
the elementary spin-half particles, the quarks and the leptons [22]. The SM structure is based on
symmetries of the Lagrangian for transformations of a gauge group, resulting in interactions being
mediated by spin-one force carriers: eight massless gluons for the strong interaction; two charged
massive bosons, W±, and a single neutral massive boson, Z0, for the weak interaction; and a massless
photon, γ, for the electromagnetic interaction. Finally, the SM includes a spin-zero particle, the Higgs
boson, which is the scalar excitation of the field that provides generation of particles masses through
the spontaneous symmetry breaking of the gauge group of the electroweak interaction. Quarks and
leptons interact via Higgs-mediated interactions that, unlike gauge interactions, are not ruled by
symmetry principles. These Yukawa interactions are responsible for flavor physics. The term flavor
is used to differentiate among the variety of species of quarks and leptons that have same quantum
charges: up-type quarks (u, c, t), down-type quarks (d, s, b), charged leptons (e, µ, τ), and neutrinos
(νe, νµ, ντ ), each featuring three flavors.

In July 2012, the CMS and ATLAS Collaborations at the Large Hadron Collider (LHC) announced
the discovery of a resonance produced in proton-proton collisions [23, 24]. The new particle has a
mass of approximately 125GeV/c2, with properties compatible with the SM Higgs interpretation. The
discovery of the Higgs boson completes the validation of the SM, as an extremely predictive theory
capable of accurately explaining most of the experimental phenomena probed so far [25]: we know
today that the physics of fundamental particles and interactions at energies in the sub-eV-TeVrange
is successfully described by this theory.

However, a number of solid theoretical arguments, and some experimental results motivate a
prejudice that the SM should be a low-energy restriction of a more general theory that includes
additional particles and interaction couplings. For instance, classical gravity, well described by general
relativity, should break down at energy scales close to 1019 GeV, the Planck scale, at which quantum
effects of gravity should become relevant [26]. The SM would be necessarily invalidated at such energy
calling for a theory of quantum gravity to integrate the SM at the Planck-scale energies. In addition,

1



Chapter 1. Flavor as a probe for non-SM physics

the calculation of the Higgs-boson mass is affected by divergences due to radiative corrections that
invalidate the SM at an energy scale that depends on the mass itself. This energy scale represents the
cut-off of the effective model, i. e., the energy above which the model needs likely to be extended by
a more fundamental theory. Either a fine-tuning of the model parameters that can push the cut-off
at the Planck scale, or non-SM particles whose virtual contributions eliminate the divergence were
proposed [27]. The observed value of the Higgs-boson mass consolidates the SM at the electroweak
scale, and moves the cut-off at larger energy [25]. Hence, the question if non-SM particles are present in
the energy range from O(1) TeV to the Planck scale is open, motivated also by cosmological arguments
based on a large mismatch between the quantity of baryonic and luminous matter in the universe and
astrophysical observations [3].

1.2 Flavor as a probe of non-SM physics

Non-SM particles can be produced directly in high-energy collisions and observed through their decay
products, provided that the available center-of-mass energy is sufficient to produce the heavy particles
with sensible rates. The heavier are particles that can be produced, the higher the physics scale
probed. The reach of this direct approach crucially depends on the unknown energy scale of the non-
SM physics particles. Pushing forward the energy frontier requires devising technologies to achieve
ever-higher center-of-mass energies. However, the non-SM particles can become directly observable at
energies not reachable with current and foreseen technology.

A complementary approach is to infer the presence of non-SM particles indirectly in processes where
they could be virtually exchanged between SM particles, by detecting deviations of observables from
expectations precisely calculated in the SM [1, 2]. In indirect searches, the production threshold energy
is not as critical as in direct searches. Because quantum effects become smaller the heavier are the
virtual particles at play, higher non-SM physics scales are explored by increasing the precision of the
measurements while controlling the SM contributions with sufficient accuracy to identify unanbiguosly
non-SM effects.

The flavor physics of quarks is among the most promising sector for indirect searches. Experimental
access to a plethora of precisely measurable processes, along with a mature phenomenology that
provides many accurate predictions, allows the redundant determination of several SM parameters
that can be compared for precision tests of the overall picture [7]. Indeed, flavor physics has proved
very successful in building the current understanding of particle physics. For instance, the theoretical
ansatz to explain [28] the suppressed decay rate of quark transitions that change the strangeness flavor
by two units (such as K0 → µ+µ− decays) was crucial to postulate the existence of a then-unknown
charm quark and estimate its mass, before its experimental discovery [29, 30]. Similarly, an important
prediction of the large value of the top-quark mass before its direct observation [31, 32], was inferred
from the indirect constraints imposed by the measurements of B0-B̄0 mesons oscillations [33].

The physics of flavor is the physics of matter at its most fundamental level. It consists in the
study of underlying patterns in the family replications of quarks and leptons, and in the highly hi-
erarchical structure of their masses and couplings. The flavor sector of the SM accounts for 10 out
18 free parameters of the theory and still is impressively predictive and peculiar. Flavor violation is
allowed only in the quark sector. Weak interactions mediated by W± bosons that change flavor of
quarks (flavor-changing charged-currents, FCCC) are universal; flavor transitions mediated by neutral
currents (flavor-changing neutral-currents, FCNC) are highly suppressed. The last cannot occur at
tree-level, i. e., through the mediation of a W boson only, but they do require the intermediate ex-

2



1.2 Flavor as a probe of non-SM physics

Bounds on Λ (TeV) Bounds on ci (Λ = 1 TeV) Mesons
102–105 10−11–10−7 K0-K̄0

103–104 10−7–10−8 D0-D̄0

102–103 10−7–10−6 B0-B̄0

102–103 10−5 B0
s -B̄0

s

Table 1.1: Bounds from experimental constraints on meson-mixing [1].

change of a quark and aW boson (loop transition). In Fig. 1.1 we show this features with two examples
of Feynman diagrams representing the two flavor-changing transitions in terms of the elementary par-
ticles involved. The FCNC are further suppressed in the SM by the Glashow-Illiopoulos-Maiani (GIM)
mechanism [28], namely the smallness of the mass differences between second- and first-generation
quarks, and by the hierarchical structure of quark-mixing angles, which determines the rotation of the
quark-flavor basis with respect to the weak-interaction basis. These phenomenological features deter-
mine the observed pattern of quark transitions, and any extension of the SM must account for them.

A generic effective-theory approach [1] is powerful for describing non-SM physics effects in flavor
physics, in a model-independent way. Assuming the non-SM physics scale to be higher than the
electroweak energy scale, non-SM physics effects can be described by a generalization of the Fermi
theory. In this approach, the SM Lagrangian is included in a more general local Lagrangian, which
includes a series of operators with dimension d > 4, O(d)

i , constructed in terms of SM fields, with
arbitrary couplings c(d)

i suppressed by inverse powers of an effective scale Λ, which represents the
cut-off of the effective theory:

Leff = LSM +
∑
i

c
(d)
i

Λ(d−4)O
(d)
i (1.1)

Based on naturalness principle, bounds on Λ can be derived assuming an effective coupling ci ≈ 1; al-
ternatively, bounds on the respective couplings can be determined assuming that Λ ≈ O(1) TeV. This
approach allows useful and unified interpretation of many experimental results to derive stringent con-
straints on extensions of the SM in terms of few parameters (the coefficients of the higher-dimensional
operators).

For instance, in a generic non-SM physics model, where suppression of FCNC processes is due only
to the large masses of the particles that mediate them, i. e., the couplings are of order one, bounds
on the scale Λ that are compatible with the measurements of FCNC decay rates are determined.
Depending on the process under study, this approach yields bounds of order Λ & 102 TeV. Hence,
either non-SM degrees of freedom emerge at energies higher than the TeV scale, or any SM extention
at TeV scale must have a highly non-generic flavor structure, i. e., the coupling ci should have very
suppressed values. Table 1.1 lists the bounds derived from measurements related to the mixing of
neutral mesons for a choice of operators that change the flavor of the decaying quark by two unit in
Eq. (1.1), showing the predictive power of this indirect approach in establishing general features of
the theory (either its energy scale or its flavor structure), which hold independently of the dynamical
details of the model.

The phenomenology of the B, D, and K mesons is particularly useful for this purpose [7]. This
thesis presents the analysis of the B0

s→J/ψφ decay, which allows a measurement of the B0
s -B̄0

s mixing
phase, an extremely powerful and still largely unconstrained experimental probe for a large class of
non-SM physics phenomena.

3



Chapter 1. Flavor as a probe for non-SM physics

1.3 CKM matrix and CP -violation

In the SM the only source of flavor-changing interactions is originated from a rotation of the quarks
flavor basis with respect to the weak-interaction basis in the Yukawa sector. Such rotation is given
by a unitary 3× 3 complex matrix,

VCKM =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 ,

known as the Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing matrix [5, 6]. The constraints of
unitarity of the CKM-matrix on the diagonal terms implies that the sum of all couplings of any of
the up-type quarks to all the down-type quarks is the same for all generations, named weak univer-
sality, and derives from all SU(2) doublets coupling with same strength to the vector bosons of weak
interactions. Thus FCCC occurs at tree-level, while FCNC are mediated only by loops. A unitary
n×n matrix contains n2 independent real parameters, 2n−1 of those can be eliminated by rephasing
the n up-type and n down-type fermion fields (changing all fermions by the same phase obviously
does not affect VCKM); hence, there are (n − 1)2 physical parameters left. A unitary matrix is also
orthogonal, and as such it contains n(n− 1)/2 parameters corresponding to the independent rotation
angles between the n basis vectors; thus the remaining (n − 1)(n − 2)/2 parameters must be com-
plex phases. For n = 2, i. e.two families, only one mixing angle remains, the Cabibbo angle and, no
complex phases [5]. For n = 3 there are four physical parameters, namely three Euler angles and
one irriducible phase, which provides a gateway for CP violation. The unitarity of the CKM matrix,
VCKMV

†
CKM = 1, leads to 9 equations,∑

k∈{u,c,t}

VkiV
?
kj = δij (i, j ∈ {d, s, b}).

Six require the sum of three complex quantities to vanish, and define triangles in the complex plane.
The area of each triangle equals JCP /2. The symbol JCP identifies the Jarlskog invariant [34], whose
size quantifies the magnitude of violation of CP symmetry in the SM. The CP symmetry is violated
only if JCP 6= 0, as confirmed by current measurements [7]: JCP = (2.884+0.253

−0.053)10−5. Any CP -
violating quantity in the SM is proportional to JCP , reflecting the fact that a single complex phase
appears in the 3 × 3 CKM matrix. This feature makes the SM implementation of CP violation
predictive, because all possible CP asymmetry measurements are correlated by their common origin
from a single parameter of the theory.

The current knowledge of the CKMmatrix elements magnitudes assuming unitarity is as follows [7]:

|VCKM| =

0.97426+0.00022
−0.00014 0.22539+0.00062

−0.00095 0.003501+0.000196
−0.000087

0.22526+0.00062
−0.00095 0.97345+0.00022

−0.00018 0.04070+0.00116
−0.00059

0.00846+0.00043
−0.00015 0.03996+0.00114

−0.00062 0.999165+0.000024
−0.000048

 . (1.2)

The observed hierarchy |Vub| � |Vcb| � |Vus|, and |Vcd| � 1, suggests an expansion in powers of
λ = |Vus| ≈ 0.23, the sine of the Cabibbo angle [35, 36]

VCKM =

 1− λ2/2− λ4/8 λ Aλ3(%− iη)
−λ+A2λ5[1− 2(%+ iη)]/2 1− λ2/2− λ4(1 + 4A2)/8 Aλ2

Aλ3[1− (1− λ2/2)(%+ iη)] −Aλ2 +Aλ4[1− 2(%+ iη)]/2 1−A2λ4/2

+O(λ6), (1.3)

where A ≈ 0.80, % ≈ 0.14 and η ≈ 0.34 are real parameters [7].
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1.3 CKM matrix and CP -violation

b!

W+!

c!

(a)

b! s!

u, c, t!

W+!

(b)

Figure 1.1: Feynman graphs of two examples of flavor transition of the b quark. In (a), the tree-level
transition b→ c, where the b quark changes flavor and charge (−1/3) becoming a c quark (with charge +2/3)
through emission of a W+ boson; in (b), the loop-mediated transition b → s, where the b quark changes its
flavor by exchanging an up-type quark (either u, or c, or t) and a W boson with the s quark. In this case,
the charge of the initial quark and the charge of the final quark are the same. Tree-level transition involves
quarks of different type (up-down and down-up), while loop-mediated transitions can change the flavor of two
quarks of the same type (up-up and down-down).

One triangular equation of particular phenomenological interest is referred to as the unitarity
triangle (UT), because all three terms are roughly of the same size,

VudV
?
ub + VcdV

?
cb + VtdV

?
tb = 0; (1.4)

The UT equation is normalized as
Rte
−iβ +Rue

iγ = 1, (1.5)

where
Rt =

∣∣∣∣ VtdV ?tbVcdV ?cb

∣∣∣∣, Ru =
∣∣∣∣VudV ?ubVcdV ?cb

∣∣∣∣, β = arg
(
− VcdV

?
cb

VtdV ?tb

)
, γ = arg

(
− VudV

?
ub

VcdV ?cb

)
, (1.6)

are, respectively, two sides and two angles of the UT. The third side is the unit vector, and the third
angle is α = π− β − γ = arg[−VtdV ?tb/VudV ?ub]. Equation 1.5 shows that all the information related to
the UT is encoded in one complex number,

%̄+ iη̄ = Rue
iγ , (1.7)

which corresponds to the coordinates (%̄, η̄) of the only nontrivial apex of the UT in the complex plane.
Assuming that flavor-changing processes are fully described by the SM, the consistency of the various
measurements with this assumption can be verified. The values of λ and A are known accurately from
K → πlν and b→ clν decays respectively [3] to be

λ = 0.2257± 0.0010, A = 0.814± 0.022. (1.8)

All the relevant observables are then expressed as a function of the two remaining parameters %̄ and
η̄, and checks are performed on whether there exists a range in the (%̄, η̄) plane that is consistent with
all measurements. The resulting constraints in the (%̄, η̄) plane are shown in Fig. 1.2. The overall
consistency is impressive, yielding the following values for %̄ and η̄ [3]:

%̄ = +0.135+0.031
−0.016, η̄ = +0.349± 0.017. (1.9)

This support the ansatz that flavor and CP violation in flavor-changing processes are dominated by
the CKM mechanism. Such remarkable success of the SM suggests that arbitrary non-SM physics
contributions in flavor-changing processes that occurs at tree-level are highly suppressed with respect
to SM contributions [1].
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Chapter 1. Flavor as a probe for non-SM physics
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Figure 1.2: Constraints in the (%, η) plane. The red hashed region of the global combination corre-
sponds to 68% CL.
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Figure 1.3: Feynman diagrams of transitions associated with B0
s -B̄0

s oscillations.

A greater chance for detecting the effects of non-SM physics might reside in the study of loop-
mediated FCNC transitions, such as the ones that mediates neutral-mesons oscillations described
in Sect. 1.3.1.

1.3.1 B0
s oscillations

Because of flavor mixing, flavored neutral mesons are subject to particle-antiparticle oscillations
through weak transitions that change the flavor by two units, ∆F = 2. The ∆B = 2 FCNC quark
transition that drives the B0

s -B̄0
s oscillations is depicted in Feynman diagrams of Fig. 1.3, called box

diagrams. As a result of flavor mixing, a pure B0
s or B̄0

s state at time t = 0, such as the meson states
created from pp̄→ bb̄ interactions at the Tevatron, evolves to be a superposition of B0

s and B̄0
s at time

t:
|ψ(t)〉 = a(t)|B0

s 〉+ b(t)|B̄0
s 〉. (1.10)
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1.3 CKM matrix and CP -violation

In the Wigner-Weisskopf approximation, which neglects corrections to the exponential decay rate at
very low or very high times, the effective Hamiltonian of the system can be written as

Hq =
(

Ms
11 Ms

12
Ms∗

12 Ms
22

)
− i

2

(
Γs11 Γs12
Γs∗12 Γs22

)
, (1.11)

where Ms
11 = Ms

22 and Γs11 = Γs22 hold under the assumption of CPT invariance which is a fairly
general assumption thus far confirmed by any experimental verification [3]. The off-diagonal elements
Ms

12 and Γs12 are responsible for B0
s–B̄0

s mixing phenomena. The dispersive part Ms
12 corresponds

to virtual ∆B = 2 transitions dominated by heavy internal particles (top quarks in the SM) while
the absorptive part Γs12 arises from on-shell transitions due to decay modes common to B0

s and B̄0
s

mesons. Diagonalization of the Hamiltonian leads to two mass eigenstates BsH,L (H and L denote
heavy and light, respectively), with mass Ms

H,L and decay width ΓsH,L. The mass eigenstates are
linear combinations of flavor eigenstates with complex coefficients p and q that satisfy |p|2 + |q|2 = 1,

|BsL,H〉 = p|B0
s 〉 ± q|B̄0

s 〉 . (1.12)

The time evolution of the mass eigenstates is governed by the two eigenvalues, mH − i
2ΓH and

mL − i
2ΓL,

|BsH,L(t)〉 = e−i(mH,L+iΓH,L/2)t|BsH,L(0)〉. (1.13)

The time evolution of B0
s and B̄0

s is derived from Eq. (1.13) and their definition in Eq. (1.12),

|B0
s (t)〉 = g+(t)|B0

s 〉+ q

p
g−(t)|B̄0

s 〉,

|B̄0
s (t)〉 = g+(t)|B̄0

s 〉+ p

q
g−(t)|B0

s 〉,
(1.14)

where

g+(t) = e−imt−
Γ
2 t

[
cosh ∆Γt

4 cos ∆mt
2 − i sinh ∆Γt

4 sin ∆mt
2

]
,

g−(t) = e−imt−
Γ
2 t

[
− sinh ∆Γt

4 cos ∆mt
2 + i cosh ∆Γt

4 sin ∆mt
2

]
,

(1.15)

which satisfy

|g±(t)|2 = e−Γt

2

[
cosh ∆Γt

2 ± cos ∆mt
]
,

g?+(t)g−(t) = −e
−Γt

2

[
sinh ∆Γt

2 + i sin ∆mt
]
,

(1.16)

where m = (mH +mL)/2, Γ = (ΓH + ΓL)/2, ∆m = mH −mL and ∆Γ = ΓL − ΓH .
The probabilities of observing a B0

s at any time t if the meson was produced as either a B0
s or a

B̄0
s at t = 0 are

P(B0
s→B0

s ) = |〈B0
s (t)|B0

s (0)〉|2

= |g+(t)|2 = e−Γt

2

[
cosh ∆Γt

2 + cos ∆mt
]
,

P(B̄0
s→B0

s ) = |〈B0
s (t)|B̄0

s (0)〉|2

=
∣∣∣∣pq
∣∣∣∣2|g−(t)|2 =

∣∣∣∣pq
∣∣∣∣2 e−Γt

2

[
cosh ∆Γt

2 − cos ∆mt
]
.

(1.17)

The values of Ms
12 and Γs12 are physical observables and can be determined from measurements of

the following quantities (for more details see, e.g., Ref. [8]):
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Chapter 1. Flavor as a probe for non-SM physics

• the mass difference between the heavy and light mass eigenstates

∆ms ≡ ms
H −ms

L ≈ 2|Ms
12|
(

1− |Γs12|2

8|Ms
12|2

sin2 φs12

)
, (1.18)

where φs12 = arg(−Ms
12/Γs12) is convention-independent;

• the decay width difference between the light and heavy mass eigenstates

∆Γs ≡ ΓsL − ΓsH ≈ 2|Γs12| cosφs12

(
1 + |Γs12|2

8|Ms
12|2

sin2 φs12

)
; (1.19)

• the flavor-specific asymmetry

assl ≡
|p/q|2 − |q/p|2

|p/q|2 + |q/p|2
≈ |Γ

s
12|

|Ms
12|

sinφs12 ≈
∆Γs
∆ms

tanφs12 . (1.20)

The correction terms proportional to sin2 φs12 in Eqs. (1.18) and (1.19) are irrelevant compared to the
present size of experimental uncertainties. In addition, the ratio of q and p can be expressed as(

q

p

)
= −

∆ms + i
2∆Γs

2(Ms
12 − i

2Γs12)
. (1.21)

The possibility of flavor oscillations strongly enriches the phenomenology of CP violation, which occurs
in B0

s meson decays through three different manifestations. Considering a decay in a CP eigenstate
f with eigenvalue ηf and Af being the decay amplitude of B0

s → f , we define the following classes of
CP violation:

• CP violation in decay or direct CP violation, which is the only possible CP violating effect in
charged meson decays since they cannot undergo mixing, occurs when the amplitude of decay
to a final state is not the same as the amplitude of the CP conjugate of the initial state decaying
to the CP conjugate of the final state, |Āf̄ |/|Af | 6= 1. In the B0

s→J/ψφ channel, the standard
model CP -violating weak phase in the decay is suppressed by a factor of λ2 [37]. Hence, the
assumption of no direct CP violation in B0

s→J/ψφ decays, |Āf̄ | = |Af |, holds to a very good
approximation.

• CP violation in mixing occurs when |q/p| 6= 1. In the B0
s meson system, the CKM model

predicts |q/p| = 1 +O(10−3) [38]. In semileptonic B0
s decays this leads to a charge asymmetry

in the decay products, but in B0
s→J/ψφ the factor |q/p| is not isolated, therefore CP violation

in mixing is not directly measured in this analysis.

• CP violation due to interference between decays with and without mixing may appear in the
evolution of B0

s and B̄0
s mesons decay. This type of CP violation is observable by measuring the

phase difference between the amplitude for a direct decay to a final state f and the amplitude
for a decay produced by oscillation, discussed in the next section.

1.4 Analysis of the time-evolution of B0
s→J/ψφ decays

For decays dominated by the b→ cc̄s tree amplitude, the phase difference is denoted by

φs ≡ − arg
(
ηf
q

p

Āf
Af

)
, (1.22)
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1.4 Analysis of the time-evolution of B0
s→J/ψφ decays

where Af and Āf are the decay amplitudes of B0
s → f and B̄0

s → f , respectively. In the absence of
direct CP violation Āf/Af = ηf . With these approximations, the CP violating phases appearing in
B0
s mixing reduce to the phase φs ≈ −2βJ/ψφs , defined as [4]

βJ/ψφs ≡ arg
(
− VtsV

∗
tb

VcsV ∗cb

)
. (1.23)

If non-SM physics occurs in Ms
12 or in the decay amplitudes, the measured value of βJ/ψφs can differ

from the true value of βSM
s :

2βJ/ψφs = 2βSM
s − φNP

s (1.24)

where from the experimental constraints on the CKM-matrix elements [10], −2βSM
s assumes the value

2βSM
s = 0.0363+0.0016

−0.0015. (1.25)

With the current experimental sensitivity, the non-SM physics phase would be expected to domi-
nate a measurement of phase. The study of the time evolution ofB0

s→J/ψφ decays is widely recognized
as the best way to probe CP -violation in the interefence between mixing and decay in the B0

s sector.
The J/ψφ final state is common to B0

s and B̄0
s decays, a necessary condition for mixing-induced CP

violation to occur. The mixing phase becomes observable through the interference of two amplitudes,
the amplitude of direct decay and the amplitude of decay preceded by mixing to a common final-state,
Fig. 1.4. What is actually observable is the phase difference between decay and mixing, but since
the decay is dominated by a single real amplitude, the difference approximates accurately the mixing
phase. The fact that the decay is strongly dominated by a single, tree-level, real amplitude is what
makes the extraction of the mixing phase from this process theoretically solid. Subleading penguin
amplitudes are expected to contribuite at the O(10−3) level [39, 40, 41], introducing additional phases
that in principle complicate the theoretical interpretation of the experimental results. While these
effects are completely negligible compared to the expected resolution of the present measurement,
they will likely need to be accounted for in the interpretation of future, more precise results.

Figure 1.4: Leading Feynman graph of the B0
s → J/ψφ decay with (left) and without (right) mixing.

Because of the spin-composition of the initial- and final-state particles, angular momentum con-
servation imposes a relative angular momentum (L) between the vector (spin-1) final-state particles
in order to match the zero net total angular momentum of the initial state. Three independent de-
cay amplitudes determine the transition probability, each corresponding to one of the three possible
relative angular momenta, L = 0, 1, 2. The transversity basis illustrated in Fig. 1.5, is particularly
convenient because when applied to the amplitude, it allows to separate the latter into three terms,
each corresponding to a definite CP eigenvalue of the final state, and their interferences. Determin-
ing independently the time evolution of decays into CP -even and CP -odd final states enhances the
sensitivity to the CP -violating phase, while providing also access to observables, arising from the
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Chapter 1. Flavor as a probe for non-SM physics

interference between components with opposite CP parity, that do not vanish even if the evolution
of initially produced B0

s and B̄0
s mesons are not separated with flavor-tagging. A candidate-specific

determination of the CP parity is not possible, but angular distributions of final-state particles are
used to statistically separate CP -even and CP -odd components. Three angles completely define the
kinematic distributions of the four final-state particles. In the transversity basis the angles are defined

Figure 1.5: Graphical rappresentation of the relevant angles in the transversity basis.

in two different frames. In the following, −→p (A)B denotes the three momentum of particle A in the
rest frame of particle B. The angle Ψ of the K+ is defined in the φ rest frame as the angle between
−→p (K+) and the negative J/ψ direction:

cos Ψ = −
−→p (K+)φ · −→p (J/ψ)φ
|−→p (K+)φ| · |−→p (J/ψ)φ|

. (1.26)

To calculate the other two angles, we first define a coordinate system through the directions

x̂ =
−→p (φ)J/ψ
|−→p (φ)J/ψ|

, ŷ =
−→p (K+)J/ψ − [−→p (K+)J/ψ · x̂]x̂
|−→p (K+)J/ψ − [−→p (K+)J/ψ · x̂]x̂| , ẑ = x̂× ŷ. (1.27)

The following angles of the direction of the µ+ in the J/ψ rest frame are calculated as

cos Θ =
−→p (µ+)J/ψ
|−→p (µ+)J/ψ|

· ẑ, Φ = arctan
( −→p (µ+)J/ψ
|−→p (µ+)J/ψ|

· ŷ
−→p (µ+)J/ψ
|−→p (µ+)J/ψ|

· x̂

)
(1.28)

where the ambiguity of the angle Φ is lifted by using the signs of the −→p (µ+)J/ψ · x̂ and −→p (µ+)J/ψ · ŷ
dot products.

The decay is further described in terms of the polarization states of the vector mesons, either
longitudinal (0), or transverse to their directions of motion, and in the latter case, parallel (||) or
perpendicular (⊥) to each other. The corresponding amplitudes, which depend on time t, are A0, A||
and A⊥, respectively. The transverse linear polarization amplitudes A|| and A⊥ correspond to CP -even
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1.4 Analysis of the time-evolution of B0
s→J/ψφ decays

i
( )
K i fi(cos Θ,Φ, cos Ψ)

1 |
( )
A 0|2 9

32π2 cos2 Ψ(1− sin2 Θ cos2 Φ)
2 |

( )
A ‖|2 9

32π sin2 Ψ(1− sin2 Θ sin2 Φ)
3 |

( )
A ⊥|2 9

32π sin2 Ψ sin2 Θ
4 Im(

( )
A ⊥

( )
A ?
‖) − 9

32π sin2 Ψ sin 2Θ sin Φ
5 Re(

( )
A ‖

( )
A ?

0) 9
32π

√
2

2 sin 2Ψ sin2 Θ sin 2Φ
6 Im(

( )
A ⊥

( )
A ?

0) 9
32π

√
2

2 sin 2Ψ sin 2Θ cos Φ

Table 1.2: Angular functions in terms of transversity angles and corresponding transversity amplitudes for
the B0

s→J/ψφ decay entering Eq. (1.29).

and CP -odd final states at decay time t = 0, respectively. The longitudinal polarization amplitude A0

corresponds to a CP -even final state. The angular distribution of B0
s → J/φ(→ µ+µ−)φ(→ K+K−)

decays reads,

1
( )
Γ

d3 ( )
Γ (

( )
B 0

s→J/ψφ)
dcos ΘdΦdcos Ψ =

∑6
i=1

[ ( )
K i fi(cos Θ,Φ, cos Ψ)

]
|

( )
A 0|2 + |

( )
A ‖|2 + |

( )
A ⊥|2

, (1.29)

with the Ki and fi(cos Θ,Φ, cos Ψ) terms detailed in Tab. 1.2. Fig. 1.6 shows some examples of
transversity-angles distributions in B0

s→J/ψφ decays for three sets of polarization amplitudes, illus-
trating how the distribution of these observables depend on the underlying physics parameters.
Effects from B0

s -B̄0
s oscillations are introduced along with the decay transition to the final state. The

time evolution is independent of the angular distributions, and it is encoded through a time-dependence
of the polarization amplitudes, i. e., the Ki terms of Eq. (1.29):

Ki → Ki(t),

where t is the decay-time. By using Eq. (1.14) and Eq. (1.16) and considering the CP parity of each
transversity amplitude, one can derive the time development for each Ki(t) term. The decay rate of
an initially produced

( )
B 0

s meson is written as a function of the decay time and transversity angles as
in Ref. [9]. In Tab. 1.3, we list the

( )
K i(t) terms, where the polarization amplitudes at t = 0 for an

initially produced
( )
B 0

s meson are defined as
( )
A0 (t = 0) =

( )
A0 = 〈J/ψφ, 0|

( )

B0
s 〉,

( )
A‖ (t = 0) =

( )
A‖ = 〈J/ψφ, ‖ |

( )

B0
s 〉,

( )
A⊥(t = 0) =

( )
A⊥ = 〈J/ψφ,⊥ |

( )

B0
s 〉,

(1.30)

The expressions in Tab. 1.3 refer to the most general case for the time evolution of a B0
s -decay into a

vector-vector and self-conjugate final state. By constructing the quantity

Ki(t)− K̄i(t)
Ki(t) + K̄i(t)

(1.31)

with i = (1, 2, 3, 5), one can obtain the time-dependent CP asymmetry

ACP (t) = Γ(B0
s → f̄)− Γ(B̄0

s → f)
Γ(B0

s → f̄) + Γ(B̄0
s → f)

' Cf cos(∆mst)− Sf sin(∆mst)
cosh(∆Γst/2) + S ′f sinh(∆Γst/2) .

(1.32)
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Figure 1.6: Example of transversity angles distributions. In (a) the CP -odd amplitude A⊥ is set zero, while
both |A0|2 and |A‖|2 are set to 50%. In (b) the CP -even amplitudes A0 and A⊥ are set to zero. In (c)
the amplitudes and strong phases are set to the value measured in Ref. [16]: |A0|2 = 0.524, |A‖|2 = 0.231,
δ⊥ = 2.95, and we take δ‖ = π. Note that the angle Φ has a non-uniform distribution if there is an interference
between the CP -even and CP -odd amplitudes.
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1.4 Analysis of the time-evolution of B0
s→J/ψφ decays

where
Cf = 1− |λf |2

1 + |λf |2
, Sf = 2Im(λf )

1 + |λf |2
, S ′f = 2Re(λf )

1 + |λf |2
, (1.33)

This includes both direct and interference CP violation.
In particular, the polarization amplitudes are written as follows:

( )
A0 = |

( )
A0 |e

(−)+ iφA0 eiδ0 ,

( )
A‖ = |

( )
A‖ |e

(−)+ iφA‖ eiδ‖ ,

( )
A⊥ = |

( )
A⊥|e

(−)+ iφA⊥ eiδ⊥ , ,

(1.34)

with φAi and δi being the weak and strong phases of the amplitudes, respectively. Tab. 1.3 emphasizes
the two distinct sources of CP violation. The terms proportional to Re(

( )
Ai

( )
Aj

?) and to Im(
( )
Ai

( )
Aj

?)
in the

( )
K i(t) terms encode the dependence on both φAi and δi. The time-evolution functions Ki(t)

are reported in Tab. 1.4 in a compact form that emphasizes the equality of the time dependence for
final states with the same CP -parity. We have defined

( )
O ±(t) = e−Γt

(
cosh ∆Γst

2 ∓ cos 2βJ/ψφs sinh ∆Γst
2

(∓)
± sin 2βJ/ψφs sin ∆mst

)
, (1.35)

( )
E Im(t, α) = e−Γt

(
(−)+ sinα cos ∆mst

(+)
− cosα cos 2βJ/ψφs sin ∆mst

− cosα sin 2βJ/ψφs sinh ∆Γst
2

)
. (1.36)

The phase α in the above equations represents the CP -conserving phase associated with the polar-
ization amplitudes. Since only phase differences matter, a customary convention is to choose A0 real
and define the strong phases of the transverse amplitudes as

δ‖ = arg
(
A‖

A0

)
= arg

(
Ā‖

Ā0

)
,

δ⊥ = arg
(
A⊥
A0

)
= arg

(
Ā⊥

Ā0

)
.

(1.37)
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Chapter 1. Flavor as a probe for non-SM physics

i
( )
K i

1

1
2 e
−Γt
[
(|A0|2+|Ā0|2) cosh (∆Γst/2)

(−)
+
(
|A0|2−|Ā0|2

)
cos ∆mst

−2Re(A?0Ā0)
(

cos 2φsM sinh (∆Γst/2)
(+)
− sin 2φsM sin ∆mst

)
−2Im(A?0Ā0)

((−)
+ cos 2φsM sin ∆mst+sin 2φsM sinh (∆Γst/2)

)]
2

1
2 e
−Γt
[
(|A‖|2+|Ā‖|

2) cosh (∆Γst/2)
(−)
+
(
|A‖|

2−|Ā‖|
2
)

cos ∆mst

−2Re(A?‖Ā‖)
(

cos 2φsM sinh (∆Γst/2)
(+)
− sin 2φsM sin ∆mst

)
−2Im(A?‖Ā‖)

((−)
+ cos 2φsM sin ∆mst+sin 2φsM sinh (∆Γst/2)

)]
3

1
2 e
−Γt
[
(|A⊥|2+|Ā⊥|2) cosh (∆Γst/2)

(−)
+
(
|A⊥|2−|Ā⊥|2

)
cos ∆mst

+2Re(A?⊥Ā⊥)
(

cos 2φsM sinh (∆Γst/2)
(+)
− sin 2φsM sin ∆mst

)
+2Im(A?⊥Ā⊥)

((−)
+ cos 2φsM sin ∆mst+sin 2φsM sinh (∆Γst/2)

)]
4

1
2 e
−Γt
[
Im(A⊥A?‖−Ā⊥Ā

?
‖) cosh (∆Γst/2)

(−)
+ Im(A⊥A?‖+Ā⊥Ā

?
‖) cos ∆mst

+Im(A⊥Ā?‖−Ā⊥A
?
‖)
(
−sinh (∆Γst/2) cos 2φsM

(−)
+ sin ∆mst sin 2φsM

)
+Re(A⊥Ā?‖+Ā⊥A

?
‖)
(
−sinh (∆Γst/2) sin 2φsM

(+)
− sin ∆mst cos 2φsM

)]
5

1
2 e
−Γt
[
Re(A‖A

?
0+Ā‖Ā

?
0) cosh (∆Γst/2)

(−)
+ Re(A‖A

?
0−Ā‖Ā

?
0) cos ∆mst

+Re(A‖Ā
?
0+Ā‖A

?
0)
(
−sinh (∆Γst/2) cos 2φsM

(−)
+ sin ∆mst sin 2φsM

)
+Im(A‖Ā

?
0−Ā‖A

?
0)
(

sinh (∆Γst/2) sin 2φsM
(−)
+ sin ∆mst cos 2φsM

)]
6

1
2 e
−Γt
[
Im(A⊥A?0−Ā⊥Ā

?
0) cosh (∆Γst/2)

(−)
+ Im(A⊥A?0+Ā⊥Ā?0) cos ∆mst

+Im(A⊥Ā?0−Ā⊥A
?
0)
(
−sinh (∆Γst/2) cos 2φsM

(−)
+ sin ∆mst sin 2φsM

)
+Re(A⊥Ā?0+Ā⊥A?0)

(
−sinh (∆Γst/2) sin 2φsM

(+)
− sin ∆mst cos 2φsM

)]
Table 1.3: General expressions ofKi(t) (K̄i(t)) terms for B0

s→J/ψφ decays, where both direct and interference
CP violation are allowed.
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1.4 Analysis of the time-evolution of B0
s→J/ψφ decays

i
( )
K i(t) CP parity

1 |
( )
A 0|2

( )
O +(t) Even

2 |
( )
A ‖|2

( )
O +(t) Even

3 |
( )
A ⊥|2

( )
O −(t) Odd

4 |
( )
A ‖||

( )
A ⊥|

( )
E Im(t, δ⊥ − δ‖) Mix

5 |
( )
A ‖||

( )
A 0| cos δ‖

( )
O +(t) Even

6 |
( )
A ⊥||

( )
A 0|

( )
E Im(t, δ⊥) Mix

Table 1.4: Expressions of Ki(t) terms of the B0
s→J/ψφ decay rate, where only interference CP violation is

allowed. The third column reports the CP parity of each term. The formulae of O± and EIm are given by Eq.
(1.35), while the phases δ‖ and δ⊥ are defined by Eq. (1.37)–1.36.

1.4.1 Time evolution of the (S + P )-wave system

Thus far we only considered K+K− pairs originated from the decay of φ(1020) mesons. However,
the K+K− final state could include a mixture of multiple resonances, their interference, and also
contribution from non-resonant production. Neglecting the contamination of ss̄-quark states of zero
spin and mass close to the φ(1020) pole, such as the f0(980) [3], may induce a bias in the estimation
of the CP -odd fraction of the signal and alter the measurement of βJ/ψφs [42].

We now focus on the decay B0
s→ J/ψX(→ K+K−). The f0(980) is a spin-0 meson that may

contribute and its contribution is called often S-wave, while the φ(1020) is a spin-1 meson and its
contribution is denoted as P -wave. A fraction of B0

s→J/ψK+K− decays may be present with a
non-resonant K+K− pair that has a relative angular momentum L = 1 with respect the J/ψ state.
Such contributions are expected to be significantly smaller than the resonant fraction, because their
amplitude involves the production of an extra uū-quark pair with respect to the amplitude for the
resonances’ production. Hence, the non-resonant component is not further considered. The partial-
wave classification of the various contributions to the K+K− spectrum, which is based on the spin
of the resonance, should not be confused with the partial-wave basis of the polarization amplitudes,
which is based on the value of the relative angular momentum between two resonances. In what
follows, the partial-waves nomenclature is used only for referring to the K+K− resonances spectrum,
while for polarization amplitudes only the transversity basis is used.

The differential decay rates considered so far – e. g., Eq. (1.29) – are parametrized as functions
of transversity angles and decay time. However, they also depend on the invariant K+K− mass m,
resulting in amplitudes that are functions of m as well [43, 44]. To account for the total S + P

contribution in the decay rate, the P -wave amplitude and the S-wave amplitude are summed; then
the total decay rate is decomposed as follows [44, 43]:

d5 ( )
Γ (

( )
B 0

s→J/ψK+K−)
dmdtdcos ΘdΦdcos Ψ = |

( )
P wave +

( )
S wave|2

= |
( )
P wave|2 + |

( )
S wave|2 + 2Re

( ( )
P wave

( )
S ?

wave

)
,

(1.38)

Usually, in analyses of B0
s→J/ψφ decays, the dependence onm is integrated out and the measurement

of the polarization amplitudes is obtained from angular distributions only, obtaining

1
( )
Γ

d4 ( )
Γ (

( )
B 0

s→J/ψK+K−)
dtdcos ΘdΦdcos Ψ =

∑10
i=1

[ ( )
K i(t) fi(cos Θ,Φ, cos Ψ)

]
|

( )
A 0|2 + |

( )
A ‖|2 + |

( )
A ⊥|2 + |

( )
A S |2

, (1.39)
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i
( )
K i(t) fi(cos Θ,Φ, cos Ψ) CP parity

1 |
( )
A 0|2

( )
O +(t) 9

32π2 cos2 Ψ(1− sin2 Θ cos2 Φ) Even
2 |

( )
A ‖|2

( )
O +(t) 9

32π sin2 Ψ(1− sin2 Θ sin2 Φ) Even
3 |

( )
A ⊥|2

( )
O −(t) 9

32π sin2 Ψ sin2 Θ Odd
4 |

( )
A ‖||

( )
A ⊥|

( )
E Im(t,δ⊥−δ‖) − 9

32π sin2 Ψ sin 2Θ sin Φ Mix
5 |

( )
A ‖||

( )
A 0| cos δ‖

( )
O +(t) 9

32π

√
2

2 sin 2Ψ sin2 Θ sin 2Φ Even
6 |

( )
A ⊥||

( )
A 0|

( )
E Im(t,δ⊥) 9

32π

√
2

2 sin 2Ψ sin 2Θ cos Φ Mix
7 |

( )
A S |2

( )
O −(t) 3

32π2(1− sin2 Θ cos2 Φ) Odd
8 Im|

( )
A ‖||

( )
A S |

( )
E Re(t,δ‖−δS) 3

32π2 cos Ψ(1− sin2 Θ cos2 Φ) Mix
9 Im|

( )
A ⊥||

( )
A S | sin(δ⊥−δS)

( )
O −(t) 3

32π
1√
22 sin Ψ sin2 Θ sin 2Φ Odd

10 Im|
( )
A 0||

( )
A S |

( )
E Re(t,−δS) 3

32π
1√
22 sin Ψ sin 2Θ cos Φ Mix

Table 1.5: Expressions of Ki(t) (K̄i(t)) and fi(cos Θ,Φ, cos Ψ) terms of the B0
s→J/ψK+K− decay rate,

where the dependence on the mass m is integrated out. The last column reports the CP parity of each term.
The formulae of O± and EIm are given by Eq. (1.35) and Eq. (1.40). The coefficient Im is the integral of the
Breit-Wigner resonance mass distribution times the S − wave component line shape distribution.

with the expressions of
( )
K i(t) and fi(cos Θ,Φ, cos Ψ) given in Tab. 1.5, where the following short-

hand in the time-evolution of the interference term between P - and S-wave with mixed CP -parity is
introduced:

( )
E Re(t, α) = e−Γt

(
(−)+ cosα cos ∆mst

(+)
− sinα cos 2βJ/ψφs sin ∆mst

− sinα sin 2βJ/ψφs sinh ∆Γst
2

)
,

(1.40)

where α identifies various combinations of strong phases, as indicated in Tab. 1.5. Fig. 1.7 sketches the
evolution of the amplitude K1 (|A0(t)|2) of the B0

s→J/ψK+K− decay rate in Eq. (1.39), as a function
of the decay-length, separately for the B0

s and the B̄0
s mesons, assuming the values of βJ/ψφs = 0.02

and ∆Γs = 0.90 ps−1 in Fig. 1.7(a), and β
J/ψφ
s = 0.5 and ∆Γs = 0.09 cos(2βJ/ψφs ) = 0.49 ps−1 in

Fig. 1.7(b). The value of the oscillation frequency is fixed to the known value ∆ms = 17.77 ps−1

[45], and polarization amplitudes and strong phases are as measured in Ref. [16]. The time-evolution
of the decay-amplitude changes significantly for different values of βJ/ψφs and ∆Γs. Specifically, the
squared magnitudes of the polarization amplitudes depend on the terms cos 2βJ/ψφs sinh(∆Γst/2) and
sin 2βJ/ψφs sin(∆mst); the former provides sensitivity to βJ/ψφs even without distinction of the flavor
of the B0

s -meson at production, if ∆Γs differs from zero. This last term also explains the different size
of the oscillations amplitude between the two cases.

1.4.2 Likelihood symmetries

The decay rate in Eq. (1.39) features some symmetries, i. e., transformations of some of the observables
of interest that leave the equations invariant. We first consider the simpler case, where only the P -wave
is present. Assuming that B0

s and the B̄0
s mesons are not distinguished at production, and that they

are produced in equal amount (untagged sample), then the B0
s→J/ψK+K− and the B̄0

s→J/ψK+K−

decay rates are summed. Each oscillation term proportional to sin ∆mst or cos ∆mst is canceled out
because they appear with opposite sign in the Ki(t) and K̄i(t) terms, but the rate is still sensitive to
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s→J/ψφ decays

( )
K 1(ct) (SM)

(a)

( )
K 1(ct) (non-SM)

(b)

Figure 1.7: Evolution of the amplitude K1 for simulated B0
s→J/ψK+K− decays according to Eq. (1.39), as

a function of ct. The blue line refers to initially produced B0
s mesons and red line is for B̄0

s . In (a) the values
βs = 0.02 and ∆Γs = 0.09 ps−1 (SM point) are used, while in (b) βs = 0.5 and ∆Γs = 0.09 cos(2βJ/ψφs ) =
0.049 ps−1. In both cases, ∆ms = 17.77 ps−1.

β
J/ψφ
s if ∆Γs 6= 0. The untagged decay rate is invariant under the parameter transformation [44]

β
J/ψφ
s → π/2− βJ/ψφs

∆Γs → −∆Γs
δ‖ → 2π − δ‖
δ⊥ → π − δ⊥

(1.41)

together with the reflection of this transformation with respect to βJ/ψφs = 0
β
J/ψφ
s → −βJ/ψφs

∆Γs → ∆Γs
δ‖ → δ‖

δ⊥ → δ⊥

and


π/2− βJ/ψφs → −π/2 + β

J/ψφ
s

−∆Γs → −∆Γs
2π − δ‖ → 2π − δ‖
π − δ⊥ → π − δ⊥.

(1.42)

A four-fold ambiguity is present in the decay rate, with the four equivalent solutions sketched in the
(βJ/ψφs ,∆Γs) plane in Fig. 1.8.

When differences of decay-rates of initially-produced B0
s and B̄0

s meson are included through flavor-
tagging, the transformations in Eq. (1.42) are no longer symmetries of the decay rate, and only the
transformation of Eq. (1.41) leaves the decay rate invariant, resulting in a two-fold ambiguity (with
the cancellation of the solutions for βJ/ψφs < 0 in Fig. 1.8). Tagging allows indeed to access the
following terms of the decay rate:

sin 2βJ/ψφs sin(∆mst) and cos 2βJ/ψφs sin(∆mst), (1.43)

that are not present in the untagged rate. The main effect of the tagging in this analysis is to break
the βJ/ψφs → −βJ/ψφs symmetry (Sect. 1.4.2), removing half of the allowed region in the (βJ/ψφs ,∆Γs)
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Chapter 7. Results for CP violating parameter βs 147
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Figure 7.10: Likelihood contours plotted for 5 pseudo experiments generated with input values
taken from Table 7.1 and fitted using tagged (solid lines) and untagged (dashed lines) fit
configurations.

Simulation

Figure 1.8: Example in the (βJ/ψφs ,∆Γs) plane of the equivalent values of βJ/ψφs , ∆Γs, and strong phases,
that leave the decay rate invariant. The confidence regions at 68% C.L. (blue) and 95% C.L. (red) for the
analysis of a pseudo-experiment with (bold lines) and without (light lines) using the tagging information.

space. However, the tagging power is not large enough to substantially reduce the uncertainties on the
β
J/ψφ
s estimation of the remaining solutions, and each of the four untagged solutions has comparable

uncertainties to those on the tagged solutions, as shown in Fig. 1.8, where we compare the results
in the (βJ/ψφs ,∆Γs) plane for tagged and untagged analysis of one simulated samples of B0

s→J/ψφ

decays. If the tagging power was greater, we would expect the sensitivity to βJ/ψφs to be substantially
better in the tagged case, and the uncertainties on βJ/ψφs to be smaller.

The contribution of the S-wave state adds a symmetry transformation in the integrated decay rate



β
J/ψφ
s → π/2− βJ/ψφs

∆Γs → −∆Γs
δ‖ → 2π − δ‖
δ⊥ → π − δ⊥
δS → π − δS .

(1.44)

The invariance under tranformation Eq. (1.44) requires the symmetry of the K+K− resonances mass
shape around the φ(1020) pole. In the case of asymmetric shapes, the transformation Eq. (1.44) leads
to an approximate symmetry, which is more approximate as larger becomes the S-wave fraction in the
sample. An S-wave fraction as expected in CDF data (≈ 1%), leaves the decay rate nearly symmetric
under the transformation of Eq. (1.44).

These mathematical features of the decay rates lead to difficulties in the likelihood minimization
due to the presence of multiple, equivalent minima (Chapter 5). Proper statistical treatment of the
resulting features is an important part of this analysis. The statistical reliability of results that are
very sensitive to non-SM physics has to be accurately ensured.
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1.5 Experimental status

The status of measurements and SM predictions for the mixing observables prior this measurement
are summarized in Table 1.6.

Observable Measurement Source SM prediction References
B0
s system

∆ms (ps−1) 17.78± 0.12 HFAG 2010 [4] 17.3± 2.6 [10, 46, 47, 48, 49]
∆Γs (ps−1) 0.075± 0.035 HFAG 2010 [4] 0.096± 0.039 [10, 46, 47, 48, 49]
φs (rad) −0.75+0.32

−0.21 HFAG 2010 [4] −0.036± 0.002 [50, 51, 46, 47, 48, 49]
assl (10−4) −17± 91 +14

−15 D0 (no AbSL) [52] 0.29+0.09
−0.08 [50, 51, 46, 47, 48, 49]

Admixture of B0 and Bs mesons
AbSL (10−4) −78.7± 17.2± 9.3 D0 [15] −2.0± 0.3 [10, 46, 47, 48, 49]

Table 1.6: Experimental status of B mixing observables and corresponding SM predictions in 2010. The
inclusive same-sign dimuon asymmetry AbSL is defined in Ref. [15].

The world’s average value of the B0
s mass difference ∆ms in Table 1.6 is based on measurements

performed at CDF [45] and LHCb [53]. These are all consistent with the SM predictions within
sizable theoretical uncertainties. Improving the precision of the SM prediction is desirable to further
constrain non-SM physics in Ms

12, and requires improving the accuracy of lattice QCD evaluations of
the decay constant and bag parameter (see Ref. [10] and references therein).

The first measurements of the CP -violating phase in flavor-tagged B0
s→J/ψφ decays was finalized

in 2008 by the CDF experiment [11]. It showed a mild, 1.5σ discrepancy from the SM. Intriguingly the
D0 experiment found a similar, and consistent effect [12] a few months later. The combination yielded
a 2.2σ deviation from the SM [13]. This attracted some interest, further enhanced by the like-sign
dimuon asymmetry results from the D0 collaboration [15]. Such asymmetry, Absl, receives contributions
from the flavor-specific asymmetries in B0 and B0

s semileptonic decays, adsl and assl, respectively. The
large value of Absl observed by D0, combined with precise determinations of adsl from the B factories,
suggested an anomalous value of assl and thus an anomalous value of the phase φs12, which can be
accurately tested using B0

s → J/ψφ decays. In 2010, both the CDF and D0 collaborations updated
their measurements of B0

s→J/ψφ time-evolution using events sample based on 5.2 fb−1 and 8 fb−1

of integrated luminosity [16, 17]. The results, although consistent with the previous ones, showed
an improved agreement with the SM. Also LHCb began to contribute, with a measurement based
340 pb−1 of data [53], which already had competitive precision.

1.6 Experimental aspects

The B0
s→ J/ψ(→ µ+µ−)φ(→ K+K−) decay is considered one of the handful of golden channels in

flavor physics. In addition to allowing access to a key observable, sensitive to a broad class of non-
SM physics models and reliably predicted, it offers several experimental advantages. The combined
branching fraction is at the 10−5 level, which makes the collection of significant samples possible in
hadron collisions. All final-state particles are charged, thus easier to reconstruct in hadron collisions.
In particular, the two muons in the final states originating from the narrow J/ψ resonace, permit to
conveniently select online these decays. The fully reconstructed final state provides a strong discrim-
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ination against background. This is further enhanced by the presence of two narrow intermediate
resonances (J/ψ and φ) whose masses can be used to impose constraints to reduce background. The
high multiplicity of tracks in the final state allows a precise determination of the decay vertex position,
which is crucial in the study of time evolution.

The measurement of the mixing phase βJ/ψφs is conceptually similar to the measurement of the
phase β = arg[(VtdV ?tb)/(VcdV ?cb)] in B0 → J/ψKS decays, but affected by significant additional
experimental difficulties.

On average, a B0
s meson oscillates four times before decaying, a rate about 15 times faster than the

B0 rate. Decay-time resolution is therefore crucial to perform the analysis. The decay-time resolution
depends on the relative uncertainty on the decay-length determination. The decay-length absolute
uncertainty is controlled in CDF by employing silicon detectors (Sect. 2.2.2). The decay-length value
depends on the lifetime of B0

s mesons and their boost. At CDF the average production momentum
of the B0

s mesons is about 5 GeV/c, which yields considerably higher boost than the average boost of
B0
s mesons produced at the B-factories that run at the Υ(5S) center of mass energy. This results in

B0
s mesons to fly a significant distance before decaying, which allows a precise determination of the

decay-time.
Another complication with respect to the measurement of β is the presence of decay amplitudes

with different CP -eigenstates due to the spin composition of the final states. An angular analysis is
required to statistically separate the various components and enhance sensitivity to the mixing phase.
An accurate description of the detector effects on reconstructed particle angular distribution is needed.

As in the B0 → J/ψKS case, sensitivity to the phase is obtained by separately tracking the
time evolution of the initially produced B0

s and B̄0
s mesons using flavor-tagging. Development and

calibration of flavor tagging algorithms is particularly challenging in hadron collider experiments,
because of large QCD backgrounds and complicated event topologies. The O(5%) total tagging power
at hadron colliders is low, compared to the O(30%) tagging power at the B factories. On the other
hand, an advantage of the βJ/ψφs measurement over the β measurement results from the non-zero
value of the decay-width difference ∆Γs. This provides sensitivity to the mixing phase also from non
flavor tagged decays, enhancing the statistical power of the event sample.

Table 1.7 reports a comparison of key experimental parameters of the current experiments.

Parameter LHCb (340 pb−1) [18] D0 (8 fb−1) [17] CDF (5.2 fb−1) [16] ATLAS (4.9 fb−1) [19]
σt(B0

s ) [fs] ≈ 50 ≈ 100 ≈ 90 ≈ 100
σm(B0

s ) [MeV/c2] ≈ 7 ≈ 30 ≈ 10 ≈ 7
Effective tagging power ≈ 2.1% ≈ 2% ≈ 4.7% –
Signal yield 8 300 (t > 0.3 ps) 5 600 6 500 22 700
S/B at peak 33/1 (t > 0.3 ps) 1/3 2/1 3/1

Table 1.7: Comparison of key experimental parameters. The parameters σt(B0
s ) and σm(B0

s ) are the mean
resolutions on the measurement of the B0

s decay time and mass, respectively. The effective tagging power is
the measurement of the capability to distinguish the production of a B0

s from a B̄0
s meson. The symbol S/B

stands for the signal to background ratio.
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1.7 Analysis strategy

The measurement of the phase βJ/ψφs relies on an analysis of the time-evolution of the B0
s → J/ψφ

decay in which decays from mesons produced as B0
s or B̄0

s are studied independently, and the CP -
parity of the final state is statistically determined using angular distributions. The data analysis
can be dissected in four main steps: (1) selection and reconstruction of the signal event sample; (2)
preparation of the analysis tools; (3) fit to the time-evolution; (4) statistical procedure to extract
results and uncertainties.

The B0
s → J/ψ(→ µ+µ−)φ(→ K+K−) event sample is collected by the CDF dimuon online-event

selection system[54], which select events enriched in J/ψ decays. In the analysis, these are associated
with pairs of tracks consistent with φ → K+K− decays through a kinematic fit to a common space-
point. A total sample corresponding to 10 fb−1 of data, along with a pp̄→ bb̄ production cross-section
of a few tenths of microbarns, provides an event sample of few thousand B0

s decays. Precise momentum
and vertex reconstruction, along with particle identification capabilities combined in a multivariate
selection based on a machine-learning discriminator ensure isolation of an abundant and prominent
signal.

Signal contributions in the B0
s → J/ψK+K− final state other than B0

s→ J/ψφ signal itself are
taken into account assuming an S-wave state for the KK system.

The sensitivity to βJ/ψφs is improved by fitting separately the time evolution of mesons produced
as B0

s from those produced as B0
s and decays occurring in different angular momenta combinations.

Hence, prior to fitting the time-evolution of the decays, the algorithms that identify the b quark
content of the strange-bottom meson at production are calibrated on control samples of data. Two
algorithms are used for flavor tagging. One of them, the opposite side tagging algorithm has been
recalibrated using data corresponding to the final data set. Similarly, the tools for the angular analysis
including modeling of detector and selection sculpting are prepared.

The angular, flavor-tagging and decay-time informations are combined in an unbinned multidi-
mensional likelihood fit, the core of the analysis, which uses information from mass, mass uncertainty,
decay time, decay-time uncertainty, three-dimensional angular distributions between decay products,
and outcome of the flavor tagging algorithms, to extract all the interesting physical parameters, includ-
ing the phase, the width-difference, the average B0

s lifetime, the magnitude of the different polarization
amplitudes, and a number of technical parameters of lesser importance. The complexity of the fit and
some irreducible symmetries of the likelihood make the extraction of proper confidence intervals chal-
lenging from the simple fit results. Thorough simulation-based calculations are needed to construct
proper confidence regions and finally extract the results.
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Chapter 2

The collider detector at the
Fermilab Tevatron

This chapter provides a concise description of the Tevatron collider and of the CDF II detector. More
details are provided on the tracking and muon detector systems, on account of their importance in the
present analysis.

2.1 The Fermilab Tevatron collider

The Tevatron collider, an underground circular proton synchrotron, was the last stage of a system of
accelerators, storage rings, and transfer lines, located at the Fermi National Accelerator Laboratory
(FNAL or Fermilab), about 50 km west from Chicago, in the United States (Fig. 2.1).

The Tevatron has been the world highest-energy accelerator since 1985, when it started operation
as the first superconducting proton-synchrotron, until 2007, when the CERN Large Hadron Collider
started operating. In its last period of collider operations, called Run II, it provided collisions of
antiprotons with protons at a center-of-mass energy of 1.96 TeV. It employed about 1000 dipole
bending magnets with niobium-titanium superconducting coils in a 1 km radius ring. Each dipole
magnet was 6.4 m long and was cooled with liquid helium down to 4.3 K. The dipole field reached
4.2 T. When in collider mode, “bunches” of protons spaced by 396 ns collided against a similar beam
of antiprotons.

In the two interaction points, conventionally named B0 and D0, the colliding beams were shrunk
in the plane transverse to the beam to a diameter of approximate Gaussian shape with about 32 µm
width.

The performance of the Tevatron collider is defined in terms of two key parameters: the center-
of-mass energy,

√
s, and the instantaneous luminosity, L , that is the coefficient of proportionality

between the rate of a given process and its cross-section σ,

dN

dt
[events/s] = L

[
cm−2s−1]σ [cm2] .

The time-integral of the luminosity (integrated luminosity) is therefore a measure of the average
expected number of events, N , produced in a finite time T ,

N(T ) =
∫ T

0
L σ dt.

Assuming an ideal head-on pp collision with no crossing angle between the beams, the instantaneous
luminosity at the Tevatron was defined as

L = 10−5 NpNpBfβγ

2πβ?
√

(εp + εp)x(εp + εp)y
F (σz/β?)

[
1030cm−2s−1] ,
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Figure 2.1: Sketch of the Fermilab’s accelerators system.

where Np (Np) is the average number of protons (antiprotons) in each bunch (Np ≈ 8.1 × 1011 and
Np ≈ 2.9× 1011), B (36) is the number of bunches per beam circulating into the ring, f (47.713 kHz)
is the revolution frequency, βγ is the relativistic factor of the Lorentz boost (1045.8 at 980GeV), F
is an empiric form factor which depends on the ratio between the longitudinal width of the bunch
(σz ≈ 60 cm) and the “betatron function” calculated at the interaction point (β? ≈ 31 cm), and finally
εp (εp) is the 95% normalized emittance of the proton (antiproton) beam (εp ≈ 18π mm×mrad and
εp ≈ 13π mm×mrad after injection).1

The most important factor determining the luminosity was the antiproton current that could be
efficiently transferred through the accelerator chain for final collisions. The particles were accelerated
in bunches enclosed in radiofrequency (RF) buckets. A bucket is one interval of the longitudinal
restoring force provided by the RF cavities that resulted in a stable phase-space where a bunch may
be captured and accelerated. During the acceleration process, bunch emittance was reduced (cooling)
and groups of adjacent bunches (“trains”) were eventually stored and accelerated to maximum energy
in the Tevatron. During a continuous period of collisions (“store”), which could last up to 24 hours,
the Tevatron injector chain provided beams for a number of fixed-target experiments (primarily on
neutrino beams). The procedure for obtaining a store is described in the following subsections. Further
details can be found in Refs. [55, 56].

1The form factor F is a parameterization of the longitudinal profile of the beams in the collision region, which
assumes the characteristic shape of an horizontal “hourglass” centered at the interaction point. The betatron function
is a parameter convenient for solving the equation of motion of a particle through an arbitrary beam transport system; β?

is a local function of the magnetic properties of the ring and it is independent of the accelerating particle. The emittance
ε measures the phase space occupied by the particles of the beam; three independent two-dimensional emittances are
defined, for each of them

√
β?ε is proportional to the statistical width of the beam in the corresponding phase plane.
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2.1 The Fermilab Tevatron collider

2.1.1 Proton production

Protons were produced from gaseous hydrogen H2, which was negatively ionized to allow an essentially
loss-free acceleration to a 750 keV Cockroft-Walton accelerator.

The 750 keV H− ions were then accelerated up to 400MeV by a 130m long Alvarez-type linear
accelerator (Linac, Fig. 2.1). The H− beam pulse lasted typically 20ms and was injected into a
synchrotron called Booster. When entering the Booster, H− ions passed through a carbon foil where
the two electrons were removed. The Booster had a circumference of 475m and accelerated protons
from 400MeV to 8GeV compacting them into bunches of about 5× 1012 particles each. The bunches
were then transfered into theMain Injector, a synchrotron which increased their energy up to 150GeV,
and finally into the Tevatron where superconducting magnets kept them on an approximately circular
orbit while the antiproton beam was injected.

Injecting H− ions rather than protons into the Booster allowed the injection to proceed over
multiple revolutions of the beam around the Booster ring (usually 10-12). If protons were to be
injected, the magnetic field used to inject new protons onto orbit in the Booster would have deflected
the already revolving protons out of orbit.

2.1.2 Antiproton production and accumulation

The radiofrequency-bunched proton beam was extracted from the Main Injector at 120GeV and
brought to collide against a 7 cm-thick rotating nickel target, where many secondary particles, includ-
ing antiprotons, were produced. These were focused by a lithium lens and analyzed in a magnetic
spectrometer that selected negatively-charged particles. Antiprotons were produced over a wide mo-
mentum range, with a broad maximum around 8GeV and an efficiency of about 2×10−5 per interacting
proton.2 The bunched antiproton beam was accepted with a momentum spread of about 2.5% by a
Debuncher synchrotron (Fig. 2.1) where, by radiofrequency manipulation, it was turned into a con-
tinuous, nearly monochromatic 8GeV beam. The antiproton debunched-beam was transferred to the
Accumulator Ring, housed in the same tunnel of the Debuncher, which was a triangle-shaped storage
ring and collected pulses from the Debuncher aver many hours. In the Accumulator, a higher-intensity
antiproton beam was stored, owing to its larger acceptance. In both the Debuncher and the Accu-
mulator, the longitudinal and transverse momentum spread of the beam was reduced (“cooled”) by
stochastic cooling3. Since 2004, optimized antiproton accumulation was achieved using the Recycler
Ring (Fig. 2.1). This was a constant 8GeV-energy storage-ring placed in the Main Injector enclosure,
that used permanently magnetized strontium ferrite. It was used to gather antiprotons that were
periodically transferred from the Accumulator (with ≈95% transfer efficiency) thus maintaining it at
its optimum intensity regime. Relativistic electron cooling was also successfully implemented in the
Recycler, further enhancing the Tevatron performance [58].4

2Typically, 21 antiprotons were collected for each 106 protons on target, resulting in a stacking rate of approximately
10-20 mA/h

3Stochastic cooling is a technique used to reduce the transverse momentum and energy spread of a beam without
beam loss. This is achieved by applying iteratively a feedback mechanism that senses the beam deviation from the ideal
orbit with electrostatic plates, processes and amplifies it, and transmits an adequately-sized synchronized correction
pulse to another set of plates downstream [57]. Bunch rotation is an RF manipulation technique that, using adequate
phasing, transforms a beam with a large time spread and a small energy spread in a beam with a large energy spread
and a small time spread, or viceversa.

4Electron cooling is a method of damping the transverse motion of the antiproton beam through the interaction with
an electron beam propagating together at the same average velocity.
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2.1.3 Injection and collisions

Every approximately 10-20 h, enough antiprotons had accumulated for a high luminosity store. Accu-
mulation was thus stopped in preparation for injection. A set of seven proton bunches was extracted
from the Booster, injected into the Main Injector, accelerated to 150GeV, coalesced with about 90%
efficiency into a single bunch of approximately 3×1012 protons, and then injected into the Tevatron.5

This process was repeated every 12.5 seconds, until 36 proton bunches, separated by 396 ns, were
loaded into the Tevatron central orbit. Typically, 65% of the protons in the Main Injector were suc-
cessfully transferred to the Tevatron. Since protons and antiprotons circulated in the same enclosure,
sharing magnet and vacuum systems, electrostatic separators (about 30 pairs of metal plates) were
activated to keep protons and antiprotons into two non-intersecting closed helical orbits.

Four sets of 7-11 antiproton bunches were extracted from the Accumulator (or from the Recycler)
to the Main Injector, accelerated to 150GeV, coalesced with about 80% efficiency into four 8 × 1011

antiproton bunches separated by 396 ns, and then injected into the Tevatron, where protons were
counter-rotating. The injection process was repeated nine times until 36 antiproton bunches circulated
in the Tevatron.

The energy of the machine was then increased in about 10 s from 150 to 980GeV at which energy
one particle completes the full revolution of the Tevatron circumference in 21µs at 0.9999996c, and
collisions began at the two interaction points, D0 and B0 (where the D0 and the CDF II detectors
were respectively located). Special quadrupole magnets (low-β squeezers) located at both extremities
of the detectors along the beam pipe “squeezed” the beam in the transverse direction to maximize
the luminosity inside the detectors. Then the beam transverse-profile was shaped to its optimized
configuration by mean of iron plates which acted as collimators and trimmed the transverse beam-
halo. The interaction region had a roughly Gaussian distribution in both transverse (σT ≈ 30µm)
and longitudinal (σz ≈ 28 cm) planes approximately centered in the nominal interaction point. When
the beam profile was narrow enough and the conditions were safely stable, the detectors were powered
and data taking started.

During collisions, the luminosity decreased exponentially from its peak initial value of typically
3.2 × 1032 cm−2s−1, because of the beam-gas and beam-halo interactions. The decrease is about a
factor of 3 (5) for a store of ≈ 10 (20) hrs. In the meantime, antiproton production and storage
continued. When the antiproton stack was sufficiently large (about 4 × 1012 antiprotons) and the
circulating beams were degraded, the detector high-voltages were switched off and the store was
dumped. The beam was extracted via a switch-yard and sent to an absorption zone. Beam abortion
could occur also accidentally when the temperature of a superconducting magnet fluctuated above the
critical value and a magnet quenched, destroying the orbit of the beams. The time between the end
of a store and the beginning of collisions of the next one was typically 1 hr, during which calibrations
of the sub-detectors and test runs with cosmics were performed.

2.1.4 Run II performances and achievements

The last period of Tevatron operations, started in March 2001 and continued through September 2011,
is commonly referred to as Run II.

At the end of the Run II, typical Tevatron luminosities were constantly well above 3.2×1032 cm−2s−1,
with a record peak of 4.4× 1032 cm−2s−1.

5Coalescing is the process of compacting into one dense bunch many smaller bunches.
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The integrated luminosity delivered by the Tevatron has greatly progressed over the years, reaching
a total of 11 fb−1 from pp collisions delivered to either experiment, thus enabling CDF and D0 to
carefully study the standard model and characterize many of its important features for the first time.

2.2 The CDF II detector

The CDF II detector was a large multi-purpose solenoidal magnetic spectrometer surrounded by
full coverage, projective-geometry calorimeters and fine-grained muon detectors installed at the B0
interaction point of the Tevatron (Fig. 2.2). The CDF II detector was designed and constructed with
an approximately cylindrically symmetric layout both in the azimuthal plane and in the “forward”
(z > 0, east) “backward” (z < 0, west) directions. It comprised a number of coaxial sub-detectors
that provided information to determine energy, momentum, and nature of a broad range of particles
produced in 1.96 TeV pp̄ collisions:

• a charged-particle tracking system composed by three silicon microstrip detectors (L00, SVX
II and ISL, from inner to outer radii) and an open-cell drift chamber (COT) housed inside a
superconducting solenoid providing a 1.4 T axial magnetic field;

• a time of flight detector, radially outside the COT for identification of charged particles with
transverse momenta of less than 1.5 GeV;

• calorimeters, located outside the magnet and used to measure the energy of electrons, photons,
and hadron jets and to provide a muon filter;

• dedicated outermost detectors to identify penetrating muons;

• two small-angle spectrometers in the very forward and backward regions with respect to the
main detector for specialized studies of diffraction processes;

• luminosity monitors.

A detailed description of the CDF II detector can be found in Ref. [59]. In the following we outline
the general features of the subsystems most relevant for this work.

2.2.1 Coordinates and notation

CDF II employed a right-handed Cartesian coordinates system with the origin in the B0 interaction
point, assumed coincident with the center of the drift chamber. The positive z axis lay along the
nominal beam-line pointing toward the proton direction. The (x, y) plane was therefore perpendicular
to either beams, with positive y axis pointing vertically upward and positive x axis in the horizontal
plane of the Tevatron, pointing radially outward with respect to the center of the ring.

Since the colliding beams of the Tevatron were unpolarized, the resulting physical observations
are invariant under rotations around the beam line axis. A cylindrical (r, φ, z) coordinates system
is particularly convenient to describe the detector geometry. Throughout this thesis, longitudinal
(or axial) means parallel to the proton beam direction (i. e., to the z axis) and transverse means
perpendicular to the proton direction (i. e., in the (x, y) or (r, φ) plane).

Since the protons and antiprotons are composite particles, the actual interaction occurred between
their component partons (valence or sea quarks and gluons). Each parton carried a varying fraction of
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Figure 2.2: Elevation view of one half of the CDF Run II detector. The TOF and the small-angle detectors
are not depicted.

the (anti)proton momentum, not known on a event-by-event basis. As a consequence of the possible
imbalance in the longitudinal components of the momenta of interacting partons, possible large veloc-
ities along z for the center-of-mass of the parton-level interaction could occur. In hadron collisions, it
is customary to use rapidity as a variable invariant under z boosts and unit of relativistic phase-space,
instead of the polar angle ϑ:

Y = 1
2 ln

[
E + p cosϑ
E − p cosϑ

]
, (2.1)

where (E,p) is the energy-momentum four-vector of the particle6. However, a measurement of rapidity
requires a detector with full particle identification capability because of the mass term entering E.
Thus Y is replaced with its ultrarelativistic approximation η, usually valid for products of high-energy
collisions except at the most forward angles,

Y
p�m−→ η +O(m2/p2), (2.2)

where the pseudorapidity η ≡ − ln [tan(ϑ/2)] is only a function of the polar angle. As the event-by-
event longitudinal position of the interaction was distributed around the nominal interaction point
with 30 cm rms width, it is useful to distinguish detector pseudorapidity, ηdet, measured with respect

6The rapidity can be derived from the Lorentz-invariant cross-section: E d3σ
(dp)3 = E d2σ

πpTdpTdpz
. Observing that only

E and pz change under z boosts, we can replace them by a variable Y such as E dY
dpz

= 1. Solving for Y we get eq.(2.1).
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to the (0, 0, 0) nominal interaction point, from event pseudorapidity, η, which is measured with respect
to the z0 position of the event vertex where the particle originated.7

Mapping the solid angle in terms of (pseudo)rapidity and azimuthal angle is also convenient because
the density of final-state particles in energetic hadronic collisions is approximately flat in the (Y, φ)
space. Other convenient variables used are the transverse component of the momentum with respect
to the beam axis (pT), the “transverse energy” (ET), and the approximately Lorentz-invariant distance
in the η − φ space ∆R, respectively defined as

pT ≡ (px, py)→ pT ≡ p sin(ϑ), ET ≡ E sin(ϑ), and ∆R ≡
√

∆η2 + ∆φ2. (2.3)

2.2.2 Tracking system

Three-dimensional charged particle tracking was achieved through an integrated system consisting
of three silicon inner subdetectors and a large outer drift-chamber, all contained in a superconduct-
ing solenoid. The 1.4 T magnetic field and the 136 cm total lever arm provided excellent tracking
performances.

Charged particles left small ionization energy depositions as they passed through the layers of the
tracking system. Using a set of spatial measurements of these depositions (“hits”), pattern recognition
and kinematic fitting algorithms reconstructed the particle’s original trajectory measuring the param-
eters of the helicoidal trajectory that best matched the observed path in the tracking detector. The
silicon detectors provided excellent impact parameter, azimuthal angle, and z0 resolution, while the
drift chamber provided excellent resolution of the curvature and φ0. Together they provided a very
accurate measurements of the charged particles’ trajectories, which is a key element of the present
analysis, allowing a resolution on the B0

s→J/ψφ reconstructed mass of 9 MeV/c2

The inner silicon tracker

The silicon tracking system, as shown in Fig. 2.3 in both (r, φ) and (r, z) projections, was composed
of three approximately cylindrical coaxial subsystems: the Layer00 (L00), the Silicon Vertex detector
(SVX II) and the Intermediate Silicon Layer (ISL).

L00 [60] was the innermost subsystem and consisted of one layer of single-sided, AC-coupled,
microstrip silicon sensors placed on the beam pipe at radii of 1.35 and 1.62 cm. It provided full
azimuthal and |z| . 47 cm longitudinal coverage. Longitudinally adjacent sensors (0.84 − 1.46 cm ×
7.84 cm) were ganged in modules of 15.7 cm active-length arranged into twelve partially-overlapping
φ sectors, and six longitudinal barrels. The strips were parallel to the beam axis allowing sampling of
tracks in the (r, φ) plane. The inter-strip implant pitch of 25µm with floating alternate strips resulted
in 50µm readout pitch. The analog signals of the 13 824 channels were fed via fine-pitch cables, about
50 cm long, to the front-end electronics outside the tracking volume.

The core of the silicon tracker was SVX II [61]. The SVX II was a fine-resolution silicon micro-
strip vertex detector that provided five three-dimensional samplings of tracks at 2.45, 4.1, 6.5, 8.2
and 10.1 cm (or, depending on the φ sector, at 2.5, 4.6, 7.1, 8.7 and 10.6 cm) of radial distance from
the beam with full pseudorapidity coverage in the |ηdet| . 2 region. This corresponded to a length of
|z| . 96 cm along the beam-line, sufficient to cover the longitudinal spread of the luminous region. The
SVX II had a cylindrical geometry coaxial with the beam, and its mechanical layout was segmented

7An idea of the difference is given by considering that |ηdet − ηpart| ≈ 0.2 if the particle is produced at z = 60 cm
from the nominal interaction point.
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Figure 2.3: View of the CDF II silicon system, including the SVX II cooling bulkheads and ISL support
structure, in the (r, z) (a) and (r, φ) (b) planes. The z scale is highly compressed.

in three 32 cm axial sections (“barrels”) times twelve 30◦ azimuthal sectors (“wedges”) times five
equally-spaced radial layers. A small overlap between the edges of adjacent azimuthal sectors helped
wedge-to-wedge alignment (Fig. 2.3 (b)). Sensors in a single layer were arranged into independent
longitudinal readout units.

The ISL [62] detector was placed at intermediate radial distance between the SVX II and the drift
chamber and had polar coverage up to |ηdet| < 2 and a total length of 174 cm along z. At |ηdet| . 1, a
single layer of double-readout silicon microstrip sensors was mounted on a cylindrical barrel at radius
of 22.6 cm (or 23.1 cm). At 1 . |ηdet| . 2 two layers of silicon sensors were arranged into two pairs
of concentric barrels (inner and outer). In the inner (outer) barrel, staggered ladders alternated at
radii of 19.7 and 20.2 cm (28.6 and 29 cm). One pair of barrels was installed in the forward region, the
other pair in the backward region. Each barrel was azimuthally divided into a 30◦ structure matching
the SVX II segmentation. The basic readout unit consisted of an electronic board and three sensors
ganged together resulting in a total active length of 25 cm.

The total amount of material in the silicon system, averaged over φ and z, varied approximately
as 0.1X0/ sinϑ in the |ηdet| . 1 region, and typically doubled in 1 . |ηdet| . 2 because of the presence
of cables, cooling bulk-heads, and portions of the support frame.8 The average amount of energy loss
for a charged particle was roughly 9MeV. The total heat load of the silicon system was approximately
4 kW. To prevent thermal expansion, relative detector motion, increased leakage-current, and chip
failure due to thermal heating, the silicon detectors and the associated front-end electronic boards
were held at roughly constant temperature ranging from -6◦C to -10◦C for L00 and SVX II, and
around 10◦C for ISL, by an under-pressurized water and ethylene-glycol coolant flowing in aluminum
pipes integrated in the supporting structures.9

8The symbol X0 indicates the radiation length.
9The cooling fluid is maintained under the atmospheric pressure to prevent leaks in case of damaged cooling pipes.
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Figure 2.4: Elevation view of one quadrant of the inner portion of the CDF II detector showing the tracking
volume surrounded by the solenoid and the forward calorimeters.

The resolution on the hit position for all silicon sensors was about 11µm in the (r, φ) plane, thus
allowing to reach about 20µm resolution on the impact parameter of high-pT tracks which degraded
to about 35µm at 2 GeV/c. This precision provided a powerful discriminator to identify long-lived
hadrons containing heavy-flavored quarks already at trigger level. The SVX II resolution in the z
direction was approximately 70-100 µm.

The central outer tracker

The main tracking detector at CDF was the central outer tracker (COT) [63], a large multi-wire,
open-cell drift chamber that provided charged-particle tracking in the central pseudorapidity region
|ηdet| . 1, (Fig. 2.4).

The COT had an hollow-cylindrical geometry, its active volume spanned from 43.4 to 132.3 cm
in radius and |z| . 155 cm in the axial direction, and was filled with a 50:50 gas admixture of argon
and ethane bubbled through isopropyl alcohol (1.7%) that provided fast drift of ionization electrons
(≈ 100µm/ns). Arranged radially into eight “super-layers”, it contained 96 planes of wires that ran
the length of the chamber between two end-plates (Fig. 2.5 (a)). Each super-layer was divided into
φ cells; within a cell, the trajectory of a charged particle was sampled at 12 radii (spaced 0.583 cm
apart) where sense wires (anodes) were strung. Four super-layers employed sense-wires parallel to
the beam axis, for the measurement of the hit coordinates in the (r, φ) plane. These were radially
interleaved with four stereo super-layers whose wires were alternately canted at angles of 2◦ and
−2◦ with respect to the beamline. Combined readout of stereo and axial super-layers allowed the
measurement of the (r, z) hit coordinates. Each super-layer was azimuthally segmented into open
drift cells. Fig. 2.5 (b) shows the drift cell layout, which consisted of a wire plane closed azimuthally
by cathode sheets spaced approximately 2 cm apart. The wire plane contained sense wires alternating
with field-shaping wires, which controlled the gain on the sense wires thus optimizing the electric field
intensity. The cathode was a 6.35µm thick Mylar sheet with vapor-deposited gold, shared with the
neighboring cell.10 Innermost and outermost radial extremities of a cell (i. e., the boundaries between

10Gold, used also for the wires, was chosen because of its good conductivity, high work function, resistance to etching
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Figure 2.5: A 1/6 section of the COT end-plate (a); for each super-layer the total number of cells, the wire
orientation (axial or stereo), and the average radius in cm are given; the enlargement shows in details the
slot where the wire planes (sense and field) are installed. Sketch of an axial cross-section of three cells in the
super-layer 2 (b); the arrow points into the radial direction.

super-layers) were closed both mechanically and electrostatically by Mylar strips with an additional
field-shaping wire attached, the shaper wire.

Both the field sheet and the wire plane had a center (z ≈ 0) support rod that limited motion
due to electrostatic forces. Each wire plane contained 12 sense, 13 field-shaping and 4 shaper wires,
all made of 40µm diameter gold-plated tungsten. Wire planes were not aligned with the chamber
radius. A ζ = 35◦ azimuthal tilt partially compensated for the Lorentz angle of the drifting electrons
in the magnetic field.11 The tilted-cell geometry helped in the drift velocity calibration, since high-pT
(radial) tracks sampled the full range of drift distances within each super-layer. Further benefit of the
tilt was that the left-right ambiguity was resolved for particles coming from the z axis, since the ghost
track in each super-layer appeared azimuthally rotated by arctan[2 tan(ζ)] ≈ 54◦, simplifying pattern
recognition.

The COT single-hit resolution was 140µm, including a 75µm contribution from the ≈ 0.5 ns
uncertainty on the measurement of the pp interaction time. Internal alignment of the COT cells was
maintained within 10µm using cosmic rays. Curvature effects from gravitational and electrostatic
sagging were under control within 0.5% by equalizing the difference of E/p between electrons and
positrons as a function of cotϑ. The total amount of material in the COT, including the gas mixture,
corresponded to 0.017 radiation lengths for electrons. The COT was read by 30240 linear electronic
channels and was capable of measuring also the specific ionization energy, dE/dx providing 1.5σ
separation between charged kaons and pions with pT > 2 GeV/c (Fig. 2.6). The excellent CDF II

by positive ions, and low chemical reactivity.
11In the presence of crossed electric (E) and magnetic (B) fields, electrons drifting in a gas move at an angle ζ with

respect to the electric field direction, given by ζ ≈ arctan
(
v(E,B=0)B

kE

)
, where v(E,B = 0) is the drift velocity without

a magnetic field, and k is a O(1) empirical parameter that depends on the gas and on the electric field. A common
solution for this problem consists in using tilted cells (i. e. tilted drift electric field) that compensate the Lorentz angle
linearizing the time-to-distance relation.
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Figure 3.8: dE/dx dependences before and after calibration
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Figure 3.9: Data distributions for dE/dx residuals before and after calibration

Figure 3.10 shows an example of the TOF distribution for different particles, demon-
strating the separation according to mass, and the separation power for several particle
types compared to the K − π separation power of dE/dx.

Like dE/dx, TOF should be dependent only on the mass and momentum of a par-
ticle, however the detector and event kinematics can also affect this quantity. The
measured TOF therefore must be calibrated in order to obtain optimal separation be-
tween particle species. This is done using pure samples of each particle type separately;
the full calibration method for this variable is described in [87].

3.5 Preselection

Loose selection requirements are applied to reduce the sample size before running
the neural network and ensure reasonable candidates are included. These preselection
cuts are:

• 5.1 < J/ψφ invariant mass < 5.6 GeV/c2, this window is set to be 100 MeV
around the world average B0

s mass, a range large enough to avoid throwing away

(a)

Figure 2.6: Data distributions for dE/dx residuals.
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Figure 2.7: TOF distribution of different particles (a) and separation power for TOF compared to that of
dE/dx (b).

tracking performance is key element of the analysis. For our signal, B0
s→J/ψφ, it results indeed in a

reconstructed mass resolution of ≈ 9 GeV/c2 aiming a very clean sample selection.

2.2.3 Time of flight detector

Between the COT and the magnet, a layer of scintillator bars measured the charged particle time of
flight (TOF) from the collision point [64]. Particle identification (PID) was achieved combining TOF
information with dE/dx resulting in a 2σ separation, assuming Gaussian distributions, of pions from
kaons with momenta not exceeding 1.5GeV Fig. 2.7.

The TOF detector was composed by 216 scintillator bars, with a slightly trapezoidal cross-section
of 4 cm maximum basis, 4 cm thickness and 2.79 m length. Light was collected by photomultipliers at
the ends of the bars. Single hit position along the scintillator bars was determined by comparing the
timing of the photomultiplier signals. The TOF time resolution was approximately 120 ps. For the
TOF measurement the collision time t0 had to be known. This was found with about 50 ps uncertainty
by a fit to all tracks in the event. Unfortunately, in high luminosity conditions, the occupancy of the
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single bars determined a degradation in efficiency of about 50% per track.

2.2.4 Calorimeters

Located immediately outside the solenoid, the CDF calorimeter covered a solid angle of nearly 4π
around the pp̄ interaction point up to |ηdet| . 3.6. It measured the energy deposited by hadrons,
electrons, and photons, using “shower” sampling based on layers of high-Z passive absorber inter-
spersed with layers of plastic scintillator. The calorimeters were segmented in solid angle around
the nominal collision point and segmented into two compartments radially outward from the collision
point (in-depth segmentation). Angular segmentation was organized in projective towers. Each tower
was an independent readout unit, which subtended a portion of the solid angle, namely a rectangular
cell in the (ηdet − φ) space, with respect to the nominal interaction point. In-depth segmentation of
each tower consisted of two independent compartments: the inner one sampled the electromagnetic
component of the shower, while the outer one sampled the hadronic fraction of the deposited energy.
Different fractions of energy release in the two compartments were used to distinguish photons and
electrons from hadrons.

Electrons and photons were identified and had their energy sampled in the EM calorimeter by a
set of thin scintillator layers interspersed with lead absorbers. The EM calorimeter was subdivided
into three portions: the central EM calorimeter (CEM), covering the region |η| . 1.1, and the two
plug EM calorimeters (PEM), covering the forward regions 1.1 < |η| < 3.6. The CEM and PEM
energy resolutions were measured to be:

σE
E

= 13.5%√
ET
⊕ 2% and σE

E
= 16%√

ET
⊕ 1%. (2.4)

The identification of hadrons and the measurement of their energy are performed by calorimeter
towers located behind the EM ones: the central hadronic calorimeter (CHA), covering the region
|ηdet| < 0.9, two calorimeter rings that cover the gap between CHA and PHA in the region 0.7 <

|ηdet| < 1.3, called the wall hadron calorimeters (WHA) and the two plug hadron calorimeters (PHA)
covering the forward regions 1.3 < |ηdet| < 3.6. The resolutions of CHA, WHA, and PHA, from test
beam measurements (response to single pions) are

σE
E
≈ 50%√

E
⊕ 3% ,σE

E
≈ 75%√

E
⊕ 4% , and σE

E
≈ 80%√

E
⊕ 5%, (2.5)

respectively. In this measurement, calorimeters are only used in the reconstruction of jets for identi-
fication of bottom-strange flavor at production. More details on their technology is in Ref. [59].

2.2.5 Muons detectors

The furthest detector component from the beampipe are the muon chambers, consisting in scintillating
counters and drift tubes [65, 66] installed at various radial distances from the beam. The muon
detector was divided in subsystems: the central muon detector (CMU), the central muon upgrade
detector (CMP), the central muon extension detector (CMX), and the intermediate muon upgrade
(IMU).

CMU

The CMU detector was located outside of the central hadronic calorimeter, with a layer of steel
shielding between the two to help in suppressing the fraction of hadrons decaying close to calorimeters
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end and producing secondary particles punching trough the muon chamber. The CMU provided
coverage for |η| < 0.6. It was made up of 2880 axially positioned single-wire proportional-chambers.
It was segmented into 15◦ wedges, but gaps between the wedges decreased the total φ acceptance to
84%. The wedges were segmented into three smaller wedges containing an array of drift cells, 4 cells
wide and 4 cells deep. A muon had to have pT &1.4 GeV/c to reach the CMU.

CMP

The CMP was located beyond the CMU, and was separated from it by additional 60 cm of steel.
It had the same |η| coverage as the CMU, but it was built around the return yoke of the solenoid,
which intruded on the φ coverage in places. It was composed of 1076 axially-positioned single wire
proportional chambers. A muon had to have pT &2.2 GeV/c to reach the CMP. Muons that leave a
signal in both the CMU and CMP were called CMUP muons. Such a sample had a subpercent rate
for hadrons misidentified as muons, due to the extra shielding.

CMX

The CMX offered coverage in the forward region, 0.6< |η| <1.0. It was composed of 2208 drift tubes,
arranged into conical sections at either end of the detector. The CMX sections were 8 layers deep,
and were tilted slightly with respect to the beamline. A muon had to have pT &1.4 GeV/c to reach
the CMX. Scintillating tiles were present on the outside surfaces of the CMP and CMX. They were
used to compensate for the slow drift time of the muon drift tubes, which was greater than the period
between two bunch crossing. A signal in the scintillators allowed the muon to be matched to the bunch
crossing that produced it. Reconstruction of muons in this analysis is important since the signal and
various control samples include muons in the final states.

2.3 Trigger and data acquisition systems

The trigger system is a key element of any measurement at hadron colliders. At the typical Tevatron
instantaneous luminosity, approximately two millions inelastic collisions per second occurred, corre-
sponding to more than one interaction per bunch-crossing on average. Since the readout of the entire
detector needs typically about 2ms on average, after the acquisition of one event, another approxi-
mately 5 000 interactions would remain unrecorded. The CDF II front-end electronics was designed as
to cope with this constraint and ensure that lost events were likely to be uninteresting for analysis. The
percentage of events that were rejected solely because the trigger is busy processing previous events is
referred to as trigger deadtime. The average size of the information associated to each event from the
O(106) total CDF II channels was 300 kbytes. Even in case of deadtime less readout of the detector,
in order to record all events an approximate throughput and storage rate of 600 Gbyte/s would be
needed, largely beyond the possibilities of the available technology at the detector construction time.
The maximum storage rate available at time was approximately 250 kb/s.

However, since the cross-sections of most interesting processes are 103–1012 times smaller than the
inelastic pp̄ cross-section, the above limitations could be overcome with an online preselection of the
events that are most likely to be used in the offline analyses. This was the task of the trigger system,
which evaluated in real time the information provided by the detector and discarded the uninteresting
events.
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Figure 2.8: Functional block diagram of the CDF II trigger and data acquisition systems.

The CDF II data acquisition (DAQ) comprises a three-level trigger that selectively reduced the
acquisition rate with virtually no deadtime, i. e., keeping each event in the trigger memory for a
time sufficient to allow for a trigger decision without inhibiting acquisition of the following events.
Each level received the event accepted from the previous level by exploiting detector information of
increasing complexity and more time for processing, the trigger applied a logical “OR” of several
programmable selection criteria to make its decision (Fig. 2.8). Prior to any trigger, the bunched
structure of the beams was exploited to reject cosmic-ray events by gating the front-end electronics
of all subdetectors in correspondence of the bunch crossing.

The front-end of each sub-detector, located in electronic modules hosted in about 120 crates, had
a 42-cells deep pipeline synchronized with the Tevatron clock-cycle set to 132 ns. The Tevatron clock
picked up a timing marker from the synchrotron RF and forwarded this bunch-crossing signal to the
trigger and to the front-end electronics. Since the inter-bunch time was 396 ns, the pipeline could
collect data corresponding to a maximum of 14 bunch crossings. The pipeline depth defined the time
available to Level 1 (L1), 14× 396 ns = 5.5µs, for deciding to accept or reject an event, otherwise the
buffer content was overwritten. An event accepted by the L1 was passed to the Level 2 (L2) buffer,
where the pipeline had 4 buffers, corresponding to 4× 5.5µs = 22µs. If an event was accepted by the
L1 and the L2 did not have a free buffer, deadtime was to incur. The L2 output rate was low enough
to avoid further deadtime.

At L1, a synchronous system of custom-designed hardware processed a simplified subset of data
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in three parallel streams to reconstruct coarse information from the calorimeters (total energy and
presence of single towers over threshold), the COT (two-dimensional tracks in the transverse plane),
and the muon system (muon stubs). A decision stage combined the information from these low-
resolution physics objects, called “primitives”, into more sophisticated objects, e. g. , track primitives
were matched with muon stubs, or tower primitives, to form muon, electron, or jet objects, which
then underwent some basic selections12.

At L2, an asynchronous system of special-purpose hardware processed the time-ordered events
accepted by the L1. Additional information from the shower-maximum strip chambers in the central
calorimeter and from the axial layers of the SVX II detector was combined with L1 primitives to
produce L2 primitives. A crude energy-clustering was done in the calorimeters by merging the energies
in adjacent towers to the energy of a seed tower above threshold. L1 track primitives matched with
consistent shower-maximum clusters provided refined electron candidates whose azimuthal position
was known with 2◦ accuracy. Information from the (r, φ) sides of the SVX II was combined with
L1 tracks primitives to form two-dimensional tracks with offline-like resolution. Finally, an array of
programmable processors made the trigger decision, while the L2 objects relative to the following
event accepted at L1 were already being reconstructed.

The digitized output corresponding to the L2-accepted event reached Level 3 (L3) via optical fibers
and fragmented across all sub-detectors. It was collected by a custom hardware switch that arranged it
in the proper order and transferred it to 300 commercial computers, organized in a modular, parallel
structure of 16 subsystems. The ordered fragments were assembled in the event record, a block of
data that univocally corresponded to a bunch-crossing and was ready for the analysis of the L3
software. The event reconstruction benefitted from full detector information and improved resolution
with respect to the preceding trigger levels, including three-dimensional track reconstruction and
tight matching between tracks and calorimeter or muon information. If an event satisfied the L3
requirements, the corresponding event record was transferred to mass storage at a maximum rate of
20MB/s, approximately corresponding to 100 Hz. A fraction of the output was monitored in real
time to search for detector malfunctions, derive calibrations constants, and graphically display events.
The L3 decision was made after the full reconstruction of the event was completed and the integrity
of its data was checked, a process that took a few milliseconds.

2.3.1 Dimuon trigger

The main analysis sample used in this thesis was collected by the dimuon trigger. The dimuon trigger
relied on a clear signature of two muons coming from J/ψ → µ+µ− decays. It used information from
the COT and muon systems to identify muon candidates. This information was processed by two
custom electronic processors, the extremely fast tracker (XFT) and the extrapolation unit (XTRP).
Track primitives with pT & 1.5 GeV were identified by the XFT. The XFT coarsely determined pT
and φ6 (the φ of the particle measured at a radius corresponding to COT superlayer 6) of the track
using the four axial superlayers of the COT. The XFT determined track pT , φ, and charge with an
uncertainty of σpT /p2

T ≈ 1.7%, σφ ≈ 5 mrad, about ten times worse than the offline uncertainty. The
XFT logic proceeded in two steps, segment finding and segment linking. During segment finding, wire
hits were classified as “prompt” (drift time < 66 ns) or “delayed” (drift time between 66 and 220 ns).
Adjacent COT cells were grouped together four at a time and their hit information was compared
to a set of predefined patterns to find track segments. Track segments were then grouped together

12A jet is a flow of observable secondary particles produced in a spatially collimated form, as a consequence of the
hadronization of partons produced in the hard collision.
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in sets of four (each from a different superlayer) to give a coarse estimate of track parameters. The
predefined patterns ensured that all found segments originated close to the beamline and had a high
enough pT . The XTRP received track information from the XFT and geometrically extrapolated the
tracks to the calorimeters and muon detectors seeking for matches in energy deposition or muon stubs.
Muon and dimuon primitives were derived from hits in the muon chambers.

The dimuon trigger was a combination of two triggers: CMU-CMU, where both muons were
identified in the centralmost muon chamber, and CMU-CMX, where one muon was found in CMU
and one in CMX. We only describe the CMU-CMU trigger here, and comment on the differences of
the CMU-CMX.

A stack was a set of four drift cells stacked on top of each other. The CMU had 288 stacks in
each of the East and West sides of the detector. A Level 1 stub was a track segment in a stack such
that cells 1 and 3 or cells 2 and 4 have hits separated by no more than 396 ns. A tower was a set of
two neighboring stacks. A tower had fired when a Level 1 stub was identified in one or both stacks.
A muon tower was a tower that fired, matched with an XFT track. In order to keep the Level 1
decision-time short enough to remain synchronous, only information about which towers have fired
was used in triggering, rather than detailed hit positions and direction. If a tower was found within a
3σ window in φ of the tracker extrapolation (wide enough to account for multiple Coulomb scattering),
it was considered a muon tower. The CMU-CMU trigger required that at least two muon towers be
found such that they were either on opposite sides of the detector or were separated by at least two
other towers. The CMU-CMX trigger used a similar algorithm. In the CMU-CMX case, only XFT
tracks with pT > 2.2 GeV/c were used to match to the CMX tower, as the extra material that muons
passed through to reach the CMX further constrained the momentum requirements on the muon, and
no azimuthal separation was required because the muons were by construction in different subdetector
volumes. The dimuon trigger underwent steady improvements over the course of Run II. While the
core logic outlined above was unchanged, some parameters were changed often to improve the trigger
including requirements on the pT of the XFT tracks, the difference in φ between the two muons, and
their transverse mass MT . In addition, some of the triggers were prescaled, which means that only
one out of N events that met the trigger selection criteria were accepted. This reduced the load on
the DAQ system at higher luminosity. The various combinations of these requirements resulted in
slightly different trigger requirements across the data sample.

2.3.2 Reconstruction of physics objects

The raw outputs of several CDF subdetectors were combined in order to reconstruct the high-level
physics objects such as muons and tracks, that are used in the analysis.

Tracking

Within an uniform axial magnetic field, the trajectory of a charged particle produced with non-zero
initial velocity in the bending plane of the magnet is described by an helix, which can be uniquely
parameterized by the following set of equations:

x = R sin(2Cs+ φ0)− (R+ d0) sinφ0,

y = −R cos(2Cs+ φ0) + (R+ d0) cosφ0,

z = z0 + sλ.

,
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Figure 2.9: Schematic view of a positively charged track in the plane transverse to an axial magnetic field
B = (0, 0,−B).

Given the projected length along the track s, the corresponding (x, y, z) coordinates of the trajectory
are functions of five parameters (Fig. 2.9):

C - signed half-curvature of the helix, defined as C = q/2R, where R is the radius of the helix and q is
the charge of the particle. This is directly related to the transverse momentum, pT = cB/(2|C|),
where c is the speed of light and B is the magnetic field;

φ0 - φ angle of the particle trajectory at the point of closest approach to the z axis;

d0 - signed impact parameter, i. e., the radial distance of closest approach to the z axis, defined as
d0 = q(

√
x2
c + y2

c −R), where (xc, yc) are the coordinates of the center;

λ - the helix pitch, i. e. cotϑ, where ϑ is the polar angle of the helix at the point of its closest
approach to the z axis. This is directly related to the longitudinal component of the momentum
pz = pT cotϑ;

z0 - the z coordinate of the point of closest approach.

The reconstruction of a charged-particle trajectory consisted in determining the helix parameters
trough a fit of the hits reconstructed in the tracking sub-detectors with two basic steps: clustering
multiple hits likely to be originated from the same particle, and using pattern-recognition algorithms
to join the hits along the whole track arc to find the final trajectory. Non-uniformities of the magnetic
field and multiple-scattering effects in the material were accounted for in the fit. CDF employed several
algorithms for track reconstruction. The main algorithm, used in this measurement, is the Outside-In
(OI). Tracks are first reconstructed in the COT and then extrapolated inward to the silicon tracker.
The greater radial distance of the COT with respect to the silicon tracker resulted in a lower track
density and consequent fewer accidental combination of hits in the initial steps of track reconstruction.
A concise overview of all the algorithms used at CDF is given in Refs. [67, 68, 69], in the following we
briefly summarize the OI working principle and its typical perfomances.
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In the first step of pattern recognition, cells in the axial super-layers were searched for sets of four
or more hits that were fit to a straight line. Once these “segments” of hits were found, two approaches
were followed to reconstruct a track. Segments consistent with lying tangent to a common circular path
were linked together. The helical track, when projected onto the (r, φ) plane, is a circle. An alternative
approach was to constrain its circular fit to the beam-line. Once a circular path was found in the
(r, φ) plane, segments and hits in the stereo super-layers were added depending on their proximity to
the circular fit. This resulted in a three-dimensional track fit. Once a track was reconstructed in the
COT, it was extrapolated inward to the silicon detectors. Based on the estimated uncertainties on
the track parameters, a three-dimensional “road” was formed around the extrapolated track. Starting
from the outermost layer inwards, silicon hits found inside the road were added to the track. As hits
were added, the searched road narrowed, according to the updated knowledge of track parameters and
their covariance matrix. Reducing the width of the road reduced the chance of adding an unrelated
hit to the track and the computation time for reconstruction. In the first pass of this algorithm, only
axial hits were considered. In a second pass, hits with stereo information were added. Finally, the
track combination associated to the highest number of hits and having the best fit quality χ2/ndf was
kept.

The COT efficiency for particles with pT larger (smaller) than 1GeV/c was typically 98-99%
(95%) depending on whether the particle was isolated. The typical resolutions on track parameters
were σpT /p2

T ≈ 0.15% (pT in GeV/c), σφ0 ≈ 0.035◦, σd0 ≈ 250µm, σϑ ≈ 0.17◦ and σz0 ≈ 0.3 cm for
tracks reconstructed with no use of silicon information, and not constrained to originate from the
beam. The silicon information improved the impact parameter resolution which, depending on the
number (and radial distance) of the silicon hits, could reach σd0 ≈ 15µm (not including the transverse
beam size). This value, combined with the typical 30µm transverse beam size, was sufficiently small
with respect to the typical transverse decay-lengths of heavy flavors (a few hundred microns) to allow
separation of their decay-vertices from the production vertices. The silicon tracker improves also the
stereo resolutions to σϑ ≈ 0.06◦ and σz0 ≈ 70µm, while transverse momentum resolution can be
further improved to about σpT /p2

T ≈ 0.07% with pT in GeV/c.

Muons

Muon identification is crucial for the analysis described in this thesis; the dimuon (J/ψ) trigger was
used to select events enriched in J/ψ → µµ decays. As minimally ionizing particles, muons do not emit
significant bremsstrahlung radiation in the calorimeters, and very rarely interact with nuclei. They
passed through the whole detector depositing little energy. Hence, muons with enough momentum
reached the muon detectors. The design of the detector was such that other particles (excluding
neutrinos) were likely to be absorbed by the material between the beam and the first of the muon
detectors. A particle entering the muon chambers left a track-segment which was registered as a muon
stub. The extrapolation of a track reconstructed in the COT matched geometrically the orientation of
the muon stub. A muon candidate was formed. Occasionally, though, an energetic hadronic particle
could decay towards the back of the hadronic calorimeter, and its decay products could “punch
through” to the muon chambers. These particles produce experimental signatures similar to those
from genuine muons and were called “false muons”.
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2.4 Monte Carlo simulation

Estimation of the fraction of events of a certain type that escape the detector acceptance, or detailed
studies of the average expected response of the detector to the passage of particles are common needs
in many analyses. Usually, complex detector geometries and the numerous effects that need to be
accounted for in predicting their response make the analytical derivation of the relevant distributions
impractical or impossible. Monte Carlo techniques provide a useful and widely-used complement. We
provide here a short overview of the standard CDF II simulation. Further details can be found in
Ref. [70].

In the standard CDF II simulation, the detector geometry and material were modeled using ver-
sion 3 of the Geant package [71] tuned to test-beam and collision data. Geant received in input
the positions, the four-momenta, and the identities of all final-state particles that have long enough
lifetimes to exit the beam pipe. It simulated their passage in the detector, modeling their interactions
(bremsstrahlung, multiple scattering, nuclear interactions, photon conversions, etc.) and the conse-
quent generation of signals on a single channel basis. Specific custom packages substituted Geant
for some subdetectors. The calorimeter response was simulated with Gflash, a faster parametric
shower-simulator [72] tuned for single-particle response and shower-shape using test-beam data (8-
230 GeV electrons and charged pions) and collision data (0.5-40 GeV/c single isolated tracks); the
drift-time within the COT was simulated using the Garfield standard package [73] further tuned
on data; the charge-deposition model in the silicon used a parametric model, tuned on data, which
accounted for restricted Landau distributions, production of δ-rays, capacitive charge-sharing between
neighboring strips, and noise [74].13 Furthermore, the actual trigger logic was simulated. The output
of the simulated data mimicked the structure of experimental data, allowing their analysis with the
same reconstruction programs.

The detector and trigger configuration underwent variations during data-taking. Minor variations
occurred between runs, while larger variations occurred after major hardware improvements, or Teva-
tron shut-down periods. For a more detailed modeling of the actual experimental conditions, the
simulation had been interfaced with the offline database that reported, on a run-by-run basis, all
known changes in configuration (position and slope of the beam line, relative mis-alignments between
subdetectors, trigger-selection used) and local or temporary inefficiencies in the silicon tracker (active
coverage, noisy channels, etc.). This permitted simulating the detailed configuration of any set of
real runs to use it, after proper luminosity reweighing, for modeling the realistic detector response in
any given subset of data. Although we chose a strictly data-driven approach for this analysis, limited
use of simulation was made to determine detector acceptances, optimize the selection requirements,
and develop the algorithms used for identification of the bottom strange meson flavor at production.
Montecarlo B0

s signal decays used in this thesis are indeed simulated according to the phase space
from EvtGen available to the decay averaging over the spin states of the decay daughters. This en-
sures flat distributions of the angles between final state particles. B mesons are generated within a
pseudorapidity of 1.3 and above a pT threshold of 4 GeV/c. The transverse momentum spectrum is
tuned according to data, exploiting informations from inclusive J/ψ cross-section measurements. The
masses and lifetimes of the particles are taken from PDG of 2010.

13The δ-rays are knock-on electrons emitted from atoms when the passage of charged particles through matter results
in transmitted energies of more than a few keV in a single collision.
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Analysis selection

With this chapter the actual description of the analysis begins. It describes the selection and recon-
struction of the experimental data samples used in the measurement.

3.1 The decays

The data used in this measurement were collected using the CDF II detector between February 2002
and September 2011. The reconstructed decay modes are (charge-conjugate modes implied)

• B0
s→J/ψφ followed by the J/ψ → µ+µ− and φ→ K+K− decays,

for the measurement of βJ/ψφs .

• B+→J/ψK+ followed by the J/ψ → µ+µ− decays
for the validation and calibration of the algorithms used in the identification of the initial bottom
meson flavor that use information from the other b hadron in the event (Sect. 4.3.2).

• B0
s → D−s π

+ followed by

the D−s → φπ− and φ→ K+K− decays;

the D−s → K∗(892)0K− and K∗(892)0 → K+π− decays;

the D−s → π+π+π− decays; and

• B0
s → D−s π

+π+π− followed by the D−s → φπ− and φ→ K+K− decays,
for the validation of the algorithms used in the identification of bottom meson flavor that use
information from the signal bottom meson (Sect. 4.3.3).

The reconstruction of B+→J/ψK+, B0
s → D−s π

+, and B0
s → D−s π

+π+π− calibration samples is
outlined in Chapter 4. In the following we only detail the selection of the B0

s→J/ψφ sample, since
this is the signal used in the measurement.

3.2 Trigger and dataset

The data collected by the di-muon triggers throughout the whole Run II sample, corresponding to an
integrated luminosity of L ≈ 9.6 fb−1, are selected based on trigger requirements at L1, with L2 and L3
playing a minor role in the trigger decision. L2 is used to tighten any existing requirements of L1, e. g.,
on the transverse momentum, and L3 uses more precise determination of several event variables, such
as the transverse momentum of charged particles, better track-stub matching information, dimuon
mass, and so forth (Sect. 2.3.1). The integrated luminosity refers to the value corresponding to the
sample resulting from a quality selection that discards all data collected when a detector subsystem
relevant for this analysis was malfunctioning or off.
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3.3 Event sample selection and signal reconstruction

Collected data are subjected to an offline reconstruction. This includes fitting tracks, combining them
into vertices, reconstructing decay chains, and constructing the higher-level physics quantities in a
convenient format for offline analysis.

3.3.1 Preselection

Simple requirements on directly-observed quantities allow a first baseline selection to remove events
that most likely do not contain a real B0

s decay. The goal is to increase the purity, while keeping
the efficiency for signal nearly unchanged. An important part of the preselection requirements are
selection criteria on track and vertex quality. The fraction of false or mismeasured tracks is reduced
by requiring a minimum number of hits in the drift chamber and silicon detectors. Such standard
selection requirements were studied in dedicated measurements at the beginning of Run II to yield
optimal track-finding efficiency at sufficient purity. Additional kinematic requirements complete the
set of preselection criteria. The main preselection criteria are as follows:

• Track quality

> 9 axial and > 9 stereo COT hits and > 3 silicon hits for each track;

pT > 0.4 GeV/c.

• Vertex quality

χ2
rφ < 50, where χ2

rφ is the χ2 of the two-dimensional rφ vertex fit.

• Kinematic requirements

5.1 < M(J/ψKK) < 5.6 GeV/c2;

pT (φ) > 1 GeV/c;

3.014 < M(µµ) < 3.174 GeV/c2;

1.009 < M(KK) < 1.028 GeV/c2;

pT (B0
s ) > 4 GeV/c.

We use the known J/ψ meson mass as constraint on the di-muon mass in fitting the B0
s meson

decay. The resulting B0
s → J/ψK+K− mass is shown in Fig. 3.1. A narrow structure is visible

containing about 13 000 events and overlapping a significant background, corresponding to a signal-
to-background ratio (S/B) of about 7.3% integrated within 3σ from the B0

s mass. To further improve
the βJ/ψφs measurement, a neural network classifier is used to optimize S/B.

3.3.2 Neural network selection

We use an artificial neural network (NN) selection to combine the information from a set of discrimi-
nant distributions into a single output variable that determines the probability for a candidate to be
signal-like or background-like on a conventional scale of +1.0 (signal) to −1.0 (background). Through
a machine-learning process, the kinematic variables and particle identification informations are as-
signed weights associated to their estimated discriminating power. Correlations between variables are
exploited by the neural network. If properly trained and protected against biases, a NN achieves an
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Figure 3.1: Candidate mass distribution after event preselection.

improvement in efficiency on signal and in background rejection over any combination of conventional
one-dimensional requirements on directly observed quantities.

In this work we use the same NN classifier that was trained and optimized in detail in previous
versions of the analysis, based on a subset of the present data [75, 76]. Because the relevant data
distributions are proved to be reasonably uniform in time, we expect the current performance of the
NN discriminator to be comparable with the performance previously obtained.

The artificial neural network is constructed using the NeuroBayes package [77]. To assign weights
to the input variables, the neural network is fed with events representative of signal and events
representative of background, which are used to identify patterns to discriminate background-like
and signal-like event features. For training the NN to identify signal, we use simulated events re-
producing the trigger and detector conditions present in experimental data, while the background
sample comprise 0.3 million data events from the B0

s meson mass sidebands, (5.291 < MJ/ψK+K− <

5.315 GeV/c2) ∪ (5.417 < MJ/ψK+K− < 5.442 GeV/c2).
Some of the most important variables input to the neural network are listed in Table 3.1. We use

the χ2 of the three vertex fits in three dimensions for each particle of interest, the B0
s , J/ψ, and φ

mesons. In addition, we use χ2
rφ, the measure of goodness of the transverse-plane fit of the B0

s vertex.
We include the reconstructed masses of the vector mesons J/ψ and φ, and the transverse momenta
of the three decaying particles. We use the combined log likelihood ratio (CLL) for K/π separa-
tion [78]. Finally, we use the maximum and the minimum of the two muon likelihood values LLµ [79].
The muon and kaon likelihoods are quantities used for particle identification. The kaon likelihood
[78] is a combined discriminant constructed from the kaon specific-ionization energy-loss, dE/dx, and
its time-of-flight information, while the muon likelihood exploits track-stub matching quantities along
with energy deposition information in electromagnetic and hadronic calorimeters. Sideband events are
subtracted from signal events in data, which populate the region 5.34 < MJ/ψK+K− < 5.39 GeV/c2,
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corresponding roughly to a ±2.5σ range around the signal peak, to obtain a statistically pure sample
of signal events. We compare the sideband-subtracted distributions of all network input variables in
the first 5.2 fb−1 of data and the second 4.4 fb−1 (Fig. 3.2 and Fig. 3.3). We expect this comparison
to be sensitive to effects such as changes in the trigger composition of our sample, since kinematic
thresholds may differ in each trigger selection and may have evolved in time; and other known or
unknown changes in operation conditions. Fig. 3.2, Fig. 3.3, and Fig. 3.4 show the results of the
comparison. No relevant discrepancy is observed as indicated by Kolmogorov-Smirnov tests [80].
Even in case of moderate mismodeling, it is unlikely that any selection bias would be induced in the
final results of the measurement, which would only be affected by a suboptimal selection.
The input variables are ranked by discriminating power in the NN, resulting in φ transverse momen-

Variables Ranking
Vertex fit probability χ2(φ) 9

χ2(B0
s ) 8

χ2(J/ψ) 10
χ2
rφ(B0

s ) 5
Transverse momentum pT (φ) 1

pT (B0
s ) 6

Particle ID CLL(K1) 3
CLL(K2) 2
LLµ(µ1) 7
LLµ(µ2) 4

Table 3.1: Variables used for NN training, and associated importance ranking

tum and kaon likelihoods as being the most powerful discriminators (Table 3.1).

The NN output threshold is chosen so as to minimize the expected average variance on the estimate
of βs as determined in large samples of statistical trials generated with different choices of true values
for the phase and the width difference. The βJ/ψφs statistical uncertainty distributions corresponding
to each NN output threshold value are fit with an appropriate function to determine the most probable
value of the variance on the mixing phase estimate. The results of these fits are studied as function of
the NN threshold. Fig. 3.5(a) shows the studies conducted using the example true value βJ/ψφs = 0.02.
The resulting optimal NN threshold value is approximately 0.2, largely independent of the true βJ/ψφs

value. This corresponds to a significantly more inclusive selection criteria than would be selected by
a commonly used optimization procedure that maximize the figure of merit S/

√
S +B (where S and

B are the number of signal and background events, respectively) as represented in Fig. 3.5(b).

3.3.3 The final sample

The J/ψK+K− mass distribution of the resulting sample is shown in Fig. 3.6(a). The sample com-
position can be coarsely described in terms of three classes of events.

Signal: a prominent peak of approximately 11000 signal B0
s events is visible over a smooth

background. The width of the signal is about 9 MeV/c2, dominated by experimental resolution. The
signal purity is S/B ≈ 76%. Another source of signal may include non-resonant J/ψK+K− decays
or J/ψK+K− events in which the kaon pair originates from a f0(980) decay. These contributions
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Figure 3.2: Comparison between the sideband-subtracted distributions of NN input variables in the first 5.2
fb−1 (red) and the last 4.4 fb−1 (blue) of data showing pT (φ) (a) and χ2

rϕ (b), pT (B) (c), χ2 probability of
the B0

s vertex fit (d).
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Figure 3.3: Comparison between the sideband-subtracted distributions of NN input variables in the first 5.2
fb−1 (red) and the last 4.4 fb−1 (blue) of data showing χ2 probability of the φ vertex fit (a) and χ2 probability
of the J/ψ vertex fit (b), LLK(K) (c), LLµ(µ) (d).
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Figure 3.4: Comparison between the NN output distributions in the first 5.2 fb−1 of data (red) and the
remaining 4.4 fb−1 of data (blue). The NN output variable for (sideband-subtracted) signal events only (a)
and for sidebands events only (b).

cluster at the same mass where the J/ψφ decay peaks. In the analysis we include their contribution
in the full decay rate (Sect. 1.4.1).

Combinatorial background: these events are mainly real J/ψ decays combined with pairs of
random charged particles that satisfy accidentally the selection requirements. Indeed, the dimuon
mass spectrum in Fig. 3.7(a) as reconstructed in data shows a narrow enhancement at the known
J/ψ mass over a sparsely populated background, indicating that the dimuon sample contains genuine
J/ψ → µ+µ− decays with high purity. Combination of real J/ψ decays with random tracks have a
continuous, approximately flat mass distribution in the final B0

s mass spectrum. This is the main
source of background in the analysis and it is distributed predominantly at short decay lengths, as
shown in Fig. 3.6(b), where the mass spectrum of events restricted to the decays with ct(B0

s ) > 60µm
is shown for illustration purposes.

Physics background: given the limited particle identification capabilities, the sample presumably
contains a O(%) fraction of B0 → J/ψ(→ µ+µ−)K∗(→ K+π−) decays misreconstructed as signal
(B0 cross-feed). This effect is visible as a small mass mismodelling at M(J/ψK+K−) ≈ 5.4 GeV/c2.
It is studied in detail and a systematic uncertainty is associated (Sect. 6.1 and Appendix A).
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Figure 3.5: Most probable value of the statistical uncertainty on β
J/ψφ
s as a function of the NN threshold
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Figure 3.6: J/ψK+K− mass distribution for the full Run II data sample (a) and same distribution after an
additional ct > 60µm requirement on the decay length (b).
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(a)

(b)

Figure 3.7: Mass distribution of reconstructed J/ψ (a) and φ (b) decays for the full Run II data sample.
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Chapter 4

Preparation of tools

This chapter reports the preparation and calibration of tools needed in the fit to the time evolution,
including the determination of the detector angular acceptance and the calibration of the performance
of flavor tagging algorithms.

4.1 Angular acceptance

Since the final state J/ψφ is an admixture of CP -eigenstates, the CP -even and -odd components
are separated using differences in the angular distributions of final-state particles. Three angles are
needed to specify the angular distributions. In the transversity basis (Sect. 1.4) we chose these to be
the polar angle Θ and the azimuthal angle Φ of the positive muon direction in the J/ψ rest frame,
and the transversity angle Ψ of the positive kaon direction in the φ rest frame (Sect. 1.4). The four-
momenta of all signal final-state particles in the laboratory frame are reconstructed by the tracking
system. From these, the four-momenta of the B0

s , the J/ψ, and the φ mesons are determined. The
Lorentz boosts are derived and all needed four-momenta are determined in the rest frame of any
reconstructed particle to extract the needed angles.

The detector acceptance and the offline analysis selection affect the observed distribution of the
angular variables through an acceptance ε(Ψ,Θ,Φ). We parametrize the acceptance using a set of
basis functions in three dimensions in the ranges 0 < Ψ < π, 0 < Θ < π, and 0 < Φ < 2π:

ε(Θ,Φ,Ψ) = aklmPk(cosΨ)Ylm(Θ,Φ). (4.1)

The detector acceptance in the above expression is parametrized through the coefficients aklm.
These efficiency coefficients are fit in a sample of 100 million signal-only B0

s→J/ψφ decays, simulated
according to a phase-space decay-model. Since all spins of the particles in the final state are averaged,
the angular variables assume constant distributions. The simulated events are subjected to the same
detector acceptance, preselection, and NN selection used in data, which bias these distributions.
Hence, the resulting angular distributions of simulated events are used as a model of the angular
acceptance.

4.1.1 Simulation reweighting

The quality of the determination of the transversity-angle sculpting depends on the agreement between
data and simulation in those variables that affect the angular decay features of J/ψ and φ mesons. The
agreement between data and simulation is investigated in several variables using sideband-subtracted
data. A known mismodeling [78, 81] in the pT (B) spectrum between simulation and data is shown
in Fig. 4.1(a) as an example. Since trigger prescales modify the trigger composition of the sample,
and different trigger selections may have different pT thresholds, a prescale-dependent reweighing is
also applied. In the following, we compare sideband-subtracted data distributions with simulation
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Figure 4.1: Comparison between pT (B0
s ) distribution in data (black points) and simulation (red histograms)

for non reweighted (a) and reweighted (b) simulation.

distributions reweighed to match data as appropriate. The reweighting involves three steps: the first
step corrects for the admixture of different trigger selections present in data; the second step imposes
the agreement in the pT (B0

s ) spectra, and the purpose of the third step is to account for the combined
effect of both the previous effects to eliminate any residual dependencies.

Trigger selection mixture: the candidates are divided into two groups, according to whether
they are compatible with triggering a CMU-CMU or a CMU-CMX muon pair. Each of the two
classes is then split in three classes defined as events with both muons having pT > 3 GeV/c,
with muons having pT > 2 GeV/c and at least one muon has pT > 3 GeV/c, and all other events.
The fraction of simulated events belonging to each of the six classes is adjusted to match the
fraction observed in data. The three classes are mutually exclusive with good approximation
and are such that their union corresponds to the whole sample. A weight is obtained as the ratio
between the number of real events belonging to one of the six classes over the corresponding
number of simulated events. Fig. 4.2(a) shows the resulting weights.

pT (B0
s ) distribution: we compare the pT (B0

s ) distribution in the 4-24 GeV/c range between data
and reweighted simulated events. The number of simulated events is normalized to the number
of the signal events in the data. This ratio is fitted with a second order polynomial (Fig. 4.2(b))
function that is then used to reweight the simulated events.

Combined effect of trigger and pT (B0
s ) distribution: the final weight factor associated to

each simulated event accounts simultaneously for the trigger-class weight factor and the pT (B0
s )

factor. Fig. 4.3 and Fig. 4.1(b) show the final improved agreement between data and reweighted
simulated events.

Having obtained simulated events that reproduce accurately data in all salient features relevant
for angular distributions, we proceed to derive angular acceptances.
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Figure 4.2: Simulation weights. Discrete weights associated to the trigger classes (a). Bins 1–3 represent
the weights associated to the three CMU-CMU trigger classes; bins 4–6 refer to CMU-CMX trigger classes.
Continuous weight function, as resulting from a fit to the ratio of the pT (B) distributions of simulation and
data (b).
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Figure 4.3: Comparison between the data (black points) and phase-space simulated distributions (red line)
in trigger categories for non-reweighted (a) and reweighted (b) simulation.

4.1.2 Angular efficiency fit results

In order to obtain the coefficients aklm in Eq. (4.1), the anglular distribution of reweighted simu-
lated events are sampled using 20 bins in each dimension. The resulting angular sculpting is shown
in Fig. 4.4. Assuming that the background is composed by mainly uncorrelated tracks, its angular
distributions reconstructed in data should be flat. Any deviation from a constant distribution has
to be attributed to detector sculpting. Fig. 4.5 shows the angular distribution for B0

s→J/ψφ events
in the mass sideband region, with shapes very similar to what obtained in simulations (Fig. 4.4).
Furthermore, validation of detector sculpting has been obtained in data by performing angular anal-
yses of B0 → J/ψK? decays [82, 83], obtaining results of polarization amplitudes compatible with
results from B-factories [84, 85].
Overall the angular sculpting has a moderate impact, with excursions of at most 15%. However the
full three-dimensional acceptance map is needed to correctly account for the expected angular cor-
relations in B0

s→J/ψφ decays. The three-dimensional histogram is fitted with an expansion of real
spherical harmonics for the (Θ,Φ) angles, where each term of the spherical harmonic series is further
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Figure 4.4: Observed distribution of the transversity angles cos(Θ) (a), Φ (b), and cos(Ψ) (c) for simulated
events generated flat in the angular variable space.
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Figure 4.5: Observed distribution of the transversity angles cos(Θ) (a), Φ (b), and cos(Ψ) (c) for events in
the mass sideband region (5.291 < mB0

s
< 5.315 GeV/c2) ∪ (5.417 < mB0

s
< 5.442 GeV/c2).

expanded as a function of Legendre polynomials [86] used to fit the Ψ angle. The fit to (Θ,Φ) is
expanded in terms of real spherical harmonics according to the Laplace series

f(Θ,Φ) =
∞∑
l=0

l∑
m=0

[Clm cos(mΦ) + Slm sin(mΦ)]Pml (cos Θ), (4.2)

where the coefficients Clm and Slm are expanded as orthogonal Legendre polynomials functions such
that

Clm =
∞∑
k=0

Cklm

√
2k + 1

2 Pk(cos Ψ), (4.3)

Slm =
∞∑
k=0

Sklm

√
2k + 1

2 Pk(cos Ψ), (4.4)

where Cklm and Sklm are the final coefficients that can be converted into the aklm parameters as in Eq.
(4.1). A two dimensional fit to the (cos Θ–Φ) distribution and the resulting residuals for all cos Ψ
is shown in Fig. 4.6. Any potential mismodeling is properly included in the systematic uncertainties
(Sect. 6.1).
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Figure 4.6: Representation of the iso-likelihood lines in the two-dimensional angular space (cos Θ,Φ) as
resulting from the fit to simulated events to parametrize the angular acceptance (a). Residuals of the fitted
parametrization with respect to the original histogram (b).

4.2 Decay-time resolution

Decay-time resolution is the single most important factor to resolve B0
s fast oscillations and enhance

the sensitivity on the βJ/ψφs mixing phase. In 2006, a large amount of dedicated studies were devoted to
understand and optimize the decay-time resolution for the measurement of B0

s oscillations [45]. These
resulted in an improved alignement of the tracking detector and the understanding of the per-event
decay-time resolution up to a scalar correction factor. Fig. 4.7 shows the decay-time uncertainty
distribution as observed in the full CDF data sample for B0

s signal events populating the region
5.34 < mB0

s
< 5.39 GeV/c2, from which the background distribution of events restricted to (5.291 <

mB0
s
< 5.315 GeV/c2) ∪ (5.417 < mB0

s
< 5.442 GeV/c2) is subtracted. The distribution peaks at

σct ≈ 65 fs and is averaged at 〈σct〉 ≈ 78 fs. By scaling this value for the known factor of 1.15, we
obtain the final decay time resolution of 90 fs.

4.3 Flavor identification

Information on the B0
s meson flavor at production is a key aspect of the analysis since the time

evolution for particles and antiparticles is different: identifying the production flavor eliminates two
of the four symmetries of the decay rate in Eq. (1.39) and enhances the sensitivity to the CP -violating
mixing phase, by allowing access to additional terms proportional to the oscillation frequency as shown
in Sect. 1.4.2.

The determination of the production flavor of B mesons is referred to as flavor tagging, and is
achieved through algorithms called flavor taggers.

The properties of the pp̄ → bb̄ production process, and b quark hadronization and fragmentation
are used in two general classes of flavor tagging algorithms employed at CDF: opposite side (OST)

57



Chapter 4. Preparation of tools

Figure 4.7: Proper decay-time uncertainty distribution of B0
s candidates. Events are restricted to the 5.34 <

mB0
s
< 5.39 GeV/c2 region whose distribution is subtracted of sideband data distributions with (5.291 <

mB0
s
< 5.315 GeV/c2) ∪ (5.417 < mB0

s
< 5.442 GeV/c2).

and same side (SST) taggers (Fig. 4.8).
Opposite side taggers use the fact that most b quarks produced in pp̄ collisions are produced

in bb̄ pairs. The b or b̄ quark produced along with the bottom-strange signal candidate hadronizes
into another B hadron. The flavor of such opposite side B hadron can be tagged by identifying its
fragmentation or decay products. If the opposite side hadron is tagged as a containing a b quark,
the signal candidate is tagged as being produced as a B0

s meson. If the opposite-side hadron is
tagged as containing a b̄ quark, the signal candidate is tagged as being produced as a B̄0

s meson.
The anticorrelation between the opposite-side and signal flavor at production can be degraded if the
opposite-side hadron is a neutral meson that undergoes oscillations before decaying. Same side taggers

Figure 4.8: Sketch of production and decay of a bb̄ pair in pp̄ collisions exemplifying the principles used in
same-side and opposite-side flavor tagging.

use charge-flavor correlations between the signal bottom-strange candidate and the fragmentation
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particles produced in its hadronization to determine its flavor.
Because of measurement uncertainties, acceptances, and approximations in the tagging algorithms,

event information sufficient for a tag decision is not always available. As a result, a tagger is charac-
terized by an efficiency ε, the fraction of times that it produces a tag decision,

ε = Ntagged
Nuntagged +Ntagged

, (4.5)

where Ntagged is the number of signal B candidates for which a tag decision is available and Nuntagged
is the number of B candidates for which no such decision is available. In addition, a fraction of the
tagging decisions may be incorrect. The probability of a wrong-tag decision is denoted by ω, a mistag
probability used to define a dilution, which is the asymmetry between correctly- (NR) and wrongly-
(NW )tagged event yields

D ≡ 1− 2ω or equivalently D = NR −NW
NR +NW

. (4.6)

An ideal tagger that always makes the correct decisions has unit dilution. A fully random tagger has
zero dilution. Hence, in the case of a pure signal sample comprising a number N of B mesons and N̄
of B̄ mesons, the particle-antiparticle asymmetry before tagging, A = (N − N̄)/(N + N̄), is modified
by the mistag probability through the dilution yielding the observed asymmetry

Ameas = n− n̄
ε(N + N̄)

= ε(1− ω)N + εωN̄ − ε(1− ω)N̄ − εωN
ε(N + N̄)

= (1− 2ω)A = DA. (4.7)

In CDF, the outcome of the tagging algorithm is parametrized for each candidate as a tag decision,
ξ, an integer variable that assumes values ±1 or 0, and a predicted dilution D. A value of ξ = −1
(ξ = 1) implies that the signal bottom-strange meson is tagged as being a B0

s (B̄0
s ) at production.

When the tagger is unable to reach a decision, the value is ξ = 0. The probability of a wrong-tag
decision depends on several effects. In order to assign a larger (smaller) weight to events associated
to a higher (lower) confidence in the tag decision, the dilution for each tagger is parametrized as
a function of several relevant event variables, and a predicted dilution is assigned to each event as
a result. Inclusion of the predicted dilution in the event observables enhances the overall tagger
performance, and allows more accurate use of tagger calibrations from one event sample to another.

The figure of merit εD2, where D is the dilution averaged over the studied sample, quantifies the
overall performance of flavor tagging algorithms, providing a quantitative estimate of the effective
reduction in signal-sample size when a correctly tagged signal sample is needed.
To use tagging information in the time-evolution fit we characterize the tagging algorithms perfor-
mance. In the following we detail the calibration and use of OST and SST algorithms in this analysis.

4.3.1 Opposite side tagging

Different OST algorithms have been developed in CDF. A detailed description of them is beyond the
scope of this thesis. Only a brief overview of the working principles is given. Further information is
available in Refs. [87, 88, 89].
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Lepton taggers

Lepton taggers infer the production flavor of the signal meson from the semileptonic decay of the
opposite-side B-hadron through the transitions b → cl−ν̄lX and b̄ → c̄l+νlX. Identification of a
positively-charged lepton (muon or electron) indicates a b̄ content for the tagging hadron, while a
negatively-charged lepton indicates a b quark. Two algorithms are developed, the soft muon tagger,
and the soft electron tagger [87]. The typical values of semileptonic branchings fraction B(B → lX) ≈
20% result in limited efficiency. The efficiency is further reduced by leptons that may not be detected
in the fiducial volume of the acceptance. The accuracy of the tag decision is affected by several
factors. Semileptonic decays of B0

(s) mesons may happen after flavor oscillations occurred, resulting
in a wrong tag. In the case of semileptonic B0

s decays, the fast oscillations almost nearly randomize
the lepton tag. If the identified lepton comes from a b→ c→ lX transition, the inferred flavor will be
opposite to the true flavor state. The good purity of lepton identification at CDF limits the impact of
lepton misidentification. Lepton identification is achieved using multivariate likelihood discriminants
that combine information from several subdetectors into a simple scalar variable that offer strong
discrimination between real leptons and other particles misidentified as leptons. Prior to use in lepton
taggers candidates are required to have pT > 4 GeV/c, hits in CMP and CMU detectors for muons,
and energy deposition ET > 4 GeV in the electromagnetic calorimeter for electrons. Lepton selection
criteria include also track quality requirements with at least 4 r−φ hits in silicon detector and impact
parameter 0.12 < d0 < 1 mm.

The performance of the lepton taggers shows dependencies on two variables: the value of lepton
likelihood and the transverse momentum of the lepton with respect to the axis of the hadronic jet
in which the lepton is reconstructed, denoted by prelT . The dilution improves with higher lepton
likelihood, as expected since a higher purity of the lepton sample yields better b flavor determination.
The dilution also improves with higher prelT because leptons from the decay of a heavy hadron tend
to have a larger momentum spread in the plane transverse to the b jet than those in jets coming from
lighter quarks. The dependence on prelT is determined empirically in samples of events enriched in
leptons and displaced tracks [90]. Hence, the dilution of the soft lepton tagger for each candidate is
predicted based on the observed values of lepton likelihood and prelT .

Jet charge taggers

Jet-charge tagging uses the difference in electric charge between b and b̄ quarks to identify the bottom-
quark content of the signal meson. Jet charge taggers estimate the net charge of the hadronic jet
recoiling against the signal B0

s [88]. The net charge is estimated by the momentum-weighted sum
of the charges particles within the considered jet. Jets are identified and reconstructed by the cone
clustering algorithm [91] on the hemisphere opposite to the direction of the signal meson. This simple
geometrical algorithm starts with an high-pT track seed, to which low-pT tracks in an isolation cone
of ∆R < 0.7 with respect to the seed track are added. Selection requirements on |d0|, z0 and pT are
imposed on the tracks to be included in jet reconstruction. Finally, artificial neural networks (NN)
are used to identify the jet that most likely originates from a b quark among the set of reconstructed
jets. The NNs are trained and optimized on large samples of simulated events. The identification of
the highest probability bottom jet involves two steps. A first NN, using as input several kinematic
variables, is used to assign to each track a probability Ptrk of having originated from the decay of
a B hadron. A second NN assigns to each jet a probability Pjet of deriving from a b quark, using
kinematic variables and the probability Ptrk for each track. Once the highest probability bottom jet

60



4.3 Flavor identification

is found, the jet charge is computed as

Qjets ≡
∑
iQ

ipiT (1 + P itrk)∑
i p
i
T (1 + P itrk) , (4.8)

where the sum runs over all the tracks of the chosen jet, and Qi, piT , and P itrk are respectively
the charge, transverse momentum, and probability of having originated from a B decay for the ith
track. In order to exploit the greater statistical power available from jets with different features, this
procedure is optimized for three exclusive classes of jets. Class 1 jets contain an identified secondary
vertex with a decay-length significance Lxy/σLxy > 3. Class 2 jets do not fulfill the criteria for Class 1
and have at least one track with Ptrk > 0.5. Class 3 jets are the remaining jets that pass the selection
criteria. Such criteria provide a very inclusive sample of jets achieving 50% tagging efficiency, at the
price of reduced dilution, since the heavy flavor content of the considered jets is limited. The dilution
for jet-charge tagging is linearly parametrized as a function of the quantity |Qjet|pjet, where Qjet and
pjet are the net charge and the momentum vector of the jet. The parametrization is done separately
for the three jet classes.

Opposite side kaon tagger

This algorithm exploits the correlation between the flavor of the opposite-side bottom hadron and the
electric charge of the kaon originated from its b→ c→ s decay. A b quark is identified by the presence
of a K− meson and a b̄ quark by a K+ meson. The algorithm searches for a track originating from
a decay vertex suitably displaced from the primary vertex and tries to identify it as a kaon by using
combined particle identification information from dE/dx and TOF to cover the widest momentum
range possible. The opposite-side kaon tagger was developed using a sample enriched in semileptonic
B decays selected by a trigger on events containing a lepton accompanied by a displaced track. The
trigger used the silicon vertex tracker informations [92] to collect events coming from semileptonic
decays of B mesons, such as B → D(∗)lνX, by requiring a lepton candidate in the EM calorimeters
or in the muon chambers accompanied by one displaced track. Basic quality selection requirements
and requirements on |d0|, z0 and pT are imposed to suppress the contribution of charged particles
originating in material interactions or from decays of long-lived hyperons. The track is required
to be associated to valid TOF and dE/dx information, combined in a likelihood to maximize the
particle identification performance. The pT spectrum of the tagging candidates tracks peaks around 1
GeV/c, a regime in which the larger contribution to K/π discrimination comes from the TOF detector.
However, requiring TOF information reduces considerably the tagging efficiency, as TOF inefficiency
can reach 50% per track, depending on instantaneous luminosity conditions.

Combination of opposite side taggers

Tagging decisions may not be independent, since various algorithms can use the same tracks ar different
tracks that are kinematically correlated. Any correlation needs to be accounted for when using the
three taggers together in a fit. A NN combination of taggers yields a single opposite-side tagging
decision [93] that properly includes correlations, and achieves a factor 15% improvement over simple
linear combinations. The NN is trained on data selected by a trigger on a lepton and a displaced track.
Relevant inputs to the NN are the tag decisions and predicted dilutions of the individual taggers
and several kinematic quantities of the event. The muon tagger provides the single most relevant
contribution to the OST decision. Since all OST processes are independent from the signal candidate
hadronization, the same opposite side tagging algorithm can be applied to samples of different B
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meson species. The OST algorithms are developed, calibrated, and optimized with copious samples
of charged B meson decays in which the true flavor is known, and then applied to B0

s decays.

4.3.2 OST calibration

Since the signal decays used in this analysis are reconstructed in samples collected by different triggers
from those used to collect the OST-calibration samples, we verify that the predicted dilution is not
sample dependent, and that the dilution measured on dimuon data, Dµµ, matches the predicted
dilution Dlt from calibration on ”lepton + displaced track” data. We assume that any discrepancy
can be parametrized with sufficient accuracy by a linear dependence and allow for a multiplicative
scale factor such that Dµµ = SDD

lt. If the parametrization of the dilution is a good description of
this signal sample, the scale factor SD as determined in data should be consistent with unity.

The determination of the scale factors appropriate for the full Run II data sample is achieved by
applying the OST algorithms to a large sample of fully reconstructed B+ → J/ψK+ decays collected
by the same trigger as the signal sample. The tagging decision and associated predicted dilution of the
algorithm is then compared to the actual bottom-quark content of the meson, which is known from
the charge of the kaon. Because charged B mesons do not oscillate, the kaon charge identifies the
flavor at production. The B+ → J/ψK+ decay also benefits from higher yield than the B0

s samples,
with about 81 000 signal events, allowing the study of any mismodelling with sufficient accuracy.

B+ → J/ψK+ calibration sample

The B+ → J/ψK+ decays are reconstructed from a pp̄ sample corresponding to an integrated lumi-
nosity of L ≈ 10 fb−1 collected by the same dimuon trigger used to collect the signal sample. The
offline selection is as similar as possible to the B0

s→J/ψφ signal selection. We use preselection criteria
including the following requirements

• 5.16 < M(J/ψK+) < 5.40 GeV/c2;

• ≥ 3 axial hits per track in the silicon detector;

• ≥ 3 axial and ≥ 3 stereo hits per track in the COT detector;

• successful XFT-muons match;

• decay-time uncertainty 0.0 < σct < 0.1µm.

We then apply a neural network discriminant similar to the NN used for selecting B0
s→J/ψφ decays

(Sect. 3.3.2) but adapted to the different topology of the calibration sample. The selection requirement
on the neural network output (NN> 0.8) is chosen by optimizing S/

√
S +B [11], where S and B are

the number of signal and background events in the mass signal region as reconstructed in simulated
events, respectively. The signal region is defined to be within about ±2.5σ of the known B+ mass,
5.24 < mB+ < 5.32 GeV/c2, while the sideband regions are chosen to be in the 3σ-6σ range away
from the peak, (5.17 < mB+ < 5.21) ∪ (5.35 < mB+ < 5.39) GeV/c2. Alterate selection criteria are
studied in detail in this work, aiming at not only improving signal-to-background separation but also
at optimizing the tagging performances in terms of unbiasedness and accuracy. We attempted several
variations of the selection criteria commonly used to select the B+ → J/ψK+ decays, involving
lifetime-related, kinematic, and PID-related quantities. As a result of this systematic exploration,
we found that a lower threshold on the decay length at 60 µm, which rejects a large fraction of
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combinatorial background, while preserving about 85% of signal, is very effective in ensuring a more
robust tagger performance. The resulting B+ → J/ψK+ sample (Fig. 4.9) has an higher purity than
previously achieved, which allows an increased consistency between the calibration on the B+ and
B− sample. A simple Gaussian fit over a linear background determines approximately 40 000 B−

decays and 41 000 B+ decays. We neglect small contribution from misreconstructed J/ψπ+ decays
since these have no impact in the calibration.
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Figure 4.9: J/ψK+ mass distribution (a) and J/ψK− mass distribution (b) for the full Run II data sample.

Scale factors determination

To characterize the OST performance, for each decay we compare the true flavor (as indicated by the
kaon charge) with the flavor identified by the OST algorithm. This is done by comparing the known
dilution (since we know the B+ flavor exactly) with the dilution predicted by the algorithm. We
divide the sample in independent subsamples according to their predicted dilution. For each range of
predicted dilution we determine the number of right (wrong) tags to extract the actual dilution. Then
we display the actual dilution as a function of the predicted one (Fig. 4.10) to determine the scale
factor through a linear fit. All dilution distributions are background-subtracted using mass sidebands.
We investigate independent B+ and B− scale factors, in order to allow for any asymmetry in the
tagging algorithms.

We find S+
D = 1.09 ± 0.05 and S−D = 1.08 ± 0.05, respectively, with a total average dilution of

D = 6.88 ± 0.03%. We also determine separately the scale factors for the first 5.2 fb−1 of data
(Fig. 4.11) and the latest 4.4 fb−1 of data (Fig. 4.12) and compare them to previous results of this
analysis to identify any change in performance. The results are summarized in Table 4.1. The small
differences in scale factors with respect to the previous analysis are compatible with the changes in
sample composition due to our improved selection. Table 4.2 reports a comparison of the scale factors
determination with and without the selection improvements using the whole data set.

The new selection directly reflects into an O(30%) improvement in precision of the scale factor de-
termination. Since the calibrated values of the scale factor for B+ and B− mesons are very consistent,
we average them in the fit, using a single scale factor, and its spread as a systematic uncertainty. This
reduces the number of nuisance parameters with respect to previous iterations of the analysis where

63



Chapter 4. Preparation of tools

flavor-specific scale factors were used. The improved accuracy in the scale-factor determination, and
consistency between B+ and B− samples is one of the relevant improvements of this analyses with
respect to previous iterations.
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Figure 4.10: Measured dilution as a function of predicted dilution for B+ (a) and B− decays (b) for all data.
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Figure 4.11: Measured dilution as a function of predicted dilution for B+ (a) and B− decays (b) for data
corresponding to 5.2 fb−1.

As an additional consistency-check, we determine scale factors and efficiencies as functions of time,
to ensure stability and consistency throughout the whole data set. Fig. 4.13 shows that scale factors are
stable in time. A tendency towards decreased tagging efficiency, correlated with higher instantaneous
luminosity is observed in later data (Fig. 4.14). The decrease in average efficiency is less than 3% and
impacts only marginally the resolution on the extracted physical parameters, while is not expected to
bias their values.
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Figure 4.12: Measured dilution as a function of predicted dilution for B+ (a) and B− decays (b) for the last
4.4 fb−1 of data.

Scale Factor Ref. [16] ( 0–5.2 fb−1) 0–5.2 fb−1 5.2–10 fb−1 0–10 fb−1

SD
+ 0.93± 0.09 1.09± 0.06 1.08± 0.08 1.09± 0.05

SD
− 1.12± 0.10 1.06± 0.07 1.10± 0.08 1.08± 0.05

ε 94.3± 0.3% 93.8± 0.1% 91.2± 0.2% 92.8± 0.1%
D 6.9± 0.1% 6.84± 0.04% 6.93± 0.05% 6.88± 0.03%√
D2 11.5± 0.02% 11.26± 0.08% 11.36± 0.10% 11.30± 0.06%

εD2 1.2% 1.19± 0.02% 1.18± 0.02% 1.18± 0.01%
εSD2 1.30± 0.06% 1.29± 0.07% 1.39± 0.05%

Table 4.1: OST performance for B+ and B− decays in different parts of the data, compared with values from
the previous analysis [16].

No cτ requirement cτ > 60µ m
SD

+ 0.95± 0.05 1.09± 0.05
SD
− 1.13± 0.05 1.08± 0.05

Table 4.2: OST scale factor results determined in the whole data set with, and without the cτ > 60µm
requirement.

Opposite side tagging results

The OST scale factor measured in the whole CDF dataset is SD = 1.09±0.05, with a tagging efficiency
of (92.8± 0.1)% and a mean predicted dilution of (6.88± 0.03)%. The effective opposite-side tagging
power is ε(SDD)2 = (1.39± 0.05)%.

4.3.3 Same side kaon tagger

The working principle of the same-side-tagging method significantly differs from that of opposite-
side tagging, where the hadronization and fragmentation of the opposite-side b quark is independent
of the species of the B meson of interest. In same-side tagging, the flavor tag is determined using
particles that are produced in association with the signal bottom-strange meson. Since the species
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Figure 4.13: OST performances aa functions of time. Dilution scale factors for B+ decays (top, left), B−

decays (top, right), their average (bottom, left) and efficiency (bottom, right).
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4.3 Flavor identification

Figure 4.15: Sketch of the first branch of B hadron fragmentation.

of particles produced in association with the signal meson vary depending on B meson species, the
performance is necessarily dependent on the signal meson species and its kinematic distributions. The
charged particles associated with the signal B meson arise from light quarks that accompany the
hadronization process or in the decays of excited states B∗∗ → Bh in the strong-interaction decays
of orbitally-excited B∗∗ states produced in the pp̄collision; h could be a π or a K depending on
the B-hadron flavor. Thus, the flavor of the light quark in the signal meson is correlated with the
species of associated particles produced in the first hadronization branches, which are in principle
different for a B+, a B0, or a B0

s meson. In the case of the B0
s meson, the leading associated track

is a kaon. A K+ meson tags a B0
s meson, while a K− meson tags a B̄0

s meson. However, the B0
s

meson could be accompanied by a neutral strange particle, as K?0 or Λ, which would prevent to
tag the B0

s flavor and therefore decrease the tagging efficiency. The quality selection of tracks used
for same-side tagging is similar to the selection for opposite side tracks. Tracks must be within a
cone around the B0

s momentum direction to be considered tag candidates, and have pT > 0.4 GeV/c.
The same-side-tagging power performance benefits from particle identification (dE/dx and TOF) to
identify the associated track as a kaon. This decreases the mistag rate, which may occur if a pion is
mistakenly identified as an associated kaon. Particle identification, as well as information about track
momentum, is used to decide which track to choose as the tagging track, if multiple possible tagging
tracks are in the event.

SSKT calibration

The same-side kaon-tagger (SSKT) algorithm was developed on samples of copious simulated B0
s

decays and calibrated on B0
s data for the CDF B0

s oscillation frequency measurement [45, 94]. The
version used in this analysis was calibrated on 5.2 fb−1 of data by repeating the measurement of the
B0
s mixing and extracting the dilution [16]. The calibration uses four decays collected using a trigger

on displaced tracks:

• B0
s → D−s π

+, D−s → φ(1020)π−, φ(1020)→ K+K−;

• B0
s → D−s π

+, D−s → K∗(892)0K−,K∗(892)0 → K+π−;

• B0
s → D−s π

+, D−s → π+π+π−;

• B0
s → D−s π

+π+π−, D−s → φ(1020)π−, φ(1020)→ K+K−.

where about half of the signal events are contributed by the first channel. At Level 1 the trigger
reconstructs tracks in the drift chamber. It requires two oppositely-charged particles with thresholds
in individual and combined transverse momenta. At Level 2, a dedicated custom-hardware processor
associates the r−φ position of hits in the silicon detector with the reconstructed tracks [92]. This pro-
vides a precise measurement of the track impact parameter, d0, which is used to efficiently discriminate
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Figure 4.16: Amplitude scan as function of ∆ms using 5.2 fb−1 of data to determine the SSKT dilution scale
factor [16].

hadronic decays of heavy flavor particles from light-quark backgrounds. A complete event reconstruc-
tion is performed at Level 3. Offline reconstruction of B0

s meson candidates begins by selecting D−s
meson candidates. The φ(1020) and K?(892)0 intermediate resonances in the D−s decays are exploited
to suppress background, by requiring candidates to be consistent with their known masses [3]. The
D−s meson candidates are then combined with one or three additional charged particles to form a
B0
s candidate. We constrain the D−s momentum and the additional particle(s) to originate from a

common vertex in three dimensions.
The probability for observing the B0

s in a flavor eigenstate as a function of time is

P (t)B0
s(B̄0

s) ∝ |1± cos ∆mst|. (4.9)

By folding the effect of the SSKT dilution, the probability becomes

P (t)B0
s(B̄0

s) ∝ |1±D cos ∆mst|. (4.10)

By introducing an amplitude, A, such that

P (t)B0
s(B̄0

s) ∝ |1±ADp cos ∆mst|, (4.11)

the mixing frequency ∆ms is measured through an amplitude scan [95]. The parameter ∆ms is fixed to
different probe values, and a fit for the amplitude is performed at each point. If the same side tagging
is properly calibrated, the amplitude is consistent with unity when ∆ms approaches the true value
and with zero elsewhere. An over- (under-)estimation of the dilution implies a measured amplitude
value smaller (greater) than one.

Fig. 4.16 shows the results of the amplitude scan on 5.2 fb−1 of data [16]. The amplitude is
consistent with unity at ∆ms = 17.79 ± 0.07 ps−1, a value consistent with the known values [3],
showing that the SSKT is properly calibrated. The size of the amplitude at maximum and the
measured dilution scale factor for the SSKT yields SD = 0.94± 0.2. We measure a tagging efficiency
of (52.2± 0.7)%, and an average predicted dilution on hadronic B0

s signal of (25.9± 5.4)%. The total
SSKT tagging power is (3.5± 1.4)%.
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4.3 Flavor identification

Use of SSKT in the analysis

We do not extend the calibration of the SSKT to the full data set. This is in mostly due to the
marginal increase in calibration sample event yield with respect to the 5.2 fb−1 analysis. Only an
approximately 20% increase in B0

s → D−s π
+ signal sample size is available against an almost doubled

integrated luminosity. The displaced-track trigger rate, which selects the hadronic decays used for
calibrations, was severely suppressed in the latest part of data-taking period to prioritize high-pT
triggers aimed at collecting Higgs-boson decays. The lack of sufficient SSKT calibration data for the
most recent data poses a significant challenge to finalizing the βJ/ψφs measurement on the full CDF data
set. In order to decide the best strategy, a number of detailed studies on simulated experiments are
conducted. First, we evaluated the impact of the scale-factor resolution on the relevant fit parameters
in the ideal case of SSKT scale factor known with infinite precision (σ = 0). Table 4.3 report the
average fit results on about 1000 simulated experiments, each corresponding to 5.2 fb−1 of data.

Fit variable Pseudoexperiment results Resolution improvement %
(a) (b)

β
J/ψφ
s [rad] 0.140± 0.128 0.138± 0.125 2.34

∆Γs [ps−1] 0.0686± 0.0289 0.0685± 0.0289 0
cτ [µm] 458.114± 6.141 458.08± 6.135 4.26

Table 4.3: Fit results on simulated experiments with different SSKT scale factor uncertainties. Column (a):
SSKT scale factor Gaussian constrained to calibrated uncertainties, SD(SSKT) = 0.94± 21.1% [96]. Column
(b): SSKT scale factor assumed to be known with infinite precision, σSD(SSKT) = 0. Last column report the
percentage of improvement on the fit parameters resolution.

A better knowledge of the SSKT scale factor affects only marginally the estimated parameters
uncertainties in our experimental conditions. We also estimate the impact of not using the SSKT
in latest data, using simulated experiments. We find the impact of this choice to be limited. The
average improvement in βJ/ψφs resolution from including the SSKT in the full sample with a dilution
known to the same level of accuracy as for the 5.2 fb−1 analysis does not exceed 12%, as shown in
Fig. 4.17. Since recent data may suffer from a considerably larger uncertainty on SSKT dilution, the
gain is likely to be even smaller.

Hence, we decided to use the calibration obtained with 5.2 fb−1 of data [96] and, accordingly,
use the information from the SSKT tagger only in the first half of the sample. This conservative
choice prevents potential systematic uncertainties arising from changes in the tagger performances as
a function of time and does not significantly degrade the final sensitivity to the mixing phase.
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Figure 4.17: Mixing phase resolution studies. Black (blue) dots refer to the uncertainty on the mixing phase
estimated from the fit to simulated samples in which SSKT is used in the whole (first half of) data sample.
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Chapter 5

The fit to the time evolution

This chapter describes the fit to the time-evolution of the flavor-tagged, CP -even and CP -odd fraction
of B0

s→J/ψφ decays used in the measurement.

5.1 Generalities

We use the maximum likelihood method (ML) to determine the set of unknown parameters ϑ. Each
of the N decay candidates is described by a vector of event observables xi. We denote by p(x|ϑ) the
probability density function (PDF) that describes the expected distribution of events in the space of
event observables x, given the vector of parameters ϑ. We construct the likelihood function as

L(ϑ) =
N∏
i=1

p(xi|ϑ), (5.1)

which is maximized with respect to ϑ. In practice we perform a numerical minimization of − ln L(ϑ).
This is convenient to avoid finite precision problems that may arise when many small numbers are
multiplied together. The numerical minimization is performed by using the MINUIT package [97] and
the ROOT analysis framework [98].

5.2 Likelihood function

The PDF for an event is the linear combination of two components, the signal and the background
PDF. Each is normalized to unit and it is decomposed in products of PDFs for each event observable
when event variables are independent, or includes multi-observable joint PDFs otherwise. We use
the following event variables: the mass of B0

s candidates and its uncertainty (m and σm), the proper
decay time and its uncertainty (ct and σct), the flavor tag with its predicted dilution for both OST
and SSKT (ξ and D), and finally the three transversity angles Ω = (cos Ψ, cos Θ,Φ). Considering fs
the signal fraction in the sample, the entire PDF for an event is symbolically expressed as

PDF(xc|ϑ) =fsPs(m|σm)Ps(ct,Ω, |σct, ξ,D)Ps(σct)Ps(ξ)Ps(D)+
(1− fs)Pb(m)Pb(ct|σct)Pb(σct)Pb(Ω)Pb(ξ)Pb(D).

(5.2)

We treat the background distributions (Pb) as fully separable in all the observable subspaces except
for the decay-length PDF (Pb(ct)), which depends on decay-time resolution. For the signal, the full
probability density function (Ps) is more complex. The full PDF construction is detailed in the
following subsections.
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Chapter 5. The fit to the time evolution

5.2.1 J/ψKK mass PDF

The signal mass distribution Ps(m|σm) is modeled by a Gaussian function with central valueM , fixed
to the known value of 5.3667 ± 0.0004 GeV/c2 [3], and width equal to the candidate-specific mass
resolution σm determined by the kinematic fit to the tracks scaled using a factor sm to account for a
common misestimation of mass uncertainties. The background mass model Pb(m) is empirically chosen
to be a straight line function, which models appropriately the dominant combinatorial background.
Other sources of background such as B0 → J/ψKπ are considered in the systematic uncertainties
(Chapter 6). We do not include explicitly the PDF of σm in the fit because it has similar distribution
for signal and background, as shown in Fig. 5.1. The effect of small residual differences is included in
an alternative fit, described in Sect. 6.1.

Figure 5.1: Mass uncertainty distributions for sideband-subtracted signal (red) and background (blue).

5.2.2 PDF of angles and decay time for signal

The PDF describing the distribution of transversity angles and ct of signal candidates is not separable
and it is modeled by the differential decay rate as function of the transversity angles and proper decay
time, d4Λ/(d3Ω dt).

Sculpting of the angular distributions caused by non-hermeticity of the detector and biases induced
by the selection criteria are included along with the resolution on the measured ct of the candidate, σct.
The angular acceptance is observed to be independent of ct and is modeled by a multiplicative term,
ε(Ω). Such a term is parametrized by an expansion in spherical harmonics and Legendre polynomial
(Sect. 4.1).

The ct resolution is used to smear all terms describing the time evolution in the differential decay
rate. Therefore, the exponential functions describing the decay and the oscillating functions for the
mixing probability are convolved with the ct resolution function. This is empirically parametrized with
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5.2 Likelihood function

a sum of two Gaussian functions whose parameters are extracted from the fit of the ct distribution of
prompt background. Once the analytical form of the resolution function is given, the smeared terms,
properly normalized, are used to replace the time evolution functions of the decay rate,

P (ct,Ω|σct) = ε(Ω)d4Λ/(d3Ω dt)⊗R(ct|σct) (5.3)

The analytical form of the differential decay rate d4Λ/(d3Ω dt) for B0
s→J/ψφ is found in Ref. [8],

although we used a more compact formalism [44]. We included a potential S-wave contamination
from decays in which the kaon pairs originate from decays of the scalar f0(980) resonance or are not
resonant (Sect. 1.4.1).

Production flavor PDFs

The decay rate for a meson initially produced as a B̄0
s meson differs from the rate of an initial B0

s

meson because of the sign flip in the oscillating terms in the decay rate. We exploit this difference
for a more precise estimation of the mixing phase by introducing flavor tag information. In Eq.
(5.2), we decompose the PDF in various components using conditional-probability, P (ξ), P (D), and
P (Ω, ct|σct,Di, ξi). The index in the last term labels the two tagging algorithms used in the analysis.
The PDF that accounts for the tag decision takes into account the efficiencies εi of the two taggers
(Sect. 4.3),

P (ξ) ≡ P (ξ1)P (ξ2) =
2∑
j=1

εjδ (|ξj | − 1) +

1−
2∑
j=1

εj

 δ

 2∑
j=1

ξ − 0

 . (5.4)

The PDF of the dilution (P (Di)) is modeled with an histogram from data. Independent histograms
are used for signal and background, and for different tagging algorithms. The signal histograms are
derived from background-subtracted data; the background dilution histograms are derived from mass-
sidebands data. These distributions are reported in Fig. 5.2 for OST (left) and SSKT (right).
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Figure 5.2: Dilution histograms for OST (left) and for SSKT (right). Comparison between sidebands and
sidebands–subtracted data.

Tagging dilutions (both OST and SSKT) are multiplied by a scale factor si to account for mis-
modeling. These scale factors are separately extracted from a dedicated calibration of both taggers
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Chapter 5. The fit to the time evolution

(Sect. 4.3). In the likelihood, each scale factor is free to float within a Gaussian constraint correspond-
ing to the calibrated values.

Finally, the complete angular and decay-time PDF is

P (Ω, ct|σct,D1,D2, ξ1, ξ2) = 1 + ξ1s1D1

1 + |ξ1|
1 + ξ2s2D2

1 + |ξ2|
P (Ω, ct|σct)

+ 1− ξ1s1D1

1 + |ξ1|
1− ξ2s2D2

1 + |ξ2|
P̄ (Ω, ct|σct).

(5.5)

Because we use SSKT only in the first 5.2 fb−1 of data, the likelihood is factorized as follows:

L = LOST+SSKT × LOST, (5.6)

where LOST+SSKT refers to the likelihood of the first half of the sample, whose PDFs contains both
OST and SSKT observables and parameters, while LOST refers to the second part of the sample,
where only the OST information is exploited. In the likelihood, LOST has four fewer fit parameters
than LOST+SSKT: the SSKT tagging efficiency for signal and background (εs(SSKT) and εb(SSKT)),
the SSKT background tag asymmetry (A+(SSKT)) and the SSKT dilution scale factor SD(SSKT).
Moreover, the SSKT dilution PDFs are not included in LOST, while the tag decision PDF Eq. (5.4)
and the angular and decay-time PDF Eq. (5.5) only include the index for the OST case.

5.2.3 Background lifetime PDF

Building on precise lifetime measurements performed at CDF in similar final states [99] three compo-
nents are identified in the ct distribution of background events:

• a prompt narrow structure, which account for the majority of the combinatorial background
events, expected to have no significant lifetime;

• two positive exponentials used to describe background that appears as being longer lived;

• a negative exponential for those background events that mimic a negative decay length in the
vertex reconstruction.

The prompt peak of the background allows to determine the core of resolution function in ct. The
resolution function is modeled using two Gaussian distributions,

R(ct|σct) = f1G1(ct, sct1σct) + (1− f1)G2(ct, sct2σct), (5.7)

where f1 is the fraction of the first Gaussian distribution, and sct1 and sct2 are scale factors of candidate
specific ct-uncertainty, σct, that are free to float in the fit.

5.2.4 Background angular PDF

The background PDF of the transversity angles is parametrized empirically from sidebands of the B0
s

mass distribution. Each transversity angle distribution is observed to be independent of the others
with good approximation, P (Ω) = P (cos Θ)P (Φ)P (cos Ψ). The background angular distributions are
also found to be independent of ct (Fig. 5.3). A satisfactory model consists in the following empirical
functions: f(cos Θ) ∝ 1 − a cos2(Θ), f(Φ) ∝ 1 + b cos(2Φ) (where a and b are fit parameters), and
f(cos(Ψ)) = const. This model is simpler than the model used in the previous analysis [16] but equally
accurate.
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Figure 5.3: Angular distribution of cos Θ (a), Φ (b), and cos Ψ (c), for events restricted to various intervals
of ct.

5.2.5 Lifetime uncertainty PDFs

The empirical PDF for the decay-time uncertainty uses Gamma functions as follows:

P (σct) = fP
(σct)a1e

σct
b1

(b1)a1+1Γ(a1 + 1) + (1− fP ) (σct)a2e
σct
b2

(b2)a2+1Γ(a2 + 1) , (5.8)

where the a1 b1 a2, and b2 define the mean and the width of the first and the second distribution
respectively, and fP defines the fraction of the first distribution. Both the background and the
signal PDF have the form of Eq. (5.8) with different parameters. These parameters are found with
a preliminary lifetime-only fit on data. The parameters values are then used as input in the full
likelihood used for the complete analysis.

5.2.6 Summary of the fit variables

The parameters of the maximum likelihood fit are listed in Table 5.1. Those parameters used to model
the lifetime uncertainty PDF are not listed, since they are not floating, but they are determined with
a previous lifetime-only fit. For convenience in writing the likelihood, a change of variables is applied
to the parameters for the polarization amplitudes Ai. Following the formalism in [44], the polarization
amplitudes at t = 0 are derived from the estimation of the time-integrated rate, |ai|2, to each of the
polarization states. Exploiting the unitarity relation

∑
i=0,||,⊥ |ai|2 = 1, we can fit the polarization

rates using the fraction α|| = |a|||2/(1 − |a⊥|2) and α⊥ = |a⊥|2 which relate to the amplitudes |Ai|2

as follow:

|A⊥|2 = α⊥y

1 + (y − 1)α⊥
, (5.9)

|A|||2 =
(1− α⊥)α||

1 + (y − 1)α⊥
, (5.10)

|A0|2 =
(1− α⊥)(1− α||)

1 + (y − 1)α⊥
, (5.11)

with y ≡ (1 + z)/(1− z) and z ≡ cos 2βs∆Γs/2Γs.
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Parameter Description

β
J/ψφ
s CP -violating phase of B0

s -B̄0
s mixing amplitude

∆Γs Lifetime difference ΓL − ΓH
α⊥ Time-integrated rate of polarization state |a⊥|2

α‖ Fraction of the time-integrated rate of polarization states |a‖|2/(1− |a⊥|2)

δ⊥ Arg(A⊥A?0)

δ‖ Arg(A‖A?0)

cτ B0
s mean lifetime

|AS |2 Fraction of S-wave K+K− component in the signal

δS Strong phase of S-wave amplitude

∆ms B0
s -B̄0

s mixing frequency

fs Signal fraction

sm Mass uncertainty scale factor

p1 Mass background slope

sct1 Lifetime uncertainty scale factor 1

sct2 Lifetime uncertainty scale factor 2

fR Relative fraction of Gaussians of the decay-length resolution

fpr Fraction of prompt background

fΛn Fraction of background with Λn lifetime

fΛ1 Fraction of background with Λ1 lifetime

Λn Inverse of lifetime of a background component

Λ1 Inverse of lifetime of a background component

Λ2 Inverse of lifetime of a background component

a Parameter in background fit to Φ

b Parameter in background fit to cos Θ

SD(OST) OST dilution scale factor

SD(SSKT) SSKT dilution scale factor

εb(OST) OST tagging efficiency for background

εb(SSKT) SSKT tagging efficiency for background

A(OST) OST background tag asymmetry

A(SSKT) SSKT background tag asymmetry

εs(OST) OST tagging efficiency for signal

εs(SSKT) SSKT tagging efficiency for signal

Table 5.1: Overview of fit parameters.

5.3 Fit validation and checks

We perform several tests of the fit to validate the correctness of its implementation, to test the statis-
tical limits of our sensitivity to the parameters of interest, and to investigate the likelihood properties
under various circumstances. The procedure is as follows: assuming a given set of true values for the
fit parameters, ϑinput, we generate a large set of pseudoexperiments, randomly sampling the prob-
ability density function in each variable subspace to assign event variables. Each pseudoexperiment
represents a statistically independent sample of events. We fit each of these pseudoexperiments as if
they were experimental data. For each floating fit parameter ϑ, the pull distribution P is defined as

P = ϑfit − ϑinput
σϑ

, (5.12)

where ϑfit and σϑ are the ML estimate of the parameter under study and its uncertainty, respectively.
We expect P to follow a Gaussian distribution centered at zero with unit variance for any set of input
true values ϑinput. Any deviation from Gaussian-distributed pulls indicates potential features of the
likelihood that may need to be accounted for in the measurement. Examples of such occurrences are
when a bound is imposed on the parameter range or when the actual dimensionality of the likelihood
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5.3 Fit validation and checks

depends on the true value of some parameters. We generate 1000 pseudoexperiments, each with
similar event yield as in data. In the following subsection we report an overview of the most relevant
of these tests in two different fit configurations: a fit in which the mixing phase is constrained to the
SM value (CP -conserving fit) and a fit in which the phase is allowed to float (CP -violating fit).

5.3.1 CP -conserving fit

We first inspect the pull distribution of the parameters of highest physics interest: ∆Γ, cτ , α‖, α⊥, and
the strong phases δ⊥ and δ‖ (Fig. 5.4). The pulls are regular for all quantities but δ‖ (Fig. 5.4(f)). The
δ‖ pull shows a non-Gaussian behavior, which makes challenging to quote a reliable point estimate.
The likelihood for the δ‖ parameter has a symmetry for reflection around δ‖ = π; for estimated values
close to the symmetric point π, the minimization process may not unambiguously differentiate the
two symmetric, close minima and tends to return the boundary value, π, as estimate. Hence, we chose
not to include a point estimate of δ‖ among the measurement’s results.

The pull of α⊥ shows a bias of approximately 0.2 standard deviations. Also α‖ shows a bias
of about 0.1 standard deviations. After verifying that the entity of these biases is moderate and
independent of the true values of parameters, we decide to add such biases as fit-related systematic
uncertainties.
The S-wave amplitude parameter ASW is left free to float in the fit, but within a [0,1] boundary

to prevent ASW from assuming unphysical negative values. These are not allowed in the likelihood,
where the Swave amplitude enters under a square root. The pull distribution for the S-wave amplitude
ASW and its phase δs with respect to the P -wave is shown in Fig. 5.4(g) and Fig. 5.4(h). We observe
a deviation from the Gaussian distribution of the ASW pull, while the δs pull distribution appears
more regular, even if not properly Gaussian. This is attributed to the choice of an ASW value in the
generation of the pseudoexperiments that is very close to the boundary (1.8 ± 2.3)%. That value is
obtained from the fit to data in the previous CDF measurement [16]. A closer inspection to the ASW
estimator is given in Fig. 5.5(a). For estimated values close to the boundary, the minimization tends
to return the boundary value as estimate. Fig. 5.5(a) shows indeed that more than half of the fits
find an ASW value that is either zero or in the interval [0.0 − 0.02] while the residual in Fig. 5.5(b)
clearly indicates a biased estimate. Hence, we conclude that the boundary at ASW = 0 induces the
values found for ASW and deforms the pull distribution (Fig. 5.4(g)).

In addition, the fit occasionally shows numerical problems, because the minimizer finds an absolute
minimum at the limit of the ASW domain (see Ref. [100]). We fix those cases by initiating another
minimization from a local minimum of the likelihood, moving the starting point of ASW . To support
the hypothesis that the boundary is biasing the ASW estimator, another set of pseudoexperiments is
generated, with generation value of ASW = 25%, far away from the boundary. We expect a Gaussian
distribution centered at 0.25 for the ASW estimates. Fig. 5.6 shows the resulting distribution, in
agreement with the expectations.

The mean fit uncertainty for the physics parameters in the simulated experiments is comparable
with the uncertainty observed in data. This comparison is reported in Table 5.2, together with the
parameters describing the pull distributions (mean and width). The maximum likelihood values are
reliable, and the observed uncertainties agree with expectation from pseudoexperiments, except for the
uncertainty on δ⊥, which is larger than estimated in data. In a large fraction of pseudoexperiments,
the fit may converge to a minimum different from the generation value, due to the proximity of the
two minima. In such cases the fit uncertainty increases. However, the difference between the mean
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uncertainty as extracted from pseudoexperiments and the fit uncertainty in data is compatible with
the systematic uncertainty (Chapter 6) associated to δ⊥ from pull studies, suggesting that this feature
should not be an issue for the final estimation of this parameter.

Parameter Pull mean Pull σ Mean uncertainty Fit uncertainty in the data

cτ −0.043±0.036 1.049±0.028 0.00061 0.00062
∆Γs 0.017±0.034 0.998±0.028 0.028 0.029
α⊥ −0.180±0.032 0.942±0.028 0.012 0.012
α‖ 0.072±0.032 0.957±0.027 0.013 0.012
δ⊥ −0.049±0.027 0.802±0.030 0.58 0.612

Table 5.2: Mean and σ of the pull distribution; variable mean uncertainty and in the last column the fitted
parameter uncertainty.

5.3.2 Independence from nuisance parameters

To test the independence of the ML estimates from true values of nuisance parameters, we repeat
the pull study by generating 2000 pseudoexperiments in which the true values of nuisance parameters
are sampled randomly. The range of sampled values is chosen to be centered at the ML estimate in
data and extends to ± 5 times the estimated uncertainties. A result summary of this test is reported
in Fig. 5.7. No significant dependence on the true values of nuisance parameters is observed.

5.3.3 CP -violating fit

We validated the fit in which the mixing phase phase is free to vary using pseudoexperiments generated
with various true values of βJ/ψφs and values of nuisance parameters as used for the CP -conserving
fit studies. Fig. 5.8 shows the pull distribution for the main physics parameters. Significant bias
is observed for the ∆Γ estimate. Contrary to previous CDF measurement, Fig. 5.9. shows that no
significant bias is affecting βJ/ψφs , probably owing to the larger data sample size now available. Similar
considerations as for the CP -conserving case hold for the δ‖, ASW , and δs estimates.

In Table 5.3 we report a comparison between the mean uncertainties on a given parameter observed
in the pseudoexperiments and the uncertainties obtained by fitting data. Again, the considerations

Parameter Pull mean Pull σ Mean uncertainty Fit uncertainty in the data

β
J/ψφ
s 0.046 ±0.033 0.984±0.032 0.197 0.123
cτ −0.086±0.030 0.914±0.025 0.00069 0.00058
∆Γs 0.026±0.032 0.965±0.028 0.038 0.028
α⊥ −0.197±0.032 0.949±0.028 0.012 0.011
α‖ 0.170±0.032 0.963±0.027 0.013 0.011
δ⊥ −0.020±0.019 0.537±0.026 1.701 0.739

Table 5.3: Mean and σ of the pull distribution corresponding to the 10 fb−1 CP -violating fit.

made in the CP -conserving case are still applicable here.
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5.4 Final considerations on the likelihood fit

The ML fit yields unbiased or minimally biased estimates of the key physics parameters with βJ/ψφs

fixed to its expected value in the SM (0.02). The fit parameters for which point estimates are sta-
tistically reliable are the proper decay length, cτ , the decay-width difference, ∆Γs, the polarization
fractions α⊥ and α‖, and the strong phase δ⊥.

When the mixing phase βJ/ψφs is left free to vary, the fit shows significant biases on ∆Γs. In the
previous iteration of the analysis the origin of this has been carefully tracked down to [16]

1. a combination of the complications due to likelihood symmetries, which introduce multiple,
equivalent solutions,

2. the fact that the sensitivity to some parameters mathematically depends on the estimated values
of others,

3. and the current sample size being still insufficient to approximate the asymptotic regime for the
given likelihood.

Hence, we decided not to quote point estimates from the CP -violating fit and report results in the
form of confidence intervals by resorting to the Neyman construction of a fully frequentist confidence
region [101].
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Figure 5.4: Pull distributions for the main physics parameters of the CP -conserving fit.
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Figure 5.5: Maximum likelihood estimate (a) and residual (b) distributions for the Swave amplitude ASW in
pseudoexperiments generated with ASW = 1.8 %, as obtained from previous CDF measurements [16].
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Figure 5.6: Maximum likelihood estimate (a), residual (b) and pull (c) distributions for the Swave amplitude
ASW in pseudoexperiments generated with ASW = 25%.
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Figure 5.8: Pull distributions for the main physics parameters for the CP -violating fit.
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Figure 5.9: βJ/ψφs pull distribution.
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Chapter 6

Systematic uncertainties

In this chapter we discuss the systematic uncertainties considered in the measurement.

6.1 General approach

Several assumptions are made in the description of the likelihood, and additional experimental and
physics effects are not fully accounted for. We consider many of these as sources of potential systematic
uncertainty. Systematic uncertainties are assigned to include effects from potential mismodeling in the
fit, or physical effects that are not well known or fully incorporated into the model. For each considered
systematic effect, two sets of about 500 pseudoexperiments each are generated, one by randomly
drawing events sampled from the likelihood corresponding to the default fit model, the other using a fit
model appropriately modified to reproduce each individual effect considered. The pseudoexperiments
of the two sets are generated using the same seeds for the pseudorandom generator, in order to
minimize the impact of statistical fluctuations. For each observable, we study the distribution of
differences between the result of the fit on the default pseudoexperiments and the results on the
modified pseudoexperiments. The systematic uncertainty associated to each observable is then taken
to be the mean of the distribution of these differences

σsyst = |〈ϑfit
syst − ϑfit

ref〉|, (6.1)

where the subscripts syst and ref stand for the pseudoexperiment generated according to the modified
or default models, respectively. When the statistical uncertainty on the mean value of the observed
difference exceeds the difference itself, we choose to consider the statistical uncertainty, rather than the
central value, as systematic uncertainty. The B0

s lifetime, width-difference and transversity amplitudes
values to be used in the simulation are taken from a previous CDF measurement [102]. In the following
we list the considered systematic effects.

6.1.1 Signal angular efficiency

One source of systematic uncertainty is the modeling of the angular efficiency of the detector de-
scribed in Sect. 4.1 . The detector efficiency is modeled with a linear combination of Legendre
polynomials and spherical harmonics. The expansion coefficients of these functions are obtained by
fitting a three-dimensional efficiency distribution obtained using simulated events. This simulated
sample is reweighted to match the kinematic distributions observed in data. If the modeling or the
pT reweighting is inaccurate, a systematic bias could be introduced. To probe the impact of an
extreme mismodeling, we generated pseudoexperiments using an unreweighted simulated sample to
derive the detector acceptance (Fig. 6.1) and fit them using the default fit model. This source of sys-
tematic uncertainty represents the leading contribution to the systematic uncertainties on the squared
magnitudes of the polarization amplitudes.
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Figure 6.1: Comparison between angular distributions of reweighed and non-reweighed simulation.
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6.1.2 Signal mass model

The B0
s mass distribution is fitted by default with a single Gaussian distribution. Possible mass-shape

mismodelings could introduce biases. To test the size of a potential systematic effect, an alternative
PDF for the signal mass is used, which consists of two Gaussian distributions, with same mean and
independent widths. The relative sizes of the two areas and widths are left floating in a fit to data.
Pseudoexperiments with a double-Gaussian signal mass model, described by the parameters extracted
from the fit on data, are generated and fit with the default single Gaussian parameterization. The
impact on the systematic uncertainties is moderate.

6.1.3 Background mass model

Similarly, the straight-line model used for the mass distribution of combinatorial background events
could contribute a systematic uncertainty, if inadequate to describe the data. The systematic uncer-
tainty associated with the background mass model is calculated by fitting the B0

s sideband mass distri-
bution in data with a second-order polynomial function, and generating pseudoexperiments according
to the resulting fit parameters. The pseudoexperiments are then fit with the default straight-line
function. The impact of this source on systematic uncertainties is limited.

6.1.4 Lifetime resolution model

The lifetime measurement is crucially sensitive to the accuracy of the lifetime resolution model. In
the central fit, the time-dependent component of the likelihood is convoluted with a two-Gaussian
resolution function. To test the effect of a misparameterization of the resolution function, an alterna-
tive three-Gaussian resolution model is used. The parameters of the three-Gaussian model are used
to generate a set of pseudoexperiments subsequently fitted with the default model. This systematic
shift has a significant impact on the δ⊥ determination, with a smaller impact on the other parameters
of interest.

6.1.5 Background lifetime fit model

The modeling of the various components of the effective lifetime background (Sect. 5.2.3) can sys-
tematically affect the B0

s lifetime measurement. We include an alternative background-lifetime model
using the histogram of the proper time of the events populating the signal mass sidebands (with ct
resolution parameters fixed at the results of the default fit). The same histogram used to build the
PDF for the alternative fit is used to generate pseudoexperiments that are then fitted with the default
model. This has a relevant impact on several observables. It represents nearly 80% of the ∆Γs total
systematic uncertainty. An impact in excess of 40% is also observed on the determination of the B0

s

lifetime and δ⊥.

6.1.6 Angular background model and correlations

A similar strategy is used to estimate the size of the contribution due to a mismodeling of the an-
gular background distribution (Sect. 5.2.4). We use histograms of the transversity angles of events
populating the mass data sidebands to generate pseudoexperiments that are fitted with the default
parametrization (Sect. 5.2.4). Also, two-dimensional histograms of the angles versus σct are used to
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probe potential biases from neglected correlations among these quantities. This results in a modest
impact on the main observables.

6.1.7 Signal-to-background differences in mass uncertainty

In the central fit, we assume the mass resolution to be the same for signal and background events.
The effect of any inaccuracy in this assumption is tested by using an alternative fit that includes
the mass uncertainty distributions modeled by histograms restricted to B0

s sidebands for background
events and sideband-subtracted signal-region for signal events, separately (Fig. 5.1). To generate the
pseudoexperiments, we sample the background mass uncertainties from separate upper and lower
sideband histograms. This accounts also for any bias from small correlations between σm and the
reconstructed invariant mass, which are not included in the central fit. This affects significantly (≈
31%) the lifetime total systematic uncertainty determination with a minor impact on other observables.

6.1.8 ct uncertainty model

To account for a possible misparametrization of the ct uncertainty distributions, an alternative fit
exploiting the ct uncertainty distributions taken from data histograms is used rather than the model
of Sect. 5.2.5. The PDFs used in the alternative fits are σct histograms of B0

s sideband data for back-
ground events and sideband-subtracted data for signal events. To generate the pseudoexperiments,
we sample the background uncertainties from separate higher- and lower-mass sideband histograms.
This accounts for any effect caused by small observed correlations between σct and the invariant mass.
This is one of the dominant effect for the lifetime and width difference determinations, impacting their
total systematic uncertainty by about 23% and 9% respectively.

6.1.9 B0 → J/ψKπ cross-feed

The B0 → J/ψKπ decays misreconstructed as B0
s → J/ψKK decays are not included in the default

fit, though a fraction of these leaks into the B0
s signal region. We estimate the size of this contribution

from data to be (7.99 ± 0.20)% of the B0
s signal (Appendix A). We generate pseudoexperiments

according to this fraction and fit with the default model which does not account for this component.
The effect from this contribution has limited impact on the final results.

6.1.10 SVX alignment

A systematic uncertainty may arise from imperfect alignment of the silicon detector. A previous
study on the effect of the limited knowledge of the CDF silicon detector alignment [68] concluded
that estimate of the systematic uncertainty on the average decay length cτ in lifetime measurements
is ±2 µm. This study was done by fully reconstructing a number of exclusive B → J/ψX decays.
In both data and simulation under different silicon alignment assumptions, including correlated or
independent shifts of ±50 µm in all silicon detector components. The lifetime was fit and the largest
deviation in results from the central values was taken as the systematic uncertainty on the lifetime
due to the assumption of nominal silicon alignment.
The value of ±2 µm systematic uncertainty on cτ(B0

s ) can also be used to assess secondary effects on
the other parameters of interest. Due to correlations between the B0

s lifetime and the other physics
parameters, it is reasonable to expect that an additional uncertainty on the lifetime measurement
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6.2 Total systematic uncertainty

Source cτ [µm] ∆Γ [ ps −1] |A‖(0)|2 |A0(0)|2 δ⊥

Signal angular efficiency 0.29 0.0014 0.0134 0.0162 0.076
Mass signal model 0.17 0.0007 0.0006 0.0020 0.018

Mass background model 0.14 0.0006 0.0003 0.0002 0.034
ct resolution 0.52 0.0010 0.0004 0.0002 0.066
ct background 1.31 0.0057 0.0006 0.0012 0.064

Angular background 0.46 0.0037 0.0011 0.0022 0.009
Mass uncertainty 0.85 0.0006 0.0003 0.0002 0.036
ct uncertainty 0.63 0.0006 0.0003 0.0002 0.038

Bd → J/ψK∗ cross-feed 0.42 0.0055 0.0009 0.0058 0.039
Vetex detector alignment 2.0 0.0004 0.0002 0.0001 0.034

Pull bias 0.2 0.0012 0.0021 0.0008 0.02
Total 2.8 0.009 0.014 0.018 0.15

Statistical 5.7 0.026 0.010 0.012 0.53

Table 6.1: Systematic uncertainty summary.

propagates into additional uncertainties in the measurements of other parameters. To quantify this
contribution to the other parameters’ uncertainties, pseudoexperiments in which the decay time in
each event is randomly shifted by ±2 µm are generated and fit with the default fit. The mean of the
differences between fit results is used as systematic uncertainty.

6.1.11 Fit biases

We assign a systematic uncertainty to parameters whose ML estimates show a bias, as studied
in Sect. 5.3, which consists in the mean shift ∆i = |ϑfit

i − ϑgen
i | where ϑfit

i is the estimate in the
pseudoexperiments, and ϑgen

i is the value used in the generation of the pseudoexperiments, corre-
sponding to the estimate in data.

6.2 Total systematic uncertainty

Final systematic uncertainties obtained with the strategy described above are reported in Table 6.1.
They are smaller than statistical uncertainties for some parameters such as ∆Γsbut dominate the
uncertainty on the polarization amplitudes.

A different approach is also used to verify the reliability of the estimation of systematic uncertain-
ties. When possible, an alternative fit on data is performed whose likelihood function includes the
potential systematic mismodelings, and the difference between the estimation of the observables with
the alternative fit model and the values obtained with the default fit model is taken as systematic
uncertainty. The purpose of these alternative fits is to provide an independent estimate of the size
of the systematics uncertainties to cross check the estimate made by using pseudoexperiments. Very
good agreement is found between the two approaches. Hence, for the final results we choose the one
performed with pseudoexperiments since it is less affected from statistical fluctuations.
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Chapter 7

Results

In this chapter we present and discuss the results of the maximum likelihood fit to the time-dependent
angular distributions of flavor tagged B0

s→J/ψφ decays. We first report results from the fit in which
the CP -violating phase βJ/ψφs is fixed to its SM value and then the results from the measurement of
CP violation. Projections of the results of the likelihood fits in relevant distributions are also shown to
ensure that the assumed models for the data distributions are accurate. The final results are compared
with recent results from other experiments and theory predictions.

7.1 Lifetime, decay-width difference, and polarization ampli-
tudes

The fit with mixing phase fixed to the SM values is used to determine the lifetime, decay-width-
difference and polarization amplitudes. Fit projections are in Fig. 7.1 and Fig. 7.2. The proper-
decay time projection (Fig. 7.1) shows an overall agreement of background and signal distribu-
tions with the fit model. This is particularly evident in Fig. 7.1(b), which shows projections for
a signal-enriched sample, obtained by restricting the sample to events populating the signal region,
5.34 < mB0

s
< 5.39 GeV/c2, and subtracting from them the distribution of events in the background-

rich region (sideband), (5.291 < mB0
s
< 5.315 GeV/c2) ∪ (5.417 < mB0

s
< 5.442 GeV/c2). The chosen

model shows a good ability to reproduce data distributions separately for signal and background
(Fig. 7.1(c)) events. In this measurement, the significant fraction of prompt background (with vanish-
ing lifetime) is exploited by the fit to precisely constrain the modeling of the resolution function in ct,
yielding a precise determination of the scale factors for the decay-length uncertainty. The accuracy
of the ct-resolution model is supported by the excellent fit agreement with data at negative values
of ct, where the shape of the distribution is dominated by resolution effects. Fit projections for the
transversity angles in the signal and sideband regions are shown in Fig. 7.2. The good agreement
validates the angular parameterization of both the signal and background distributions.
In Fig. 7.3 the scans of the likelihood for ∆Γs, δ⊥ and δ‖ are shown. Each scan is obtained by
calculating the value of the likelihood at various values of the corresponding parameter with all other
parameters fixed at the values obtained in the global minimum of the likelihood. The scan is not a
profile-likelihood (re-minimization of all parameters for each point), and provides only a qualitative
idea of the shape of the likelihood around the minimum of the parameter. The scans show a regular,
parabolic shape for the former two parameters, and a non-parabolic shape for the latter, confirming
previous findings (Chapter 5).
Table 7.1 reports the full fit results. Inspection of the technical fit parameters show that the back-
ground at ct < 0, which is due to misreconstructed events, exhibit similar effective lifetime as the
short-lived the background at ct > 0, in agreement with the expectation that such misreconstruction
effect is symmetric with respect to ct = 0. The efficiencies of either OST and SSKT taggers are in
agreement with expectations from the calibrations (Sect. 4.3).
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Figure 7.1: Proper decay time projection for the SM fit in the complete fit range (a), and for events restricted
to the 5.34 < mB0

s
< 5.39 GeV/c2 region whose distribution is subtracted of sideband data distributions (b)

and in the mass sideband region, with (5.291 < mB0
s
< 5.315 GeV/c2) ∪ (5.417 < mB0

s
< 5.442 GeV/c2) (c).

Since the estimate of δ‖ is biased, we choose not to report its point estimate. A similar consideration
holds for the estimation of δs. The S-wave contribution in the mass region 1.009 < mKK < 1.028
GeV/c2 as measured in data does not allow quoting a reliable estimation of the phase, being the
observed fraction compatible with zero. A dedicated, alternative fit is discussed in Appendix A for a
more precise measurement of the S-wave fraction and a consistency check of the default result.

Fit results referring to the main physical observables are reported in Table 7.2 along with correla-
tions in Table 7.3. In Table 7.4 we also compare the current results with those from the previous CDF
analysis [16], based on a subset of present data corresponding to 5.2 fb−1 of integrated luminosity.
We observe very good consistency for all the results and observe a reduction in statistical uncertainty
as expected from the increase in sample size.

Results for the SM fit using the full dataset and complete with systematic uncertainties are listed
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Figure 7.2: Angular distributions, along with projection of the SM fit, for the complete fit range (a), for
events restricted to the 5.34 < mB0

s
< 5.39 GeV/c2 region whose distribution is subtracted of sideband data

distributions (b) and in the mass sideband region, with (5.291 < mB0
s
< 5.315 GeV/c2) ∪ (5.417 < mB0

s
<

5.442 GeV/c2) (c).

below

cτs = 458.2± 5.8 (stat)± 2.8 (syst) µm,
∆Γs = 0.068± 0.026 (stat)± 0.009 (syst) ps−1,

|A‖|2 = 0.229± 0.010 (stat)± 0.014 (syst),
|A0|2 = 0.512± 0.012 (stat)± 0.018 (syst),
δ⊥ = 2.79± 0.53 (stat)± 0.15 (syst).
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Figure 7.3: Scan of the likelihood for ct (a), ∆Γs (b), δ‖ (c), and δ⊥ (d).

All results are among the most precise determinations from a single experiment and exhibit an excellent
agreement with the SM predictions and with measurements from other experiments (see Tab. 7.5).
The value of ∆Γs agrees with the SM expectation, although the experimental precision does not
completely rule out the occurrence of ∆Γs= 0 yet. The polarization amplitudes are in good agreement
with the measurements performed by Belle, Babar, and CDF [85, 103, 82] of the B0 → J/ψK∗0(892)
amplitudes, confirming the validity of the SU(3) approximate symmetry in this case. From the
measurements of lifetime and decay width difference and their correlations we derive ∆Γs/Γs =
0.1045 ± 0.048 (stat) ± 0.027 (syst), while from the world average value of the B0 lifetime we derive
τs/τd = 1.006 ± 0.015 (stat+syst). This last result supports the expectations from heavy quark
effective theory models [10].

7.1.1 S-wave fraction

The fraction of S-wave determined by the fit in theKK mass range [1.009−1.028] GeV/c2 is 0.8±1.6 %,
consistent with zero. We set un upper limit on this fraction using the profile-likelihood ratio, described
in detail in Sect. 7.2.1, yielding ASW <5.6% at 95% C.L. and ASW <3.5% at 68% C.L. (Fig. 7.4(a)).
The vanishing value of observed S-wave fraction is consistent with results from a dedicated and more
accurate study based on two-dimensionalm(J/ψKK)−m(KK) fits (Appendix A). The S-wave results
are incompatible with the findings of D0 on a similar mass range (17.3± 3.6%) but compatible with
the more precise LHCb results [18].
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7.2 Mixing phase

Parameter Description Value
β
J/ψφ
s CP -violating phase of B0

s -B̄0
s mixing amplitude fixed to 0.02

∆Γs Lifetime difference ΓL − ΓH 0.068 ± 0.026 ps−1

α⊥ Time-integrated rate of polarization state |a⊥|2 0.279 ± 0.010
α‖ Fraction of the time-integrated rate of polarization states |a‖|2/(1− |a⊥|2) 0.309 ± 0.012
δ⊥ Arg(A⊥A?0) 2.79 ± 0.53
δ‖ Arg(A‖A?0) 3.09 ± 0.36
cτs B0

s mean lifetime 458.2 ± 5.8 µm
|AS |2 Fraction of S-wave K+K− component in the signal 0.008 ± 0.018
δS Strong phase of S-wave amplitude 1.26 ± 0.75
∆ms B0

s -B̄0
s mixing frequency 17.74 ± 0.11 ps−1

fs Signal fraction 0.1721 ± 0.0018
sm Mass uncertainty scale factor 1.727 ± 0.017
p1 Mass background slope -1.89 ± 0.42 (GeV/c2)−1

sct1 Lifetime uncertainty scale factor 1 1.308 ± 0.012
sct2 Lifetime uncertainty scale factor 2 3.34 ± 0.13
fR Relative fraction of Gaussians of the decay-length resolution 0.852 ± 0.010
fpr Fraction of prompt background 0.8839 ± 0.0039
fΛn Fraction of background with Λn lifetime 0.210±0.038
fΛ1 Fraction of background with Λ1 lifetime 0.718 ± 0.039
Λn Inverse of lifetime of a background component 0.040 ± 0.032µm−1

Λ1 Inverse of lifetime of a background component 0.0439 ± 0.0038µm−1

Λ2 Inverse of lifetime of a background component 0.0134± 0.0010µm−1

a Parameter in background fit to Φ 0.1441 ± 0.0062
b Parameter in background fit to cos Θ 0.169 ± 0.013
SD(OST) OST dilution scale factor 1.089 ± 0.049
SD(SSKT) SSKT dilution scale factor 0.85 ± 0.18
εb(OST) OST tagging efficiency for background 0.7592 ± 0.0019
εb(SSKT) SSKT tagging efficiency for background 0.7266 ± 0.0026
A(OST) OST background tag asymmetry 0.4975 ±0.0025
A(SSKT) SSKT background tag asymmetry 0.4956 ± 0.0033
εs(OST) OST tagging efficiency for signal 0.9280 ± 0.0030
εs(SSKT) SSKT tagging efficiency for signal 0.5222 ± 0.0067

Table 7.1: Results of the fit with βJ/ψφs fixed to the SM value using the whole data set.

7.2 Mixing phase

A further refinement of the estimation method is necessary to extract the main result of this thesis:
the measurement of the CP -violating mixing phase, βJ/ψφs . Sect. 5.3 shows that non-negligible biases
depending on the true values of the parameters affect the ML estimates of the full fit with βJ/ψφs allowed
to float, which makes extremely challenging and likely unreliable any attempt at bias corrections. In
addition, the estimated uncertainties are unlikely to represent actual confidence intervals with the
desired level of confidence.

Hence, an approach that is robust against the above effects is strongly desired to produce a reliable
result for the mixing phase. Instead of quoting maximum likelihood estimates with standard uncer-
tainties, results are given in the form of confidence intervals, in the one-dimensional space of βJ/ψφs and
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Observable Complete sample
∆Γs [ps−1] 0.068± 0.026
α⊥ 0.279± 0.010
α‖ 0.309± 0.012
δ⊥ [rad] 2.79± 0.53
δ‖ [rad] 3.09± 0.36
cτs [µm] 458.2± 5.8
ASW 0.008± 0.018
δs [rad] 1.26± 0.75

Table 7.2: Summary of the final CDF B0
s→ J/ψφ results for the physical observables from the fit

with βJ/ψφs fixed to its SM value.

∆Γs α⊥ α‖ δ⊥

cτs 0.52 −0.16 0.07 0.03
∆Γs −0.17 0.06 −0.01
α⊥ −0.53 −0.01
α‖ 0.05

Table 7.3: Matrix of relevant correlation coefficients among main parameters of SM analysis.

Observable 5.2 fb−1 result Complete sample
∆Γs [ps−1] 0.075± 0.035 0.068± 0.026
α⊥ 0.266± 0.014 0.279± 0.010
α‖ 0.306± 0.015 0.309± 0.012
δ⊥ [rad] 2.95± 0.64 2.79± 0.53
δ‖ [rad] 3.08± 0.63 3.09± 0.36
cτs [µm] 458.6± 7.5 458.2± 5.8
ASW 0.019± 0.027 0.008± 0.018
δs [rad] 1.37± 0.077 1.26± 0.75

Table 7.4: Summary of the final CDF B0
s→J/ψφ fit results for the physical observables with βJ/ψφs

fixed to its SM value compared with the previous results [16].

the two-dimensional space of (βJ/ψφs ,∆Γs), by using the Neyman construction of a fully frequentist
confidence region [101]. An arbitrariness is associated to the choice of the ordering algorithm, i. e.,
the procedure chosen to accumulate regions of the parameters space until the desired confidence level
is attained. The choice for the ordering algorithm is discussed below.

7.2.1 The profile-likelihood ratio

We construct the confidence regions using the profile likelihood ratio (PLR) ordering [106, 107, 108].
Constructing correct and informative confidence regions from highly multi-dimensional likelihoods
is challenging. Determining the full 32-dimensional confidence space is computationally prohibitive.
More importantly, the choice of the ordering algorithm has a non-trivial impact on the results. One
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7.2 Mixing phase

observable CDF D0 LHCb ATLAS SM
Signal yield 11 000 6 600 21 200 22 700
∆Γs [ps−1] 0.068± 0.027 0.163+0.065

−0.064 0.116± 0.019 0.053± 0.023 0.087± 0.021
τs [ps] 1.528± 0.021 1.443+0.038

−0.035 1.521± 0.020 1.477± 0.017 1.489± 0.031
|A0|2 0.512± 0.022 0.558+0.017

−0.019 0.523± 0.025 0.528± 0.011 0.531± 0.022
|A‖|2 0.229± 0.017 0.231+0.024

−0.030 0.255± 0.020 0.220± 0.011 0.230± 0.028
δ⊥ 2.79± 0.55 −− 2.90± 0.37 −− 2.97± 0.18

Table 7.5: Comparison of the results obtained in this thesis (first column) with most recent results of other
experiments [17, 104, 20, 19], and the SM expectations in the rightmost column [10, 9]. The SM expectation
of τs is given considering τs = (0.98 ± 0.02)τd [10], where τd is the world average value of the B0 lifetime
[3]. The theoretical predictions on the polarization amplitudes and δ⊥ are based on [105] and polarization
measured in B0→J/ψK?(892)0 decays [3]. In all experimental values, the uncertainties reported in the table
includes in quadrature the statistical and the systematic uncertainty. The values of ∆Γs, τs, |A0|2, and |A‖|2,
from D0, LHCb, and ATLAS are obtained in the analysis with βJ/ψφs not constrained to its SM value.

needs to avoid that the projection of the fully-dimensional region onto the (βJ/ψφs ,∆Γs) subspace of
interest includes most, if not all, of the allowed values, thus yielding a uninformative result. We choose
to replace the likelihood, L(βJ/ψφs ,∆Γs,ϑ) with the profile likelihood, Lp(βJ/ψφs ,∆Γs, ϑ̂). For every
point in the (βJ/ψφs ,∆Γs) plane, ϑ̂ are the values of nuisance parameters that maximize the likelihood.
The profile-likelihood ratio −2∆ ln(Lp) is then used as a χ2 variable to derive confidence regions in
the two-dimensional space (βJ/ψφs ,∆Γs). However, simulations show that the observed distribution
of −2∆ ln(Lp) deviates from the χ2 distribution with two degrees of freedom (χ2(2)). Specifically,
the resulting confidence regions contain true values of the parameters with lower probability than the
nominal confidence level (C.L.) because the observed−2∆ ln(Lp) distribution has longer tails than a χ2

distribution. In addition, the shape of the −2∆ ln(Lp) distribution in this problem appears to depend
on the true values of the nuisance parameters, which are unknown. We therefore use the simulation of
a large number of pseudoexperiments to derive the actual expected distribution of −2∆ ln(Lp). The
effect of systematic uncertainties is accounted for by randomly sampling a limited number of points in
the space of all nuisance parameters and using the most conservative of the resulting profile-likelihood
ratio distributions to calculate the final confidence level.

We first fit the data with all parameters floating. Then, for each point in a 20 × 10 grid on the
(βJ/ψφs ∆Γs) plane in the range −π/2 < β

J/ψφ
s < π/2 and −0.3 < ∆Γs < 0.3 ps−1, we fit the data

by floating all parameters but βJ/ψφs and ∆Γs, which are fixed to the values corresponding to the
probed point. Twice the negative difference between the logarithms of the likelihood values obtained
in each of the two steps provide a profile-likelihood ratio value −2∆ ln(Lp) for each of the points
in the (βJ/ψφs ∆Γs) plane. To derive confidence regions from the observed values of −2∆ ln(Lp),
we compare them with the expected distribution of −2∆ ln(Lp). We obtain these distributions by
generating for each (βJ/ψφs ∆Γs) value 16 ensembles of 1000 pseudoexperiments each. In each ensemble,
the true values of βJ/ψφs and ∆Γs correspond to the probed point, while the true values of the
nuisance parameters are a random sampling from an hypercube centered at their best fit values in
data, with side corresponding to ten standard deviations. Since the true values for these parameters
are unknown, by sampling in a generous range of their physically-allowed values, we ensure that
the resulting PLR distribution approximate what is likely to be the case in data. The size of the
probed range of nuisance parameters is not arbitrary. Berger and Boos suggest that the C.L. range
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Figure 7.4: CL intervals for the fraction of S-wave (a).

probed in the space of nuisance parameters should greatly exceed the C.L. chosen for quoting the
final result [109]. Hence, since we quote 1σ and 2σ bands on the mixing phase and ∆Γs, we choose
to sample the nuisance parameters in a 5σ interval [109]. Profile-likelihood ratios are determined
in each of these pseudoexperiment exactly as in data. The ensemble giving the broadest −2∆ ln(Lp)
distribution is chosen. For each point in the (βJ/ψφs ,∆Γs) grid, we calculate the p-value as the fraction
of pseudoexperiments from this ensemble in which a −2∆ ln(Lp) value as large or larger than in data
is observed. The (βJ/ψφs ,∆Γs) region in which the p-value is larger than 1−C.L. forms the C.L.%
confidence region.

In practice we observe that the −2∆ ln(Lp) distribution is fairly independent of the value of
(βJ/ψφs ,∆Γs) probed, so we do not need to generate pseudoexperiments for each (βJ/ψφs ,∆Γs) pair.
It suffices to compare the −2∆ ln(Lp) observed in each (βJ/ψφs ,∆Γs) point in data to just the
expected −2∆ ln(Lp) distribution generated at a single arbitrary point. Because the chief goal
of this analysis is to quantify compatibility of CDF data with the SM, we choose the SM point
(βJ/ψφs = 0.018,∆Γs = 0.087) to generate the reference −2∆ ln(Lp) distribution. The deviations
of the observed PLR distribution from the expected χ2(2) distribution are the combined results of
irregularities of the likelihood and the lack of accurate knowledge of nuisance parameters values, and
amount to tipically 40% of the nominal −2∆ ln(Lp) values.
Because of the approximate symmetries of the likelihood, additional technical and numerical difficul-
ties arise in the likelihood minimization required to construct the PLR, e.g., the fit may occasionally
converge on a local minimum. Therefore, we determine two PLR values for each point of the plane.
One is derived by starting the minimization in the ∆Γ > 0 and δ‖ < π subplane, the other is computed
starting the minimization in ∆Γ < 0 and δ‖ > π plane, where 0 and π are symmetry points for those
parameters. The simulation shows that this procedure allows accurate identification of the global
minimum without imposing any constraint on the domain of fit parameters which would otherwise
bias the results.
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7.2 Mixing phase

7.2.2 CP -violating results

Before proceeding with the construction of confidence regions, we inspect the fit projections when the
β
J/ψφ
s phase is left free to float in the fit. Fig. 7.5 and Fig. 7.6 show the proper decay time and the

transversity angles distributions of the candidates. These projections are similar to the one obtained
for the fit with βJ/ψφs fixed to the SM value, supporting once more the accuracy of the parametrization
of the distribution of interest in the fit.
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Figure 7.5: Proper decay time distributions with fit projections overlaid when βJ/ψφs is left free to float in the
fit for all the events (a), and for events restricted to the 5.34 < mB0

s
< 5.39 GeV/c2 region whose distribution

is subtracted of sideband data distributions (b) and in the mass sideband region, with (5.291 < mB0
s
<

5.315 GeV/c2) ∪ (5.417 < mB0
s
< 5.442 GeV/c2) (c).

CP -violating results are presented in Table 7.6. They are in agreement with the results of the
CP -conserving fit in Table 7.1. The minimum of the likelihood is found to be at βJ/ψφs = (0.11±0.12)
and ∆Γs = (0.068 ± 0.027) ps−1, in agreement with the SM expectation, although the central values
could be biased and the uncertainties non Gaussian.
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Figure 7.6: Angular distributions with fit projection overlaid of the fit with βJ/ψφs floating for the complete fit
range (a), and for events restricted to the 5.34 < mB0

s
< 5.39 GeV/c2 region whose distribution is subtracted

of sideband data distributions (b) and in the mass sideband region, with (5.291 < mB0
s
< 5.315 GeV/c2) ∪

(5.417 < mB0
s
< 5.442 GeV/c2) (c).
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7.2 Mixing phase

Parameter Description Value
β
J/ψφ
s CP -violating phase of B0

s -B̄0
s mixing amplitude 0.11 ± 0.12

∆Γs Lifetime difference ΓL − ΓH 0.068 ± 0.027 ps−1

α⊥ Fraction |a⊥|2 0.279 ± 0.011
α‖ Fraction |a‖|2/(1− |a⊥|2) 0.309 ± 0.012
δ⊥ Arg(A⊥A?0) 2.73 ± 0.53
δ‖ Arg(A‖A?0) 3.04 ± 0.36
cτ B0

s mean lifetime 457.9 ± 5.8 µm
|AS |2 Fraction of S-wave K+K− component in the signal 0.008 ± 0.016
δS Strong phase of S-wave amplitude 1.21 ± 0.65
∆ms B0

s -B̄0
s mixing frequency 17.72 ± 0.11 ps−1

fs Signal fraction 0.1721 ± 0.0018
sm Mass uncertainty scale factor 1.727 ± 0.017
p1 Mass background slope -1.89 ± 0.42 (GeV/c2)−1

sct1 Lifetime uncertainty scale factor 1 1.308 ± 0.012
sct2 Lifetime uncertainty scale factor 2 3.34 ± 0.13
fR Relative fraction of Gaussians of the decay-length resolution 0.852 ± 0.010
fpr Fraction of prompt background 0.8839 ± 0.0039
fΛn Fraction of background with Λn lifetime 0.210±0.038
fΛ1 Fraction of background with Λ1 lifetime 0.718 ± 0.039
Λn Inverse of lifetime of a background component 0.040 ± 0.032 µm−1

Λ1 Inverse of lifetime of a background component 0.0439 ± 0.0038µm−1

Λ2 Inverse of lifetime of a background component 0.0134± 0.0010µm−1

a Parameter in background fit to Φ 0.1441 ± 0.0062
b Parameter in background fit to cos Θ 0.169 ± 0.013
SD(OST) OST dilution scale factor 1.085 ± 0.049
SD(SSKT) SSKT dilution scale factor 0.87 ± 0.17
εb(OST) OST tagging efficiency for background 0.7592 ± 0.0019
εb(SSKT) SSKT tagging efficiency for background 0.7266 ± 0.0026
A(OST) OST background tag asymmetry 0.4975 ±0.0025
A(SSKT) SSKT background tag asymmetry 0.4956 ± 0.0033
εs(OST) OST tagging efficiency for signal 0.9280 ± 0.0030
εs(SSKT) SSKT tagging efficiency for signal 0.5222 ± 0.0067

Table 7.6: Results of the fit to mixing phase.

7.2.3 Confidence contours

We present the confidence regions in the (βJ/ψφs ,∆Γs) plane in Fig. 7.7 constructed using the profile-
likelihood ratio ordering.

The two-dimensional PLR distribution as function of βJ/ψφs and ∆Γs is shown in Fig. 7.8, while
the cumulative PLR distribution obtained with simulation is shown in Fig. 7.9(a). The solid black
line represents the PLR values for pseudoexperiments generated with the nuisance parameters set to
the values observed in data. The colored dotted lines are PLR distributions for pseudoexperiments
with varied nuisance parameters. The worst case is chosen to derive the final confidence regions. The
distributions show that a PLR of 3.56 must be chosen to guarantee 68% C.L. coverage, while a PLR of
8.13 corresponds to 95% C.L. The adjusted confidence regions are reported in Fig. 7.10. The p-value
corresponding to the pair of (βJ/ψφs ,∆Γs) values predicted by the SM is 0.59 indicating full agreement
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of CDF data with the SM hypothesis.
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Figure 7.7: Curves of iso-PLR in the (βJ/ψφs , ∆Γs) plane with no coverage adjustment (a) and adjusted for
non-Gaussian uncertainties only (b).
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Figure 7.8: Contours of iso-PLR (a) and two-dimensional distribution (b) in the (βJ/ψφs , ∆Γs) plane.
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Figure 7.9: (a): The p-value (1 − C.L.) as a function of two-dimensional PLR for the construction of the
(βJ/ψφs ,∆Γs) confidence regions. The green curve is the cumulative of the χ2 statistic corresponding to the
ideal case. The solid black line represents PLR for pseudoexperiment generated with the nuisance parameters
set to the values measured in data. The colored dotted lines are PLR distributions for pseudoexperiments
that include systematic variations of nuisance parameters. The p-value as a function of one-dimensional PLR
for the construction of the βJ/ψφs confidence intervals (b).
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Figure 7.10: Coverage-adjusted confidence regions in the (βJ/ψφs ,∆Γs) plane for the 68% C.L. and 95% C.L.
This is the final result of the measurement

7.2.4 One-dimensional confidence intervals on the mixing phase

To obtain the maximum possible information on the mixing phase, the PLR distribution is eval-
uated also as a function of βJ/ψφs only, through the same method previously described in which
also ∆Γs is considered a nuisance parameter. We divide the interval −π/2 < β

J/ψφ
s < π/2 in

100 equally-spaced bins. We fit the data by floating all parameters but βJ/ψφs , which is fixed to
the values corresponding to the point to probe, and calculate the corresponding PRL. Following a
procedure analogous to of the two-dimensional case, we extract the correspondence between PLRs
and p-values and use it to ensure proper coverage properties to the results (Fig. 7.9(b)). The
iso-PLR curves corresponding to a 68% C.L. and a 95% C.L. interval are respectively 2.12 and
6.62. This correspond to β

J/ψφ
s ∈ [−π/2,−1.51]

⋃
[−0.06, 0.30]

⋃
[1.26, π/2] at 68% C.L., while

β
J/ψφ
s ∈ [−π/2,−1.36]

⋃
[−0.21, 0.53]

⋃
[1.04, π/2] at 95% C.L. (Fig. 7.11). The p-value with respect

the SM is 0.54, indicating full agreement of CDF data with the SM hypothesis.
Table 7.7 compares the current and previous results. The current analysis achieves a 35% im-

provement of the 68% CL interval range and a marginal improvement on the 95% CL interval range.
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Figure 7.11: Confidence regions in the βJ/ψφs space.

CL 5.2 fb−1 9.6 fb−1

68% [0.02, 0.52] [−0.06, 0.30]
95% [−0.11, 0.65] [−0.21, 0.53]
SM p-value 0.30 0.54

Table 7.7: Comparison of the new and previous intervals of βJ/ψφs for the solution closest to the SM
expectation.

7.3 Consistency checks

To check the consistency of the procedure, we first analyze only the first 5.2 fb−1 of data and check the
compatibility with the previously-published CDF results to validate the fitting technique. Fig. 7.12(a)
shows the comparison iso-PRL curves before any coverage-corrections. The curves nearly overlap and
the fit yields similar minima as expected [16]. Small residual discrepancies are likely due to fluctuations
in the simulated samples used to derive them, use of slightly different tagging informations or offline
requirements in event reconstruction. Fig. 7.12(b) shows the one dimensional PLR profile for only
the second half of the sample. The four minima due to the symmetries of the likelihood are evident
and are related to the limited tagging power of the OST with respect to the SSKT, not used in last
data, which does not suffice to completely lift the ambiguity due to the symmetry of the untagged
likelihood. The results for the main physics parameters are consistent with those found in the first
part of the sample (Table 7.8).

Fig. 7.13(a) shows the comparison between the PLR distribution for the default fit and the fit
where the SSKT is used in all data, assuming that the performance of the tagger is unchanged in
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Figure 7.12: Comparison of the iso-PLR curves as obtained in the previous CDF analysis (dashed contours)
and the new analysis, both restricted to the first 5.2 fb−1 of the data (solid contours) (a). Curves of iso-PLR
in the βJ/ψφs plane (no coverage adjustment) from a fit to the newly added data only (last 4.4 fb−1) where
only OST is applied (b).

recent data. The resulting confidence regions are very similar, confirming that our choice of not
using an uncalibrated version of SSKT in the second half of data (Sect. 4.3.3) does not significantly
compromise the quality of the result.

We also compute the PLR using two different OST scale factors, one for B0
s and the other for

B̄0
s , to allow for a tagging asymmetry. This was the procedure adopted in the previous iteration

of the analysis, since in the past calibration of the OST, the scale factors for the B+ and the B−

mesons were found to differ by two standard deviations, contrary to the results from the more precise
calibration reported in Sect. 4.3.2. The two scale factors are Gaussian-constrained in the fit to the
values measured in the calibrations, S+ = 1.09 ± 0.05 and S− = 1.08 ± 0.05. The fit results are
in excellent agreement results of the fit with a single scale factor. The resulting PLR is shown in
Fig. 7.13(b) and compared with the PRL of the default fit. The confidence regions present a nearly
perfect overlap.

Parameter Previous result (5.2 fb−1) New data only (4.4 fb−1)
β
J/ψφ
s 0.24± 0.13 0.09± 0.25

∆Γs [ps−1] 0.097± 0.035 0.029± 0.033
α⊥ 0.264± 0.014 0.297± 0.013
α‖ 0.307± 0.015 0.309± 0.014
δ⊥ 3.03± 0.52 3.50± 0.84
δ‖ 3.02± 0.47 3.11± 0.40
cτ [µm] 459.0± 7.3 456.4± 6.7

Table 7.8: Summary of the results of the main physics parameters in the fit of mixing phase using new data
only (rightmost column). We report also the results of previous CDF measurement [16] (center column).
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Figure 7.13: Comparison of curves of iso-PLR in the (βJ/ψφs ,∆Γs) plane (no coverage adjustment) for the
central fit and a fit in which SSKT is used in all data, assuming constant performances of the tagger in time
(a). Comparison between the iso-PLR done for the default fit and the fit where two different OST scale factors
are used for B0

s and for B̄0
s (b).
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Conclusions

Detailed studies of the weak interactions of quarks allow precise tests of the standard model and
provide unique opportunities to search for new phenomena beyond the current theoretical knowledge.
We report on a search for non-SM physics in the B0

s meson sector through the measurement of the
decay-time-dependent CP -violating asymmetry of B0

s→J/ψφ decays using the full proton-antiproton
collisions data set available to the CDF experiment and corresponding to approximately 10 fb−1. The
B0
s→J/ψφ decay is among the most sensitive probes of non-SM physics currently available in particle

physics. It provides the best determination of the βJ/ψφs CKM phase, which is reliably predicted to
be small in the SM, potentially enhanced by a broad class of SM extensions, and poorly constrained
experimentally.
The measurement is based on the analysis of decay-time dependent angular distributions of B0

s→J/ψφ

decays whose flavor at production is known, exploiting an unbinned maximum likelihood fit. Detailed
and extensive studies of the tagging algorithms resulted in a more accurate calibration of the opposite
side tagger with an improvement of approximately 30% in determining its performances. The βJ/ψφs

mixing phase is determined to be

− 0.06 < βJ/ψφs < 0.30 at the 68% confidence level.

Two-dimensional confidence intervals in the (βJ/ψφs , ∆Γs) plane are also reported. Precise measure-
ments of the decay-width difference ∆Γs; of the mean B0

s lifetime, τs; of the B0
s→J/ψφ polarization

amplitudes, |A0|2 and |A‖|2, and of the CP -conserving phase δ⊥ are also provided:

τs = 1.528± 0.019 (stat)± 0.009 (syst) ps,
∆Γs = 0.068± 0.026 (stat)± 0.009 (syst) ps−1,

|A‖|2 = 0.229± 0.010 (stat)± 0.014 (syst),
|A0|2 = 0.512± 0.012 (stat)± 0.018 (syst),
δ⊥ = 2.79± 0.53 (stat)± 0.15 (syst).

All results are among the most precise determinations from a single experiment and exhibit an
excellent agreement with the SM predictions and with measurements from other experiments (see
Tab. 7.9). They are published in a Letter to Physical Review [21].

Fig. 7.14 shows a comparison between the most recent experimental results in the (βJ/ψφs ,∆Γs)
plane. The precision on the measurements of βJ/ψφs and ∆Γs is still constrained by the limited samples
sizes but is sufficient to indicate that no large deviations from the SM pattern are likely to occur.
This is also confirmed by Fig. 7.15, which presents the combination [4] of all measurements again
nicely consistent with the SM prediction. The model independent fit of all quark flavor measurements
is consistent with the absence of large non-SM contributions in B0

s -B̄0
s mixing, although room for

sizable deviations from the SM expectations is present. A discrepancy is evident between the direct
determination of βJ/ψφs and the indirect derivation through the dimuon asymmetry, Asl, measured by
D0 [15]. Assuming that non-SM physics in the B0

s -B̄0
s mixing is causing the D0 anomaly, the large

observed dimuon asymmetry remains an unsolved puzzle, because it does not seem to be explainable
by non-SM physics contributions to Ms

12 alone. An enhancement of Γs12 compared to its SM value by
a factor of 3− 30 would be required [10], which seems highly unlikely based on the large accumulated
amount of results on tree-level B decays observed to be consistent with the SM. To investigate these
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Quantity CDF D0 LHCb ATLAS SM
Signal yield 11 000 6 600 21 200 22 700
β
J/ψφ
s [−0.06, 0.30] @68% CL 0.28+0.18

−0.19 0.001± 0.052 −0.11± 0.21 0.0184± 0.0009
∆Γs [ps−1] 0.068± 0.027 0.163+0.065

−0.064 0.116± 0.019 0.053± 0.023 0.087± 0.021
τs [ps] 1.528± 0.021 1.443+0.038

−0.035 1.521± 0.020 1.477± 0.017 1.489± 0.031
|A0|2 0.512± 0.022 0.558+0.017

−0.019 0.523± 0.025 0.528± 0.011 0.531± 0.022
|A‖|2 0.229± 0.017 0.231+0.024

−0.030 0.255± 0.020 0.220± 0.011 0.230± 0.028
δ⊥ 2.79± 0.55 −− 2.90± 0.37 −− 2.97± 0.18

Table 7.9: Comparison of the results obtained in this thesis (first column) with most recent results of other
experiments (results of LHCb and ATLAS are preliminary) [17, 104, 20, 19], and the SM expectations in the
rightmost column [10, 9]. The SM expectation of τs is given considering τs = (0.98± 0.02)τd [10], where τd is
the world average value of the B0 lifetime [3]. The theoretical predictions on the polarization amplitudes and
δ⊥ are based on Ref. [105] and polarization measured in B0→J/ψK?(892)0 decays [3]. The uncertainties of all
experimental values include in quadrature statistical and systematic contributions. The values of βJ/ψφs from
D0 and ATLAS are obtained with constraints on the strong phases; in addition ATLAS use the constraint
∆Γs > 0 as measured by LHCb. CDF does not use any constraint in the fit but choose to quote only the
β
J/ψφ
s interval corresponding to the ∆Γs> 0 solution. The values of ∆Γs, τs, |A0|2, and |A‖|2, from D0, LHCb

and ATLAS are obtained in the analysis with βJ/ψφs not constrained to its SM value.

issues further, independent, and more precise measurements of Asl are needed. With this measurement
CDF concludes a fruitful experimental program in the study of B0

s oscillations, which was pionereed
in 2006 with their first observation, and in 2008 with the first measurement of the B0

s mixing phase.
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Figure 7.14: The 68% confidence level contours in the (φcc̄s,∆Γs) plane (where φcc̄s = −2βJ/ψφs ) from CDF
(this thesis), D0 [17], LHCb [104], and ATLAS [19], and their combined contour (solid line and shaded area),
as well as the SM predictions (black marker) from global fit of the CKM matrix [10]. The combined result is
consistent with the CKM predictions at the level of 0.14 standard deviations.
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Figure 7.15: The (φcc̄s,∆Γs) combined contour reported by HFAG [4] and the SM expectation together with
the regions allowed at 68% and 95% confidence level by the average measurements of Asl = −0.0109± 0.0040
[4] and ∆ms = 17.719± 0.043 ps−1 [4], through the relation tanφs = Asl∆ms/∆Γs; these regions are drawn
assuming that any non-SM physics does not affect the phase difference φcc̄s − φs.
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Appendix A

Precise determination of the S-wave
cross-feed background

A simpler, alternate fit has been used to check the determination of the size of the K+K− S-wave
component and of the B0 → J/ψKπ background. An auxiliary simultaneous likelihood fit of the
unbinned J/ψK+K− and K+K− mass distributions is used to extract the fractions of interest, which
are compared with the corresponding values obtained in the default fit. A few improvements are
introduced over the simple K+K− mass fit described previously (Sect. 1.4.1) to better describe the
details of the sample composition. The sample is enlarged by accepting events populating an extended
K+K− mass window, which offers a longer lever arm to fit the features of the KK mass threshold.
A slightly different selection with respect to the default analysis provides a greater sensitivity to the
small S-wave component. We improve the templates of the Kπ background in its full resonance
structure, including both the P - and S- wave Kπ along with their interference. The relative size
of the Kπ background is determined by the fit, we only fix its S-wave to P -wave ratio to the value
measured by Babar [110]. With respect the default selection, the following changes are introduced:

• the KK mass window ranges from threshold to 1.2 GeV/c2 (was 1.009–1.028) providing access to
the S-wave-enriched low-mass region and high-mass data to properly model the K?0(892)→ Kπ

background.

• the ct(B) > 60 µm requirement is introduced to suppress combinatorial background by preserv-
ing roughly 85% of the signal.

The default threshold on the NN output (NN>0.2) is applied. The J/ψK+K− mass distribution
features three components, Fig. A.1 (a), a smooth, nearly-constant combinatorial background, which
is modeled with a linear function; the B0

s signal component, which comprises both the P-wave (J/ψφ)
and the S-wave (J/ψKK) contributions, and a broad structure from B0 → J/ψKπ decays in which
the pion is misreconstructed as a kaon. The signal is modeled with a sum of three Gaussian functions
whose parameters are extracted from a fit of a large sample of simulated decays and fixed. The B0

line shape is determined from simulation.
The K+K− mass distribution features five distinct components (Fig. A.1 (c)): the narrow sig-

nal from φ mesons associated to a B0
s decay, the S-wave component, the Kπ background due to

misidentification of the pion as a kaon, the combinatorial background, and a peaking background
presumably due to a real φ meson associated to a pair of random tracks or muons. The φ resonances
are modeled with a relativistic Breit-Wigner with parameters fixed to those reported by the Particle
Data Group [3], convoluted with a Gaussian resolution function with width determined by the fit.
The S-wave component is modeled using a Flatté distribution [111] with parameters measured by
BES [112]. The combinatorial background is empirically modeled from an histogram (Fig. A.1 (d)) of
the mass distribution of events populating the low-mass sideband of the B0

s peak, depleted in actual
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Figure A.1: Simulated events (template) used to model the J/ψK+K− spectrum (a). Distribution of
J/ψK+K− of simulated events with fit-projection overlaid to extract the B0

s signal template (b). Templates
used to model the K+K− spectrum (c). Distribution of K+K− for events in the low-mass sideband of the
B0
s peak with ct(B) < 60µm.
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B0 decays; such sample is selected by inverting the decay time requirement, ct(B) < 60 µm, resulting
in an independent sample. To adjust the normalization of the φ peaking background, an additional
Breit-Wigner component is included in the background PDF, with fraction free to float, to account
for its possible dependences on the B mass.

Because no simulation of the B0 → J/ψKπ resonance structure is included in the standard genera-
tors, the Kπ component is modeled from a custom simulation, where the S- and P -wave are simulated
along with their interference as measured by Babar (Fig. A.1 (c)). This simulation is validated on data
by comparing the efficiency-unfolded angular distributions of simulated events and data and finding
good agreement (Fig. A.2). The only additional external constraint is the 7.3 ± 1.8% ratio between
S- and P -wave contributions with respect to a K?(892)0 signal in the range [0.8, 1.0] GeV/c2 of the
K+π− spectrum [110].

Kpi+background+
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•  Simulated+events+according+to+Babar+measurement+(fix+Kpi+S3wave+

fracLon)+
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mass(KK)+[GeV]+Figure A.2: Comparison between the custom simulation and data for B0 → J/ψKπ decays; the distribution
is the transversity angle of the kaon, the most sensitive angular variable to the S-P interference; data are
background subtracted and efficiency-unfolded.

The floating parameters are the overall fractions of B0
s and B0 events, the fraction of S-wave

events relative to the total B0
s events, the B0

s mass and width, the KK mass resolution, the slope
of the combinatorial background in the B mass, and the fraction of peaking φ background. No
fraction is constrained. The data distributions with fit projections are shown in Fig. A.3, showing
good agreement. The determinations of the S-wave fraction and the B0 fractions show some moderate
sensitivity to the arbitrary modeling of the combinatorial background. With the current model, the
S-wave contribution to the B0

s signal in the KK window used in the default fit is determined to be
(0.79 ± 0.21)%, confirming the default fit result with much larger accuracy and previous CDF [16]
and LHCb [104] determinations. The contribution of misreconstructed B0 decays is found to be
(7.99± 0.20)% of the B0

s signal. This is significantly higher than obtained by neglecting the resonant
B0 → J/ψKπ structure, and if overlooked could mimic an KK S-wave fraction larger than the one
present in data. The present analysis is the first and only to date that pursue a detailed understanding
of the J/ψKπ contamination in the measurement of βJ/ψφs using B0

s→J/ψφ decays.
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