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MEASUREMENT OF THEMSE PARAMETER USING MULTIPLE
QUASI-ELASTIC DOMINATED SUB-SAMPLES IN MINOS

The Main Injector Neutrino Oscillation Search (MINOS) isveotdetector, long
baseline neutrino oscillation experiment. The MINOS negtedtor is an iron-
scintillator tracking/sampling calorimeter and has relear the world’s largest
data set of neutrino interactions in the 0-5 GeV region. Hgh statistics data
set is used to make precision measurements of neutrin@atien cross-sections
on iron.

TheQ? dependence in charged current quasi-elastic (CCQE) soatfgrobes
the axial and vector structure (form factor) of the nucleowclear target, and nu-
clear effects in neutrino scattering. Presented here isdy &if the MINOS Data
that will introduce a method that improves the existing MIBICCQE analy-
sis. This analysis uses an additional CCQE dominated sumplsafrom a dif-
ferent kinematic region to reduce correlations betweendiitmeters in the ex-
isting MINOS CCQE analysis. The measured value of the areator mass is

MRE = 1.31279987fit) *0123(syst) GeV.




Contents

1 Introduction

1.1 Introduction . . .. .. ... . ... ...
1.2 Neutrino Oscillation Theory . . . . .. .. ... ... .....
1.3 Neutrino Oscillationsin MINOS . . . . .. .. ... ......
1.4 Motivation for Neutrino Quasi-Elastic Measurements .. ... .

2 Theory of the Weak Interaction

2.1 Weak Interaction Phenomenology

211
2.1.2
2.1.3
214

Fermi’s Point-like Four-Fermion Theory @fDecay

The Axial Vector Structure of the Weak Interaction . .
Helicity and Chirality . . . . . ... ... .. ......
Electroweak Gauge Theory . . . . . .. ... ... ...

2.2 Neutrino-Nucleus Scattering . . . . . .. ... .. ... ....

221
222
2.2.3
224

Neutrino Scattering Off of Nucleons . . . . .. .. ...
Neutrino-Nucleon Scattering Kinematics . . . . . . . ..
Nucleon Form Factors and the QE Cross Section
Nuclear Effects . . . . ... ... ... ... .. ....

3 Survey of Current Results
3.1 Generalized Method for MeasurihﬁE .............
3.2 Summary of World Average Values . . . . . .. ... ......
3.3 Survey OMEE Measurements . . ... ... ..........

3.3.1

Argonne 12-Foot Bubble Chamber . . . . . . .. .. ..

11
11
11

13

16
18
23
23
4 2
27
32

39
39
40
44
44



CONTENTS X

3.3.2 Results From the NOMAD Experiment . . . . ... .. 48
3.3.3 Results From the MiniBooNE Experiment . . . . . . . . 50
3.4 Resolving the MiniBooONE-NOMAD Discrepancy . . . . .. .. 55
4 MINOS Experiment 58
41 TheNuMIBeamline . ... ... ................ 58
4.2 The MINOS Detectors . . . . . . . ... .. ... .. .... 62
4.2.1 Common Detector Features . . . . . . .. ... .. ... 63
4.2.2 The Calibration Detector . . . . .. ... ........ 65
42.3 TheFarDetector . ... ... ... ........... 66
424 TheNearDetector . ... ................ 68
5 MINOS Data and Monte Carlo 72
51 MINOSData . ... ... ... ..., 72
5.1.1 Reconstruction . . .. ... ... ... ... .. ... 72
5.1.2 Calibration . .. ... .. ... ... .. .. .. ..., 77
52 MINOSMC . . . . .. . 83
5.2.1 BeamRe-Weighting . ... ... ... .. ....... 85
6 Event Selection 91
6.1 v,-CCEventSelection ... ................... 91
6.1.1 Beam QualityCriteria. . . . . ... ... ........ 92
6.1.2 Near Detector Event Quality Criteria: . . . . ... ... 93
6.1.3 Charged Current Preselection . . . . .. ... ... ... 94
6.1.4 v,-CC Multivariate Identification Parameter . . . . . . . 95
6.2 Partial Proton Track Reconstruction . . . . ... .. .. .... 9 9
6.2.1 Reconstruction Algorithm . . . . . .. ... .. .... 100
6.3 The Interaction Sub-Sample Selections . . . . . .. ... ... 104
6.3.1 Low Hadronic Energy Quasi-Elastic Like Selection . . 105
6.3.2 Two Track Quasi-Elastic Like Selection . . . . . .. .. 107

6.3.3 Two Track Background Like Selection . . . . . ... .. 107



CONTENTS Xi

6.3.4 Selection Purity and Efficiency . . . . .. ... ... .. 109
6.4 Comparisons of DatatoMonteCarlo . . . . ... ... ... .. 110
6.4.1 Nuclear Correlationsin MINOS . . .. ... ...... 118
7 Extracting the Axial-Vector Mass 120
7.1 Fitting Procedure and Fit Parameters . . . . . .. .. .. ... 20 1
7.2 MockDataAnalysis. . . . . . .. ... 126
7.2.1 Mock Data Construction . . . ... ... ........ 126
7.2.2 MockDataFitResults . . ... ... .......... 127
7.23 Conclusion . . ... ... 128
7.3 Initial FittoData . . . ... ... . ... ... ... .. ... 128
7.4 Fit Using The Resonance Suppression Function . . . . . .. 133
7.5 NewFitProcedure. . . . . .. ... ... .. ... ... ..., 137
751 FitSteps . . . . . . . 137
7.5.2 Hadronic Shower Energy Offset . . . . ... ... ... 139
753 FitResults. . . .. . ... ... 140
7.5.4 Systematic Error Contribution . . . . ... .. ... .. 141
7.5.5 BestFitConfidenceRegions . . . ... ... ...... 154
7.6 Conclusion . ... . ... 159
8 Interpreting the Results 160
8.1 NuclearEffects . . .. ... .. ... .. .. ... .. ... 160
8.2 AnalysisImprovements . . . . . ... ... . o 162
8.2.1 Selection Criteria Systematic . . . . .. ... .. .... 162

8.2.2 Background Modeling . . ... .. ... ........ 164



List of Figures

11

1.2

1.3

1.4

Survival probability of muon neutrinos as a function oergy
given the MINOS baseline and best fit values for the osailfati
parameters. The first minimum from the right is the dip that M
NOS is mostsensitiveto. . . ... ... . ... ........
From [10]. Top: The MINOS energy spectra of fully recon-
structed events in the Far Detector classified as chargedntur
interactions. The dashed histogram represents the spepte+
dicted from measurements in the Near Detector assuming-no 0s
cillations, while the solid histogram reflects the best fittloé
oscillation hypothesis. The shaded area shows the prediete
tral current background. Bottom: The points with error bemes
the background-subtracted ratios of data to the no-osoitidqy-
pothesis. Lines show the best fits for: oscillations, deday, [
and decoherence [12]. . . . . . . . .. .. ... .
From [10]. Likelihood contours of 68% and 90% C.L. around
the best fit values for the mass splitting and mixing anglesoAl
shown are contours from previous measurements [13, 14].
The expected 1 and®measurements of si(20,3) for 6 years

of NOVA running (3 yrs in neutrino mode +3 yrs in anti-neutrin
mode) using numu quasi elastic events in NOVA. The idput

is taken to coincide with recent MINOS measurements and the
three choices of mixing angle are made consistent with tke da
from Super-Kamiokandex{0.92 at 90% confidence limit).

Xii



LIST OF FIGURES Xiii

2.1
2.2

2.3

2.4

2.5

2.6

Feynman diagram of the muon decay procgss¢ v, +vee™) 21
CCvy — N scattering kinematics. Inside the red boxes are the
variables that are measured in the MINOS detectors (in the la
frame). The diagram also labels the four-momentum of the par
ticles in the center of mass frame. The Bjorken scaling Wégia

X, denotes the fraction of the nucleon momentum carried by the

struckquark. . . . . ... 25
Feynman diagram of thg-CC QE interaction, showing both the
vy, W, u~ and then, W*, pvertices. . ... ......... 27

Above: quasi-elastic differential cross section offadfree nu-

cleon with respect t@Q?. Each distribution corresponds to a
different value of the axial-vector mass parameter. Beldtve

sameQ? distribution as above except the red and blue distribu-
tions are normalized to the area of the bl&kdistribution. . 33
The CCv,, QE differential cross section with respect@3 with

several values okg compared to the free nucleon case, shows

the low Q? suppression characteristic of Pauli-blocking. Taken

from a talk given by M. Sakuda at the 2005 NuFact conference.6 3
The MiniBooNEv, CCQE cross section as a function of the
incident neutrino energy. The points are the MiniBooNE data

the red line is the, CCQE cross section with aM(AgE value of

1.02 GeV and including the effect of the most important typles

SRC interactions. The black dashed line is the san€CQE

cross section without the SRT interactions. There is reatdek
agreement between the MiniBooNE data and@te+ np— nh

model. This agreement indicates that the 20-30% discrgpanc

the recent high statistics interaction experiments coulghart,

be due to these SRC type interactions. . . . .. ... .. ... 37



LIST OF FIGURES Xiv

3.1

3.2

3.3

3.4

Q? distribution from [42]. The data corresponds to the shown
histogram, the solid curve corresponds to the dipole asgator

form factor utilizing the best fit from the flux independentgn

sis from Table 3.2. The dotted curve corresponds to an altern

form of the axial-vector form factor with/I(AgE =111GeV. .. 47
From [52]. Comparison the NOMAIDqe))y, Measurements as

a function of the neutrino energy in the 1-track and 2-tradi-s
samples. . . . ... 49
From [31]. Reconstructeg? for vy CCQE events including sys-
tematic errors. The simulation, before (dashed) and astdid)

the fit, is normalized to data. The dotted (dot-dash) curesvsh
backgrounds that are not CCQE (not “CCQE-like”). The inset
shows the @& CL contour for the best-fit parameters (star), along

with the starting values (circle), and fit results after wagythe
background shape (triangle). . . . ... ... ... ... ... 52
From [34]. Distribution of events i@? QE for the (a) 2 and

(b) 3 subevent samples before the application of the CC1-back
ground correction. Data and MC samples are shown along with
the individual MC contributions from CCQE, C@land other
channels. In (b), the dashed line shows the €@weighting
function (with the y-axis scale on the right) as determineanf

the background tprocedure. . . . . . ... ... ... ... .. 53



LIST OF FIGURES XV

3.5 From [34]. Flux-unfolded MiniBooNE,;, CCQE cross section
per neutron as a function of neutrino energy. In (a), shafmeser
are shown as shaded boxes along with the total errors aslbars.
(b), a larger energy range is shown along with results froen th
LSND [61] and NOMAD [52] experiments. Also shown are pre-
dictions from the NUANCE simulation for an RFG model with
two different parameter variations and for scattering frivee
nucleons with the world-average MA value. Numerical values
are provided in Table X in the appendix (of [34]). . .. .. ..

3.6 From [62]. Left: The QE differential cross sectior(dQ?) as
a function ofQ? for v,V energies of 1.0 GeV (maximum ac-
cessibleQ?,.,= 1.3 (GeV/c)?). Here, the orange dotted line is
the prediction of the "Independent Nucledvi{=1.014)" model.
The blue dashed line is the prediction of the the "Larlyex
(Ma=1.3)” model. The red line is prediction of the "Transverse
Enhancement” model. Top (a)y, differential QE cross sec-
tions. Bottom (b): v, differential QE cross sections. Right:
Same as Left fow,, v, energies of 3.0 GeV (maximum acces-
sibleQ2,,=49(GeV/c)?). ... ... ... .. ... 56

4.1  From [66]. Geograpical view of the MINOS experimentgkla

OUL. . . . e e e e e e e e 59

4.2  From [66]. The layout of the various FNAL proton accefers. 60

4.3 From [66]. The NuMltarget. . .. .. .. ...........

4.4  From [66]. Left: Photograph of inner conductors of thevNu
parabolic focusing horn. Right: Photograph of the first fing
horn. . . . . . .

4.5 From [66]. The various components of the NuMI beamline. . 62

4.6  From [66]. Left: Individual scintillator strip. RightStrips that
have collected into a detector module. . . . . .. ... .. ..

4.7  From [66]. Schematic of a scintillator plane readoutays . 65

61



LIST OF FIGURES XVi

4.8
4.9
4.10
411

5.1

5.2

5.3

From [66]. Photograph of the MINOS Calibration detector. 66
From [66]. Photograph of the completed Far detector. . .. 67
From [66]. Photograph of the Near detector. . . . . .. ... 69
From [65]. Strip configuration of the MINOS ND, dividaato
partially instrumented (above) and fully instrument (lvelplanes,

and also U-view (left) and V-view (right) planes. . . . . . . .. 07

From [65]. Stopping power for muons. The gray line shows
the Bethe-Bloch calculation of the stopping power for muons

in polystyrene scintillator. The solid circles and opeiangdles

show the response of stopping muons in the far detector ddta a
GEANT3 Monte Carlo simulations respectively. Both data and
Monte Carlo points have been normalized to the Bethe-Bloch
calculation to give the expected stopping power at the nminim
jonizingpoint. . . . ... ... 75
From [71]. Variations in the median signal per plane dépd

by through-going cosmic-ray muons observed during the-data
taking period covered by this paper. The time dependence is
largely due to variations in the environmental conditiomsghe

Near and Far Detector halls and aging of the scintillatore Th
zero point on the ordinate is arbitrary. . . . . . .. ... ... 78
From [65]. Nonlinearity calibration of near and far daete in-
strumentation. The intrinsic nonlinearity of PMT respofsie

cles) and its residual after calibration (error bars onig)shown

for the near (a) and far (b) detectors. The error bars dejpect t

rms spread of channels in each detector. For scale, a minimum
ionizing particle normal to the plane will generate rougb0-

600 ADCs of charge each detector. A single photoelectron is
roughly 75 ADCs (Far) or 100 ADCs (Near). . .. .. .. .. 79



LIST OF FIGURES XVii

5.4

5.5

5.6

5.7

From [65]. Mean value of the strip-end responses nom@alio

the detector average. The mean response of the strip ends var

by approximately 29%. The solid and dashed lines are the cal-
culated responses of two separate data sets from June 2005. T
statistical variation in the individual calibration coasts from

these two data setsison the orderof 2.1%. . . . . ... .. .. 80
From [65]. Comparison of cosmic ray muon data (pointsh wi
module mapper fitting results (solid curve) for a typicalpstn

the neardetector. . . ... ... .. ... ... ... 81
From [65]. MINOS calorimetric response to pions and tetets

at three momenta. The calorimeter-signal scale is in aryitr

units. The data (open symbols), obtained from the calibmnati
detector exposure to CERN test beams, are compared to distri
butions from Monte Carlo simulations. . . . . . .. ... ... 82
From [33][71]. TheNEUGEN calculated cross sections for the
v-CC inclusive, QE scattering and single pion production as a
function of neutrino energy. These cross sections are leddzl
assuming an isoscalar averaged nucleon. The shaded baed cor
sponds to the assumed uncertainty on the inclusive croisrsec

There is an assumed 3% normalization uncertainty in the DIS
cross section (defined &8 > 1.7 GeV), there is an additional

10% assumed normalization uncertainty in the QE and RES cros
SEeCliONS. . . . . . . 84



LIST OF FIGURES Xviii

5.8

5.9

6.1

6.2

6.3

From [71].v, charged-current energy spectra measured in the six
beam configurations of Table 5.1 and compared with the Monte
Carlo prediction. Two Monte Carlo predictions are showne on

(thin line) with theab initio calculation based oRLUKAQ5, the

other (thick line) after constraining hadron productiamgusing

and detector parameters with the neutrino data. Panelg #ten
bottom of each figure show the ratio of the measured and simu-
lated spectra. . . . . . ... 88
Figure From [71]. The error contribution to the predicemergy
spectrum due to the current in the horn, the distributionhef t

horn current, offset in the horn, the scraping of the beamalo

the collimator baffle, and the counting of the protons ondbas
afunction. . . .. ... . 89

Input parameters for the kNN multivariate identificatfparam-

eter. Red: the MC prediction which includes the beam tuning
reweighting described in Section 5.2.1. Blue: the NC comtam
nation. Black Points: the data recorded in the LE010/18%rbea
configuration. . . . . . .. ... 97
the KNN multivariate identification parameter for catedev-

CC interactions. Red: the MC prediction which includes the
beam tuning reweighting described in Section 5.2.1. Blhe: t

NC contamination. Black Points: the data recorded in thell(F085
beam configuration. . . . . ... ... . oo oL 98
Thev,-CC energy spectrum of the MC (red), data (black), and
QE-component (green) of the MC. The efficiency and NC con-
tamination of interaction candidates selected by the naritate
identification parameter relative to the CC preselectiershown

in blue with the y-axis on the right (also inblue). . . ... .. 99



LIST OF FIGURES XiX

6.4

6.5

6.6

6.7

True kinetic energy of the leading proton in true QE esemhe

majority, 95%, of the recoil have energy less than 1 GeV,Igear

99% have energy lessthan2GeV. . ... ... ... ..... 101
Event display of a characteristic true QE eventin MINOBthe

top is the full event before any of the hit filters are appliéte

plot on the bottom illustrates the grouping algorithm atkvdn

this case the line is drawn between the event vertex and the re

hit that is in the candidate proton track furthest down stré&@am

the event vertex. The black boxes represent the regionsdedl

in the grouping algorithm. Any hits whose hit centers arehait

one of the black boxes will be counted as part of the candidate
protontrack. . . . . .. .. . .. ... 102
Left: The opening angle between the MC true proton momen-

tum and the reconstructed proton trajectory for all twokr@&

selected events. Right: The opening angle between the MC tru
proton momentum and the reconstructed proton trajectarglfo

MC true CCQE events with a candidate proton track. The “shoul

der” near 60 in the plot on the right is due to incomplete removal

of the muon track. When there is more than 600 sigcor of pulse
height near the event vertex, and the true proton is beloecdet

tion threshold, it is possible for this algorithm to get aosédd

and interpret the remaining muon hits as coming from a proton

This effect is illustrated in Figure 6.5. In the bottom panél

Figure 6.5 there are clearly two hits that were left over fribwa

muon track. It is these hits that could potentially confusis t
algorithm and create this shoulder. . . . . ... ... ... .. 103
The reconstructed hadronic shower energy of the neutkiant.

The histograms show the dominant NEUGEN interaction types.

The event is flagged as QE like if the the reconstructed haclron
shower energy islessthan0.25GeV . . . ... ... ... .. 106



LIST OF FIGURES XX

6.8

6.9

6.10

6.11

6.12

Left: The fraction of true QE interactions in the givetes&on.

Right: The efficiency of selecting true QE interactionstie&ato

the number of true QE interactions in thg-CC selection. The

one track QE selection is in black, the two track QE is bluel, an

the two track background selectionisred. . ... ... .. .. 109
Left: The fraction of true resonance interactions inglven se-

lection. Right: The efficiency of selecting true resonamnter-

actions relative to the number of true resonance intenastio
thev,-CC selection. The one track QE selection is in black, the
two track QE is blue, and the two track background selecson i

red. . .. 110
Number hits in the candidate proton track. Top: Preesed

(v CC) events. Middle: Two track background selection. Bot-
tom: Selected two track QE events. Left: Distributions witl®
normalized to total data POT. Individual topological comgnts

of of the MC are shown as stacked histograms. Right: Ratio of
datatoMC. . . .. . ... ... 112
Summed pulse height of the scintillator strips in thedidate

proton track. Top: Pre-selected,(CC) events. Middle: Two

track background selection.Bottom: Selected two track Qo es.

Left: Distributions with MC normalized to total data POTdin

vidual topological components of of the MC are shown as gdck
histograms. Right: Ratio of datatoMC. . ... ... ... .. 113
Total path length of the candidate proton track. Top:d&lected

(vu CC) events. Middle: Two track background selection. Bot-
tom: Selected two track QE events. Left: Distributions witl®
normalized to total data POT. Individual topological comgnts

of of the MC are shown as stacked histograms. Right: Ratio of
datatoMC. . ... . ... ... 114



LIST OF FIGURES XXi

6.13

6.14

6.15

Distance between maximum pulse height hit and furith@st-
stream hit. Top: Pre-selected,(CC) events. Middle: Two
track background selection. Bottom: Selected two track QE
events. Left: Distributions with MC normalized to total dat
POT. Individual topological components of of the MC are show
as stacked histograms. Right: Ratio of datato MC. . . .. .. 115
Number of unused hits in the vertex hadronic shower: Poe-
selected\{, CC) events. Middle: Two track background selec-

tion. Bottom: Selected two track QE events. Left: Distribu-
tions with MC normalized to total data POT. Individual topgi

ical components of of the MC are shown as stacked histograms.
Right: Ratio of datatoMC. . . . . ... ... ... ...... 116
Opening angle between the candidate proton track angrth

ton trajectory predicted from muon kinematiesg). Top: Pre-
selected\{, CC) events. Middle: Two track background selec-

tion. Bottom: Selected two track QE events. Left: Distribu-
tions with MC normalized to total data POT. Individual topgi

ical components of of the MC are shown as stacked histograms.
Right: Ratio of datatoMC. . . . .. .. ... ... ...... 117



LIST OF FIGURES XXii

6.16 Summed pulse height in sigcor of all of the hits that ateused

7.1

7.2

7.3

7.4

7.5

in either the muon track or the candidate proton track. Ty
sideband selections (QE-like excefd, > 30). Bottom: Se-
lected two track QE events. Left: Distributions with MC nor-
malized to total data POT. Individual topological compaisenf

of the MC are shown as stacked histograms. Right: Ratio of
data to MC. The MC deficit in the 0-2000 sigcor region of the
top plots when considered along side the MC deficit in the 0-9
degree region of Figure 6.15 is further evidence of a seagnda
nucleon from an SRC type interaction. The extra energy tleat w
are seeing is substantial enough that additional quantassides

a more likely explanation than a mis-modeling of detecttec$ 119

Comparison of the nominal MC to reweighted MC wit30%
changes to the value dm,?E. Only stopping muon events are
included inthisfigure. . . .. .. ... ... ......... 122
Comparison of the nominal MC to scaled MC witR% scalings

of the muon energy. Only stopping muon events are included in
thisfigure. . . . . . . . . .. ... .. 122
Comparison of the nominal MC to reweighted MC with5%
changes to the value cMARES. Only stopping muon events are
included inthisfigure. . . .. ... .. ... ......... 123
Comparison of the nominal MC to MC with a +30% scale of the
values of the Fermi momentum for protons and neutrons. Only
stopping muon events are included in this figure. . . . . . . .. 4 12
Comparison of the nominal MC to MC withie80% scale on the

values of the Fermi momentum for protons and neutrons applie

to the background like two track selection. Only stoppingomu

events are included in thisfigure. . . . .. ... ... ..... 125



LIST OF FIGURES XXiii

7.6

7.7

7.8

7.9

Starting from the top and moving down are @rdistributions

for the low hadronic shower energy sub-sample, the 2 track QE
like sub-sample, and the 2 track background-like sub-sampl

On the left are the actu®? distributions using a binning that

is much finer than the binning actually used in the fits. On the
right are data/MC plots using the actual fit binning. The blue
histograms show the dominant topology for each of the theee s
lections. . . . . .. 129
The 1o (defined ag\x? = 1) contours for the 1 track Nulnt09
analysis and this mock data analysis. The contouMgF and

the E, — scaleis shown on the left. The contour f(M(AgE and
kSeErmi— scaleis shown on the right. The one track Nulnt09 result
contour is shown in red. The contours from this mock data-anal
ysis are shown in blue. The three selection analysis sigmnitig
improves the size of the allowed parameter space. In addhi®
additional selections break the correlation betwa% and the
kSeErmi-scaIe. ........................... 130
Best fitQ2QE distributions for the fit to data that matches the mock
data procedure. Top: One track QE-like selection. Middigo T

track QE-like selection. Bottom: Two track resonance-kiee
lection. Left: Finely binnedg distribution. Red: Best fiQ3e
distribution. Blue: NominaQ(zgE distribution. Black: Best fit

QéE distribution of the dominant interaction type of each selec
tion. Right: Data/MC ratio binned using the same binningha&s t

fit. 131
Left: true resonanc@éE distributions. Blue: distribution for

kEermmi €qual to 2.87. Red: nominal true resona@gg: distribu-

ermi

tion. Right: thekReS . equal to 2.87 distribution divided by the

ermi
nominal distribution. . . . . .. ... ... 132



LIST OF FIGURES XXiv

7.10 Red: suppression function from [88] with error bandt iha
cludes both statistical and systematic uncertainty. Bsuepres-
sion function from &BeS .valueof2.87. . . . ... ... ... 133
7.11 Best fitQ2QE distributions for the fit to data that uses the |Q%
suppression function from [88]. Top: One track QE-like sele
tion. Middle: Two track QE-like selection. Bottom: Two tkac
resonance-like selection. Left: Finely binn@%E distribution.
Red: Best fitQgg distribution. Blue: NominaQg distribution.
Black: Best fitQéE distribution of the dominant interaction type
of each selection. Right: Data/MC ratio binned using theesam
binningasthefit. . ... ... ... ... ... ... . 134
7.12 One sigma contours for all the different pairs of fit paeters.
For each plot the parameters not shown are marginalizedkBla
three sample combined fit. Red: one track QE only fit. Blue: two
track QE only fit. Violet: two track resonance only fit. Green:
one and two track QE combined fit. Starting with the top left:
MR versustE,-scale MJ® versusMRes MYF versusk® . E,-

ermp
scale versuMRes E,-scale versuk®: . MReSversusk®- . . 136

ermp ermr
7.13 The background correction function for the primary $ing the
procedure outlined in Section 7.5.1. The correction fuorcis
calculated from by fitting the ratio of the data to the MC frdme t
two track background like sub-sample. This data is fit to edthi
order polynomial which is the green line shown in the Figure. 139
7.14 Best fitQ2QE distributions for the fit to data using the procedure
outlined in Section 7.5.1. Top: One track QE-like selectiBat-
tom: Two track QE-like selection. Red: Best@%E distribu-
tion. Blue: NominalQ& distribution. Black: Best i3 dis-
tribution of the true QE composition of the sub-sample. Righ
Data/MC ratio binned using the same binning as thefit. . . . .1 14



LIST OF FIGURES XXV

7.15

7.16

7.17

7.18

7.19

7.20

7.21

7.22

7.23

7.24

7.25

7.26

7.27

Best fit values (along with tHeESSE) errors for different defi-

nitions of the low hadronic energy sub-sample. . . . ... .. 142
Best fit values (along with tHeESSE errors) for different def-

initions of theA®8,, dividing line between the two track QE-like

and two track background like sub-samples. . . . . .. .. .. 143
Best fit values (along with tHdESSE errors) for different defi-

nitions of the unused shower strip hit dividing line betwélea

two track QE-like and two track background like sub-samples144
Best fit values (along with tHdESSE errors) for different defi-

nitions of the unused shower strip hit dividing line betwélea

two track background like and the sub-sample of interactaom

didates that are not used inthisanalysis. . . . ... .. .. .. 145
Best fit values (along with tHeESSE errors) for the horn posi-
tionsystematic. . . . .. .. .. ... 146
Best fit values (along with tHESSE errors) for the baffle scrap-

ping systematic. . . ... .. ... .. ... .. 146
Best fit values (along with tHdESSE errors) for the horn current
calibration systematic. . . . .. ... . ... ... .. ..., 147
Best fit values (along with tHdESSE errors) for the horn current
distribution systematic. . . . ... ... ... .. .. .. ... 147
Best fit values (along with theESSE errors) for the target

position along with hadron production systematics. . . . . . 148
Best fit values (along with tHdESSE errors) for the DIS model
systematic. . . . .. ... 149
Best fit values (along with tHeESSE errors) due to the low)?
resonance suppression function. . . . . ... ... ... ... 149
Best fit values (along with thdESSE errors) for some of the
intranuclear rescattering uncertainties. . . . . .. ... ... 150

Best fit values (along with thdESSE errors) for some of the
intranuclear rescattering uncertainties. . . . . .. ... ... 151



LIST OF FIGURES XXVi

7.28

7.29

7.30

7.31

7.32

7.33

Left: the ratio of data to MC for the nominal MC along witte

+10 shifts to the nucleon knockout and nucleon cross section
intranuclear rescattering systematics applied to the nahMC.
Right: the ratio of the nominal MC to the1o nucleon knockout

and nucleon cross section intranuclear rescattering regstes
applied to the nominal MC. Above: the low hadronic energy QE-
like sub-sample. Below: the two track QE-like sub-sample. .153
X2 scan of the nucleon cross sectioNTRANUKE systematic pa-
rameter. Thet1o uncertainty due to the nucleon cross section
parameter is defined as the fit parameter shift dueftg?afrom

the minimumof1. . . ... .. ... .. ... ......... 154
X2 scan of the nucleon knockoWtNTRANUKE systematic pa-
rameter. Thet1o uncertainty due to the nucleon cross section
parameter is defined as the fit parameter shift dueftg?afrom

the minimumof 1. . . ... ... ... .. ... . ... ... 155
Best fit values (along with thdESSE errors) for some of the
intranuclear rescattering uncertainties. . . . . .. ... ... 156

One sigma contour of tH\d(ADE (a scale factor on the nominal
value ofMi\gE equal to 0.99 GeV) parameter versus the hadronic
energy offset systematic parameter. The hadronic enefggtof
parameter shows very little correlation with any of the otfie
parameters. Thus a plot of any other fit parameter versus the
hadronic energy offset will look very similar to thisone. . . 157
One sigma contour of thd2F parameter versus tHdRES pa-
rameter. Both of these parameters are scale factors on the no
inal values of these parameters. The nominal vaIueMﬁF is

0.99 GeV while the nominal value fé1}ESis 1.12 GeV. The use

of the two track QE-like and the two track background like-sub
samples breaks the correlations between the both of thé axia
vector parameters. . . . . ... 157



LIST OF FIGURES XXVil

7.34 One sigma contour of tH\d(ADE (a scale factor on the nominal
value ofM(AgE equal to 0.99 GeV) parameter versus N%rmi
parameter. The tension between the low hadronic energgtoffs
sub-sample and the two track QE-like sub-sample largelgksre
the correlation between these parameters. There is stileso
correlation in the lower allowed region of the quasi-elasial-
vector mass parameter. . . . ... ..o 158

7.35 One sigma contour of tH\d(ADE (a scale factor on the nominal
value ofM(AgE equal to 0.99 GeV) versus tlig-scale systematic
parameter. There is a strong correlation between thesenpara
ters due to the muon energy dependenc®f. . . . . . . . 158

8.1 Measured\/lgE values as a function of the neutrino target nu-
cleon number. Previous measurements are red, while the mea-
surement presented in hereisblue. . .. ... ... ...... 161
8.2  Left: Q2 distributions used in this analysis along with an alterna-
tive to the low hadronic energy sub-sample called the ‘oaekir
sub-sample. Right: the same distributions as the left bua on
semi-logscale. . ... ... ... ... ... . . . 163



List of Tables

2.1

2.2

3.1

3.2

5.1

7.1

7.2

The possible forms of the weak interaction that are abbun
Dirac'stheory . . . . . . . . . . .. ... .. . 15
Lorentz invariant kinematic variables that describe tharged

current neutrino-nucleon scattering. The mikss the mass of

the strucknucleon. . . . ... ... ... oL 26

Summary of somh/l(AgE measurements. Table reproduced from

[52]. . . 43
Best fit results foM(AgE using the likelihood functions given in
Equations 3.1to 3.4 asdiscussedin[42]. . ... ........ 48

The target position refers to the distance the targetdisgdaced
upstream of its default position inside the rst focusingihadrhe
peak (i.e., most probable) neutrino enekgyis determined after
multiplying the muon-neutrino ux predicted by the beam Mont
Carlo simulation by charged-current cross-section. Thest.refers
to the root mean square of the peak of the neutrino energy-dist
bution. The 0 kA “horn-off” beam is unfocused and has a broad

energy distribution. . . .. . ... .. L L 86
Best fit results and for the two fit configurations and redyc

values according to 7.1 for the bestfitMC. . . . ... ... .. 127
Best fit values for the fit to data. The errors shown are ti¢UMT

returned HESSE errors. . . . . . . . . .. .. ... ... 130

XXViii



LIST OF TABLES XXiX

7.3

7.4

7.5

7.6

Best fit values for the fit to data using the suppressioction

from [88]. The errors shown are the MINUIT returned HESSE
EITOIS. . . i e e e e e e e 135
Best fit values for the baseline first and second fit itenatising

the procedure outlined in Section 7.5.1. No further iteraiwere
necessary because there was very little change in the lmaokdr
correction function. The errors shown are HESSE errors from

theM NUI T software package. . . . .. ... .. ... .... 140
Contribution to the systematic error due to the diffecategories
defined in this Section on tHeg" fit parameter. . . . . . . . . 154

Best fit values for the along with contributions to the entainty
due to the fit and the systematics considered in Section.7.5.4 156



Chapter 1

Introduction

1.1 Introduction

Particle physicists rely on the The Standard Model for tlemthtical framework
to describe the interactions of the fundamental partiahelfarces of the universe.
The Standard Model is one of the most throughly tested ancesstul theories
of science. However, in the last thirty years, developmauitisin the study of
neutrinos have revealed a weakness in the Standard Modgl.isTtne apparent
flavor-oscillation within the neutrino sector, exemplifiegd the so-called Atmo-
spheric Neutrino Anomaly, and the Solar Neutrino Problem.

The Standard Model describes twelve fundamental fermioaiticles divided
into two separate families: the leptons and the quarks dfifiaieonic sector. Neu-
trinos belong to the lepton family of which there are thregdia: the electron,
muon and tau neutrinosd, v, andvy). The Standard Model describes the neu-
trino as massless, chargeless s@iparticles that also carry no color charge and
only interact via the weak nuclear force. Wolfgang Paulgmrally proposed the
existence of the neutrino to solve the problem of apparenhemium noncon-
servation in nucleaB-decay [1]. The classical two bod3+decay isn — p+ e,
under this interaction if energy and momentum are consehedlectron should
be emitted with discrete energy. However the observed gnarghe electron
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from -decay was a continuous spectrum. The only way the contsspectrum
of the electron can be explained without violating momentunservation was
by postulating the existence of an additional particle riyagenpossible to detect,
that carried away a fraction of the total energy. This faiitithough controversial
idea resolved the conflict between momentum conservatidtheeobserved elec-
tron spectrum. It took 26 years to finally confirm Pauli’s hifpesis, when Reines
and Cowen directly observed a neutrino interaction thraghinverse3-decay
mechanism at the Savannah River nuclear rea@jor [

The Solar Neutrino Problem is a discrepancy between the auwftneutri-
nos interacting in the Earth (and the experiments of phstsirand the expected
number of neutrinos predicted by models of the rates of mnckeactions within
the sun. The Sun releases energy through nuclear fusionaply through the
proton-proton chain. The proton-proton chain converts fgulrogen nuclei into
one helium nucleus, two neutrinos, two positrons and sorcessxenergy. The
Davis and Bahcall experiment at the Homestake mine was gteédimeasure the
solar neutrino flux. They measured a deficit compared to #ieat predictions
of the solar model [3][4][5].

The Atmospheric Neutrino Anomaly is a discrepancy in the @tisnuon neu-
trinos relative to the flux of electron neutrinos due to casmay interactions in
the upper atmosphere. Cosmic rays incident on the uppeisatmoe interact with
nucleons that lie within the constituent molecules of thecsphere, producing
a shower of secondary and tertiary particles which incladgd numbers of pi-
ons. The pions eventually decay to muons which will decaylé¢oteons by the
following processes:

T —p +vy (1.1)

U — € +Vve+vy (1.2)

From the very well measured branching ratios of pions, egostl.1 and 1.2 im-
ply that the ratio ob, (V) : Ve(Ve) arriving should be 2 : 1, however experimental
measurements of this ratio have shown a deficit in the nunfogr [6] [7] [8].
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The solution to both the Solar Neutrino Problem and the Aphesic Neu-
trino Anomaly was first suggested by Bruno Pontecorvo. In719% Pontecorvo
proposed that neutrinos were oscillating between the imetgrcreation and the
neutrinos detection. Neutrino oscillation is a mixing oé tieutrino flavor that is
analogous to flavor changing weak decays in the quark seltmrtecorvo sug-
gested that if neutrinos had finite mass and if the weak eigissof the neutrino
(the interaction state of the neutrino) were not the sambeamiss eigenstates of
the neutrino (the propagation state of the neutrino), thexang matrix could be
formed in a procedure similar to the Cabbibo-Kobayashif#das (CKM) matrix
of the quarks. Thus a neutrino created in one flavor eigenstatld became a
superposition of all the flavor eigenstates as the neutfnogagate in the mass
eigenstates. This enables the detection of a differentrfleigenstate at some later
time. This phenomenon can be used to explain both the SolatriNe Problem
and the Atmospheric Neutrino Anomaly, though it requiressng neutrinos and
a theory beyond the Standard Model.

Neutrinos have been studied from cosmic ray production, feord fission
decay within nuclear reactors. However there are limitegito this approaches.
These limitations are primarily due to having limited cahtver the conditions of
the neutrino’s creation. The approach of more recent exyais, greater control
over the production conditions of the neutrino, is to useanbef neutrinos pro-
duced from particle accelerators specialized in the pribolnof neutrino beams.
This is the source for neutrinos used in the Main Injector tNea Oscillation
Search (MINOS) experiment, currently running at the Fertidhal Accelerator
Laboratory (FNAL) in Batavia, lllinois.

The physics goal of the MINOS experiment is to make a precisasurement
of the parameters that govern muon disappearavie@ V). MINOS has been
very successful at this, publishing the world’s most preecreeasurement of the
atmospheric mass splittirﬂ_&n‘%3 [10]. The MINOS experiment uses the neutrino
beam produced by the Neutrinos at the Main Injector (NuMd)lifig. This beam
is greater than 95% pure muon neutrino. MINOS measures tm@asition and
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spectrum of the neutrino beam by sampling the beam at twdidotsausing large
iron and scintillator tracking/sampling colorimeterse tNear Detector at FNAL
and the Far Detector at the Soudan Underground Laborat8dykih away in
Soudan Minnesota. MINOS maximizes their sensitivity toriteatrino oscillation
parameters by comparing the spectrum at the Near Detedterewthe neutrinos
have not traveled far enough to have oscillated, to the gjpadt the Far Detector
where the neutrinos will have oscillated (if the oscillasaare true).

1.2 Neutrino Oscillation Theory

| v, Survival Probability |

1

Pv, - v)

0.8

0.6

0.4

0.2

\\\\\\\l\\\‘\\\‘\\\l\

O| M Y | 1 R |
1 10

E, (GeV)

Figure 1.1: Survival probability of muon neutrinos as a fimm of
energy given the MINOS baseline and best fit values for thd-osc
lation parameters. The first minimum from the right is the dhat
MINOS is most sensitive to.

Neutrino oscillations occur outside of the Standard Mod#his is because
a necessary condition for neutrino oscillations is massetgrinos and neutrinos
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have no mass within the Standard Model. Thus neutrinoslasaeits are evidence
of “beyond the Standard Model” physics. The probabilityt#anuon neutrino of
a given energy will survive with out oscillating after somistdnce is given by the
survival probability given by:

P(vg — vg(L/E)) = 1—sir? 20sir? [1.27An?(L/E)] (1.3)

Equation 1.3 demonstrates that for an experiment that hased fiaseline (L)
the strength of the oscillation of a neutrino of a given egdfgs a function of
only the mixing angled and the mass splittingn?. The survival probability
for v, as function of energy as given by equation 1.3 is shown inreigul.
This plot assumes the MINOS baseline of 734km? 2th= 1 andAn¥ = 2.32 x
103 Ge\2.

1.3 Neutrino Oscillations in MINOS

MINOS looks for an energy dependent disappearance of muottimes at the
Far Detector as compared to the no oscillations expectadddOS uses the data
taken at the Near Detector (ND) to validate the Monte Carl&€}Mimulation of
the neutrino interactions. MINOS then extrapolates therireuenergy spectrum
at the ND, as predicted by the simulation, to the Far Detecidis prediction
assumes that the muon neutrinos are not oscillating interatbutrino flavors.
Deviations between the extrapolated Far Detector spectftom the ND) and
the data taken at the Far Detector are then fit to extract th&ine oscillation
parametersAn? and the mixing anglé.

Figure 1.2 shows the reconstructed neutrino energy spedfaeutrino events
in the MINOS Far Detector, as well as the predicted un-caeitl energy spectrum
as extrapolated from the ND, and the best fit predicted ergpggtrum from the
oscillation assumption. Figure 1.2 also shows the ratidnefdata to the MC no
oscillation prediction along with best fit predictions frahree different theoret-
ical models, oscillations, neutrino decay, and neutrincotierence. The data to
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Figure 1.2: From [10]. Top: The MINOS energy spectra of fully
constructed events in the Far Detector classified as changednt
interactions. The dashed histogram represents the speptedicted
from measurements in the Near Detector assuming no ogsmiltgt
while the solid histogram reflects the best fit of the osédlahypoth-
esis. The shaded area shows the predicted neutral curekgrband.
Bottom: The points with error bars are the background-swibed ra-
tios of data to the no-oscillation hypothesis. Lines shogvlibst fits
for: oscillations, decay [11], and decoherence [12].
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Figure 1.3: From [10]. Likelihood contours of 68% and 90% C.L
around the best fit values for the mass splitting and mixinglean
Also shown are contours from previous measurements [13, 14]

MC ratio shows the characteristic ‘dip’ structure that cades the presence of
neutrino oscillations. MINOS excludes the neutrino decgydthesis at seven
standard deviations, and the neutrino decoherence hygstiienine standard de-

viations.

Figure 1.3 shows the best fit neutrino oscillation paransegriracted from the
oscillation fit to the MINOS Far Detector, along with the 68@®0% confidence
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intervals for the measurement of the neutrino oscillatiarameters. Figure 1.3
also shows the 90% confidence interval from the MINOS 2008lason anal-
ysis [14] and the 90% confidence interval from two separajgeSH neutrino
oscillation analyses.

1.4 Motivation for Neutrino Quasi-Elastic Measure-
ments

MINOS'’s neutrino oscillation analysis is reliant on knoadg of the event rate in
the Near and Far Detectors. Event rate is a convolution dfrimeulux, neutrino
cross-section, and the number of interaction targets withe neutrino beam.
Neutrino interaction cross sections are not well knowndardr neutrino energies
(Ev <10 GeV) with cross section uncertainties for certain exetifinal states,
such as quasi-elastic scattering, at the 20%-30% level.

Neutrinos provide a unique probe of the internal structdirde nucleus and
nucleon due to the neutrino’s singular coupling to the weakd. This makes
neutrinos (along with parity violating electron scatterimhich probe the strange
component of nucleons) the only viable probes for examitirggweak-charge
distribution of the nucleon and the weak force dependentieeaiuclear structure.
Differences have been observed between older measureaofaatitarged current
guasi-elastic interactions that were statistics limited performed on deuterium,
and more recent experiments that have had orders of magnitwide neutrino
interactions and have been performed on higher Z nuclegetsar The current
inclinations of the neutrino interaction community is tlias discrepancy is due
to the presence of neutrino interactions on multi-nuclesnsh as short range
nuclear correlations (SRC) and meson exchange current€jMEese nucleon-
nucleon interactions have been observed with chargedrismat never with neu-
trinos. Because they have never been observed in neutti@@ations it's not
completely clear how to properly simulate these interasio neutrino MC, thus
they are unsimulated within the present generation of meuavent generators.
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Figure 1.4: The expected 1 ands2measurements of si(20,3) for

6 years of NOVA running (3 yrs in neutrino mode +3 yrs in anti-
neutrino mode) using numu quasi elastic events in NOVA. Tibeati
An? is taken to coincide with recent MINOS measurements and the
three choices of mixing angle are made consistent with thefdam
Super-Kamiokandex0.92 at 90% confidence limit).

An improved understanding of exclusive final state neutdrass sections is
also important for the next generation of neutrino expenitsesuch as NOvA and
T2K. These experiments were conceived to measure a diffemeing angle 913,
which is the mixing angle responsible for the — ve sub-dominant oscillations.
These experiments (particularly NOvVA) are also capableaiing very accurate
measurements of tH#»3 mixing angle and, should the difference-Bir? (2023)
be large enough, rule out maximal mixing (the complete gisapance of all the
neutrinos of a particular energy).

Figure 1.4 shows the expected NOVA measurements of thev, oscillations
using charged current quasi-elastic (CCQE) events. NOVluse CCQE events
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because NOVA will have much better statistics than MINOS ditt using ex-

clusively CCQE events minimizes the effect of energy resmhusmearing. How-

ever because the current generation of neutrino genemdon®t contain SRCs
or MECs, and the signature of these multi-nucleon intevastis the presence of
additional low energy particles in the final state, it is pblesthat these poten-
tially below detection threshold low energy particles matyaduce a significant
bias into the measurement of the oscillation parametenrss,Tih order to be fully

confident in the NOvA measurement of the /v, oscillations, it is necessary to
have a full understanding of the impact of the multi-nucléaeractions on the

CCQE cross section.



Chapter 2

Theory of the Weak Interaction

2.1 Weak Interaction Phenomenology

2.1.1 Fermi’'s Point-like Four-Fermion Theory of 3-Decay

It took four years from when Wolfgang Pauli first proposed ¢ixestence of the
neutrino with his “Dear Radioactive Ladies and Gentlemetter [1] for a full

guantum field theory (QFT) of the weak interaction to be depetl. The first
QFT of the weak interaction, proposed by Enrico Fermi, aiergd the electron-
neutrino pair emitted in the neutron to proton nuclear fiteors (n — p+ e+

v) to be analagous to the emission of photons in nucjedecay. Inspired by
guantum electrodynamics (QED), Fermi treated the intemacs happening at
one spacetime point. The interaction involved a 4-vectoakwvaurrent between
the neutron and the proton. In addition, to ensure that ttexantion would be
Lorentz invariant, Fermi included an additional currentwesen the electron and
the neutrino, finally Fermi constructed a ‘current-curt@meraction amplitude:

—UpY UpUs- YUy = — 2.1
/2 qu nUe- YuUy \/EJNJI (2.1)

11
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In Equation 2.1Gg is Fermi’'s constant, equal ta166x 10-° GeV2, u andu_
are Dirac spinorsy, andy* are Dirac matricegy is the four component label for
spatial and and time dimensiorjﬁ,, is the nucleon current, anj(ﬂ' is the leptonic
current. In Dirac’s representatiop! are matrices defined as:

P 0 0 01
(6 5) (83
0 o 0 o3
(5 T) (5 9)

wherel; is the 2<2 unit matrix,@is the 2<2 zero matrix, and; are the Pauli spin
matrices. Equation 2.1 can be rewritten in QFT notationhwitx,t) denoting a
guantum field, as a local interaction density:

(2.2)

Gr
V2

The current-current formalism pioneered by Fermi was aesgat describing
the characteristics @3-decay, except for nucleon spin flip transitions (transsio
where the nuclear spin changes by one). The next insighthetoveak interac-
tion came two years later when George Gamow and Edward Taitgrosed a
more general form of the four-fermion interaction. Gamow deller's break-
through consisted of allowing for the experimentally olsérnucleon spin flips
by introducing a two index term as shown in Equation 2.4.

Op (6 OB (X, ) B (X, V) yuia(x, ) (2.3)

_ [
UpOpwUn where O (YuWo — YoV) (2.4)
The next two decades saw a wealth of new discoveries witldnrealm of
particle physics: the neutrino was directly observed fer finst time, both the
muon and pion were discovered, and many new observationsal mteractions
were made. These observations which could not be explaindedpreviously
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proposed theoretical forms of the weak interaction. Thetsmi, first proposed by
Lee and Yang [15], called into doubt the conservation oftgdmirror symmetry)

in weak interactions. Much later it was determined that tleakvinteractions
maximally violates parity conservation, but this idea wasywadical at the time.

2.1.2 The Axial Vector Structure of the Weak Interaction

Parity is an inversion of spatial coordinates, like a reftecin a mirror. Parity
allows for several definitions of physical quantities, polactors, axial vectors,
scalars, and pseudoscalars. A polar vedigris a vector that transforms in the
same way as the coordinateinder the parity operatop;

P:x— —Xx , P:V— -V (2.5)

polar vector examples from introductory physics are qui@stsuch as velocity,
momentum, and electric current. Axial vectors transforrthimsame was as the
cross product of two polar vectors. There is no sign changkewuthe parity
operator of axial vectors as shown in Equation 2.6.

P:UxV—(-U)x(=V)=UxV , P:A=A (2.6)

angular momentum, and spin are both examples of axial \&ec&galars do not
change sign under the parity operator, this can be demoedtog performing the
parity operator on the dot product of two polar vectors asvshio Equation 2.7.

P:U-V— (=U)-(-V)=U-V 2.7)

Pseudoscalars, however do change sign under the paritgtopePseudoscalars
can be formed from the triple scalar product of three polators as shown in
Equation 2.8.

P:U-(VxW)— (=U)-(VxW) (2.8)
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It can be shown that the free particle solution to the Diragatign of definite
parity is:
P(x.t) =N ( on ) e IELHPX (2.9)
E+m(p
where@ is a two component Dirac spinor amdis a normalisation factor. Equa-
tion 2.9 transforms thusly under the parity operator:

P:(xt) — Wp(x,t) =YW (- (2.10)

Thus a unitary quantum field operatBrcan be defined such that:

Wp (X,t) = Py (x,t) Pt =Py (- (2.11)

Using Equation 2.11 it becomes possible to consider thetsfa the parity op-
erator on the previous forms of the weak interaction. As angle consider the
spatial part of Fermi’s weak 4-vector current:

D1p (%, 1) Ylizp (%, 1) = Blp (%, 1) YWz (%, 1)
= O] (—x )YV P2 (—x.1)
= =01 (=%, ) VP2 (—x,1) (2.12)

where YW =—y0 and (yo)2 =1

Equation 2.12 shows that the spatial components of the tbvearrent trans-
form as a polar vector under the parity operator. Similarl/time component of
Fermi’s 4-vector current transforms as a scalar under thgymgoerator. Thus the
4-vector current of Fermi’s initial theory of the weak irdetion does not allow
for the violation of parity. An extension of the theory musttmade to allow for
parity violation. Parity violation can be accommodated fiyaducing terms that
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transform as axial vectors. This is done usingyhmatrix defined as:

Y=iV'vy* and  {ys,yu}=0 for pe{0,1,2,3}  (2.13)

It can be shown that a current wightransforms as a pseudoscalar under the parity
operator. Thus a weak current that inclugesllows for parity violation in the
weak interaction. This is illustrated by Equation 2.14.

P1e (x,1) ysBop (X, 1) = PBlp (%, 1) YPysPop (X, 1)
= O (.0 YYPyey P2 (—x, 1) (2.14)
= —P1(—%,t)ysP2 (—x,t)  where yoy5 = —y5\°

Currents of the formy (x,t) YWys{2 (x,t) transform as axial 4-vectors under the
parity operator. Where the time component of axial 4-vectoansforms as a
pseudoscalar and the spatial component transforms as lavegtar. All of the
possible forms of the weak interaction are shown in Table 2.1

Interaction Type  Form of Current | Parity

Scalar Y Even
Pseudoscalar PysP Odd
Vector QWP Odd
Axial Vector Wyys P Even

Tensor sU(WY —yWyW)§ | Odd

Pseudotensor| 2 (Y’ —y'y¥)ys | Even
Table 2.1: The possible forms of the weak interaction theeiowed
in Dirac’s theory

A year later in 1957 it was confirmed that parity symmetry wedated by
Wu et al [16] in the B-decay of®® Co. Soon after this discovery it was realized
that Fermi’s original current-current interaction was attf a combination of a
vector (V) type current and an axial-vector (A) type currehhis led to the “V-
A’ (vector minus axial-vector) structure of the weak intran, which involved



CHAPTER 2. THEORY OF THE WEAK INTERACTION 16

changing the original 4-vector current from Fermi to:
Ue-YMUy — Ug-Yu (1 —Y5) Uy (2.15)

This V-A structure of the weak interaction is a fundamentat pf the Standard
Model. It has importantimplications for the way the leftAded (spin opposite the
direction of motion) vs. right-handed (spin in the direatmf motion) components
of fermions (such as the neutrino) participate in the weédraction.

2.1.3 Helicity and Chirality
The projection of the spin of a particle in the direction o gharticles motion is

called the particles helicity. Thus the helicity operator i

1 . . P
h==-0- where = 2.16
0P p 0] (2.16)

Chirality is the sign of the helicity operator. Chiralityfisndamental to the weak
interaction. Left-handed particles have negative chyrand right-handed parti-
cles have positive chirality. In the Pauli-Dirac represdion of they matrices the

Y5 matrix is:
0 I
Y5 = L 0 (2.17)

Applying theys operator to the spinor solutions from Equation 2.9 yields:

Ua | _ 0 Iz ¢ _ %cp 218
A () o

Applying the relativistic approximatiore — |p| asm— 0) gives:

y5< Ua ) _ ( (0-ﬁ><p> _ ( (@-p)o ) 2.19)
Up 0) (G-p)o
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(2)(P8)E) e
Up 0 o-p Up

Equation 2.20 reveals that tlye operator approaches the helicity operator as the
mass of a particle goes to zero. The neutrino is assumed t@bsi@ss within the
Standard Model and thus the neutrino’s helicity is the sasn@neutrino’s chi-
rality. Left-handed chirality massive particles will havmstly left-handed helic-

ity (with some right-handed helicity) and right-handedrahty massive particles
will have mostly right-handed helicity (with some left-laed helicity). This give
the helicity projection operators:

_(1-vs _(1+Y¥s
PL:( 5 ) , PRz( 5 ) (2.21)

thus:

The helicity projection operators satisfy the followingatéons:
PR=Pr . F=R , PRRL=RPR=0 , RR+R =1 (222

The left, and right handed components of the Dirac spinonstisan be defined
as:
u=hRu ., u=Fru (2.23)

which allows for the rewriting of the V-A current betweenrfgonic Dirac spinors
as:

_ .1- _ _
T\ 2y5 Up = Upy'PLUp = UpyWP2Up
= U1WPLU2L = U1PryH UL
= WPV UL = g P (2.24)

Equation 2.24 demonstrates the V-A structure of the thebwyeak interactions.
Equation 2.24 implies that only the left-handed compondnhe chirality of
fermions participates in the weak interaction. This cai &ls shown for right
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handed chirality anti fermions. Additionally, because tiadicity operator trans-
forms as a pseudoscalar under parity, it can be shown that-thetructure of
weak interactions also implies that all massive fermiongehhe positive helic-
ity component suppressed by a factor of ord®iE, and similarly the negative
helicity component of massive fermions is also suppresgdbdsame factor.

The Standard Model makes no prediction about the helicityeotrinos, how-
ever the neutrino was assumed to be massless, and thus veweltidhhave either
fully positive helicity or fully negative helicity. In 1958apture of electrons on
152Ey showed that the helicity of the emitted neutrinos was 168g@ative (within
experimental uncertainties)[17]. This result gave strevigence for the V-A de-
scription of weak interactions, and also gave strong coutiion for the massless
neutrino of the Standard Model.

2.1.4 Electroweak Gauge Theory

Though the V-A theory was quite successful at describingwbak interaction, it
still assumed a current-current interaction which caudetiaf theoretical issues.
By the 1960s theoretical physicists were working on a gabgery of the weak
interaction. A weak gauge theory would consist of the inticitbn of a weak
gauge symmetry group, and a corresponding intermediateneason field. The
vector boson field is needed to keep the Lagranian invariadémucertain local
transformations. The weak gauge theory allowed for the aatitin of the weak
force with the electromagnetic force, then through spcaetas symmetry break-
ing and the Higgs mechanism, the intermediate particlesedjmasses becoming
the Standard Model vector bosons: photgn Z° and W-.

The gauge theory of the weak interaction viesysandve as two states of the
same ‘particle’ under the charged current (CC) processssuming the particles
g_ andve_ are different states of the same underlying particle sugdbat this
pair transform as a doublet under some symmetry group, desitransformation
property would also hold for the paing, < v, T < V. TheSU(2) group was
originally proposed as the weak interaction group by Glagli®], then expanded
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upon by Weinberg [19] and Salam [20].

The weak interaction group is usually label®d(2), to denote the fact that
it is only the left-handed component of the fields that pgyéite in the weak in-
teraction, and also to distinguish it from the stand&td(2) group. Within the
weak gauge theory the left-handed component of the fieldsethizr into the
weak interaction corresponds to transformations in therivatl space of the weak
isospin. TheSU(2) group is an isomorphic group to ti8(3) group, thus these
transformations can be considered to be rotations in a-tirensional weak
isospin-spacel andls are used to denote the quantum numbers of weak isospin,
which have the following assignments for the leptonic fields

()L (), (7)o
2 I3 =-1/2 ¢ /L H /L LA

These transformations can be rewritten as:

~ / ~
( e ) —e ( e ) (2.26)
€ L € L

wheret denotes Pauli spin matrices that act in the internal isospace. This
group should be considered as locally gauge invariant,ltaz transformations
a (x¥) are allowed, without changing the observed physics. Thiggintroduces
three gauge fields (one for each of the three axes in weakimseppce); two of
the fields should have ‘charge’l and the third should be a neutral field. The
charged fields allow for transitions between the doublet bems The charged
fields corresponds to the charged current type interactidgniie the neutral field
corresponds to the neutral current (NC) interactions. Ne€rattions were first
observed in 1973 by the Gargamelle bubble chamber expersh@ERN [21]. It
was learned from the Gargamelle experiment that NC interasgre not pure V-
A, thus the neutral gauge field of the weak interaction, iscootpletely described
by the V-A theory of the weak interaction.
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The proposed solution was the unification of the weak fordé tiie electro-
magnetic force, this was done via the addition of an édifh) gauge group which
resulted in a nevBU(2), ® U (1) structure for the unified electroweak force. The
new gauge group needed to include a mechanism to deal withgihtehanded
electron (for electromagnetic interactions). Because/iAestructure works just
fine for CC weak interactions, this new mechanism needs todegeet in weak
isospin-space. As an example consider the first generati@pitmns and quarks,
arranged into tw&U(2) doublets:

Ve a
(). ()

and threeSU(2) singlets;eg, Ur, dr. The weak hypercharg¥, was introduced to
differentiate between left-handed doublet and right-tfeaihsinglet particles. The
weak hypercharge is defined as:

Y =2Q-2l3 (2.28)

whereQ is the electric charge arig the third component of weak isospin. Both
the weak isospin and the local phase change frorak(ig transform should be lo-
cal gauge symmetries, thus local transformations shouldhmnge the observed
physics. This can be expressed as:

a ()T
2

XL = exp<igw +igy® () Y) XL (2.29)
whereX, is a left-handed chiral doublety, andg are coupling constants and
x* is a space-time point. The Lagrangian must be kept invatiader the local
SU(2) ®U (1) transformation, this is done by introducing four new gaugkl§;
two charged fieldsV(/l‘fz) and one neutral fielo\/@‘) for the SU(2) part of the
symmetry group, a second neutral fieB'Y for theU (1) part of the symmetry
group. Just as in the V-A theory of weak interactions the gbaifields are re-
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sponsible for raising and lowering of the left-handed dhdeublets, and the two
neutral fields will account for the weak NC interaction and #ectromagnetic
interaction respectively. This gauge invariant Lagrangian be written as:
~ . T .~ Jdo2\. = . doa \ -
XLy ('au— gWé Wy — EYBU) XL+ XrRY ('au— EYBH) XR (2.30)
1. - 1. -
— “WpyWH — =B, B (2.31)
4 4
In equation 2.30 the final two terms are the self-interastiohthe introduced
gauge fields and the right-handed chiral fields interact wiglgheB*, this makes
the electromagnetic force free form tiigand parity violating terms.

There are no mass terms in Equation 2.30 (the electroweatahg@n) this
is because by gauge fields must be mass less to obey gaugancearHowever,
through the process of spontaneous symmetry breaking tlsslasafvlu andVVz“
combine to form the massiW/* fields and the massle¥# andB" combine to

form the massive® and the massless photon fields. These fields are viewed as

propagators, exchanged virtual bosons, and are used idé@thNodel Feynman
diagrams, shown in Figure 2.1. The matrix element for thesitaon shown in

VH e

W Ve
Figure 2.1: Feynman diagram of the muon decay progess< v+
Ve€)
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Figure 2.1 written in terms of Dirac spinors and the exchdngeual bosons is:

igw — 1 —g" 4+ g9 /M, ] Tigw— 1
- vy | (ISR (9, Sy e
(2.32)

whereg,,/+/2 is the coupling strength at the vertexg®¥, is the metric tensor and
¢? the squared four-momentum transfer between the vertices.

Atlow o (0 < M&V) the W-propagator can be replaced by the constant term
g“"/M&V leading to the matrix element shown in Equation 2.33. Egua#.33
is very similar to the current-current form of the weak iaigion. Thus the
V-A current-current form is the low energy approximationtbé full Glashow-
Weinburg-Salam gauge theory of electroweak interactions.

g2, — 1 _ 1
_BM—ZUVHEVH(]'_VF’) Uy~ — Ue- QV“(]-_V5> Ue-
W
G 2
where TFZ = E;EA—W\?V (2.33)

Simple leptonic scattering in the Standard Model can be bain V-A current

involving Dirac spinors, this is demonstrated by Equatid@B2vhich shows how
to calculate the V-A transition amplitude. All of the knoweptonic pairs undergo
this form of the V-A coupling, and have the same ‘strengthapeater’. This

property of weak interactions means that cross sectionalffaf the completely
leptonic scattering interactions can be computed usingptimealism from Equa-
tion 2.33. The simpleness of this formalism is complicatéemwthe target of the
neutrino scattering lies within a nucleon or the nucleoroigria within a nucleus.
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2.2 Neutrino-Nucleus Scattering

2.2.1 Neutrino Scattering Off of Nucleons

When the momentum transferred by the weak boson is éBw( M&V), the pure
V-A description of weak interactions is a valid approxineati Even though the
previous discussion of weak interactions only addressetefiton sector, the V-A
structure is also a valid description of vertices with a weatent between quarks
such as:

UuYp (1 —Ys) Ug (2.34)

Complications arise when going from the vertices involvioge quarks to ver-
tices involving multiple quarks bound together in a nucldwowever. When con-
sidering neutrino scattering off of nucleons, it is impaite consider additional
strong interaction effects. Unlike the leptons (and quirtkee nucleons (proton
and neutron) cannot be described as point like particlessemuently the inter-
nal structure of the nucleons must be included in any desonipf scattering
off of nucleons. Describing the effects of the nucleon inéistructure involves
the use of quantum chromodynamics (QCD). QCD allows for meatgitional
processes such as quark-antiquark pair production fromngland gluon emis-
sion from valence quarks. Even with these additional coragibns from QCD
the total electric charge must be always be conserved (thterpalways has a
charge ofe), however there is no reason to assume this is also true éowvéak
interaction. As an example, consider the formation of quaarkquark pair, the
net contribution to the weak interaction from this quarkigunark pair may not be
zero.

Ignoring for a moment intermediate vector bosons ghdonsiderations, the
strong interaction effects can be accounted for by makiegdhowing replace-
ment in the weak current:

(1—Ys) — (ov —CaYs) (2.35)
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Hereoy andca are experimentally determined correction factors. Thesection
factors have been measured throfigthecay experiments to be:

ov = 1.000+£0.003 ,  ca=1.26+0.02 (2.36)

Equation 2.36 demonstrates that the vector part of the weakmt is not modi-
fied by the QCD structure of the nucleon. This indicates thetd may be some
conservation law that ‘protects’ the vector current in thene way that the elec-
tromagnetic charge is protected. This conservation lawmasw as the Conserved
Vector Current (CVC) hypothesis, which was first propose&&ynman and Gell-
Mann [22]. They speculated that the vector part of the weakeotiupy,un, its
conjugate curreninyuup, and the electromagnetic currenjy,u, form a triplet of
conserved currents in the internal isospin space of thegirdgeraction.

2.2.2 Neutrino-Nucleon Scattering Kinematics

It will be easier to discuss the theory of neutrino-nucleocattering by first ad-
dressing the general kinematic quantities of CC neutrimcleon scattering. Fig-
ure 2.2 shows a diagram for the scattering prosgss N — p~ + X (hereX
represents the hadronic final state). Figure 2.2 labels #wsuored quantities for
an event detected using in the MINOS detectors and the cehimass frame
four-momentum of the particles in the interaction.

Table 2.2 lists how to calculate the Lorentz invariant kiagisyquantities that
describe a general C@, — N interaction. The calculations are shown for both
the center of momentum frame (using four-momentum quasjitand for the lab
frame (detector measured quantities).

In quasi-elastic scattering (QE) event,+n — p~ + p, the neutrino is con-
sidered to scatter off of the entire nucleon, and not theviddal partons. In a
QE interaction the target nucleus does not break up buttsrjodified. If an in-
teraction is considered to be quasi-elastic then the hadsystem will consist of
a single proton\W? = M2,,;,). QE scattering can be contrasted with resonances
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Quark of
momentum Xp.

Hadronic System
n, p, metc

Nucleon of
momentum [

Figure 2.2: CGy, — N scattering kinematics. Inside the red boxes are
the variables that are measured in the MINOS detectors ériaih
frame). The diagram also labels the four-momentum of thegbes

in the center of mass frame. The Bjorken scaling variabldenotes
the fraction of the nucleon momentum carried by the strucku

production (Res) and deep inelastic scattering (DIS) wimeblve ever deeper
probing of the quark structure of the nucleon.

Resonances production, + N — g~ +A — p~ + 11+ N, occurs when the
scattering of the neutrino off of the nucleon, excites thelean into a higher
energy state called resonance particle (usuallyl232). TheA quickly decays
into a pion and a nucleon.

Deep inelastic scattering, + N — p~ 4+ X(hadrong, occurs when the neu-
trino penetrates the nucleon and interacts with just onbetonstituent quarks.
This knocks the quark out of the nucleon, however due to amafinement bare
qguarks are not allowed, this causes the creation of a hadsboiwer.

One of the consequences of assuming an interaction is a @&ation is that
several of the kinematic variables listed in Table 2.2 cacdleulated using just
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Variable Description Center of Momentunm Lab Frame
Frame Calculation Calculation
Energy transfered to p-q/M Ehad
the hadronic systenv:
Inefasticity:y (P-9)/(p ki) Enad/Ev
Squared four-momentum —q° 2E,E, (1—cos(8y))
transfer:Q?
Bjorken scaling variablex Q%/2p-q Q?/2EpagM
Squared invariant mass of (p+Q)° M?2 + 2EpagM — Q2
of the hadronic systenw?

Table 2.2: Lorentz invariant kinematic variables that discthe
charged current neutrino-nucleon scattering. The rivessthe mass
of the struck nucleon.

the measured quantities that correspond to the outgoingnmitiee QE-assumed
kinematic quantities introduced here along with the quigstin Table 2.2 will be
used extensively in the rest of this thesis.

e Neutrino Energy: In MINOS the usual way to reconstruct the neutrino
energy is by summing the visible energy in the detector fovargevent,
Ev = Eu+ Enhad, WhereEn,q is calculated from the sum of the visible energy
not originated from the muon. However if an event is assumdoktdue
to a QE interaction then a QE-assumed neutrino energy caalbelated
instead. This neutrino energy can be calculated using heshteasured
muon kinematics according to:

EQE . EUM - (MS)

' M—E.+ pucos(8y) (2.37)

hereM is the mass of the struck nucledd,, is the mass of the out going
muon. Equation 2.37 neglects terms involving the bindingrgy of the
struck nucleon.
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e Squared four-momentum transfer. The QE-assumed four-momentum trans-
fer from the lepton to the hadronic system, it can also beutatied using
just the outgoing muon kinematics from:

Qe = —2E5° (Ey— pyucos(8y)) + M2 (2.38)

2.2.3 Nucleon Form Factors and the QE Cross Section

A v,;-CC QE scattering interaction can be described by:
Vu(p)+n(P) = (p') +p(P) (2.39)

wherep (p) is the incoming (outgoing) momentum of the lepton @&¢P’) is
the incoming (outgoing) momentum of the nucleon. The Feyndiagram for
this interaction is shown in Figure 2.3. The matrix elememntthis interaction

Vi =

n P

Figure 2.3: Feynman diagram of tig-CC QE interaction, showing
both thevy,, W, u~ and then, W+, p vertices.

can be calculated by modifying Equation 2.33 using equ&i@d then including
the further effects of having the quarks bound within a noigleThis is given in
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Equation 2.40:
&
V2
where6¢ is the Cabibbo angle (which measures the probability of kgtlavor

change due to the weak interaction [23] [24]) difg (9?) is a term that contains
the complex weak nucleon form factors given by Equation2.41

U (P) Y (1= Y5) Uy, () c0S(6c) Up (P) T (07) Un (P) (2.40)

s
e =R (o) + 3y &7 (&) + (@)
i (vHV AV
+ (v“FA () + 'OZMq Fr(d?) + %Fp (qz)) Y5 (2.41)

whereM is the mass of the struck nucleon. Each ternT ff is a form fac-

tor that parameterizes the amount of each type of weak dupeeticipating the
interaction. The form factors are functions of the vectosdo‘probe’ squared
four-momentumg?, which reflects the fact that the vector boson interacts with
the nucleon internal structure at different ‘levels’ degiey on the bosonsg?.
These form factors are related to the correction factorsquiaion 2.350, and

Ca, in theg? = 0 limit.

Whereé = kp — kn + 1, with ky/kn being the anomalous magnetic moments
of the proton and neutron. Examining Table 2.1 the V-typdewrtfrom factors
are: the vector form factor&;, F7, and the scalar form factdis (which doesn't
contribute to the weak interaction). In the standard molelA-type nucleon
form factors are: the axial-vector form factBg, the pseudotensor form factor
Fr (which doesn’t contribute to the weak interaction), andpbeudoscalar form
factorFp.

Llewellyn-Smith explained why the nucleon form factors itrusreal. In [25],
Llewellyn-Smith pointed out that time reversal symmetry (@quires that, all of
the nucleon form factors must be real and charge-exchamgmsiry (C) requires
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Fs, andFy to be imaginary. ThuBs, andFr must be zero:
Fs(g?) =Fr(?) =0  vo? (2.42)

The muon mass multiplies the nucleon form fadgpr thus for neutrino en-
ergies Where‘rﬁ < E2 the pseudoscalar from factor can be neglected. Seffiing
andFr equal to 0 and neglecting the pseudoscalar form factor tgustion 2.41
into: v

Mo =V (R () — veFa (@) + &R (o) (2.43)
Inserting Equation 2.43 into Equation 2.40 yields the fypeession for the matrix
element:

%uﬁ (P') Yu (1= ¥5) Uy, (p) cos(Bc) Tp (P') (v“(Fv1 (o) —ysFa (@)
ioVg¥

T asz(qZ))un<P> (2.44)

Turning the reduced form of the matrix element (Equatiod Ridto a differential
cross section with respect ¢, for QE scattering yields Equations 2.45 and 2.46.

(s—u)’

do  M2GZcog () |
_ i

dlg?|  8nE?

S—u

A(e) —B(9) 7

+C (0P (2.45)

N YA
A(@?) +B (@) >z +C (D) (SM:‘) (2.46)

do  M?GEcos (8c) [
dig?/  8nE]

where Equation 2.45 is for the interaction-n — |~ + p, and Equation 2.46 is
for the interactiov+ p — |~ +n. In Equations 2.45 and 2.46-u=E,M — g —
n¥, m is the mass of the outgoing lepton and #ég?), B(g?), C(g?) can be
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expressed as:

A(Q) = ”\;\;;'2{(4——) IFal2— <4+—) IRY?

-8 e (2+ & )- 4D (FVR)

M2 4M2 M2

—% ((F\}+EF\/2)2+|FA\2)] (2.47)
2

B(o%) = —% [(Fv +E&RY) D(FA)] (2.48)

C() = %1 <|FA|2+ RIfP - N2 }EFVZ} ) (2.49)

It is possible to further constrain the vector form factdrgquations 2.45 and
2.46 by considering+ N elastic scattering. The nucleons cannot be described
as point like particles, but in fact have an internal struetio both their charge
distribution and their magnetic moment. In 1950 Rosenb2@ proposed treat-
ing the charge distribution and magnetic moment separatedydescribing the
contribution to the cross section with form factors. It candhown that when
Rosenbluth’s ideas are applied to electron-proton elasattering (for example
in [27]) the electromagnetic current contribution to thelifzaic vertex has this
form:

Ton (P) [Fn (@) — T Fin () tnp (P (2.50)

with F&n describing the deviation of the nucleon from a point chate Dirac
form factor), andzén describing the deviation of the nucleon from a ‘pointlike’
magnetic moment (the Pauli form factor).

The Sachs [28] form factors are defined in terms of the DiratRawli form
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factors:
onmoy  c1 @ Lo o
Ge (Q) = Fon— gzzFon ()
G (Q?) = Fpn+F20(Q9) (2.51)

Electron-nucleon scattering experiments have consulahese form factors with
a great degree of precision while also establishing theléifoom for all of the
form factors.

Gp () =—" (2.52)

whereMy is the vector mass. Expressing the Sachs form factors irstefrthe
dipole form factor yields:

GE(Q°) =G (Q)

GE(Q) =0

G (Q°) = 1pGo (Q) (2.53)
Gl (@) = HnGp ()

wherepn, p is the magnetic moment of the proton or neutron. The vect@sivig
in equation 2.52 is well constrained by electron scatteexjgeriments.

By assuming the validity of the CVC hypothesis, the Sachsiftactors can
be used to define the weak nucleon vector form factors fronatou?2.43:

G2 () — G ()] + 2= [Gh () -G ()]

2

RE(Q?) = (2.54)
(G (@) — G (@)] — [GE () ~ GE ()]

, (2.55)
1%

R (Q%) =

Equations 2.54 and 2.55 demonstrate that the weak vect@mntdorm factors for
the CCv,, QE scattering calculation can be constrained by the Sachsféwtors
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using the CVC hypothesis. Because the Sachs form factonselreonstrained
by electron scattering experiments the only remaining nstrained quantity in
the CCv, QE cross section calculation is the axial-vector form fadt (Qz).
The axial-vector form factor can be constructed in a sinmtanner, by analogy
with the vector form factor the axial vector form factor is:

Fa(0)

[+ <M(§2E>2>2

where the axial-vector massI‘iA;(AgE, andFa (Q? = 0) has been measured in neu-
tron B-decay experiments. Thus the only remaining quantity to easured is
the Q? behavior of the axial-vector form factor. Which, if the dipdorm of the
axial-vector form factor holds, is the same as measuringaiti@-vector mass
MYE.

Figure 2.4 shows the differential cross section with respe? for the CC-
v, QE interaction. The&? distributions are for 1 GeV energy neutrinos scattering
off of a free nucleon.

(2.56)

Fa(Q%) =

2.2.4 Nuclear Effects

The previous discussion has only dealt with neutrino-rutlgcattering. How-
ever in MINOS the target nucleon lies within a nucleus (prifgaron), and this
causes additional complications due to interactions viighdther non-target nu-
cleons within the nucleus. These effects can change botbrtiss-section, and
the apparent final state particle multiplicity.

When the squared four-momentum of the vector boson pMbefor CCv,,
QE interactions) exceeds0.2 Ge\ it's wavelength is comparable to the diame-
ter of an iron nucleus. Thus f@? values less thar0.2 Ge\? the boson probe
does not just the target nucleon but is also affected by tieenal structure of the
nucleus.
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Figure 2.4: Above: quasi-elastic differential cross smcbff of a free
nucleon with respect tQ2. Each distribution corresponds to a differ-
ent value of the axial-vector mass parameter. Below: Thee€afn
distribution as above except the red and blue distribugmasormal-
ized to the area of the blach? distribution.
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Nuclear effects can change both the QE cross sectigr)( the kinematics
of the final state, and the final state particle multiplicitjiey include: the Fermi
motion of the struck nucleon, the binding energy of the nug|d*auli-blocking
(a consequence of the application of the Pauli exclusiarcjpie to the nucleus),
final state interactions (FSIs) (such as intranuclear attesing), and the Short
Range Correlations (SRC) and Meson Exchange Currents (ME@)een nucle-
ons.

Pauli-Blocking

Pauli-blocking is a consequence of the application of thdifaclusion principle
to the interactions between nucleons within the nucleuslddthe Pauli exclusion
principle it is not possible for any to fermions to occupy fane quantum state.
This means that in a QE interaction it is not possible for tinec& nucleon to be
excited into a quantum state that is already occupied. Tina@sQE interaction
the struck nucleus can only be excited if there is an unoeclfinal state for the
outgoing nucleon. Recent experiments have used the Feraeltmdescribe the
the Pauli-blocking, and nucleon Fermi motion for QE scaitgr In the Fermi
Gas (FG) model the excitation of the nucleon is described teanaition across
the Fermi surface, from below to above. The Fermi surface dsrtain value
of nucleon momentum (typically between 200-300 MeV) belokich all of the
guantum states are filled. The FG model assumes that theususleomposed
of an infinite number of nucleons and that the nucleus is a#ingally invariant,
with the momentum distribution of the nucleons given by:

n(Ip)) = 55 © (ke — [p]) (2.57)

3
3TKe
where© is the Heavyside step function,is either the atomic numbet or the
neutron numbeN for the nucleus in questiolg is the Fermi momentum anal
is the three-momentum of the nucleon. When simulating therfé@el all of the
energy levels up to the Fermi surface are assumed to be flllags any interaction
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where the transfered momentum excites the final state nuado a momentum
state with less than the Fermi momentum is considered Bédked.

The FG model as it applies to QE neutrino-nucleus scatteviaxg examined
by Smith and Moniz in 1972 [29]. The FG model can have a largecebn
both the QE cross section and the expected event rate at lowsvafQ? (<
0.2Ge\A). Figure 2.5 shows sever@f distributions both without Pauli blocking
(free nucleon) and with several values of the Fermi momentum

The FG model of the nucleus improves agreement with neutrutdeus scat-
tering data, relative to the free nucleon simulation, haevekie agreement is not
perfect and more lowQ? suppression by increasing the effectigevalue may be
required [30][31]. Progress has also be made by moving pa$i® model to sim-
ulate these nuclear effects. Benhar proposes the use afamnsgectral functions
which provided an improved description of the nucleon matmendistribution
within the nucleus [32].

Intranuclear Re-Scattering

While Pauli-blocking has a dramatic effect on the apparevgscsection of CC-
v QE neutrino-nucleus scattering particularly at low newtrenergies and in the
low Q? region. However final state interactions are also very irgmdr FSls
are interactions between the struck nucleon and other onglas the struck nu-
cleon passes through the nucleus. Thus fovGQE interactions FSls change the
kinematics of the final state recoil proton and also deteemvhether the recoill
proton is re-absorbed which can lead to different final gtaréicle multiplicities.

In MINOS determination of the final state is handled by a aramiiclear cascade
model via the INTRANUKE simulation within the NEUGEN MC [33]

Other Nuclear Effects

All of the neutrino generators in common use by modern expamnis simulate
the nucleus using a variation on the relativistic fermi gdBG) model. The RFG
model simulates the nucleus as a collection of non-intergctucleons that obey
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Figure 2.5: The CGxy, QE differential cross section with respect to
Q? with several values dé- compared to the free nucleon case, shows
the lowQ? suppression characteristic of Pauli-blocking. Taken from
a talk given by M. Sakuda at the 2005 NuFact conference.

Fermi-Dirac statistics. The RFG is a relatively simple maogi¢h physics that is
easy to calculate within an MC simulation. However the RFGlelas an over
simplification of the nucleus because the nucleons do icterih each other.
Measurements of the CCQE cross-section over the last tega lyage revealed
a 20-30% increase in both the value of the CCQE cross seatidnnathe mea-
sured value oM(AgE, the only free parameter in the CCQE model. The global mean
for M(A?E from early bubble chamber neutrino experiments.@21+ 0.06 GeV.
Since then K2K, MiniBooNE, MINOS, and SciBooNE have all mmesiMEE
to be 20-30% higher, with only the NOMAD experiment measgiian MSE that
is consistent with the earlier global mean. The early expenits used deuterium
as the nuclear target, while the more recent high statiskpsriments have used
higher A targets: carbon (MiniBooNE, SciBooNE and NOMADyygen (K2K),
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Figure 2.6: The MiniBooNE, CCQE cross section as a function of
the incident neutrino energy. The points are the MiniBooNEadthe
red line is thev, CCQE cross section with aMSE value of 1.02 GeV
and including the effect of the most important types of SRi€reuc-
tions. The black dashed line is the sameCCQE cross section with-
out the SRT interactions. There is remarkable agreemewelestthe
MiniBooNE data and th€E + np— nh model. This agreement indi-
cates that the 20-30% discrepancy in the recent high statisterac-
tion experiments could, in part, be due to these SRC typedctiens.

The MiniBooNE experiment has measured theCCQE cross section in a
manner that is largely model independent [34]. This crosi@e measurement
is consistent with aM3" value of 1.35 GeV. This is more than 30% above the
global mean of 1.02 GeV. The MiniBooNE detector is a sphégoatainer of
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800 tons of mineral oil surrounded by 1280 photomultiplidrdés. MiniBooNE is

a Cherenkov detector so they are largely insensitive togbeilrproton of thev,
CCQE interaction. They would also be insensitive to the sdaoy nucleon from

a CCQE-like SRC type interaction. M. Martiat al. have calculated the CCQE
cross section with aM(A?E value 1.02 GeV and including SRC [35]. As shown in
Figure 2.6 they find good agreement with the MiniBooNE data.



Chapter 3
Survey of Current Results

Electron scattering experiments have measured the nugkecor form factors

(R} andR?), neutronB-decay experiments have measured the axial-vector form
factor atQ? = 0 (Fa (Q2 = O). Both of these measurements have been made with
high precision. Only neutrino-nucleon scattering is séresto theQ? dependence

of the axial-vector form factorHa). Thus if the dipole form of the axial-vector
form factor is assumed then measurements of thevCQE cross section are
equivalent to measuring the axial-vector mMs%E.

3.1 Generalized Method for MeasuringM,(SE

Fundamentally the dipole assumption for the axial-vectomf factor is only
driven by the success of the dipole form in describing thdoreform factors.
There is no underlying physical theory driving the choiceh# dipole form, ex-
cept the success of the dipole form in describing the veoron factors. However
the use of the dipole form to describe the axial-vector faaotdr has several ad-
vantages, most prominent of which is the use of symbolic farith a proven
track record that has only one free parameter.

The axial-vector form factor is the only quantity curremntigt well measured
within the theoretical framework describing neutrino-leen QE scattering (as

39
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given by Equation 2.45). When the axial-vector form fact®described using
the dipole approximation the only free parameter is thelaseator massl(/l(AgE).
Thus the way neutrino scattering experiments measurMﬁ‘Feparameter is by
examining (usually by fitting) th@? distribution for charged current QE interac-
tions.

Figure 2.4 from Section 2.2.3 shows how changes ith}_B& parameter re-
sults in changes to the Cgr QE Q? spectrum. The upper plot in Figure 2.4
shows how changinMSE changes the absolute cross section and the lower plot
in Figure 2.4 shows how changimggE changes the shape of ti distribution
when normalization is ignored. Thus there are two possilalgswto measure the
M(ADE parameter using th@? spectrum of CCQE interactions. It is possible to
measureMSE by examining the shape and rate information within the CGU3E
spectrum, or it is also possible to measM%E just by examining the shape of the
Q? distribution.

3.2 Summary of World Average Values

Table 3.1 summarizes many previous measurement of the\aeacabr massMAQE.
The weighted average f(MSE from neutrino-nuclei scattering experiments com-
piled in 2001 (deliberately chosen to exclude the moderi Eidgarget experi-
ments) is 1026+ 0.021 GeV.

When considering these measurements a number of factompogtant to
fully understand the differences between the measurenudritee axial-vector
massMSE, these include but are not limited to: the nuclear targetlyemms method-
ology, neutrino flux uncertainties, background cross saaincertainties, the for-
malism used in describing the form factors, and the nucleastathused. Depend-
ing on the details of how the analysis addresses all of thegerk, the eventual
measurement oIK/IAQE could be considered as an effective measurement of the
axial-vector mass, where other unknown physics are beisgrabd into the mea-
surement of the axial-vector mass. The relative importaridbese factors are
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summarized below:

e Target Nucleus: The modeling uncertainty for high&r nuclear targets is
largest in the lowQ? region. Most of the previous measurement of the axial-
vector mass have used a I@¢ cutoff. Most of the experiments that used
a low Q? cutoff demonstrated consistency to small changes to thisffcu
value. Itisn’t yet clear whethen$E, when treated as a effective parameter,
should be a constant for all nuclei, or if it has a Z dependence

e Fit Methodology: There have been several different methods used to de-
termine the axial-vector mass used in previous analysisbyCQE data,
these methods include: rate only, shape only, rate and sfiapéndepen-
dent, fitting theQ? distribution, fitting theQ? distribution in slices of,,
and fitting theQ? andE, distribution simultaneously. As more information
is included in the fit, the analysis becomes sensitive togetanumber of
uncertainties. The rate and shape method maximizes thialaleginforma-
tion, thus the analysis would become more sensitive to taiogies in the
background normalization and also uncertainties in thérmeuflux. Some
previous experiments have used multiple methods, thosénéve usually
find self-consistent values for the axial-vector mass.

e Flux Uncertainties: A significant number of the previous measurements
were unable to use rate information when extracting theurevaf the axial-
vector mass because they did not have sufficient knowledgesahcident
neutrino flux. These experiments would use the shape onlyxirfiepen-
dent methods to minimize the effect that their flux uncetiairad on their
measurement of the axial-vector mass. This is becaus®hkstribution
is not strongly dependent on the neutrino energy.

e Background Uncertainties: The deuterium bubble chamber experiments
(such as the ANL one discussed in Section 3.3.1) were ablehieae very
high QE purity, thus mostly eliminating the effect that urtaaties in the
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background cross section a@d distributions had on the final axial-vector
mass uncertainty. The dominant background for QE scatjeisingle pion
production (primarily from resonant particle decay). Téera correspond-
ing axial-vector mass for single pion productibiRE® (also calledMim).
When the QE selection has a lower purity of QE interactioesetktracted
MSE value could have an artificially high or low value due to thack-
ground contamination. Also correlations betwa™ andMRESwill have
the effect of increasing the uncertainty in best fit QE axedtor mass.

e \ector Form Factors: Previous measurements of the axial-vector mass
have assumed the dipole form for the nucleon weak vector fagtors.
However, recent work by Bodedt al [36] [37] suggests an alternate form
for these form factors. Because the extraction of the as@ator mass is
sensitive to the choice of these vector form factors, and &sther pa-
rameters used in model of the nucleon (sucl?rAaéQ2 = O)), the choice of
global average could have an effect on the extracted aritiov mass.

e Nuclear Model Used: Most neutrino experiments are using or have used
the RFG model to describe the behavior of the nucleus. It seeetty clear
now that the RFG model is inadequate to describe the acthavim of the
nucleus. Newer neutrino event generator MC (such as GEN3P e
beginning to included improved models of Pauli-blockinglsas nuclear
spectral functions. The treatment of Pauli-blocking is thetonly element
missing from neutrino event generators, as discussed itio&ed.4, and
2.2.4, there are other nuclear effects due to correlatiodsiteractions
between nucleons that are not considered in neutrino-nscdtering, but
appear to be more important that previously thought.
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Experiment Target Events| Method MEE GeV\ Ref. \
ANL 69 Steel Shape 1.05+0.20 | [39]

Cross Section 0.97+0.16
ANL 73 Deuterium 166 | Shape 0.9440.18 | [40]
Rate and Shapge 0.95+0.12
Cross Section 0.75'913
ANL 77 Deuterium ~600 | Shape 1.01+0.09 | [41]
Rate and Shape 0.95+0.09
Cross Section 0.744+0.12
ANL 82 Deuterium 1737 | Shape 1.05+0.05] [42]
(See Section 3.3.1) Rate and Shape 1.03+0.05
BNL 81 Deuterium 1138 | Shape 1.07+0.06 | [43]
BNL 90 Deuterium 2538 | Shape 1.070' 55,2 | [44]
FNAL 81 Deuterium 362 | Shape 1.07+0.06 | [45]
NuTeV 04 Steel 21614 | Cross Section 1.114+0.08 | [46]
MiniBooNE Mineral Oll 193709 Shape 1.23+0.20 | [31]
(See Section 3.3.3) Rate and Shape 1.35+0.17 | [34]
CERN HLBC 64 | Freon 236 | Shape 1.00°532 | [47]
CERN HLBC 69 | Propane 130 | Rate and Shape 0.704+0.20 | [48]
CERN GGM 77 | Freon 687 | Shape 0.96+0.16 | [49]
Rate 0.88+0.19
CERN GGM 79 Propane/Freon 556 | Shape 0.994+0.12 | [50]
Rate 0.87+0.18
CERN BEBC 90 | Deuterium 552 | Shape 1.08+0.08 | [51]
Rate 0.94+0.07
NOMAD Argon/Ethane| 14021| Rate and Shape 1.054+0.02 | [52]
(See Section 3.3.2) +0.06
IHEP 82 Aluminum 898 | Shape 1.00+£0.007 | [53]
IHEP 85 Aluminum 1753 | Shapey{ +V) 1.00+0.04 | [54]
IHEP SCAT 88 Freon 464 | Rate and Shapg 0.96+0.15 | [55]
Rate 1.08+0.07
IHEP SCAT 90 Freon Shape 1.05+0.07 | [56]
Rate and Shapg 1.06+0.05
K2K 06, SciFi Water ~12000| Shape 1.204+0.12 | [57]
K2K 08, SciBar Carbon Shape 1.1444-0.077 | [58]

Table 3.1: Summary of sonMSE measurements. Table reproduced

from [52].
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3.3 Survey ofM3~ Measurements

Table 3.1 summarizes measured results for the quasielkastil-vector mass
MSE. What follows will be a more detailed look at a few of these |mations.
These results are presented as ‘case-studies’ of thedatiffelays thal.\/lgE can be
measured, while also exploring sources of some of the terisai is seen between
the earlier measurements and the more recent measurements.

3.3.1 Argonne 12-Foot Bubble Chamber

Argonne National Lab (ANL) has the honor of having made thestnazcurate
measurement d\‘/ISE. This measurement was made using the twelve foot bubble
chamber at ANL, which was exposed to a neutrino beam prodatéue Zero
Gradient Synchrotron (ZGS) facility. The ZGS focused 12eNMGrotons onto
a beryllium target, the resulting hadrons were focused hy rtvagnetic horns.
The focused hadrons (mainty") were allowed to decay to info™ andvy, any
un-decayed hadrons and the charged leptons where absgrbiesidieel and lead
absorber at the end of the 30m decay region. The remaining mewtrinos would
pass through the absorber, this resulting beam of neutvireos incident on the
deuterium filled bubble chamber.

The resulting muon neutrino beam from the ZGS facility hacakpneutrino
energy of~0.5 GeV with a tail that reached upté GeV. This neutrino beam was
modeled using a simulation of the neutrino beamline, thaukitron was tuned
using the measured hadron production frprBescattering. This constrained the
flux to an estimated uncertainty 6f15% except in the high energy tail where a
significant fraction of the neutrino production came fronokalecays, here the
lack of K™ production measurements increased the flux uncertainb2&9%.

The Argonne twelve foot bubble chamber was filed with liqueltkrium
that had been heated to just below the boiling point for daute The pressure
within the bubble chamber was mechanically reduced in ipatiilon of particles
passing through the chamber. This lower pressure causetetherium to en-
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ter a metastable superheated phase, thus when chargedegagtiter the cham-
ber the would leave an ionization trail. The ionization wbehuse bubbles to
form around the ionization path (hence ‘bubble’ chambepg tife pressure in the
chamber was continued to be reduced, the bubbles would éxpdih they were
big enough to be seen by an array of cameras which would ptaggbhghe bub-
ble chamber activity from multiple angles. The chamber wasitppned inside a
solenoidal magnetic field thus the particles would traved imelical path. Since
the bubble density around the particle’s path is propodiido the particle’s en-
ergy loss it was possible to tag individual particle typésdtgh energy loss) and
the particle’s momentum (through through the helical paith the Lorenz force
law). The final analysis on the twelve foot bubble chambernew data used
2.4x10P photographs of the bubble chamber activity.

The analysis was done by having physicists visually scaptistographs of
the bubble chamber, who would flag the interesting one, twd, taree prong
events. Every photograph was scanned by at least two diffete/sicists (some
were scanned by three). Using the information from multgganners the scan-
ning efficiency was estimated to be-22% for fiducial events. Because the target
of the incident neutrino was deuterium, after the neutrinack the nuclei it was
also possible to see the nuclear remnant proton (calledpibetator proton be-
cause it doesn't participate in the fundamental interagtioThus the scanners
looked for three prong events along with one and two prongtsveéll of the two
and three prong events underwent geometric reconstruatidrkinematic fitting
to the QE hypothests This lead to a final background estimate of 2% and
the final analysis used 1737 event photographs with an estihimckground of
35+ 35 events [42].

1Because the QE interaction is a simple two body interaction particles in the initial and
final state) the kinematics of the QE interaction are comgtthsuch that only the measured in-
formation about the outgoing lepton are needed to deterthiméncident neutrino energy. This
constraint means that the muon kinematics plus the neuteam direction can be used to predict
the energy and momentum of the final state recoil proton. €benstructed momentum of the
recoil proton can be compared to the predicted momentuneakttoil proton, disagreements can
be used to reject background to QE signal
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The Q2 distribution for the QE selected event sample was fit usieggttial-
vector dipole description of the form factors from ChapteiBis involved mak-
ing all of the same assumptions that went into the derivatidithe QE differential
cross section; assumptions such as, the CVC hypothesesréuersal symmetry,
charge symmetry, etc. Nuclear effects were taken into adamiwell through the
use of a correction function that changed as a functid@%though these effects
were not particularly strong given that the neutrino takga$ deuterium.

The analysis used several different methods to extracMBE parameter:
rate-only, shape-only, rate and shape, and a flux indepémdgethod. Each of
these analysis methods used a different likelihood functi@hese likelihood
functions are shown in Equations 3.1 to 3.4:

1 Ngata— 2

Lrate = — In (2% Ndzatao-N) _ % ( data Onl\ltheory) (31)
NdataW dG (Qz Evi; MQE: MV) R(QIZ) @ (EVi)
Lshape=
e 3 W (Q Evis MRS My ) R(Q?) @ (Evi) dQPE,

(3.2)
Ltotal = Lrate T Lshape (3.3)

Nwa [ 98 (Q2 B MRS MY ) R(QP)

LE] = W (O 3.4
- i; (@) W <Qi Evi; MSE, v) R(Q?)d@? &9
whereW (Q?) is the weight due to scanning efficiendy(Q?) is the correction
factor accounting for nuclear effec®,(E,;) is the neutrino flux, an%‘% is the

differential cross section. The results from [42] are shawhable 3.2.

Figure 3.1 shows th@? distribution of the QE selected events from [42], also
contains the theoretical prediction based on Equation @s#tg the best fils/I(AgE
value from the flux independent likelihood analysis. Thisviés only performed
on events witfQ? > 0.05 Ge\~.
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Figure 3.1: Q? distribution from [42]. The data corresponds to the
shown histogram, the solid curve corresponds to the dipxia-a
vector form factor utilizing the best fit from the flux indeEmt anal-

ysis from Table 3.2. The dotted curve corresponds to amateform
of the axial-vector form factor WitM(AgE =111 GeV.
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Analysis ‘ MEE (GeV) \
Rate 0.74+0.12
Shape 1.05+0.05
Rate + Shape | 1.03+0.05
Flux Independent 1.00+ 0.05

Table 3.2: Bestfit results fcMSE using the likelihood functions given
in Equations 3.1 to 3.4 as discussed in [42].

3.3.2 Results From the NOMAD Experiment

The NOMAD experiment used neutrinos generated by the CERNGE/ proton
synchrotron (SPS). Protons were taken from the SPS andedltovinteract with
a beryllium target, the resulting hadrons (primarily pi@ml kaons) were then
focused using a magnetic horn. The focused beam of pionsamtskproduced a
beam of predominantly muon neutrinos as a result of furteeags. The resulting
neutrino flux spanned (1) < E, < 300 GeV, with a peak flux at17 GeV and a
mean energy of 24.3 GeV [59].

The NOMAD detector consisted of 44 drift chambers filled wati argon-
ethane gas mixture as an active target with a total fiduciasnoh 2.7 tons, the
main detector region is located within a 0.4 T magnetic fi¢lie average density
of the gas in the drift chambers was 0.1 gfand provided an overall track recon-
struction efficiency of 95%. Particle identification was yided by the transition
radiation detector (TRD) placed after the main drift charsloé the detector.

NOMAD constrains the overall normalization of their flux byaeining the
high energy of their neutrino spectrum which is dominatedé&gp inelastic scat-
tering. This theoretically and experimentally well knowoss sectiond) is used
to extract the flux®) from the measured event raté:(entg, WhereNeyents= PO.
then projecting the flux into the regions with less well knosvass sections.

NOMAD’s CCQE analysis [52] uses two separate and exclusreateselec-
tions both of which are dominated by CCQE interactions. €hmsent samples
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are; A one track event selection where only the muon trackisible, and a
two track event selection where the muon and the recoil prat@ both visi-
ble. The two track selection has a proton momentum thresbioRD0 MeVik

if the momentum of the candidate second track does not exteedalue than
the event is still classified as a one track event. NOMAD exéréh the CCQE
cross section from both of these selections separately hsasven a combined
manner, shown in Figure 3.2. The nuclear formation timg (s a major sys-
tematic that causes event navigation between the one andraalo event se-
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Figure 3.2: From [52]. Comparison the NOMA(@e)v, measure-
ments as a function of the neutrino energy in the 1-track atrdck
subsamples.

lections. This event migration causes a strong correldigtweenty and MEE
when the axial-vector mass is extracted from the one traekctsen and an anti-
correlation betweeng and M(ADE when the axial-vector mass is extracted from the
two track selection. This correlation is broken when NhEE extraction is done
on both selections simultaneously. This extracted beskifil-&ector mass value
is MQF = 1.05-+ 0.02(stat) + 0.06(sysh GeV.
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3.3.3 Results From the MiniBooNE Experiment

The MiniBooNE experiment has published two separate pape@CQE scatter-
ing results: [31], and [34]. These publications documemteriseparate analyses
that extracted different (though consistent) values OﬂliEBEMSE parameter. The
first publication [31] presented a simple shape-only fit ggive MiniBooNE MC
that attempted to parameterize the IQf region by fitting for a Pauli blocking
parameter simultaneously. The second publication [34dlpced a axial-vector
mass measurement as a side product to a more inclusive mdégkndent cross-
section and double differential cross section measureofeéhe detector observ-
ables.

The MiniBooNE experiment at Fermi National Accelerator [(BDIAL) mea-
sures a beam of muon neutrinos incident on 818 tons of mindr&CHs) con-
tained within a spherical detector of radius of 6.1 metessanrounded by 1280
8in photo multiplier tubes (PMTs) which capture the Chemnlght as charged
particles pass through the detector. The FNAL booster gesvprotons acceler-
ated to 8 GeV kinetic energy. The protons from the boostembszatter off of a
beryllium target located inside a magnetic horn. The magrieid provided by
the horn focuses primarityr™ but also focuses somé'. These hadrons will then
decay to anti-muons and muon neutrinos. Most of the antinaw@re absorbed
by the earth between the booster beam and the MiniBooNE tdetieaving just
a beam of muon neutrinos. The booster generates a neutramo Ww&h a mean
neutrino energy of 0.7 GeV and has an energy distributioh sat 99% of the
neutrinos have energy less than 2.5 GeV.

MiniBooNE identifies QE interaction candidates by lookimg & lone muon
with no secondary hadron. MiniBooNE identifies muons by lagKor the muon
ring and the secondary Michel electron ring from the decah®imuon. Looking
for the Michel electron helps to distinguish the muon ringnfra potential pion
ring from an NC interaction where there will be two decay tt@ts from the pion
decay chain. This selection consisted of 193709 selectedt®vthe estimated
efficiency was 35% with an estimated purity of 74%.
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The MiniBooNE Axial-Vector Mass Measurement

The MiniBooNE extraction of the axial-vector mass proceieds manner that is
similar to the way the ANL bubble chamber experiment meatM%E, by fitting

the Q? distribution of CCvy, QE interactions for the axial-vector mass parameter
of the dipole form factor. The MiniBooNE experiment uses daReéstic Fermi
Gas (RFG) model within their neutrino interaction simwatto model the scat-
tering of neutrinos off of carbon nuclei. It was necessarfutly understand any
sources of differences in the spectrum due to the interactiodel for the pur-
poses of the MiniBooNE oscillation analysis [60], thus MBnDNE attempted to
parameterize the lo®? region of theirQ? spectrum where nuclear effects are ex-
pected to dominate. MiniBooNE did this by introducing anitiddal parameter,

K, that changes the amount of Pauli-blocking in a QE intevactMiniBooNE fits
the shape of th@? distribution all the down t&)? = 0Ge\2, from this fit Mini-
BooNE obtains the best fit values M(A?E = 1.23+0.20GeV for the axial-vector
mass, an& = 1.019+0.011. Figure 3.3 from [31] shows the data and best fit MC
Q2 distribution, along with a & contour ofMEE VS. K.

The MiniBooNE QE Cross Section Measurement

Later MiniBooNE attempted a more sophisticated model ied€ent measure-
ment of the CCv, QE double differential cross section with respect to thedet
tor observables: muon kinetic enerdl,), and the muon scattering angl@,).
Because this analysis measured a cross section it was agcésperform sev-
eral additional analysis steps that were not done in the BtioNE axial-vector
mass measurement. These additional steps included a toomréc the distri-
bution based on the efficiency as a function of observablilgsu(d6,), and a
subtraction of the non-CCQE background.

MiniBooNE does ann situ measurement of the non-CCQE background. The
in situ measurement is done by identifying an event sample thatnsrdded by
non-CCQE interactions. The MiniBooNE non-CCQE event seladooks for



CHAPTER 3. SURVEY OF CURRENT RESULTS 52

[N
N
o
o
o
\\\j\\\l

8000

60007 1 1.01 1.02 1.03 1.04 1k05
4000; ......
2000 B .
07I v by aa |l |l-|‘-|. -|. -|'-|.‘|.-|:l;“:fl:ll-.:llml-:.i.:fl;;:“'l.:LT"","':I:']'i'i"'r"-'|'-"-|'-'1"-','a.--.u-r..-l'~1\--f..4-...-.
0O 01 02 03 04 05 06 O .82 0.9 1
Q’ (GeV?)

Figure 3.3: From [31]. Reconstructef for vy, CCQE events in-
cluding systematic errors. The simulation, before (daslaed af-
ter (solid) the fit, is normalized to data. The dotted (daskjacurve
shows backgrounds that are not CCQE (not “CCQE-like”). Tisei
shows the & CL contour for the best-fit parameters (star), along with
the starting values (circle), and fit results after varyimghackground
shape (triangle).

an additional (third) Cherenkov ring outside of the first t@berenkov rings of
the CCQE selection. This non-CCQE event selection is coetho590% events
with a single muon plus single pion in the final state. Muonspdingle pion
are the dominant background to the CCQE selected eventsCTle MC event
sample is then reweighted such that the MC reconstru@fetistribution matches
the data reconstructe@? distribution. The MC CCit correction function is then
applied to the MC CCit background to the CCQE MC event sample, then an
equal number of events are subtracted from the CCQE datd saeple. This
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ground correction. Data and MC samples are shown along Wwih t

individual MC contributions from CCQE, CGt and other channels.
In (b), the dashed line shows the C€ieweighting function (with

the y-axis scale on the right) as determined from the backgtd

procedure.

gives an approximately pure sample of CCQE events. The CGQE&Imevent

samples are shown in Figure 3.4.

MiniBooNE uses the background subtracted (and efficiencyected) CCQE
event sample to make measurements of the cross section @®fuaf several
different kinematic variables. They also, as a separatesunrement, perform a
fit of the Q? distribution using the background subtracted data and MCQE
selected events for the axial-vector mass andktiparameter. This fit produces
best fit values OMSE =1.35+0.17 GeV andk = 1.007£0.012. This axial-
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Figure 3.5: From [34]. Flux-unfolded MiniBooNE, CCQE cross
section per neutron as a function of neutrino energy. Ingbjpe
errors are shown as shaded boxes along with the total esdrara.

In (b), a larger energy range is shown along with results ftbm
LSND [61] and NOMAD [52] experiments. Also shown are predic-
tions from the NUANCE simulation for an RFG model with two-dif
ferent parameter variations and for scattering from fregdeans with
the world-average MA value. Numerical values are provigetable
Xin the appendix (of [34]).

vector mass value is consistent with previous higNenuclear target neutrino
experiments such as the previous MiniBooNE measuremeittf3d K2K axial
mass measurement [57] and others (see Table 3.1). The bealui fork is
consistent with the standard RFG model wherequals 1.00. The cross section
as a function of neutrino energy is shown in Figure 3.5 thad plso shows the
NOMAD measured cross section as function of neutrino enargy the RFG
theoretical prediction foMEE = 1.35,k = 1.007, and also foMEE = 1.03 and
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K = 1.000.

3.4 Resolvingthe MiniBooNE-NOMAD Discrepancy

Figure 3.5(b) shows the neutrino cross section as a fundfi@mergy from two
separate experiments (MiniBooNE and NOMAD) performed atvery different
neutrino energies. Figure 3.5(b) also shows the theotgirediction for the best
fit values from each of these experiments. It is difficult toarcile these two
experimental results using the formalism of LIewellyn-8nand the RFG model.
Experiments such as the ANL twelve foot bubble chamber haele measured
the axial-vector mass on deuterium, it seems unlikely thatLiewellyn-Smith
formalism is significantly wrong. Thus the likely contrilbutwould appear to be
the nuclear model implemented in most neutrino scatteripgrements, the RFG
model.

The RFG model assumes that the nucleons bound within theusido not
interact with the other nucleons within the nucleus. Thisl&arly not the case,
however it was believed that the contribution from nuclemicieon interactions
was small enough to ignore for the purposes of neutrinoeuscécattering. There
is an ever increasing body of evidence that these nucleoleominteractions are
important for neutrino-nucleus scattering.

The MiniBooNE and NOMAD results, taken together, requiratttine effect
these nucleon-nucleon interactions have on neutrincengcécattering must be
neutrino energy dependent. There is a strong enhancemtietoéutrino-nucleus
cross section at the low neutrino energies of MiniBooNE.r€hs no detectable
effect at the higher neutrino energies of NOMAD. Meson Exgjea Currents
(MECs) can explain the apparent energy dependence of th8dNE/NOMAD-
anomaly. MECs result in an enhancement of the transvergé @) compo-
nent of the cross section without a corresponding enhantamethe longitudinal
(low 6,) component of the cross section. Another consequence of ME@
stronger enhancement of the neutrino-nucleus scatteriwgs section than the
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Figure 3.6: From [62]. Left: The QE differential cross senti
(do/d@?) as a function ofQ? for v, v, energies of 1.0 GeV (max-
imum accessibleQ?,, = 1.3 (GeV/c)?). Here, the orange dot-
ted line is the prediction of the "Independent Nucletn€1.014)”
model. The blue dashed line is the prediction of the the "karg
Ma (Ma=1.3)" model. The red line is prediction of the "Trans-
verse Enhancement” model. Top (aj; differential QE cross sec-
tions. Bottom (b):v,, differential QE cross sections. Right: Same
as Left forv,, v, energies of 3.0 GeV (maximum accessiQi§,,=
4.9 (GeV/c)?).
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antineutrino-nucleus scattering cross section. As showkigure 3.6 from [62]
the transversely enhanced neutrino-carbon differentisiscsection of 1 GeV neu-
trinos is~25% larger than the neutrino-nulceon differential crossise of 1 GeV
neutrinos. While the transversely enhanced antineutarbon cross section is
~5% larger than the neutrino-nucleon cross section. Thigltie smaller for the
3 GeV neutrinos/antineutrinos.

The other possibility is that this is not a neutrino enerdgafbut is instead
because of final state identification. The MiniBooNE QE idfes@tion procedure
does not use any information about the presence of the neiaiibn in the final
state, because the MiniBooNE detector is very insensitvibé presence of the
recoil proton. This is contrasted with the NOMAD experimevttich is very
good at identifying the presence of final state particles.M¥D has a proton
momentum threshold of 300 Me¥//above this threshold the event is classified
as a candidate two track event, below this threshold thetaseaslassified as a
one track event. It is possible that this discrepancy in fatale identification is
responsible for the discrepancy in the measured axiabventss values. This
would happen if NOMAD rejected as being not QE like interaict that have
additional particles in the final state that would appear eesalt of the nucleon-
nucleon interactions, while MiniBooNE would not be able istithguish these
interactions from QE interactions.



Chapter 4

MINOS Experiment

The Main Injector Neutrino Oscillation Search (MINOS) erpeent [63] uses

two nearly identical neutrino detectors positioned 734 kmayafrom each other.
The two detectors measure the energy spectrum of the nebesm produced by
the Neutrinos at the Main Injector (NuMI) facility at FNAL 46 with a baseline

of 734 km. The neutrinos pass through the Near Detector (NIpyaximately

1 km from the NuMI production target. The neutrinos then ghssugh 734 km

of earth before reaching the Far Detector (FD) at the end ebtseline. The
general geographic layout of the MINOS experiment is shawigure 4.1. For
more details about the MINOS experimental configuration68p

4.1 The NuMI Beamline

The first stage of proton acceleration is the FNAL linear sregor (Linac) which
accelerates the protons up to 400 MeV/c. The Booster ciradeelerator takes
protons from the linac and accelerates them up to 8 GeV/cBbloster then feeds
the protons into the Main Injector (MI) circular acceleratchich accelerates the
protons up to 120 GeV/c which finally feeds into the Tevatihile accelerating
the protons up to 120 GeV/c the MI forms the protons into sévegtches in the
MI. Of these seven, two would go to the Tevatron while the vestild be used

58
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Figure 4.1: From [66]. Geograpical view of the MINOS expegintal
layout.

for neutrino production at NuMi. The Fermilab acceleratydut is shown in
Figure 4.2.

It takes~1.6s for the entire acceleration process to complete athwbmint
the protons in the Ml are extracted to either the TevatromemMNuMI. The beam
of protons used for NuMI are bent downward at an angle of 58dmwehich
is pointed right at the FD 734 km away and 2312 ft undergrouitte pro-
tons batches are extracted from the Ml in&&pills which usually contained
~ 2.1 x 103 protons giving the Ml an average beam power of up to 400kW.

NuMI uses a water-cooled graphite rod as an interactioretdog the protons
from the MI (Figure 4.3). The target measured § 15 x 940mn¥, and is seg-
mented into forty-seven fins in the longitudinal directidine target was designed
long and narrow to maximize the longitudinal interactiohsh@ primary proton
beam while simultaneously minimizing the reabsorption @ashteractions of the
secondary hadron showers. The proton collisions withircétbon target produce
a spray of mainly pions and kaons. These secondary partiddecused or defo-
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Figre 4.2: From [66]. The layout of the various FNAL protcm:-
erators.

cused (depending on particle charge) by a pair of paraboticdsing horns. The
horns are pulsed with a nominal current of 185kA which predLe toroidal mag-
netic field with a maximum strength of 30kG. These horns aoiagnetic ‘lenses’
that selects the secondary hadrons based on hadron momantlamarge sign,
for example in neutrino mode the horn would ‘focas’ while ‘defocusing’mt.
The focusing horns are shown in Figure 4.4.

Figure 4.3: From [66]. The NuMI target.
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Once the charged hadrons have been focused (or defocusét) agnetic
horns, the focused particles enter a 675m long, evacuateddter helium filled)
decay pipe. Here many of the secondary hadrons (mostly piotikaon) decay
to neutrinos via a process similar to— p* + vy,. Hadrons that do not decay
within the decay pipe are stopped by a 5m hadron absorbehvdaiasists of a
water cooled aluminum core surrounded by steel blocks aageax bf concrete.

Figure 4.4: From [66]. Left: Photograph of inner conductofshe
NuMI parabolic focusing horn. Right: Photograph of the fitatus-

ing horn.

After the undecayed hadrons have been stopped by the halsorbar, the
tertiary beam of muons are stopped by the 300m of dolomitk tloat lies be-
tween the NuMI target and the MINOS ND cavern. This leavesarbef the
neutrinos whose path will take them through the MINOS ND aatdrl the MI-
NOS FD. A schematic of the various components of the NuMI biagris shown
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in Figure 4.5. The NuMI beam is composed-e97.8%v,, with the majority of
the contamination coming from1.8%v,, and the remaining-0.4%ve. These
estimates come from a MC simulation of the neutrino beandime hadron pro-
duction off of the NuMI target.

i Muon Monitors
Target Hall Decay Pipe
ast ayre Absorber

Target

Protons from \ -

Main Injector ¥
Horn 1 Horn 2

10m

30m

— e —
12m 18m 210 m

Hadron Monitor
Rock

Figure 4.5: From [66]. The various components of the NuMIrbea
line.

NuMI was designed to be capable of many different experialemiodes.
The neutrino energy spectrum can be tuned by changing ¢itberurrent going
through the focusing horns or changing the position of tingetarelative to the
first focusing horn. These changes result in the focusingfte#rdnt momentum
hadrons, which in turn leads to different energies of thaategr neutrino beam.
The direction can also be reversed which changes the chigigefsthe particles
focused and defocused which will produce a beam composededbminantly
V.

4.2 The MINOS Detectors

Throughout the development of the MINOS experiment thre#irdit detectors
have been used: the Near and Far detectors which measunedifyy spectrum
of the NuMI neutrino beam, and the smaller Calibration dete@alDet) which
was exposed to a test beam at the CERN proton synchrotronreblés from
CalDet are used to characterize the response of the otheOMINetectors to
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electrons, muon, protons, and pions. The MINOS detectersi@signed to be as
identical as possible given the given the often conflictiagndnds of expense and
experimental sensitivity. By making the detectors funaaidy identical, the sys-
tematic uncertainties that would be associated with thed®tector configuration
of the oscillation analysis are minimized.

4.2.1 Common Detector Features

All of the MINOS detectors are steel-scintillator trackicglorimeters. The Near
and Far detectors are magnetized with toroidal fields thee laafield strength
up to 1.5 T. The magnetic fields allow for the measurement ¢t bloe muon
momentum by path curvature and muon/anti-muon identiboati

These detectors consist of a number of steel-scintillatamgs. Each plane
consists of 2.54 cm (1 in) thick steel plate that is attacloed f.cm thick layer
of segmented scintillator strips. The detectors are coegbos large numbers of
these planes, hung perpendicularly to the neutrino beath, avR.4cm air gap
between each plane. The iron in the steel planes provigl® of the interaction
nucleons with the remaining interaction nucleons provibdgaarbon and other
trace elements. While the interaction targets are provijetthe steel planes, the
scintillator strips provide the active detector element.

The layers of scintillator consist of strips 1.0cm thick b§em wide of vary-
ing length (up to 8m long). They are primarily composed ofygtirene that
has been doped with flours 2,5-diphenyloxazole (PPO) at 186labis-2-(5-
phenyloxazolyl)-benzene (POPOP) at 0.03%. The stripsresaged side by side
and encased in aluminum, which forms the scintillator stipo light tight mod-
ules which are mounted onto the steel plates. The stripsrégted in such a
way that they are orthogonal to adjacent planes. This @iemt allows for three
dimensional reconstruction of the neutrino interactioodocts within the detec-
tors.

As particles pass through the scintillator strips they emmzally excite elec-
trons in the flours, when these electrons de-excite they kghit, the emitted
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light is collected by 1.2mm diameter wavelength shiftingLSY optical fibers.
The optical fibers are glued into a 2mm groove that runs albegénter of the
scintillator strip. The WLS fiber change the average wavglerof the emitted
light from blue region (460nm) to the green region (530nnt)e §trips are coated
with a TiO, doped paint, which helps to reflect and trap the scintillatight,
which maximizes the likelihood that the light will be colted by the WLS fibers.
The WLS fiber is routed from the individual strips and coléztinto a manifold
which guides the fibers into an optical connection. Figuéesthows an individual
scintillator strip along with strips that have collectetbistrip module.

Figure 4.6: From [66]. Left: Individual scintillator strifRight: Strips
that have collected into a detector module.

Once photons reach the optical connector, they are routedlgar optical
fibers to multi anode photomultiplier tubes (PMTSs). Cleaticad fibers are used
because they have a much longer attenuation length. The RkTissed to turn
the optical signal from the scintillator into an electrosignal that can be pro-
cessed by the data acquisition (DAQ) system. A schemathli®éystem is shown
in Figure 4.7.
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Figure 4.7: From [66]. Schematic of a scintillator planed®at sys-
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4.2.2 The Calibration Detector

The Calibration detector weighed 12 tons and was constiuctaneasure the
response and topology of the Near and Far detectors to hadzod leptonic
particles passing through the detector elements. CalDstagtve from 2001-
2003 and exposed to beams composegof et, put, andtt in the few-GeV
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region at the CERN proton synchrotron accelerator. CalDesisted of sixty 1 m
square planes, each plane is composed of twenty four $afatilstrips. CalDet
was configured so that it could be operated with electronick readouts that
either simulated the Near or Far detector systems. CalDetisa equipped with
a time-of-flight system, which acted as a trigger and disicrated betweew, 11,
andp, and a Cherenkov counters that were used to tag electrone detector. A
photograph of the Calibration detector is shown in Figu& 4.

i o

- = o —

Figure 4.8: Fm [66]. Photgraph of the MINOS Calibraticatet-
tor.

4.2.3 The Far Detector

The MINOS Far detector, at 5.4 KT is the largest of the MINO®&drs. The Far
detector lies in the Soudan Underground Laboratory in Soldianesota 2312 ft
(705 m) underground and 735 km away from the NuMI target. Tdredétector is
composed of a total of 484 planes formed into an octagoniadyt that measures
8 m across. Due to limitations on the length of the coil thaides the magnetic
field the to Far detector, the Far detector is divided into supermodules’, sep-
arated by an air gap of 1.2 m. The individual supermodulesangposed of 249
planes and 237 planes, and each are independently maghdiaeh of the coils
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are supplied by a current ef15 kA which produces an average magnetic field of
~'1.27 T. A photograph of the completed Far detector is shawFigure 4.9.

_._,-" /, L '. e

Figure 4.9: From [66]. Photograph of the completed Far detec

Each plane is constructed with 192 scintillator strips,ahihéare laid out side
by side. The strips are oriented at°4ffom the horizontal and read out from
both ends by Hamamatsu M16 PMTs. Eight different strip emdsead out by
a single PMT pixel. This ‘multiplexing’ technique was dore rhinimize the
expense of PMTs due to the large number of strips ends thdttod®e read out
(185,856 strip ends). However multiplexing introduces arbuity when trying
to perform three-dimensional reconstruction, to resdineambiguity the strip-to
pixel pattern is different for each side of the strip readout

The FD front end electronics use a multi-channel applicaipecific inte-
grated circuit (ASIC), these ASIC’s are also known as ‘VAagii One VA chip
is used with each M16 PMT. The FD was designed to operateraamisly, thus
each PMT was configured in such a way that they can triggepergently. The
function of the VA chip is to digitize the signals from the PB|Twhich they do
with a precision of 2 fC. The PMTs are triggered when the suthsignal in every
pixel in a single PMT exceeds a threshold~d.25 photoelectrons. Finally these
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front end electronic boards time stamp the signal with aipi@t of 1.56 ns.

The signal collected from the front end boards are pedesdressed, then
passed to a computer farm, the computer farm then applié=hlgvel trigger-
ing conditions which help determine whether the data shbaldaved. The pri-
mary triggering condition is the ‘spill trigger’, which d&imines whether the FD
readout is coincident with a beam spill from the MI. GPS ckeke used to the
synchronize the Near and Far detectors. When a beam spiltroet the MI, a
time stamped signal is sent to the FD through an internetexion. The FD will
record all of the hit information in a time window B8 wide and centered on the
time of the MI beam spill. This ‘spill window’ can be extendemensure that
there is an activity free period of at least 156 ns so that didate neutrino event
wont be split into two separate spill windows.

4.2.4 The Near Detector

The Near detector is the smaller of the two primary MINOS detes with a mass
of ~980 tons, it is located-320ft (~98 m) underground on site at FNAL1km
from the NuMI target. Because the neutrino beam has divergedlittle in the
~1 km between the target and the ND, and NuMI has an inhereigtyrreutrino
rate, the ND was designed to be able to contend with this hitgraction rate.
The ND is composed of 282 planes arranged in a ‘squashedyacsh shape,
where each plane is 6.2 m wide and 3.8 m high. There is a 30cn? hole
offset 0.56 m from the horizontal center of the ND through athihe coil that
supplies the magnetic field passes through. The center ofailigino beam spot
lies 0.93 m from the horizontal center of the plane, in theage direction of the
coil. The magnetic field coil carries a current of 40kA whigkates a magnetic
field of 1.17 T in the vicinity of the beam center. Figure 4.h0ws a photograph
of the Near detector.

The ND is divided into two different components: the first l@fstream
planes compose the calorimeter region, while the remaidowgnstream planes
compose the spectrometer region. The calorimeter regidesgned to maxi-
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Figure 4.10: From [66]. Photograph of the Near detector.

mize the precision of interaction vertex and vertex agtimiieasurements, while
the spectrometer is designed to measure the momentum of ubasrhat are
produced via the neutrino interactions in the calorimetgran.

The calorimeter region of the ND is the first 120 planes of thiector. While
every plane of the calorimeter is instrumented with sdattir strips, only a fifth
of the planes are fully instrumented. The remaining fouhéifof the planes are
only partially instrumented. The scintillator strips iretpartially instrumented
region are centered around the beam center. These stontdtaps are sufficient
for measuring the development of hadronic showers neantkeaction vertex.

The spectrometer region is the final 142 downstream plan#ésediD. The
spectrometer continues the every fifth instrumented plageence of the calorime-
ter, only the partially instrumented planes are excluddde 3pectrometer region
is used to measure the momentum of muons produced withirelberoeter re-
gion. This momentum measurement can be done using two eliffeneans: if
the muon stops in the detector the momentum can be measwednge, or if
the muon exits out of the detector the magnetic field can bé tesseneasure the
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momentum from curvature of the track. A schematic illustiathe differences
between a partially instrumented and a fully instrumentedeis shown in Fig-
ure 4.11.

G @
Figure 4.11: From [65]. Strip configuration of the MINOS ND; d

vided into partially instrumented (above) and fully instrent (be-
low)planes, and also U-view (left) and V-view (right) plane

The ND strips are readout from only one end (unlike the FD)s Thbecause
the scintillator strips for the ND are shorter than the siator strips used in the
FD. To compensate for the single read out end and also to nietire light col-
lection, the end opposite from the read out end is coatedanigflective material.
These strips are read out using Hamamatsu M64 multi-anodesPdach partially
instrumented plane requires a single PMT for readout, wahfldly instrumented
planes requires one and a half PMTs for readout. The amounswéimentation
is reduced in the spectrometer by summing the signal fromxaddour pixels into
a single electronics channel. The adjacent pixels are nutextied to adjacent
strips, thus the four-fold ambiguity can be resolved thiotige tracking of events



CHAPTER 4. MINOS EXPERIMENT 71

in the calorimeter (where there is no ambiguity) into thecsfmaneter allowing
for discrimination between the four possibilities. Thussihot possible to resolve
this ambiguity for events whose vertex doesn't lie withie ttalorimeter.

On average there are sixteen neutrino interactions in theliNdg each beam
spill (when in the L0O10z185i beam configuration). Thus the i¢Quires special
high speed and deadtime less front end electronics. Thairefec system is
based on the QIE chips that were used in the CDF and KTEV expets and
developed at FNAL. The primary trigger is the spill trigg@hen triggered for a
13 us window the output of every PMT pixel is readout starting jIs%efore the
beamspill.



Chapter 5

MINOS Data and Monte Carlo

5.1 MINOS Data

This analysis will use data collected using just the Neaeatet. The data was
collected during the first MINOS data taking run, from May 2005 through

February 2, 2006. This constituted..27 x 10%° protons on target (POT) at NuMI.
The data as originally recorded by the MINOS ND consists ofTRdkel pulse

height as a function of time with nanosecond precision. Tifisrmation about

single detector strips needs to be calibrated for the iddadi strip along with

a calibration for the location along the strip. Then the retauction software
associates the information about individual hits into leigkevel reconstructed
guantities such as tracks and showers, which are groupe@wents (tracks and
showers that are associated by space and time in the dé¢tieletalty these events
represent a single neutrino interaction within the detecto

5.1.1 Reconstruction

The MINOS reconstruction software uses the raw data of tleeggndeposited
within a strip and the strip location within the detector ttempt to identify the
path of individual higher energy patrticles (tracks) or eals of lower energy par-

72



CHAPTER 5. MINOS DATA AND MONTE CARLO 73

ticles (showers). In the ND there are up to sixteen neutrite@ractions per beam
spill. Every neutrino interaction will produce several @edary particles. Thus
there will be as few as 20 and possibly many more potentiadlipke particles

produced in the ND in a single beam spill. The first reconsioacstep in the ND

is to group together hits that are near each other (bothadlyatind temporarily).

These slices of the beam spill trigger are assumed to be dasitayle neutrino

interaction.

Tracks

When a massive charged particle relativistically passesigh matter, the parti-
cle looses energy through the ionization of the surroundiaggerial and through
the excitation of nearby nuclei. The rate of energy lossvemgiby [67], which
contains updated tables of muon energy loss in matter. dedun [67] are up-
dates to the Bethe-Bloch theory of ionization energy lo83.[@he Bethe-Bloch
equation describes the energy loss (due to ionization) dfcpes as they pass
through matter, the full Bethe-Bloch equation is:

dE ,Z1[1 (2mc®BWPTmax) o2 O(BY)
—&—K A2 l?n( 2 )—B _T] (5.1)
where 22
- 2mec?By” , (5.2)
1+2yme/M + (me/M)

is the maximum kinetic energy that can be transferred toeadhectron in a single
collision. zis the charge of the incident particle relative to the etatircharge,
| is the average excitation energy of the mediuns the atomic mass and
is the atomic number or the mediunme is the mass of the electroM is the
mass of the incident particl& is an amalgamation of several constatgA =
ATiNAr2mec? ~ 0.307 MeVg 1cn? for A = 1, wherere is the charge radius of the
electron and\a is Avogadro’s number.

In Equation 5.1, théd(Py) term is a correction that accounts for ionization
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energy lossed due to the effect of the medium density, this éan be neglected
for By~ 100. There are other possible radiative processes whegeazhparticles
pass through matter, such ®msstrahlung@nde® e pair production, however
these effects can be neglected for muons with energy lesstd®0 GeV [68].

The minimum of the Bethe-Bloch equation (Equation 5.1) asnation of By
occurs between 2 By < 4, while the Bethe-Bloch equation plateaus at higher en-
ergies, wher%—'i is slightly larger than"a—E \min. Particles witH3y near the minimum
energy loss are called Minimum lonizing Particles (MIP).dis produced in the
ND from CC interactions are usually relativistic, and thus minimume-ionizing.
After a particle has lost enough energy to no longer be mimrmnizing the par-
ticle will lose increasingly more energy per distance tlagle The stopping power
of muons as a function of muon momentum for both data and M@gahath the
Bethe-Bloch equation is shown in Figure 5.1.

Muons in the ND are produced with energyl GeV, and are thus relativis-
tic and minimum-ionizing. The kinetic energy of the muonsdarced within the
ND can be estimated to first order by simply counting the nunolb@lanes that
the muon passes through before the muon stops. This apmbammproves
as the muon gets closer to normal incidence, where the ajppat®n becomes
exact. This is unlikely to happen because the muon will gweakry some trans-
verse momentum from the neutrino CC interaction, and theature due to the
magnetic field. MINOS has good energy resolution fr%%win the steel planes,
with osE‘tfp: 2%. The uncertainty in the energy of the stopping muon trackuie
to the uncertainty in the total path length of the muon andutheertainty in the
thickness of the individual planes.

While it is possible to measure the muon energy from the naiwack length,
this requires that muon stop within the ND, it is also posstbht the muon exits
the instrumented region of the detector before stoppings iffakes an estimate
of the muon energy from the Bethe-Bloch equation impossiblhen a muon
exits the the instrumented region of the ND before stoppimg still possible to
estimate the muon momentum from the curvature of the tracitintating the
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Figure 5.1: From [65]. Stopping power for muons. The grag lin
shows the Bethe-Bloch calculation of the stopping powemniaons
in polystyrene scintillator. The solid circles and opeangles show
the response of stopping muons in the far detector data atdNGE
Monte Carlo simulations respectively. Both data and Mondeld
points have been normalized to the Bethe-Bloch calculatogive
the expected stopping power at the minimum ionizing point.

muon momentum from track curvature is done through the use<afiman filter
algorithm [69][70].

The Kalman filter algorithm is a iterative algorithm for callating the path
of an object based on sparse (and potentially incompleta) dde advantage of
using the Kalman filter is that the filter can apply known phgdb assist the al-
gorithm as the algorithm attempts to make predictions. Talenan filter predicts
the value of five different parameters that describe the mymath through the
detector medium and the applied magnetic field, these paeasrarey, v, ‘j—‘z‘, g—‘z’
andg/p, whereu, v are the transverse position of the strips in the detectardioo
nate systemz is the longitudinal position of the stripg,is the charge expressed
relative to the electron’s charge, apds the momentum of the muon. The first

four variables are known from point to point and serve astigp@ach iteration
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step, while the last variable(p) is the final output of the Kalman filter. The
muon is tracked by the Kalman filter through the entire leraftine track, it takes
both energy loss due to ionization and the bending of the reymath due to the
magnetic field into account when making predictions for teetiteration.

Another output of the Kalman filter is an error matrix that eegses the ac-
curacy of the filter’'s predictions at each iteration stefodmation from the error
matrix can be used to calculate an estimate of the unceytiaitihe quantityq/p,
Og/p- Multiple scattering of the muon is the most important citmftion to the
estimation ofo,,,. Multiple scattering is the scattering of the muon off of man
different nuclei, which causes small perturbations in the&onis position (and
their derivatives) within an individual strip. These smadirturbations cause the
measurement of the muon’s momentum from curvature to belessse than the
momentum from range, the uncertainty in the muon momentam frurvature is
5%.

Showers

No attempt is made by the standard MINOS reconstructiondongtruct individ-
ual particles produced as a result of neutrino induced macighowers. Instead,
calorimetric information about the showers are used toregé the total energy
of the shower.

When a neutrino interacts with a nucleus, the neutrino vahsfer some frac-
tion of it’s initial momentum to the scattering target. Oftiis transferred mo-
mentum is enough to produce a shower large enough to beevisilihe detector.
Because the secondary particles produced during a hadsboveer are hadrons,
the secondary particles will lose energy by interactingtlie strong force, this
will produce more low-energy hadrons, and though many ofptiicles pro-
duced during a hadron shower will also lose energy througlBtthe-Bloch pro-
cess, the dominant processes is through strong interacthshadronic showers
develop many different strong processes along with nuglearesses effect the
development of the shower. Some of these processes suabrealysorption and
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neutron production are very difficult to see within the MIN@&ectors. These
effects cause the resolution on the shower energy to be (eeigive to the muon
track energy). This energy resolution along with the altsatmergy measurement
is very dependent on the energy calibration of the deteondrieh is discussed in
the next section (Section 5.1.2).

5.1.2 Calibration

Calibration of the MINOS detectors is done by combining infation from the
CalDet detector, cosmic-ray muons, test-bench measutsrméthe scintillator
systems, and a LED-based light-injection (LI) system. Theppse of the cali-
bration procedure is to receive as input the raw detectgrua@;,y (d, s, t,x) and
convert it into a fully corrected sign&.or Whered is the detector used,is the
strip the signal comes front,the time the signal was recorded, and the po-
sition along the strip from which the signal originated. Jhkbrrection is done
through the use of calibration-constants which are scatefs on the raw signal

Qraw:
Qcor = Qraw x D (d,t) x L(d, s, Qraw) x S(d,s) x A(d,s,x) x M (d) (5.3)

the constant®, L, S, A, M correspond to the following corrections:

¢ Drift Correction ( D): a correction that removes the changes to the detector

response as function of time. Detector components, suciMas Rletector
electronics, and the scintillator can change their respaimaply due to the
passage of time. This correction is an attempt to accourthése changes.
This correction was originally performed use the LI datapteasure the
individual changes of the strips, however it was discovehed the time
drift of the individual strips was consistent enough for tét calibration

to be performed from the mean signal per plane that comes éasmic

ray muons that completely pass through the detector. Angirgényg differ-
ences between strip outputs can be corrected away by thestsirip cor-
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rection. Figure 5.2 shows the % change in the detector respover from
the start of data taking through the end of year 2007. There<wa1%
change in detector response for the data taking period tlaiysis.
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Figure 5.2: From [71]. Variations in the median signal peand
deposited by through-going cosmic-ray muons observedguhe
data-taking period covered by this paper. The time deperaléen
largely due to variations in the environmental conditiamshie Near
and Far Detector halls and aging of the scintillator. The &int on
the ordinate is arbitrary.

Response

IIII|IIII IIII|IIII|IIII|IIII
:.E'

% Change In Detector

e Linearity Correction ( L): a correction that accounts for the non-linearities
in the response of the PMTs and readout electronics as aduaraftthe de-
posited signal, or pulse height (PH). The LI system prodigais curves’
for each strip, these gain curves describe the responsectidnrof PH.
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These linearity corrections are measured monthly. Theatiewi from lin-
earity for both the Near and Far detectors is shown in FiguBe 5

5 5¢
% 0; [T e aaannsaeeneas % 07 “““““““‘lu ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
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ADC Counts ADC Counts

Figure 5.3: From [65]. Nonlinearity calibration of near afad de-
tector instrumentation. The intrinsic nonlinearity of PNM@sponse
(circles) and its residual after calibration (error bary/pare shown
for the near (a) and far (b) detectors. The error bars delpectms
spread of channels in each detector. For scale, a minimuizngn
particle normal to the plane will generate roughly 500-6DG5s of
charge each detector. A single photoelectron is roughly D&#&
(Far) or 100 ADCs (Near).

e Strip-to-Strip Correction (L): a correction that accounts for the differ-
ences between the individual strips. This correction isedioy looking at
the through going cosmic-ray muons. By accounting for th&atians in
the light-output between different strips the detectopogse is made more
uniform, this correction uses the attenuation correctioamevent-by-event
basis to account for the muon path length through the detestole also
taking into account the expected inefficiencies that anigetd the relatively
low light levels (the muon may not leave any signal) of the mtracks. The
strip-to-strip calibration constants are measured evemytin the ND. The
relative response of the strip ends in the ND is shown in Feidu4.

e Attenuation Correction (A): accounts for the attenuation of the signal
from each strip. This correction is depends on the positiongthe length
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Figure 5.4: From [65]. Mean value of the strip-end respoms®s
malized to the detector average. The mean response of ihests
varies by approximately 29%. The solid and dashed lineslege t
calculated responses of two separate data sets from Jube 286
statistical variation in the individual calibration coasts from these
two data sets is on the order of 2.1%.
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of the strip. The data necessary to calculate these catibrabnstants was
measured in test bench setup prior to installation of thealets. This
test bench setup used a radioactive source to measure tted sigput of
each scintillator module at several different locatiormglthe length of the
modules. These results were fit to a double exponential:

A(X) = A1exp(—x/L1) + Azexp(—x/L) (5.4)

wherex is the length along the strip ahd, L, are the attenuation lengths of
the WLS fiber that runs along the strip and the clear optical fibat carries
the signal from the optical connectors to the PMTs. FiguBeshows an
example fit to the double exponential which is compared tatsnic ray
muon data curve from one module.
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Figure 5.5: From [65]. Comparison of cosmic ray muon datanfsd

with module mapper fitting results (solid curve) for a typistip in
the near detector.

e Absolute Energy Scale 1): is a final scale factor that sets the absolute
energy scale of the signal that is recored from the indiVidtraos. The cal-
ibration constant is calculated from the end region of the@o ray muons
that stop in the detectors [72]. Stopping the ending partsogimic ray
muons are used because this is the region of muon energyhkasis thest
understood. The average response for each strip is cadytaen the mean
value from all the strips defines a muon equivalent unit (MEU)

The final conversion factor converts the energy depositéddrdetector in MEU
into a standard expression of energy the GeV. This needs tiohe separately
for muon tracks, and hadronic and electromagnetic showiis. MEU to GeV
conversion factor for muons, comparisons of the corrected dt the ND and FD
is made to the MC simulation, along with the information onramstopping power
from [67], this gives a MEU to GeV conversion factor 002+ 0.02 MeV/MEU.
The results from the CalDet were used to extract a MEU to GawWesion
factor for electromagnetic and hadronic showers, the Gallata was compared
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to the hadronic MC simulations. The combinatiGRANT/GCALOR [73] was
found to best describe the CalDet data (shown in Figure 5t63wagrees with
the data at the 1-5% level. The MEU to GeV conversion fact@ eetermined to

be energy and shower type dependent (hadronic or electruetiap

% events / bin

Figure 5.6: From [65]. MINOS calorimetric response to piamsl
electrons at three momenta. The calorimeter-signal sedle arbi-
trary units. The data (open symbols), obtained from thebcatiion
detector exposure to CERN test beams, are compared tdodigins
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from Monte Carlo simulations.
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5.2 MINOS MC

MINOS uses a Monte Carlo simulation (MC) to model: the praaucof hadrons
produced by the 120 GeV protons colliding with the NuNI tay¢fee propagation
of the hadrons off of the NuMI target through the beam systi@ production
of the tertiary neutrinos in the NuMI beam, the neutrino iat¢ions within the
Near and Far detectors, and the propagation of the secopddigles from the
neutrino interactions through the Near and Far detectors.

The FLUKAO5 MC simulates the hadron production off of and through the
NuMl target. The rest of the NuMI beamline is simulated usheGEANT- 3 [74]
based software packa@iUM . Every hadronic decay that produce a neutrino is
saved to be used later for the neutrino interaction sinurati

Neutrino scattering off of nuclei within the Near and Faredbrs are sim-
ulated by theNEUGEN [33] neutrino event generator. TINEUGEN simulation
contains descriptions of the dominant neutrino interacpimcesses that can hap-
pen in the MINOS detectors. These are: quasi-elastic stajt@QE), resonance
production (RES), deep-inelastic scattering (DIS), anlgdecent pion production
(Coh). TheNEUGEN cross section predictions for some of these interaction pro
cesses along with data from a few different experiments testheNEUGEN are
shown in Figure 5.7.

QE scattering is modeled, using the formalism discussedhap@r 2, with
the BBBA-2005 vector form factors and the dipole form for &éxéal-vector form
factor. NEUGEN uses—1.267 forFa (0) and a nominal value of 0.99 GeV for the
axial-vector masM(AgE. NEUGEN simulates the effect of the nucleus on the recoil
proton using a RFG model, the RFG model includes the effddEgiomi motion
along with Pauli blocking.

NEUGEN uses the Rein-Seghal [75] model of resonance productioa amubl-
ified Bodek-Yang [76] model of DIS interactions. The Bode&rg model used by
NEUCGEN has been extended to improve the treatment of the resoraBds tran-
sition region [77]. For invariant masses less than 2.3 G&\k(2.3 GeV) a mod-
ified KNO [78] scaling is used to describe the multiplicitytbé final state. How-
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Figure 5.7: From [33][71]. The&N\EUGEN calculated cross sections
for thev,-CC inclusive, QE scattering and single pion production as
a function of neutrino energy. These cross sections areledécl as-
suming an isoscalar averaged nucleon. The shaded bandpands
to the assumed uncertainty on the inclusive cross sectidrereTis
an assumed 3% normalization uncertainty in the DIS crossosec
(defined adV > 1.7 GeV), there is an additional 10% assumed nor-
malization uncertainty in the QE and RES cross sections.

ever at higher invariant masses tRETHI A/ JETSET [79] model of hadronic
showers is used. The transition from the KNO modePyorHl A/ JETSET is
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done gradually in the invariant mass region @ 2 W < 3.0 GeV above which
thePYTHI A/ JETSET model is the sole model of hadronic showers.

The MINOS detectors and the most of the NuMI beamline us&HEAENT- 3
based progran©M NOS. The simulation randomly samples the neutrinos that
were saved at thELUKAOS/ GNUM step and propagates them through the MI-
NOS detectors. Neutrino interactions are simulated in Ipdiysical detectors
and the surrounding rock, the interaction products of meoiinteractions within
the rock are propagated into the physical detect@d. NOS is interfaced with
NEUCEN, which generates the neutrino interactions. Final stagzactions (FSIS)
are modeled iNNEUGEN using thel NTRANUKE software package [80] [81].
| NTRANUKE governs the passage of particles produced in the primaryineu
nucleon interaction through the internal structure of tbheleus. The final state
particles generated bMEUGEN are passed back M NOS which propagates
the particles through the detectors. Hadronic interasteme simulated using the
GCALORpackage. All of the simulated energy depositions are coesi@nto light
signals and electronic signals in the PMTs and front-endtrgerics. This simu-
lated data is then passed to the MINOS reconstruction inemtichl form to the
MINOS data.

5.2.1 Beam Re-Weighting

Neutrinos are created as the result of the decay of pions aadskwithin the
NuMI decay pipe. Modeling the correct population of theseoselary pions
and kaons in the decay pipe, with the correct momentum igairfar correctly

modeling the neutrino energy spectrum. Model uncertantiehe production of
these secondary hadrons generate significant uncertaititg predicted neutrino
flux. Furthermore comparisons between ND data and nominaM@simula-

tions demonstrate significant disagreement in the highggnedge of the beam
peak in the LE beam configuration. There is much less disaggeein the same
energy range of other beam configurations. This is eviddmatethis discrepancy
is not due to mis-modeling of detector acceptance or neutiinss sections. A



CHAPTER 5. MINOS DATA AND MONTE CARLO 86
beam fitting procedure was implemented to further constreerMC simulation,
and thus produce a more accurate neutrino flux predictioj [82

The ND is used to measure the neutrino flux in several diftebeam con-
figurations, each configuration has a corresponding MC sitiu. Table 5.1
contains all of the different beam configurations used inktéam fit along with
exposure of each configuration. A multi-variable fit of the MiGhulations was
performed until there was good agreement between the fit MiCtlaa recorded
ND data. Penalty terms within the fit were created to constta@ " /Tt ratio to
theFLUKAO5 MC simulation along with the NA49 hadron production expegith
[83]. The fit was performed simultaneously on the differezeiim configurations,
the best fit values were then used to calculate an importaaighwfor each sim-
ulated neutrino interaction.

Beam Target Horn Peak Exposure
Configuration | Position (cm)| Current (kA) | Ey £r.m.s (GeV)| 108 GeV
LEO10/0kA 10 0 74+4.1 2.69
LEO10/170kA 10 170 31+11 1.34
LEO10/185kA 10 185 3.3+11 127.0
LEO10/200kA 10 200 35+1.1 1.26
LE100/200kA 100 200 56+15 1.11
LE250/200kA 250 200 8.6+27 1.55

Table 5.1: The target position refers to the distance tlyetavas dis-
placed upstream of its default position inside the rst foauforn.

The peak (i.e., most probable) neutrino enefgyis determined af-
ter multiplying the muon-neutrino ux predicted by the bearonité

Carlo simulation by charged-current cross-section. Timest. refers
to the root mean square of the peak of the neutrino energgiist
tion. The 0 kA “horn-off” beam is unfocused and has a broadgne

distribution.

The beam tuning procedure uses the BMPT parameterizatijrofghadron
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production. The BMPT parameterization is:

2
dié\lpT — [A(p2) +B(p) prlexp( ~C(p,) by ) (5.5)

The functionsA(p;), B(pz), C(p;) are each warped using a linear function of the
fit parameters angr, wherexg is the fraction of momentum in the longitudinal
direction &= = p,/120 GeV). The linear warping of these functions are:

A (xg) = (Po+ poxe ) A(Xe)
B'(Xr) = (p2+ paxr ) B(x¢) (5.6)
C'(x¢) = (pa+ psxe) C(X¢)

This procedure is the same for bath andK ™ with the parameterpg throughps
applying tort™ production andog throughp;1 applying toK ™ production. The
importance weight for positive pion and kaon productioniveg by:

(AN +B'pr) exp(—C’ p$/2>
(A+Bpr) exp(—C psT’/Z)

W (Tt /K™, pr, py) = (5.7)

Two additional parameters are used to define a linear ctimelbetweerv,, im-
portance weights ang, weights fromrt decay, as a function of and two more
parameters fov, from K~ decay. Which brings the total number of physics pa-
rameters to sixteen. All of the different ND data sets usedHs beam fitting
procedure are shown in Figure 5.8.

The beam tuning fit also includes six parameters that descthie effect of
the beam optics uncertainties, along with effect that retraction and detector
uncertainties have on the neutrino energy spectrum. Tiveseditional parame-
ters are constrained as nuisance parameters, three oftieseeters account for
beam optics effects which include uncertainties on the faouassing, the error on
the counting of the number of protons on target (POT), anajsicg of the beam
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Figure 5.8: From [71].v,, charged-current energy spectra measured
in the six beam configurations of Table 5.1 and compared \kigh t
Monte Carlo prediction. Two Monte Carlo predictions arewshp
one (thin line) with theab initio calculation based oRLUKAO5, the
other (thick line) after constraining hadron productiamgusing and
detector parameters with the neutrino data. Panels al@gdtiom

of each figure show the ratio of the measured and simulatedrape

along the collimator baffle. The contribution of these pagters to the predicted
neutrino energy spectrum is shown in Figure 5.9. The remgitiree parameters
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Figure 5.9: Figure From [71]. The error contribution to thregicted
energy spectrum due to the current in the horn, the distabutf
the horn current, offset in the horn, the scraping of the balng
the collimator baffle, and the counting of the protons ondtas a
function.

account for detector based effects, these parameterscéndésa to ensure that the
beam optics and hadron production parameters do not ‘abeaylyeal disagree-
ment between data and MC that stems from physics based ndstmg of either
cross section or detector effects including reconstracéind calibration uncer-
tainties. These final three parameters are a scale factéreameutrino energy, an
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offset on the hadronic energy scale, and a scale factor anubéC background
that is naturally in the CC selected sample.



Chapter 6
Event Selection

This analysis will measure the axial-vector md\ﬂ§E) by fitting the shape of the
Q? distribution of QE dominated sub-samples of theCC event sample. Mul-
tiple sub-sample each with different kinematic compossgiwill be fit simulta-
neously, which will minimize the impact of important det@cand physics based
systematics to this analysis.

The event selection procedure is divided into several stépsst av,-CC
enhanced (CC-like) event sample is selected. This CC-ligatssample is divided
into several different subsamples, these subsamples fiffeedt compositions
of the interaction types (QE, RES, DIS).

6.1 v,-CC Event Selection

The procedure for selecting,-CC events is divided into several different sub-
selection criteria. First a number of requirements are segathat ensure that
a candidate interaction comes from a high-quality neutbeam in the proper
configuration. Next additional selection criteria are ire@d which ensure that
the interaction originated from a beam neutrino and thabfathe information
necessary to properly reconstruct the interaction evestweorded within the
detector. The final selection criteria ensure that the ciatdiinteraction is &;,-

91
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CC interaction, this includes a multivariatg-CC identification parameter.

6.1.1 Beam Quality Criteria

The first series of selection criteria are imposed on the daba (not on MC)
these selection criteria ensure that a high-quality prdteam was delivered to
NuMlI, and that NuMI is in the proper beam configuration. It @ mecessary
to apply these selection criteria to the MC because low tyuptoton beams are
not simulated in the MC, and the various beam configurati@esl @re simulated
individually.

Beam Configuration: Only data taken in the LE010185i beam configura-
tion is used to measure the quasi-elastic axial mass pagamehis analy-
sis. Data taken in the other beam configurations listed ieTall are not
used to extracM(AgE The data taken in the other beam configurations are
only used for the beam tuning procedure (Section 5.2.1).

Beam Spot Position:The position of the beam spot on the target is a good
measure of the stability of the proton beam that is delivéoeduMI. The

MC does not simulate neutrino interactions that origindtedn an off-
target beam, thus this cut will also ensure that MC and daggnaite from

the beam position on the target.

Horizontal and Vertical Beam Width: The horizontal and vertical beam
width are also good measures of the quality of the proton basliered
to NuMI. The MC does not simulate an increased or reduced lvadrus,
thus this selection criteria ensures that the data and M@natie from a
beam with the same horizontal and vertical width.

Horn Current: The amount of current through the focusing horns effects
the neutrino energy spectrum seen by the ND, thus a checkdg minat
the correct current is flowing through the horns. Thus sEledriteria en-
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sures the interaction candidates in the data come from the saderlying
neutrino flux.

There were~64 million interaction candidates recorded in the MINOSrnea
detector during the first MINOS run. Of these interactiondidates~54 million
pass the beam quality criteria. These selection criteéapplied to select a closer
to ideal beam (the MC is generated using an ideal neutrinmpea

6.1.2 Near Detector Event Quality Criteria:

After the beam quality selections have been applied, auditiselection criteria
are applied to ensure quality data at the ND. These selectitaria ensure that
the ND interaction candidate originated from a beam neaitnivhile also ensur-
ing that all of the necessary information to reconstructrt@etrino interaction is
present.

e Coincidence with Spill Trigger: requiring that any candidate neutrino in-
teractions occur in coincidence with the NuMI beam spillwes that the
majority of cosmic-ray induced muons that pass through tBedxe re-
moved. The spill trigger window is 1fs wide starting 2us before the
recorded spill trigger time and closing g after the spill trigger.

e Near Detector Magnetic Field: a check is made to ensure that the ND
magnetic field coil is active. This selection criteria eresuthat the infor-
mation on the curvature of particle tracks is available foalgsis.

e Fiducial Volume: the reconstructed event vertex must line within a 1 m di-
ameter cylinder centered around the neutrino beam spot amdléng the
z-axis of the detector starting 1 m from the front face of tkee&edtor stop-
ping 5 m inside the detector. The diameter of the cylindeussssthat for
most neutrino interaction candidates the reconstructeldonéc shower is
fully contained by the ND, and also that charged particlésramy through
the detector sides are rejected.
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There are~19 million MC interaction candidates within the fiducial uate.
~16 million (~13 million true CC,~2 million true CCQE) interaction candi-
dates are reconstructed within the fiducial volume, of thetsgaction candidates
~2 million (~1.3 million true CC,~130 thousand true CCQE) did not actually
truly interact within the fiducial volume. There axé.6 million data interaction
candidates reconstructed in the fiducial volume.

6.1.3 Charged Current Preselection

After the ND event quality criteria are applied, several gienselection criteria
are used to remove the easily identified NC background to &iGnal. These
preselection criteria are:

e Presence of a Track:there must be at least one reconstructed track in the
interaction candidate. This selection criteria removesrgd portion of the
NC background in the selected sample. The remaining NCaatiens
compose~15% of selected interaction candidates.

e Track Reconstruction Quality: the Kalman filter responsible for track
finding and reconstruction quantifies the quality of the restroucted track
for any given interaction candidate. This track quality neeis based on
the reduce? from the fit of the particle’s trajectory. This selectionteria
requires that Kalman filter considers the track to be welbbnstructed. The
selection criteria also requires that the longitudinaledénce in the track
vertex position in the U and V views of the ND are different iy more
than six planes. This selection criteria removes intepactiandidates in
which the bad track fit could cause the curvature measureofiéimé muon
momentum to be very inaccurate. This criteria also remoreaction
candidates where a mis-reconstructed track vertex care ¢aik estimates
of the track momentum to be very inaccurate. Finally thitecia will also
remove NC events where the reconstructed ‘track’ is in fast & random
collection of hadron shower hits.
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e Track Charge Sign: the Kalman filter’s estimate of the track momentum
from curvature is coupled to an estimate of the particlesgehaUnder the
assumption that the track is produced by a muon, tracks witlegative’
curvature are due to negatively charged particles. Thiscteh criteria
requires negative curvature, which will remove both NC ratéions can-
didates with a positive pion track and interactions caneisléhat originate
from v,-CC interaction.

After applying the charged current preselection criterib0.6 million MC in-
teraction candidates remain, of thes@.6 million are true CC interactions and
~1.5 million are true CCQE interactions»3.6 million data interaction candi-
dates pass the charged current preselection criteria.

6.1.4 v,-CC Multivariate Identification Parameter

One of the criteria used to select fg-CC candidate interactions is a multivari-
ate identification parameter. This identification paramistealculated using &k’
Nearest-Neighbors” (kNN) algorithm. The kNN algorithm-CC identification
parameter [85] uses the valuesrofeconstructed variables from a MC ‘training-
sample’ which contains both information about the recartséd values and also
information about the “true” interaction. This trainingsple is used to populate
ann dimensional space of reconstructed quantities that shoa dscrimination
between charged current interactions and neutral cumégrtaictions. A data in-
teraction candidate is placed within thelimensional space and compared to the
k nearest neighbors in thedimensional space. Thekaearest neighbors “vote”
to classify the test interaction candidate, where the wht&sed on the MC truth
of the each of th& nearest neighbors. Thus if the kNN output value is 0.90, then
90% of thek nearest neighbors are trug-CC interactions and voted to classify
the test interaction candidate ag,aCC interaction and the remaining 10% of the
k nearest neighbors are true NC interactions and voted tsifjlake test inter-
action candidate as an NC interaction. The input variadl@sgawith the values
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k andn where tuned to maximize the product of selection purity affidiency
where purity and efficiency are defined as:
# True CC Events

purity = # Selected Events (6.1)

# Selected CC Events
# Total true CC Events

the optimum value fok was found to be 80 nearest neighbors, while the variables
with the greatest distinguishing power are:

efficiency= (6.2)

e Number of Planes in Interaction Candidate: A v,-CC interaction will
produce a muon, muons usually have long tracks in the ND. MensC
interactions will only produce a hadronic shower. Hadratiowers will,
in general, not extend as far in te@lirection as far as muon track will. The
data and MC distribution of this variable is shown in Figurés

e Mean Energy Deposited per Strip: defined as the total pulse-height in an
event, measured in MIP, divided by the total number of sinpghke interac-
tion candidate. Muons at MINOS energies are minimum-iagzarticles,
and will have many strip hits with very little energy. Piomgyich also inter-
act strongly, will knock out protons as they propagate tgtothe MINOS
detectors. The knocked out protons are not minimum-iogiparticles and
thus will deposit a lot of energy in each strip as the pions paough. This
variable will thus differentiate NC type interactions frd@€ interactions.
The data and MC distributions for this variable are shownigufe 6.1b.

e Signal Fluctuation Parameter: defined as the number of low pulse-height
strips per high pulse-height strips in and around the tratiere high and
low pulse-height are defined relative to the average putéghh of strips
within the track. Pions are likely to be absorbed by a nucktuthe end
pion track, while this is very rare for muons. The data and NEDrdbutions
for this variable are shown in Figure 6.1c.
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e Transverse Profile Parameter:defined as the pulse height of strips identi-
fied as track strips divided by the number of non-track stnigar the track
over threshold. This variable allows for the separationhefit-like track
hadronic shower. Pion tracks will show fluctuations alorgléngth of the
track due to pion-nucleon rescattering. The data and MGiloligions for
this variable are shown in Figure 6.1d.
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The first 20% of the track is excluded from the calculationhefse variables.
This is done to remove most of the noise due to the hadroniweshaf the inter-
action candidate. The data and MC distributions for the kNINtivariate iden-
tification variable along with are shown in Figure 6.2. Thefw,.-CC selection
criteria requires that the KNN multivariate identificatieariable be greater than
0.3. The finalv,-CC selection efficiency along with the NC contamination is
shown in Figure 6.3~3 million data interaction candidates are selected by this
multivariate identification parameter.
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Figure 6.2: the KNN multivariate identification parameter ¢andi-
datev,-CC interactions. Red: the MC prediction which includes the
beam tuning reweighting described in Section 5.2.1. Blhe: NC
contamination. Black Points: the data recorded in the LEDB®
beam configuration.
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Figure 6.3: They,-CC energy spectrum of the MC (red), data (black),
and QE-component (green) of the MC. The efficiency and NC con-

tamination of interaction candidates selected by the raritte iden-
tification parameter relative to the CC preselection arevshia blue

with the y-axis on the right (also in blue).

6.2 Partial Proton Track Reconstruction

In MINOS the selection of charged current quasi-elastic QE like events is
done in two stages. First a pre-selection stage that sgleati®minantlyv,, CC

like events, finally one of two QE-like selections looselyresponding to one
of the two QE detection channels. The CC pre-selection stmsif a fiducial
volume cut, track quality cut, track charge sign cut, and @amBID. Both QE-

like selections require that there be exactly one trackeretrent.

There are two basic C@; QE final states. One possible GG-QE final state
has muon and no visible recoil proton. It is possible thatrdo®il proton is not
visible in the neutrino detector, because the recoil protoesn’t escape the nu-
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cleus or because the proton has energy below the energhdides the detector.
The other CCv, QE final state contains both a visible muon and recoil proton.
This analysis will define two sub-samples of theCC sample each composed
primarily of one of these COp, QE final states.

6.2.1 Reconstruction Algorithm

The standard MINOS reconstruction only reconstructs sabkt pass through
5 planes, which translates to a minimum proton kinetic enefg2.5 GeV. The
typical energy of a QE recoil proton is less than 2 GeV figurd)(Bwnith most
(95%) of QE interactions having less than 1 GeV this meansthestandard
MINOS reconstruction is unable to reconstruct the vast nitgjof recoil protons
from QE interactions. To use the additional kinematic casts from the proton
to select QE-like interactions we have developed a new stnaction algorithm
to reconstruct the recoil proton. Reconstruction of theégrgroceeds according
to the following steps.

1. Reconstruct the primary muon track: This is done by the standard MI-
NOS reconstruction.

2. Filter hits from the primary track: When attempting to reconstruct the
potentially very short recoil proton tracks it is necesstryaccount for
the possibility that the recoil proton may partially overhaith the recon-
structed muon track. This is done by subtracting the iomragnergy of
the muon from the hits on the muon track. Any energy left in giwen
strip that remains could be from the recoil proton. In MINGO® average
ionization energy of muons has been measured to be 600 sgggaantity
in units of raw ADCs where drift, linearity, and strip to gtrcorrections
have been applied, but fiber attenuation which is a smaliteffas not.

3. Filter superfluous hits: In addition to filtering hits that are associated with
the primary track, the algorithm applies two secondary hér. The first
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Figure 6.4: True kinetic energy of the leading proton in tQE
events. The majority, 95%, of the recoil have energy less 1hGeV,
nearly 99% have energy less than 2 GeV.
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removes hits that are further than one meter down streamtfrerwandidate
interaction vertex which are very unlikely to be from a protoack because
they are much too far away from the vertex to be caused by apioter-
action. The second filter removes very low energy hits, sifgss than 150,
which are associated with photomultiplier tube crosstalk.

This analysis requires a full three-dimensional trajectiar the recoil proton,
hence candidates proton tracks are required to have ableastit in each view.
The algorithm for reconstructing the candidate protonktrigcillustrated in
figure 6.5. Only hits that are within a box centered on theexgr20 planes long
and 20 strips wide, are considered. These hits are groupedandidate tracks
by drawing a line between the center of each hit and the ewstéx: The distance
from the line to each other hit in the box is computed and thesncluded if the
hitis further than one plane from the vertex and the distanlgss than or equal to
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Figure 6.5: Event display of a characteristic true QE eveMINOS.
On the top is the full event before any of the hit filters areligop
The plot on the bottom illustrates the grouping algorithrwvatk. In
this case the line is drawn between the event vertex and thaite
that is in the candidate proton track furthest down streamfthe
event vertex. The black boxes represent the regions indludéne
grouping algorithm. Any hits whose hit centers are withire afi the
black boxes will be counted as part of the candidate prosuktr

one strip width or the hit is within one plane and the distasdess than or equal
to one half a strip width. The final track is the one that haswbst hits. After the
track has been formed within the 20 plane by 20 strip box, €hel@ne by 20 strip
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restriction is removed and the final line extended out to ityfiaccumulating hits
that are within one strip. The difference between the reitooted track direction
and the true proton trajectory is shown in figure 6.6.
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Figure 6.6: Left: The opening angle between the MC true proto
momentum and the reconstructed proton trajectory for ail track
QE selected events. Right: The opening angle between thertC t
proton momentum and the reconstructed proton trajectarglfd1C
true CCQE events with a candidate proton track. The “shautdEar
60 in the plot on the right is due to incomplete removal of the muo
track. When there is more than 600 sigcor of pulse height trear
event vertex, and the true proton is below detection thieshibis
possible for this algorithm to get confused and interpretrégmain-
ing muon hits as coming from a proton. This effect is illustdhin
Figure 6.5. In the bottom panel of Figure 6.5 there are ofeavb
hits that were left over from the muon track. It is these Hit tould
potentially confuse this algorithm and create this shaulde

No attempt is made to reconstruct either the momentum orrieegg of the
candidate proton track, only the direction. In additiore thumber of hits and
their total pulse height, the total length of the candidateqn track, the number
of planes between the highest pulse height and the furtlb@stigtream hit in the
proton candidate, and the number of unused hits in the veadson shower with
their total pulse height are also recorded.



CHAPTER 6. EVENT SELECTION 104

In QE interactions the recoil proton kinematics is knownegithe full muon
kinematics and the neutrino beam direction. In this ang)ytkie reconstructed
muon kinematics and the known beam direction are used tdgpréed recoil
proton direction using a QE assumption and compared to tleetin of the re-
constructed candidate proton track. The comparison is 8gnealculating the
opening angle)B,, between these two vectors. True QE interactions shouid pil
up nearAB, of zero. However due to detector resolution and solid anfiéets
the peak of this distribution for true QE interactions wi at low angle and not
necessarily peaked at zero.

6.3 The Interaction Sub-Sample Selections

A preselection criteria is applied to tlvg-CC event sample. These preselection
criteria remove obvious non quasi-elastic interactionshsass DIS interactions
with very large hadronic showers. This preselection datatso removes all can-
didate interactions in which the muon track is not fully ained within the ND.
These selection criteria are:

e Single Track: the number of reconstructed tracks in the interaction candi
date is required to be exactly one. This selection critemaaves candidate
interactions that are obviously not quasi-elastic, sucbks interactions
with very energetic hadron showers. Energetic hadron stooam more
likely to have additional energetic particles that prodeeeondary muon-
like tracks. The selection removes such events.

e Interaction Time Window: the high interaction rate at the MINOS ND
can cause multiple neutrino interactions to overlap in #raesregion of the
detector at the same time. When this happens it becomes Wicuyltisep-
arating the different interactions into different inteitan candidates. The
solution is to require that the separation in between difielinteraction
candidates be greater than 70 ns.
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e Stopping Muons: because the momentum resolution on muons that stop
in the ND is better than the momentum resolution on muonsdkitthe
detector. The resolution is better on stopping muons bedhgsnomentum
can be measured from the track range which has better resothtin the
momentum measured from curvature.

~2 million data interaction candidates are retained by tlhesample preselection
criteria.

Once the preselection criteria has been applied the rengginieraction can-
didates are divided into four different sub-samples of rextBons candidates.
These sub-samples of thg-CC stopping muon sample are: the low hadronic
energy quasi-elastic like sample, the two track quastiteléike sample, the two
track background like sample, and an additional sub-sambpieh consists of in-
teraction candidates that fail to be classified in eithehefdther sub-samples, the
final event sub-sample is not used in this analysis. Whemusdssiog the properties
of these sub-samples it is useful to define the interactipe &fficiency and purity

these are defined as:
# True kype Events

# Selected Events
# Selected Trueylpe Events
# Total True jype Events In CC Sample

purity = (6.3)

efficiency= (6.4)

where lype is one of the possible interaction types (QE, RES, DIS, Coh).

6.3.1 Low Hadronic Energy Quasi-Elastic Like Selection

This selection is dominated by,-CC QE interactions with only muons in the
final state. This sub-sample contains most of the true gelastic interactions
within thev,-CC sample. However this sub-sample is also dominated bgi-qua
elastic interactions in the lowe? region where nuclear effects dominate. This
sample is primarily used to constrain the |@& region behavior of the true quasi-
elastic interactions, though this sub-sample does have semsitivity to theM(AgE
parameter in the highep? region. The selection requirement for this sub-sample
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e Reconstructed Hadronic Shower Energy:vertex shower energy less than
250 MeV. Three different types of neutrino interactions mak the major-
ity of all thev-CC interactions these are the QE, RES, and DIS interactions
(with a very small contribution form Coh). When considerthgse inter-
actions at the neutrino generator level, they can be defigezbbsidering
the multiplicity of the final state, where QE interactiongl\wroduce just a
single proton, RES interactions will produce a proton andba,pand DIS
interactions will potentially have many protons and piomblus QE inter-
actions will leave the least amount of energy (on averaga®) these other
interaction types. Figure 6.7 shows the reconstructe@xeatiower energy.
This Figure demonstrates the region below 250 MeV is dorathaly QE
interactions.
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Figure 6.7: The reconstructed hadronic shower energy ohéwe
trino event. The histograms show the dominant NEUGEN itera
tion types. The event is flagged as QE like if the the reconsttl
hadronic shower energy is less than 0.25 GeV
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6.3.2 Two Track Quasi-Elastic Like Selection

This sub-sample is dominated by QE interactions with higlagwes ofQ?. This
sub-sample has very little true QE interactions within the Q? region, thus this
sample has little sensitivity to the nuclear effects thahihate the lowQ? region.
This selection provides most of the sensitivity to the axidtor mass parameter,
due to higher QE purity of the sample at higlg.

e Reconstructed Hadronic Shower Energy:vertex shower energy greater
than 250 MeV. The intent of these sup-samples is to dividethselected
v,-CC sample in several different exclusive sub-sampless Sélection cri-
teria ensures that there are no interaction candidatesthreriow hadronic
energy QE-like selection.

e Number of unused hits< 6: Require that the number of hits in the ver-
tex hadron shower that are not used in the candidate praaok must be
less than 6. QE events should have very little vertex agtmitside of the
activity due to the muon track and the proton track.

e Energy profile consistent with proton: Require that the maximum pulse
height hit of the candidate proton track be within one plahthe furthest
downstream hit. Protons lose their energy very rapidly atehd of their
track, this selection criteria looks for the signature qfidaenergy loss at
the end of the proton track.

6.3.3 Two Track Background Like Selection

This sub-sample is dominated by resonance interactionssamskd to constrain
the resonance background to the QE dominated sample. Ewagkhtthis sub-
sample is not dominated by QE interactions @redistribution is reconstructed
using the QE assumption as Equation 2.38 instead of an altee)? calculation
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that may be more precise. The QE assump@dmalculation is used because it is
important to accurately model this mis-calculation of tlee+QE background to
the QE selections.

e Reconstructed Hadronic Shower Energy:vertex shower energy greater
than 250 MeV. The intent of these sup-samples is to dividgthselected
v,-CC sample in several different exclusive sub-sampless Sélection cri-
teria ensures that there are no interaction candidatesthreriow hadronic
energy QE-like selection.

e ABp cut: if the number of unused hits is less than 6, require that tjedr
tory of the proton predicted from muon kinematics be furttinem 30 de-
grees away from the candidate proton track. On occasionfahe £(1232)
decay products is below the threshold of the detector. Whisnhiappens
the number of unused hits may pass in to the range of the @Ecliks.
These events can be recovered by keep events previouslyedny the
QE-like ABp, cut.

e Number of unused hits< 13: require that the number of hits in the vertex
hadronic shower that are not used in the candidate protok br@less than
13. The QE background is dominated by decayd@232) resonances.
TheA(1232) will decay to a nucleon and a pion, becausé&\i€32) decays
to two particles, resonance events will leave additiontd m the vertex
hadronic shower.

e Energy profile consistent with proton: Require that the maximum pulse
height hit of the candidate proton track be within one plahte furthest
downstream hit. Protons lose their energy very rapidly atehd of their
track, this cut looks for that signature.
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6.3.4 Selection Purity and Efficiency

There are three different event selections outlined ab&aeh enhances differ-
ent interaction types, and with different kinematic chéeastics. Because this
analysis will be extracting a value fd)a‘l(AgE by simultaneously fitting th&? dis-
tribution of all three of these selections, it is importamtuinderstand how well
the different interaction types are enhanced within eadhese event selections
as well as understanding how efficiently the interactioresyare selected, all as a
function of Q2. Figure 6.8 shows the fraction of true QE interactions irheafthe
selections and each selections efficiency at selectingQEieteractions. Figure
6.9 shows the fraction of true resonance interactions ih eathe selections and
each selections efficiency at selecting true resonanceaastiens.

. QE Fraction | . QE Efficiency |
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TF — 2 Track QE-Like R =— 2 Track QE-Like
08 3 = 2 Track Res-Like 08 E = 2 Track Res-Like
07 jg— 07
0.6 06
osf osf
04 0af
03f |—| 0.3 ,
02f 02f
01f 0af I:-|
0?....|....|...|....|....|.... [0 - AR BRI S S SIS S S
0 0.5 1 15 2 25 3 0 0.5 1 15 2 2.5 3
Q2 (GeV)) Q. (GeV))

Figure 6.8: Left: The fraction of true QE interactions in thigen
selection. Right: The efficiency of selecting true QE intgins rel-
ative to the number of true QE interactions in theCC selection.
The one track QE selection is in black, the two track QE is Jdunel
the two track background selection is red.
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Figure 6.9: Left: The fraction of true resonance interadian the
given selection. Right: The efficiency of selecting trueoremce
interactions relative to the number of true resonance actens in
thev,-CC selection. The one track QE selection is in black, the two
track QE is blue, and the two track background selectionds re

6.4 Comparisons of Data to Monte Carlo

Because the threshold for reconstruction of proton canelédaas been set at the
absolute minimum to be considered a track, it is very impurta check that
the MC simulation is accurately modeling these low energyt@rs. This check
is made by comparing reconstructed proton candidate digenin the data to
the same quantities in MC. Figures 6.10 through 6.12 areildigions of quanti-
ties that are not used in this analysis except for crosscheqkoses, while Fig-
ures 6.13 through 6.15 are for quantities that are used ¢ats®lo track QE-like
interaction candidates. When the plots show variablesateatised for selecting
one of the interaction sub-samples a selection based orthiee gelection vari-
ables is applied, thus the plots of the selection variabi#skow both the signal
region and the sideband region with respect to that variablg After examin-
ing these plots, some differences between the data and thiedd@ne apparent.
The two distributions that show the greatest data/MC diffiees are Figure 6.12
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which shows the distribution of the length of the candidateqgn track and Fig-
ure 6.15 which shows the distribution AB,. In Figure 6.6 the shoulder in the
true QE distribution in the 60-80 degree range is due to theoprreconstruction
algorithm finding the remains of the muon track instead ofrdo®il proton. This
region is also the source of major disagreement betweeradatdC. There are
significantly more interaction candidates with excessgngery near the muon
track in the data than in the MC. The physics implicationshaf data/MC differ-
ence is the topic of the Section 6.4.1. The data/MC diffeesni the track length
could be due to strip to strip alignment; in the MC simulattbe alignment is
known perfectly and exactly matches the design, while retaor is aligned to
+1 mm [86].
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Figure 6.10: Number hits in the candidate proton track. Tepe-
selected \{;, CC) events. Middle: Two track background selection.
Bottom: Selected two track QE events. Left: DistributiorigwviviC
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of the MC are shown as stacked histograms. Right: Ratio af tat
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Figure 6.14: Number of unused hits in the vertex hadroniaveno
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lection. Bottom: Selected two track QE events. Left: Disitions
with MC normalized to total data POT. Individual topolodicam-
ponents of of the MC are shown as stacked histograms. Rigitio R
of data to MC.



CHAPTER 6. EVENT SELECTION 117

Opening Angle Between Predicted P _and P, Opening Angle Between Predicted P __and P
10° e candidate o candidate

—— Data Total MC é
[ True Res B True QE K]
r g

N
o

Events per 1.26e20 POT
= N
o =}
T T

o S R e

% 20 40 60 80 100 120 140 160 180 0 20 40 60 80 100 120 140 160 180
A8y, (degrees) A8y, (degrees)
X103 Opening Angle Between Predicted P o and Pmmma‘! Opening Angle Between Predicted P e and Pcmmm!
—4— Data Total MC
6 [ True Res B True QE

Events per 1.26e20 POT

20 40 60 80 100 120 140 160 180 0O 20 40 60 80 100 120 140 160 180
A6y, (degrees) A8y, (degrees)

Opening Angle Between Predicted P _and P, Opening Angle Between Predicted P __and P
%107 e candidate o candidate

—— Data Total MC
3.5 i True Res B True QE

M

Events per 1.26e20 POT
= INd
[ & B R ) w

o
3

AP AP PR
00 20 40 60 80 100 120 140 160 180 60 80 100 120 140 160 180

A8, (degrees) A8, (degrees)
Figure 6.15: Opening angle between the candidate protok &rad
the proton trajectory predicted from muon kinematia®). Top:
Pre-selectedw, CC) events. Middle: Two track background selec-
tion. Bottom: Selected two track QE events. Left: Distribos with
MC normalized to total data POT. Individual topological quonents
of of the MC are shown as stacked histograms. Right: Raticatd d
to MC.




CHAPTER 6. EVENT SELECTION 118

6.4.1 Nuclear Correlations in MINOS

MINOS is a coarse grained tracking detector, but as has leewsearlier in this
document MINOS has the ability to partially reconstruct taeoil proton inv,
CCQE interactions. However, the secondary nucleon of an §R€interaction
is unlikely to be reconstructable in MINOS, because the sgary nucleon has
a much lower energy than the primary recoil nucleon. Whilentt possible to
identify SRC type interactions on an event by event basisliN®5, we can look
for differences between data and the MC prediction of digtions that describe
the activity in the first few strips near the event vertex viahicould be impacted
by the presence of SRC.

In the QE selected plots a0, in Figure 6.15 there is a deficit in the MC
compared to the data in the 60 to 90 degree region. This ragiorhere the
proton finding algorithm picks up the remnants of the muookiiastead of the
proton track. This deficit in the MC prediction implies thaetmuon track is
not removed as cleanly in the data as it is in the MC. This dafdbecause an
occasional event has excess energy very near the muon #st'tiget subtracted
from the muon track when the muon hits are filtered out of theevThe excess
energy near the vertex may be due to the energy of the segomageleon from an
SRC type interaction. If the excess energy near the muok isatue to an extra
nucleon from an SRC type interaction than we should seeeardiite in the shape
between the data and the MC in the total energy that isn'tadea for in either
the candidate proton track or the muon track. Under an SR@hg#son events
with A8 greater than 30should have large amounts of excess energy which is
not accounted for in either the muon track or the proton trdtks excess energy
would not appear in thAB, less than 30sample. The distribution of the excess
energy is shown in Figure 6.16 where the MC exhibits a defdtitive to the data
consistent with the pattern suggested by SRC. The MC defignhes up to 2000
sigcor (3.2 MIPs) which is a substantial amount of energgems unlikely that
this could be due mis-modeled detector effects.
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Figure 6.16: Summed pulse height in sigcor of all of the it aire
not used in either the muon track or the candidate prototk.tréap:
A8, sideband selections (QE-like excef, > 30). Bottom: Se-
lected two track QE events. Left: Distributions with MC naimed
to total data POT. Individual topological components ofa MC are
shown as stacked histograms. Right: Ratio of data to MC. Tke M
deficit in the 0-2000 sigcor region of the top plots when cdes:d
along side the MC deficit in the 60-90 degree region of Figul& 6
is further evidence of a secondary nucleon from an SRC tyieeao-
tion. The extra energy that we are seeing is substantialginthat
additional quanta seems like a more likely explanation thanis-
modeling of detector effects

1 2 3



Chapter 7
Extracting the Axial-Vector Mass

The MINOS CCQE-like sub-samples have a significant contigibufrom non-
CCQE like interactions, this is unlike the NOMAD and MiniBd& measure-
ments ofMi\gE both of which have a smaller contribution from non-CCQE iinte
actions in their CCQE-like sub-samples. This is further pboated because the
MINOS non-CCQE sub-samples have a significant contributiom CCQE in-
teractions. Thus characterizing the background must be siomultaneously with
any measurement MSE. First a Mock Data study was done to demonstrate the
validity and quantify the improvements of a multi sub-saenfil procedure, this
study is presented in Section 7.2. Sections 7.3 and 7.4 dexuattempted fit
procedures that where unable to simultaneously descréb@HHilike sub-samples
and the background-like sub-samples. Finally Sectionmf@ements a method
for simultaneously constraining the background whilerfgtfor theMSE param-
eter, the fit procedure outlined in Section 7.5 is the prooedaed to calculate the
results presented in this dissertation.

7.1 Fitting Procedure and Fit Parameters

The three interaction candidate sub-samples discussextiios 6.3 are fit simul-
taneously in bins OQZQE. Each selection is binned in a slightly different manner.

120



CHAPTER 7. EXTRACTING THE AXIAL-VECTOR MASS 121

The low hadronic energy sub-sample is divided into 18 birey dJIweQZQE range

of 0 < Q3¢ < 1.2 GeV?. The two track QE sub-sample divided into 20 bins
over theQ(zgE range of O< QéE < 3.0 GeV?, and the two track background sub-
sample is divided into 21 bins also over @8 of 0 < Q3¢ < 3.0 Ge\~. The
expected number of interaction candidates for each binasikeaed from the MC

for different values of tthEE parameter along with some other systematic error
parameters. A modifieg? is performed by minimizing thg? function:

! 2
X2 :nB'nS(Oi—a((xl,...,GN))2+ N A(Xj
MCstats i; 0 +Se(ay,...,aN) jZZ Oczxj

In which o; is the number of observed events in mock data for bén(d@, ..., aN)

is the expected number of events in the Monte Carlo for binewgihe fit param-
eters,Sis the scale factor applied to normalize the MC histogramthegenalty
term is computed witiha j, the shift from nominal for thgth systematic param-
eter, andoy;, the assumeddLerror on thejth systematic parameter. The first fit
parameten; = MEE and is treated as a free parameter in the fit and does not
influence the penalty term.

In addition to considerintyI(A?E, the fit also includes some of the following four
systematic parameters that are considered to be the moshalunior a shape-
only fit to QZQE: The effect of a= 30 % shift toMSE parameter in the two track
QE-like sample is shown in Figure 7.1

e Muon energy scale: The muon energy scale is the most prominent sys-
tematic error when fitting foMJ= and it directly affects the calculation of
QZQE. Given that the uncertainty on the range-based momentunuohm
that stop in the Near Detector is smaller than that for theature-based
momentum of muons that exit, only stopping muons are induaben
fitting for MSE. This does not result in a large decrease in QE-like sam-
ple statistics because there are relatively fewer quasielateractions in
events with higher energy muons. As such, the assumed oma sigcer-
tainty in the muon energy for stopping muons is taken to be @#ilfe
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Figure 7.1: Comparison of the nominal MC to reweighted MChwit
+30% changes to the value MSE. Only stopping muon events are
included in this figure.

purposes of calculating the? penalty term. This uncertainty is driven by
the uncertainty in the thickness of the steel planes in thd®8 detectors
along with the uncertainty in the final stopping location loé tmuon.The
effect of 2% changes to the muon energy scale orQég distribution for
the 1 track QE-like sample are illustrated in Figure 7.2.
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Figure 7.2: Comparison of the nominal MC to scaled MC wiitP%

scalings of the muon energy. Only stopping muon events aheded
in this figure.

o MRES This parameter plays a similar role K" but in the modeling of
resonant interactions. ChangesM&=Swill affect both the shape and rate
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of the resonance production cross section as a functi@?ofResonance
events form the dominant background in the QE-like samptedagh the

extent to which they can be labeled a background is arguatés ghat

they are very kinematically similar to the true quasietastients) and this
parameter assures that the fit does not give a bihia%%value due to the
mis-modeling of these events. The standard uncertainty5é s used

for this parameter when calculating the penalty tegnhpenalty term. This
value for the uncertainty is driven by the from a global asel\of the res-
onances axial-vector mass. Figure 7.3 shows the effectariggs to this
parameter on the 1 track QE-like sample.
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Figure 7.3: Comparison of the nominal MC to reweighted MChwit
+15% changes to the value BIRES Only stopping muon events are
included in this figure.

o Effective low QZQE guasi-elastic suppressionl@eErmi): It is expected that

the MC will mis-model the data in the very I0@? region due to the poorly
understood contribution of nuclear effects to the CCQEssaxtion. This
parameter is a scale factor applied to the value of the Feromnemta (for
either protons or neutrons) used to determine whether a gjuasielastic
event is Pauli-blocked. The uncertainty on this parametéard to deter-
mine and likely fairly large (at least 20-30%) thus an asslian80% error
on this parameter for the? penalty term is used. This value for the uncer-
tainty in this parameter is driven by difference in 1% suppression due
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to different models of the nucleus. In later fits the uncettais irrelevant
because this parameter is fit unconstrained NBUGEN any quasielastic
interaction that leaves the initial hadronic state nucl@gayed NTRANUKE)
with a momentum less than the Fermi momentum ( 251 MeV forgm®tis
considered Pauli-blocked and removed. As such, it is onsgiabe to con-
sider scaling up the value of the Fermi momentum. Figure fiofvs the
effect of a +30% change to this parameter on the 1 track Qé&slmple.
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Figure 7.4: Comparison of the nominal MC to MC with a +30% scal
of the values of the Fermi momentum for protons and neutronsy
stopping muon events are included in this figure.

o Effective low Q%E resonance suppressiorkEeErrSni): This parameter plays a
similar role to the effective |OVQ2QE suppression parameter but in the mod-
eling of resonant interactions. This parameter suppreagsesance inter-
actions by implementing an ad hoc Pauli-blocking mechanlsrthe stan-
dard MC, resonant events are not Pauli-blocked, becausettérenediate
A(1232) does not get Pauli-blocked in the nucleus due to fiferent quan-
tum numbers of thé and nucleons. The Pauli-blocking is implemented
in a semi-physical manner by requiring that the final statelean decay
products of thél have momentum greater than the Fermi momentum of the
nucleons, which is 263 MeV for neutron and 251 MeV for protoks with
the effective IOV\QéE suppression parameter the uncertainty on this param-
eter is hard to determine and also likely fairly large (aste20-30%) and
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so an assumed 30% uncertainty on this parameter forzpenalty term is
used. The uncertainty used for this parameter is also dhyghe amount

of low Q? suppression seen by different models of the nucleus. Haweve
the quoted uncertainty will be irrelevant because thismatar will not be
used for the ultimate results of this dissertation. Fig.shéws the effect of

a shift in the effective lowQ3 sto the background-like sample.
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Figure 7.5: Comparison of the nominal MC to MC with4e80%
scale on the values of the Fermi momentum for protons andoreut
applied to the background like two track selection. Onlypgiog
muon events are included in this figure.

¢ Hadronic Shower Energy Offset: Because this analysis calcula@$ us-
ing the quasi-elastic assumption the only effect this patamhas on the
shape of th&? spectrum is through event migration between event samples
or potential migration out of the selected events entif@lith this parame-
ter the analysis allows for the possibility that there is fiedence between
the shower energy in the MC (presumably perfect) and the déies pa-
rameter allows for the possibility that the shower enerdipbcation in the
data and in the MC is different in the simplest way possiltieough an
additive constant. A more complicated correction is prdypalot needed
because this parameter only contributes to changes in Hpeshf theQ?
distribution through event migration.
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7.2 Mock Data Analysis

There is a total of approximately 725,000 interactions cdates between the
three selections that are used in this analysis. With 46%efiriteraction can-
didates in both the low hadronic energy and the two track gpaxknd-like sub-
samples, the remaining 8% of the interaction candidatemadhe two track QE-
like sub-sample. This means that the statistical error @ dén of Q? is between
approximately 1 and 2%, making this analysis dominated patdtistical uncer-
tainties but systematic uncertainties in the neutrinaradton models. It is useful
to finalize all of the the major analysis decisions (how maayglesQ? binning,
goodness of fit metric, etc) before proceeding with the aiglgn data this will
limit the impact of selection biases on the final result. Tiidone by analyzing a
mock data sample first. The mock data sample consists of atsofthie MC that
has had the model parameters set to some arbitrary valule, tvbiremaining MC
is then used to attempt to recover the mock data model pagasnéithe analysis
procedure is tuned to minimize the uncertainty of the modia @aalysis while
also minimizing the potential of systematic effects. Origs ts done the analysis
is repeated on real data, and potentially changed based anhisviearned from
the differences between data and mock data.

7.2.1 Mock Data Construction

The entire MC sample was used to generate a mock @aistribution for all
three selections. The fit parameters for the mock data lolisions were set to the
best fit values for the low hadronic energy analysis that aady been done.
These@? distributions were then normalized to the run | pot (1.29e2lhese
Q? distributions were then used as a PDF to generate@@wistributions with
a number of entries equal to the Poisson fluctuated intedrtdenoriginal Q?
distributions.
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7.2.2 Mock Data Fit Results

The fit to the mock data was performed as described in Sectioarnd generated
as described above in Section 7.1. This fit will be comparddedit to only the
low hadronic energy analysis that was presented at the @nnitional Work-
shop on Neutrino-Nucleus Interactions in the Few-GeV Re{iuint09) [87]. A
summary of both of these results are given in Table 7.1, whé€? distributions
for the mock data fits are shown in Figure 7.6.

| Parameter | Nulnt09 Result§ Mock Data Study|

MY" (GeV) 1.192 1.17
E,—scale 0.988 0.989
MRES(GeV) 1.112 1.100
kPE — scale 1.284 1.282
kRES_scale| 1.0 (Fixed) 1.085
xZ/ndf 1.023 0.536

Table 7.1: Best fit results and for the two fit configurationd ae-
ducedy? values according to 7.1 for the best fit MC.

The increase in sensitivity from this analysis come from s@arces. Break-
ing of correlations between parameters, and differenngtres in different kine-
matic regions. The three sub-sample analysis reduces thelatmns between
MRE andk .and also the correlations betweldif~ andMRES Referring back
to Figure 6.8 the fraction of true QE interactions in the twack QE-like sub-
sample (the blue line from Figure 6.8) shows that there ateusoQE interactions
within the low Q? region of this sub-sample, thus any I&¢ suppression that is
seen in this sub-sample can not be coming from true QE irtterec Further-
more by adding a selection that is dominated by the backgrdoithe QE-like
sub-samples, the behavior of the background (as represegtéhekBE>. and
MEES parameters) in the QE-like sub-samples can be significaothgtrained.
These additional sub-samples don’t do anything to breakdhelations between

the E;, — scalehowever because the other selections much more tightlytreams
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MSE, theEy, scale is also constrained due to l‘{7I§E-Eu correlations.

7.2.3 Conclusion

This mock data study estimates that the three sub-sampldllfitegduce by a
factor of 2-3 the impact of the fit error to our measuremenhefetn‘fectivel\/l(AgE
parameter. And given the impact that other systematics halkdeoNulnt09 results
the expectation would be that those uncertainties wouldiat® the uncertainty
of this analysis.

7.3 Initial Fit to Data

Two things were learned from the mock data fit. The mock datuintified the
expected improvement to tMSE measurement from the inclusion of the two,
two track selections, while simultaneously demonstrakiag the fit parameters
are correlated when the fit is performed with multiple submgies. Because the
two track selections do a good job of breaking the correrizxtibetweenMgE
andkrermi, andMEE andMResit becomes possible to fit these parameters uncon-
strained by a penalty term. Thus the first fit to data is peréatwith all of the
parameters from the mock data fit as free parameters withxttepgon of the
muon energy scale.

Fit Results

The initial fit to data was performed as described in Sectidrwith the modifica-
tions outlined in Section 7.3. The resulti%E distributions are shown in Figure
7.8. The best fit values are shown in Table 7.2.

The best fit values for this fit configuration are very diffare'om the best fit
values given by the MINOS Nulnt 2009 analysis [87]. Furtherethex? for this
fit configuration is~18c from the expected reduced for a fit with 49 degrees
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Figure 7.6: Starting from the top and moving down are@Relistri-
butions for the low hadronic shower energy sub-sample, ttrack
QE-like sub-sample, and the 2 track background-like sutbpéa. On
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the left are the actuaD? distributions using a binning that is much

finer than the binning actually used in the fits.
data/MC plots using the actual fit binning. The blue histoggahow

the dominant topology for each of the three selections.

On the riglg ar
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Characteristic Mock Data Example Characteristic Mock Data Example
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Figure 7.7: The Io (defined asAx? = 1) contours for the 1 track
Nulnt09 analysis and this mock data analysis. The contaulk/hﬁE
and theE, — scaleis shown on the left. The contour f(M(A?E and
k.?e'imi—scaleis shown on the right. The one track Nulnt09 result
contour is shown in red. The contours from this mock datayesisl
are shown in blue. The three selection analysis signifigamibroves
the size of the allowed parameter space. In addition thetiaddl
selections break the correlation betweMzBE and thel<.?§mi-scale.

| Parameter | Initial fit to data |

M- (GeV) | 1.000+0.033
E, —scale 0.992+-0.002
MRES(GeV) | 1.078:0.024

QE _ scale 2.87+0.04
kRES—scale| 1.14+0.01
x?/ndf 2.65
Table 7.2: Best fit values for the fit to data. The errors shokeritze
MINUIT returned HESSE errors.

of freedom. Thus this fit is a poor description of the data dredidest fit values
for the fit parameters are meaningless.

In this fit, the parametekReS  has a very different value from the assumed
nominal value of 1. The mock data fit had a assumed one sigroaa80%, the
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Figure 7.8: Best fiQéE distributions for the fit to data that matches
the mock data procedure. Top: One track QE-like selectiomd- M
dle: Two track QE-like selection. Bottom: Two track resooedtike
selection. Left: Finely binne@3 distribution. Red: Best fiQ&e
distribution. Blue: NominalQgg distribution. Black: Best fiQ&e
distribution of the dominant interaction type of each setec Right:
Data/MC ratio binned using the same binning as the fit.
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best fit value here is®daway from the mock data fit assumed nominal value. This
kRes . is suspiciously large, Figure 7.9 compares the nominalnasce MC to

the resonance MC Witl@eErrni equal to 2.87. Figure 7.9 demonstrates that even as
high as aQZQE value of 1, this suppression scheme removes 10% of the nesesia
events. The larger than expected suppression of resonaeits én the moderate
Q? region produced biBes . equal to 2.87 disagrees with the ad-hoc suppression

function from R. Gran’s and N. Graf’s work in [88].

= Nominal MC

Events per 1e20 POT
Shifted/Nominal

1 1 1 1 1 1
05 1 15 2 25 3
Reco Q? (GeV?)

Figure 7.9: Left: true resonanc%E distributions. Blue: distribution

for kfgs equal to 2.87. Red: nominal true resonai@gi: distri-

bution. Right: thekReS . equal to 2.87 distribution divided by the

8 I } ermi
nominal distribution.

In [88] the authors extract a suppression function for @fedistribution of
the resonances using two separate resonance enhanceahsplles These event
sub-samples are defined using a simple cut on W, the hadraaigant mass. The
two selections they define are: The Delta sub-sample defs@d laetween 0 and
1.3 GeV and the Transition sub-sample defined as W betweeant. 2.0 GeV.
The Delta sub-sample is dominated by resonances and QEe thieilTransition
is dominated by resonances and DIS. Using these two sublssutiig authors
implemented a smoothly shaped suppression function wittapesmotivated by
theoretical [89][90] and experimental [34] work on t@E shape of resonance
interactions. Using this shape as a starting point the asithen tuned the shape
by reducing the residuals in the Delta and Transition subgdas to get the final
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suppression shape shown in Figure 7.10 which is comparéaetsuppression
that results from &BeS . value of 2.87. By design the suppression function from
[88] turns off for Q? values greater than 0.6 GéMwhile thekReS . suppression

in the same region is still about 70%. The natural conclugiom the poory?
calculated from this fit and the poor agreement betweerk®§&,; suppression

and the suppression from [88] is that tGE> . suppression is unphysical.
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Figure 7.10: Red: suppression function from [88] with erpand
that includes both statistical and systematic uncertaiBtye: sup-
pression function from &8s . value of 2.87.

7.4 Fit Using The Resonance Suppression Function

The natural progression from the initial fit to the data is #ét incorporates the
resonance suppression function from [88] instead okf§g. ; based suppression.
This fit will use a more realistic suppression function, hearethe lowQ? sup-
pression cannot be further tuned to match the data, consttytieere is no longer
a parameter that describes the behavior of theQdwesonances interactions. The
resultingQ? distribution from this fit are shown in Figure 7.11. The bestdiues
for the parameters are shown in Table 7.3. This fit has 50 degrefreedom
instead of 49 because there is one less fit parameter.

This fit with the lowQ? resonances suppression function is slightly worse than
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Figure 7.11: Best fiQéE distributions for the fit to data that uses
the low Q? suppression function from [88]. Top: One track QE-like
selection. Middle: Two track QE-like selection. Bottom: dack
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Best fit Q3¢ distribution. Blue: Nominalg distribution. Black:
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lection. Right: Data/MC ratio binned using the same binrasghe
fit.
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| Parameter | Fit With Suppression Functioh

MR" (GeV) 1.274+0.032
E, —scale 0.978+0.003
MRES(GeV) 1.502+0.019
kPE — scale 1.107£0.007
X?/ndf 2.87

Table 7.3: Best fit values for the fit to data using the suppoaganc-
tion from [88]. The errors shown are the MINUIT returned HESS
errors.

the fit in section 7.3, which can be attributed to the lack odeameter that tunes
the lowQ? suppression of the resonances. The largest source of é&agnt be-
tween the data and the MC is in the middle and bottom plotsgaréi 7.11 in the
less than 1 Ge¥region. It would be useful to look at the contribution to i{fe
from each individual sub-sample. The contribution toxdrom each individual
sub-sample helps determine which sub-samples are beintypmodeled by the
parameters in the MC and what sub-samples are being modeled&termining
the x? contribution from the individual selections can be donednking at con-
fidence contours for each individual fit and for the combinedThese contours
are shown in Figure 7.12.

From Figure 7.12 the strengths and weakness of the indivgluasamples
relative to the combined fit really become apparent. The ¢packnd-like sub-
sample (depicted in violet) prefers significantly differealues for the parameters
compared to the other individual sub-samples, except ®MR*Sparameter the
background-like sub-sample does not overlap with any obther individual sub-
sample. Section 6.4.1 discussed significant differenctesdem the MC and the
data, differences that are in the resonance dominatedasideb the two track QE-
like sub-sample. All of the interaction candidates sel@atethe two track QE-
like sideband are also in the two track background-likedigle. The two track
resonance selection adds a some interaction candidatés thesloosening of the
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unused hits selection criteria. Thus any differences betvaata and MC in the
two track QE sideband are expected to show up in the two trackground-like
sub-sample. The parameters used to describe the threasudbesn this analysis
are sufficient to describe each individual selection, heaxévey are not sufficient
to describe all three sub-samples simultaneously. Thip@tp the hypothesis
that there is one or more unsimulated types of interactiotise data.

There is enough evidence that there are one or more typessohulated
interactions getting classified as background interasttorwarrant the inclusion
of some kind of background correction function within thizalysis. However
there are clearly correlations between the parametersdinditol the shape of the
background and the parameters that control the shape oighal.s The ideal
solution is what has already been tried, fit everything siemdously, however
that no longer seems possible. It appears that a whole neméiégure is needed.

7.5 New Fit Procedure

Unsurprisingly the tension that exists between the twdtbackground-like sub-
sample and the two QE-like sub-samples is primarily in theipeter that controls
the shape of the background. Individuamﬁesis sufficient to describe the shape
of the background. Thg? for all the individual fits are reasonable given the
number of degrees of freedo|RESis only insufficient when trying to use it
to describe the shape of the resonances in all three sublessipultaneously.
BecauseVIResis sufficient to describe the shape of the resonances in etettisn
individually, but not sufficient to describe all three seiews simultaneously, it is
necessary to develop a fit procedure that extracts the d@taiferences in the
resonances events that aren’t being described usingﬁﬁaoarameter.

7.5.1 Fit Steps

A fit procedure that meets all of the preceding requiremeatshe constructed
using the following steps:
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1. Fit: fit only the QE-like selections.

2. Characterize the QE: feed the best fit parameters fromitihdtaneous fit
of both QE-like selections into the two track resonancectiele.

3. Event Subtraction: subtract the predicted true QE evieos the data in
the two track resonance selection.

4. Fit two track resonance: fit the two track resonance sele¢ivith no true
QE events) using thleflffesparameter as the only free parameter, every other
parameter is fixed.

5. Background Correction: use the data/MC spectrum fromwoerack res-
onance selection, parameterized using a cubic polynoasad, correction
to the background of the QE-like selections.

6. Repeat Fit: perform this procedure again until the bamlgd correction
function agrees with the background correction functiorth@ previous
iteration.

The disadvantage in this fit procedure is the best fit vaIubeif/tAReSparameter is
essentially meaningless. In effect there are two diffebest fit values foMARes.
One from the simultaneous fit of the QE-like sub-samples,aredfrom the from
the fit of the two track background-like sub-sample. ‘M]E‘esparameter is being
used instead to describe (along with the background caorefttnction) the shape
of what appears to be the resonances plus some other type@tdtions that are
not simulated in the MINOS MC.

Even though the value for th\dﬁesparameter Is essentially meaningless, the
background correction function provides more confidendbermeasurement for
MSE. By using the background correction function plus the sHapa Mf\*es; it
is possible to account for correlations between the backgtshape anMEE,
while also accounting for large differences in the backgbbetween the data
and model.
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Figure 7.13: The background correction function for thenauiy fit
using the procedure outlined in Section 7.5.1. The cowadtinction
is calculated from by fitting the ratio of the data to the MCnfrthe
two track background like sub-sample. This data is fit to edtbrder
polynomial which is the green line shown in the Figure.

7.5.2 Hadronic Shower Energy Offset

The hadronic shower energy offset fit parameter change@4kpectrum by caus-
ing interactions candidates to migrate between the thrbesamples. Because
this new fit procedure doesn't fit the signal and the backgiagsimultaneously
it is important that the any large scale migrations are actzmlifor in the first
fit iteration. The hadronic shower energy cut is the largestce of the these
large scale migration of interaction candidates, and tliedmc shower energy
offset was one of the largest sources of systematic errtieifitst MINOS CCQE
analysis [91]. This analysis may be more sensitive to thedmad energy offset
because interaction candidates don't just migrate intocari@f the sub-samples
by can also migrate between event samples. Because thenfmdnergy offset
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had a large effect on the first MINOS CCQE analysis and thityaisamay be
more sensitive to the hadronic energy offset, the hadrorecgy offset is fit as an
additional parameter in the new fit procedure.

7.5.3 Fit Results

The fit was performed as outlined above. It was found that goidpround cor-
rection function from the third iteration agreed with theckground correction
function from the second iteration, thus a third fit of the k&-sub-samples was
not necessary. The best fit results from both the first andnskfibiterations are
shownin Table 7.4. Th@éE. distributions for the QE-like sub-samples are shown
in Figure 7.14 and the background correction function issshim Figure 7.13.

| Parameter | 1S'iteration | 2%lIteration |
M- (GeV) | 1.31240.033 | 1.315+0.034
E,-scale 0.985+0.003 | 0.986+0.003
Enag-offset | 0.0381+0.035 | 0.0381+0.035
MRES(GeV) | 1.283+£0.057 | 1.256+0.057
keS -scale | 1.124+0.009 | 1.120+0.009
X2 /ndf 1.201 1.091

Table 7.4: Best fit values for the baseline first and secontkfétion
using the procedure outlined in Section 7.5.1. No furtheraiions
were necessary because there was very little change in¢kgroaind
correction function. The errors shown are tiieSSE errors from the
M NUI T software package.

There is very little change in thlla/I(AgE parameter from the first iteration to
the second iteration. While there is a larger (though ndissizally significant)
change in theMEESparameter. This gives confidence that ng parameter is
modeling the behavior of the true quasi-elastic interastiwithin the sub-samples
and not instead accounting for potential model errors withe resonance model.
Furthermore theg? is reduced from the first to the second iteration, this intgisa
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that the background correction function that is defined ke liackground like
sub-sample is increasing the goodness of fit in the QE-likessumple.
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Figure 7.14: Best finQE distributions for the fit to data using the pro-
cedure outlined in Section 7.5.1. Top: One track QE-likec#bn.
Bottom: Two track QE-like selection. Red: Best(ﬂéE distribution.

Blue: NominalQ distribution. Black: Best fiQgg distribution of
the true QE composition of the sub-sample. Right: Data/M® ra
binned using the same binning as the fit.

7.5.4 Systematic Error Contribution

Many other factors contribute to the systematic unceraimtthe quasi-elastic
axial-vector mass, beyond those that are included diractlge fit. These addi-
tional factors (outlined below) are calculated by re-perfimg the fit procedure
outline in Section 7.5.1, only the final fit results (from Tabl.4 are used as the
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initial seed to the fit. The contribution from these varioategories are shown in
Table 7.5.

Sub-sample Selection Criteria

This set of systematic shifts consist of changes to the tetecriteria that is
used to define the various sub-samples used in this analg$ianging any of
these parameters causes interaction candidates to mlggateen the defined
sub-samples, or potentially out of one of the defined subpsssrand into a the
sub-sample of interaction candidates that passed thelgcésa cuts but were
not sorted into one of the defined sub-samples. The quadnaticof all of the

systematic shift is 9199,
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Figure 7.15: Best fit values (along with tHESSE) errors for differ-
ent definitions of the low hadronic energy sub-sample.

e Low Hadronic Energy Selection Criteria: the low hadronic energy sub-
sample is defined as: all of the preselected interactionidatedwith recon-
structed hadronic shower energy less than 250 MeV. Showiginmd7.15
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Figure 7.16: Best fit values (along with tHESSE errors) for differ-
ent definitions of thé8,, dividing line between the two track QE-like
and two track background like sub-samples.

are distributions of possible alternative definitions te tbw hadronic en-
ergy selection criteria. A previous study of kinematic teton in MlI-
NOS showed that the appropriate (though conservativeevialexpress
a '1o’ change in the definition of the low hadronic energy sub-salnip
+100 MeV. This systematic one of the largest single contigmngt to the
uncertainty on the quasi-elastic axial-vector mass.

e AB, Selection: this selection variable in part defines the border between
the two track QE-like sub-sample and the two track backgidike sub-
sample. This definition was chosen to select the mostAéy ‘bump’ of
true QE interactions shown in Figure 7.16, while also opting the purity
of the two track QE like subsample. This somewhat arbitrdrgice of
selection criteria is allowed to vary along the downwargslof this true
QE bump.£5° defines the ‘@’ change in this systematic.
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e
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Figure 7.17: Best fit values (along with tHESSE errors) for differ-
ent definitions of the unused shower strip hit dividing liretveeen
the two track QE-like and two track background like sub-skasp

e Unused Hit Selection:the unused hit variable is the other variable that is
used to define the separation between two track QE-like aniple from
the two track background like sub-sample, the assumedéfror in this
value is+2 strip hits. A different larger value of this variable defnbe
separation between the two track background like sub-safrgoh interac-
tion candidates that are not used in this analysis, the asgtio’ error for
this other selection criteria 4 strip hits. This variable shows very little
difference between data and MC, thus it is expected tha¢ thél be little
change in the best fit values as these selection criteriahenmeged, and in
fact this is what happens for both of these selection catéefhe parameter
best fit shifts for these two selection criteria is shown igufe 7.17 and
Figure 7.18.
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Figure 7.18: Best fit values (along with tHESSE errors) for differ-
ent definitions of the unused shower strip hit dividing liretveeen
the two track background like and the sub-sample of intemacan-
didates that are not used in this analysis.

Beam Flux Uncertainty

The beam flux is applied a little differently in this analyien in the MINOS
oscillation analysis for which the procedure was originaleveloped. Hadron
production weights are applied to the primary fit (Table Tén systematic shifts
are considered for all of the beam optics nuance parametecggting the POT
error which is only a normalization error and irrelevantdahape only fit). While
parameters very similar to the detector parameters aradirapplied within the
primary fit. Furthermore additional systematics are cogr®d where the hadron
production parameters are reset to there nominal valuesadéiitional shift of
+5 cm shift in thez position of the target is also considered. This final systema
shift does not express an uncertaintyted cm to the actually target position but
is instead a stand in for some other unknown effect that doellchusing the peak
of the entire neutrino energy distribution to move. The gaad sum of the beam
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Figure 7.19: Best fit values (along with thESSE errors) for the
horn position systematic.
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Figure 7.20: Best fit values (along with th#ESSE errors) for the
baffle scrapping systematic.
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Figure 7.21: Best fit values (along with thESSE errors) for the
horn current calibration systematic.
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Figure 7.22: Best fit values (along with th#ESSE errors) for the
horn current distribution systematic.
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flux uncertainty contribution to the quasi-elastic axiaktor mass i$ 929
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Figure 7.23: Best fit values (along with th#ESSE errors) for the
targetz position along with hadron production systematics.
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DIS Model Uncertainty

DIS interactions contribute-10% of the number of interaction candidates to the
QE-like sub-samples, and25% to the two track background like sub-sample.
Thus the primary way that the DIS model contributes to thesuesment of the
MRF parameter is through the shape of the background correfetiaion. Un-
certainties in the DIS model are addressed by considefftmchanges to thgj
andrijz parameters of the KNO model of DIS interactions. These patars in-
crease or decrease the contribution of two piays)( and three piongjz) final
states to theQ? distributions. The quadratic sum of the DIS model uncetyain

contribution to the QE axial-vector mass'i$9sz.
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Figure 7.24: Best fit values (along with tRESSE errors) for the DIS
model systematic.
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Figure 7.25: Best fit values (along with tHESSE errors) due to the
low Q? resonance suppression function.
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Resonance Suppression Function

The resonance suppression function developed in [88]dd®ased a correspond-
ing error band on the l1ow@? resonances suppression function. This error band
includes model uncertainties that include the value of #s®mance axial-vector
mass MEES), low Q? DIS migration, along with a contribution from alternative
models to the suppression function, and other smaller iboilbns to the error
band. The assumedError for this systematic comes from the defined error band.
The shift in the best fit values from changing the resonanpprassion function
are shown in Figure 7.25. The resonance suppression fanetror band is the
largest contributor to the uncertainty IMSE (on the minus side of the primary
best fit) contributing" 3988 to theM3F uncertainty.
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Figure 7.26: Best fit values (along with tHESSE errors) for some
of the intranuclear rescattering uncertainties.

Intranuclear Rescattering

The NEUCGEN neutrino event generator, uses th§TRANUKE software package
to describe the intranuclear rescattering [80]. UsingIthB RANUKE package
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a reweighting procedure was created [81]. This reweightiragedure divides
the known possible final states into different branchingret or ‘fates.” Uncer-
tainties in physical quantities, such as pion charge exghanion absorption, or
nucleon knockout, are explored by changing the importaneighw of the fate
or fates that are effected by the particular physical qtxabging examined. Si-
multaneously all of the other fates are changed in such a enahat the total
probability remains unitary. Uncertainties frofr0.250 up to +20 in the phys-
ical quantities can be considered. However otlio are considered, unless the
+10 shifts show a large or unusual change in the best fit valuegurés 7.26
and 7.27 show the effect af1o shifts on the best fit values. Figure 7.27 shows
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Figure 7.27: Best flt values (along with thESSE errors) for some
of the intranuclear rescattering uncertainties.

that there are two intranuclear rescattering parametatgtduce large changes
in the best fit values. These parameters control the nucleodkout and the nu-
cleon cross section. There is a very strong anti-correidtigtween the nucleon
knockout and the nucleon cross section as would be expeaedtheoretical
models. The anti-correlation between nucleon knockouttaednucleon cross
section can be understood by considering a single nucleerelied from the nu-
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cleus as a result of a neutrino scattering interaction. Wéheucleon is liberated
from the nucleus, the nucleon recoils from the parent golisvith significant
additional momentum. As the recoil nucleon scatters awam fthe parent col-
lision the recoil nucleon may re-scatter off of other nuaewithin the nucleus.
At the lower momentum transfers:(2 GeV) selected in this analysis, every sec-
ondary nucleon-nucleon collision divides the originaftyparted between both of
the nucleons. Increasing the nucleon cross section witease the number of
these nucleon-nucleon interactions. If the original renacleon losses enough
momentum due to these nucleon-nucleon interactions, thmatrecoil nucleon,
and likely all of the subsequent nucleons will not leave theleus. Thus in-
creasing the nucleon cross section will reduce the numbeudgons in the final
state. Figure 7.28 demonstrates this correlation betweeleon knockout and
the nucleon cross section.

Further examination of Figure 7.28 also reveals that theHadronic shower
energy sub-sample is more sensitive to the effect of theésminclear rescattering
systematics, than the two track QE-like sub-sample. Thehlagvonic shower en-
ergy sub-sample shows5% change in thé)zQE distribution while the two track
QE-like sample shows an2% change in thé}zQE distribution (except for the
IowestQ(zgE bin). Because the low hadronic shower energy sub-sampknis-s
tive to these parameters, it is possible to further constitase parameters, this
is done by including these intranuclear rescattering patara directly in the fit.
However this is impossible due to limitations in th&ITRANUKE reweighting
system.| NTRANUKE's reweigting system is configured to conserve probability
between the final state branching ratios, if thidNTRANUKE reweight parame-
ters are applied simultaneously probability would not besesved between the
final state branching ratios. The alternative to including parameters directly
in the fit is to scan along? for different values of theseNTRANUKE systemat-
ics. From this scan of th@? distribution the defined+1c’ uncertainty due to
the nucleon knockout and nucleon cross section will be thetitnal I change
that results in a\x? of 1 from the minimumy?. Thesex? scans are shown in
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Figure 7.28: Left: the ratio of data to MC for the nominal M©ad)
with the +10 shifts to the nucleon knockout and nucleon cross sec-
tion intranuclear rescattering systematics applied toxtirainal MC.
Right: the ratio of the nominal MC to thé1o nucleon knockout
and nucleon cross section intranuclear rescattering regsgies ap-
plied to the nominal MC. Above: the low hadronic energy QEeli
sub-sample. Below: the two track QE-like sub-sample.

Figures 7.29 and 7.30. The uncertainty due to the model idnntlear rescatter-
ing contributes 3928 to the MR uncertainty. Figures 7.29 and 7.30 both show
that the data prefers the nominal MC over any change in thieand&nockout or
nucleon cross section parameters, these Figures also Baba thange in these
parameters 0f-0.250 produce a\x? of ~2. Thus+0.250 is used as a conserva-
tive estimate of the uncertainty in the neutrino cross eadit parameters due to
the uncertainty in the nucleon knockout and nucleon crossosel NTRANUKE
parameters. Figure 7.31 reproduces Figure 7.27 with thedwedimition of lo

| NTRANUKE changes.
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Figure 7.29:x? scan of the nucleon cross sectioNTRANUKE sys-
tematic parameter. Th&1lo uncertainty due to the nucleon cross
section parameter is defined as the fit parameter shift duei’ a
from the minimum of 1.

Systematic +M2E Change —MSE Change‘
Sub-sample Selection Criteria 0.100 0.183
Beam Flux Uncertainty 0.020 0.019
DIS Model Uncertainty 0.014 0.025
Resonance Suppression Function 0.066 0.188
Intranuclear Rescattering 0.016 0.023
Total 0.123 0.265

Table 7.5: Contribution to the systematic error due to thieiint
categories defined in this Section on MQE fit parameter.

7.5.5 Best Fit Confidence Regions

The contribution to the confidence interval due to the fit anltlest fit values of
the fit parameters is calculated by navigating the multatay® distribution away
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Figure 7.30:x? scan of the nucleon knockoUtNTRANUKE system-
atic parameter. The-1o uncertainty due to the nucleon cross section
parameter is defined as the fit parameter shift dueAg%from the
minimum of 1.

from the minimum of the¢? distribution by 1, this is done with respect to the a
single fit parameter while marginalizing with respect torgvather fit parame-
ter. A similar procedure is used to define a two parameter denée region. A
contour region is defined inside which théis 2.3 greater than the minimugs.
These two dimensional contours will show any correlaticgtsvieen the displayed
parameters. Table 7.6 shows the best fit values with alorfy tivé contribution
to the confidence interval due to the fit and due to the sysiesndiscussed in
Section 7.5.4.
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Figure 7.31: Best fit values (along with tHESSE errors) for some
of the intranuclear rescattering uncertainties.

| Parameter | Best Fit Value| Fit Error | Systematic Errof
MZ" (GeV) 1315 | “00% 0768
F,-Scale o985 | ot | o
M= (GeV) tos6 | s | i
Keermr Scale 1120 | ‘o000 005
Enag-Offset (GeV) 0.038 Ho0s2 o000

Table 7.6: Best fit values for the along with contributiongte uncer-
tainty due to the fit and the systematics considered in Segtis.4.
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Figure 7.32: One sigma contour of tIMsSE (a scale factor on the
nominal value ofM(AgE equal to 0.99 GeV) parameter versus the
hadronic energy offset systematic parameter. The hademecgy
offset parameter shows very little correlation with anyhad bther fit
parameters. Thus a plot of any other fit parameter versusath@hic
energy offset will look very similar to this one.
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Figure 7.33: One sigma contour of tH\Ae(AgE parameter versus the
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7.6 Conclusion

Using a simultaneous fit of two statistically independerdsitelastic dominated
sub-samples of the MINOS,-CC event sample, the quasi-elastic axial-vector
mass is measured to be315"9 534(fit) 9 323(syst) (GeV). Two sub-samples are
used to measurMEE and are composed primarily of quasi-elastic interactions,
while a third sub-sample which is composed of primarily restce interactions

is used to constrain the behavior of the background. Thissareaent is domi-
nated by systematic uncertainties of which the largestnmicdéies are due to the
description of the resonances background and the defirofitime low hadronic
energy sub-sample.



Chapter 8
Interpreting the Results

The quasi-elastic axial-vector masMXE) has been measured to be
1.315'9 034(fit) "5 352(syst) (GeV) by using a fit to the shape of ti@ée distri-
bution. This fit was performed simultaneously on two stat#dly independent
sub-samples of the,-CC sample. A third sub-sample was used to constrain the
non-QE background contained within the QE-like sub-samplBhis measure-
ment constitutes the first high-statistics measurement-@¥C QE scattering off
of iron.

This value ofMgE is ~30% larger than the global mean (circa 2001) of
1.026+ 0.021. Furthermore this measurement is dominated by systeonat
certainties of which the largest contributions come from diefinition of the low

hadronic energy sub-sample and the model of the non-QE bawkd.

8.1 Nuclear Effects

There are two indications of the presence of correlatiohsdsen nucleons within
the nucleus. These are an additional low momentum nuclesre{lmomentum
than the recoil nucleon) that recoils in the opposite diogcin the zero momen-
tum frame and a transverse enhancement of the ne@Antifferential cross sec-
tion. The transverse enhancement of the neutf@dlifferential cross section

160
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effects the differential cross section in a way that is vemilar to an increase
in the quasi-elastic axial vector mass. Because MINOS isposed primarily

of iron (with many nucleons per nucleus) the effect of thesegeon correlations
presumably should be stronger, than for example, on therldwargets of NO-

MAD and MiniBooNE. However the iron composition of MINOS alsegatively

impacts the measurement of the additional low momentumeoucbecause the
dense iron planes cause a high rate of energy loss as a fumétthstance trav-
eled. Even given the high detection threshold of proton ilNMSE, there is still

evidence of additional nucleons near the interaction xefgee Section 6.4.1),
however the evidence is limited. It is not really possibleeten reconstruct the
direction of these nucleon candidates.
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Figure 8.1: Measurelsi’li\gE values as a function of the neutrino target
nucleon number. Previous measurements are red, while thsures
ment presented in here is blue.

o

MINOS also sees a larger value of the quasi-elastic axielevenass param-
eter. However this measurement is just one of many higlrstitagsimeasurements
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(low neutrino energy) measurementsl\d)fE. What makes MINOS unique is the
iron target. If there is a nucleon number (Z) dependenceaM@E values, high

Z targets are crucial to discovering it. Figure 8.1 showgjlbbal measurements,
from Table 3.1 oﬂ\/lgE as a function of the neutrino target Zompared to the
measurement d‘f/l(AgE measured here. Figure 8.1 shows that there may be a slight
upward trend at higher Z, though this trend is far from cogsiele. More measure-
ments with greater precision are needed to identify thismua! trend.

8.2 Analysis Improvements

This analysis is systematics limited. Improving this meament requires im-
proving on the systematic uncertainties. The two systematat contribute the
largest uncertainties to th:SE measurement are the definition of the low hadronic
energy sub-sample and the correction to the @wresonance interactions. Re-
ducing the low hadronic energy systematic requires re-examthe selection
criteria used, while reducing the l0@? resonance correction systematic requires
a better understanding of the non-QE background.

8.2.1 Selection Criteria Systematic

At the generator level the distinction between quasi-sElastsonance, and DIS
scattering can be considered to be a division based on thgyeokthe hadronic
final state. Quasi-elastic interactions have the lowest §itze hadron energy of
these three types of interactions. Originally the low hadr@nergy sub-sample
was conceived as an inclusive quasi-elastic sub-samplehdfiexamination of
the unselected interaction candidates revealed that ipassible to select addi-
tional quasi-elastics by looking for proton ‘tracks’ gigithe two track QE-like

1Some of the measurementd\(bfE used a composite of different materials, for these measure-
ments an average Z was calculated. Several of the measureliseRreon as the target material.
Freon is a Dupont brand name for many similar refrigerantsgrwFreon is listed, Cgl; is
assumed.
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sub-sample. This two track QE-like sample was explicitlyirded as not low
hadronic shower energ¥f,q > 250 MeV). There remains a ‘third’ QE-like sam-
ple with moderat&)? values between 0.5 Gé\and 1.5 GeY that is not used in
the analysis presented here. These QE interactions haverti@énergy greater
thatn 250 MeV, but with a configuration of shower scintillakats that couldn’t
be reconstructed into a proton track.

o | Monte Carlo | Monte Carlo

S
S

— 1 Trk. Al MC
BN 1 Trk. True QE
—— Low E 4 AllMC
=== Low E, True QE
— 2 Trk. Al MC
I 2 Trk. True QE

w
&

— 1 Trk. Al MC
BN 1 Trk. True QE
—— Low E 4 AllMC
=== Low E, True QE
— 2 Trk. Al MC
I 2 Trk. True QE

Events per 120 POT
Noow
-]

Events per 120 POT

N
S

=
5}

=
1)

[}

00 02 04 06 08

1 12 1.4 16 1.8 2
Reco QéE (Gev?

0 02 04 06 08 1 12 14 16 18 2

Reco Qég (GeVv?

Figure 8.2: Left: Q2 distributions used in this analysis along with
an alternative to the low hadronic energy sub-sample cétledone
track’ sub-sample. Right: the same distributions as thteblatf on a
semi-log scale.

The large region over which the low hadronic energy seladtiiteria is ex-
amined is due to the large uncertainty in the hadronic eneaggble (particularly
at low hadronic energy). It seems desirable to move away &aob-sample def-
inition that doesn’t use the hadronic energy variable at d@ke first selection
criteria for the two track sub-samples is the presence obtoptlike track in the
hadron shower. The criteria for a proton-like track is defdiely set very low. It
is relatively easy to reject non-QE interactions once a ickaté proton track has
been found.

An alternative selection scheme is to select based on avemérack dual-
ity. Instead of examining the hadronic shower energy first asing everything
with less than 250 MeV. Then examining the interaction cdatgis with hadronic
shower energy greater than 250 MeV for a proton track. Whyieetthe presence
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of the proton track as the first criteria? Figure 8.2 showﬂég distribution for

an alternative selection to the low hadronic energy subpsaaiong with the two
QE-like sub-samples used in this analysis: the low hadreneargy sub-sample,
and the two track QE-like sub-sample. This alternative éddkv hadronic energy
sub-sample is a ‘true’ one track sub-sample. The alteraatection loses a lit-
tle bit in purity at higherQ? but is more easily defined, and is not dependent on
hadronic energy variable.

8.2.2 Background Modeling

The lowQ? correction function from [88] is defined using ad hocfit procedure

to develop a smooth suppression function that suppresesomances only. The
resonances are further constrained by the two track backgrbke sub-sample.
Both of these suppression techniques are data driven anthtély improve the
quality of the fit. The lowQ? correction function has a very conservatively defined
error band in part drive by inherent uncertainty in the ‘@nrt’ fitting procedure
that was used. Furthermore the interaction candidate aniples that were used
to generate the lowQ? correction function had a large amount of contamination
from both QE and DIS interactions.

There is ample evidence that the neutrino interaction stous do not cor-
rectly simulate single pion production (MEUGEN this is the resonance inter-
action). This evidence includes [88] but also [34] and [9@{l aof course, this
analysis. In [92], the author shows that modifications todimgle T production
form factors of Rein-Sehgal which incorporate electrorttecimg data are better
fit to MiniBooNE CClIrtsub-sample. Such a procedure has not been attempted on
the MINOS MC. Applying a similar procedure to the MINOS MC wdyrovide
an additional constraint to the resonance dominated suplsaand allow for a
reduction in the error band associated with the Q&resonances suppression
function.
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