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4.1 The inner ionization channel noise spectrum from T3Z5 taken with the cry-
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(a), the blue trace has a slightly lower amplitude and higher roll-off frequency
than the magenta trace. This indicates a higher TES resistance caused by to
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Preface

This dissertation summarizes the work that I have done during the last six years as

a graduate student at Case Western Reserve University. Since the CDMS collabo-

ration is fairly large, made up of over 50 scientists and engineers from over a dozen

institutions, all of the work discussed here was not completed by me alone. It takes

the collaboration of many people to perform an experiment of this magnitude. To

properly explain the experiment, and provide context for my focus, this dissertation

describes not only my work, but also the contributions of many others. Here, in

this preface, I outline how I spent the last six years, including some of the “service”

tasks that didn’t make it into the following story line but have taught me about the

realities of experimental physics.

Case Western was one of two detector testing facilities during CDMS-II. When

I joined the group individual detector testing for the final 3 towers (of CDMS-II)

to be installed at the Soudan Underground Laboratory had finished. Rather than

beginning with individual detector testing I jumped right into the “tower testing.”

My first experiences with a dilution refrigerator and CDMS detectors were while

verifying the performance of Tower 3 and Tower 4 prior to their shipment to the

Soudan site. During this testing I learned how the detectors work, techniques for

tuning the SQUIDs and phonon channels, basic detector performance tests (such

as characterizing the phonon channel superconducting transition temperatures and

taking noise traces), how to take data, and quite a bit about what affects noise is a
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low-noise environment.

Following the tower testing I studied individual R&D detector performance that

influenced (and will yet affect) SuperCDMS detector designs. The first R&D detector

that I evaluated was one of the two original interleaved ZIPs (iZIPs, see Section 7.2).

While the particular iZIP that I studied was not fully functioning (only one out of the

four phonon channels worked), I completed some of my first analysis projects using

that data. Following the iZIP I began to test the new 1 inch detectors and focus on

ionization collection in CDMS crystals. Using 1 inch silicon and germanium detectors

I studied whether hydrogenating the amorphous silicon blocking layer improved the

ionization yield discrimination of surface events (Section 7.3.1) and how iron ion

implantation affects surface event rejection (Section 7.3.2).

During these tests my interest in detector neutralization increased. When studying

poor ionization collection it is necessary to begin with good collection and therefore

good neutralization. This was one of the motives for me to find a quantitative figure-

of-merit to determine what “good” neutralization is (Section 6.3.3). In addition

to determining when and how detectors achieve good neutralization (Chapter 6),

I became interested in the physics behind neutralization (Sections 2.6.2 and 6.8)

and what affects it (Section 6.6). I have worked closely with Kyle Sundqvist on

neutralization and charge collection. I usually took a more empirical approach while

Kyle created charge transport models and simulations.

At the test facility I was also involved in assisting with troubleshooting why the

phonon sensors in the Soudan detectors were not superconducting during the first at-

tempts at cooling down the 5-towers (Section 4.3). In order to determine if vibrations

from the newly installed cryocooler could heat the phonon channels, we performed

“thump tests” on our dilution refrigerator where we monitored the phonon channel

resistance (to determine if they were superconducting) as we physically vibrated the

cryostat (with a rubber mallet). Based on these tests the hard couplings between the

cryocooler drive head and the E-stem were replaced with annealed copper braids to
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minimize the vibrations reaching the detectors.

Besides my work at the Case Western test facility I took “shifts” on-site at the

Soudan lab. At Soudan I participated with the cryogenic activities, 5-tower commis-

sioning, and daily operational tasks. During my Soudan shifts I learned much about

experimental physics. My first shift at the mine was in February 2005 (I remember

this because it was the first of three consecutive Valentine’s days that I spent in north-

ern Minnesota!) when we were supposed to be cooling the 5-towers for the first time.

However, during that trip we discovered that the primary impedance was blocked.

Along with the “standard” cryogenic and operational activities, I participated in ver-

ifying the cryostat performance following the blockage removal, scrubbing the tower

ears and icebox cans to remove oxidation and allow sufficient thermal conductivity

to cool the detectors, and tuning the 120 SQUID and phonon channels.

My data analysis contributions ranged from studying R&D detectors to the Soudan

5-tower data. I already mentioned some of my test facility detector analysis. During

the 5-tower data analysis I created the blinding cut to mask the WIMP search signal

region (Section 5.2.2) and part of the neutralization cut (Section 5.3.5). In addition,

I helped with many of the data quality studies and cuts.
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The Cryogenic Dark Matter Search:

First 5-Tower Data and Improved Understanding of Ionization Collection

Abstract

by

CATHERINE NOEL BAILEY

The Cryogenic Dark Matter Search (CDMS) is searching for Weakly Interact-

ing Massive Particles (WIMPs) with cryogenic particle detectors. These detectors

have the ability to discriminate between nuclear recoil candidate and electron recoil

background events by collecting both phonon and ionization energy from recoils in

the detector crystals. The CDMS-II experiment has completed analysis of the first

data runs with 30 semiconductor detectors at the Soudan Underground Laboratory,

resulting in a world leading WIMP-nucleon spin-independent cross section limit for

WIMP masses above 44 GeV/c2.

As CDMS aims to achieve greater WIMP sensitivity, it is necessary to increase the

detector mass and discrimination between signal and background events. Incomplete

ionization collection results in the largest background in the CDMS detectors as this

causes electron recoil background interactions to appear as false candidate events.

Two primary causes of incomplete ionization collection are surface and bulk trapping.

Recent work has been focused on reducing surface trapping through the modifi-

cation of fabrication methods for future detectors. Analyzing data taken with test

devices has shown that hydrogen passivation of the amorphous silicon blocking layer

worsens surface trapping. Additional data has shown that the iron-ion implantation

used to lower the critical temperature of the tungsten transition-edge sensors causes

a degradation of the ionization collection. Using selective implantation on future

detectors may improve ionization collection for events near the phonon side detector

surface.
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Bulk trapping is minimized by neutralizing ionized lattice impurities. Detector

investigations at testing facilities and in situ at the experimental site have provided

methods to optimize the neutralization process and monitor running conditions to

maintain full ionization collection.

This work details my contribution to the 5-tower data taking, monitoring, and

analysis effort as well as the SuperCDMS detector development with the focus on

monitoring and improving ionization collection in the detectors.
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Chapter 1

Dark Matter and Detection

1.1 Introduction

Natural human curiosity leads us to understand the world around us. Since the

ancient Babylonians and Greeks, humans have studied the heavens to develop a cos-

mological model explaining how the universe works. From Ptolemy’s earth centered

and Copernicus’ heliocentric model to Einstein’s cosmological constant, human na-

ture has pushed us to discover the origins, evolution, and make-up of the universe.

During the last several decades experimental and observational evidence has increased

our knowledge of the universe allowing the formation of the cosmological concordance

model.

The current cosmological picture, called ΛCDM [7, 34, 35], has formed from the

convergence of many independent investigations. According to this model the uni-

verse is expanding, has a spatially flat geometry, and consists of three types of matter:

normal baryonic matter, dark matter, and dark energy (Figure 1.1). Normal baryonic

matter makes up less than 5% of the universe’s total energy density while dark matter

and dark energy dominate. Dark, or vacuum, energy is a repulsive force that consti-

tutes approximately 72% of the total energy density. The final 23% of the universe’s

energy density is made up of dark matter. What little is known about dark mat-

1



ter has been learned from its gravitational effects on baryonic matter (Section 1.2).

While this prevailing cosmological model accepts the dark matter hypothesis, there

is a class of alternative hypotheses (MOND [36] extensions to it, such as TeVeS [37])

which try to explain the astrophysical observations by modifying gravity on large

scales. The discussion here will focus on particle dark matter and assume Newtonian

gravity holds on all scales.

Figure 1.1: Pie chart representing the present composition of the universe, as inferred from
current cosmological measurements. Courtesy of NASA / WMAP Science Team.

Since this dissertation describes a search for dark matter, this chapter discusses

experimental evidence, leading particle candidates, and methods of detection.

1.2 Evidence for Dark Matter

Evidence for the existence of dark matter comes from many different and independent

observations. Dark matter was first proposed in the 1930s as a solution to explain

why galaxies in the Coma cluster were observed to move faster than expected [38,

39]. Since then evidence of dark matter’s gravitational effects on individual galaxies,

galaxy clusters, and large scale structure has combined to describe the amount (∼23%

total energy density of the universe), properties (non-baryonic and non-relativistic),
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and distribution (halos around galaxies and clusters) of dark matter. This section

reviews the evidence for dark matter.

1.2.1 Galaxies

Spiral Galaxy Rotation Curves

Some of the clearest, and most intuitive, evidence for the existence of dark matter

comes from studying the rotational dynamics of spiral galaxies. Spiral galaxies, such

as our own Milky Way Galaxy, have a central bulge surrounded by a rotating disk of

stars and gas. Assuming circular orbits for stars and gas in the disk, Newtonian dy-

namics can be used to predict their rotational velocity. By equating the gravitational

and centripetal forces:

F =
GmM

r2
=
mv2

r
(1.1)

the velocity, as a function of radius, can be calculated:

v(r) =

√
GM

r
(1.2)

where G is the gravitational constant, m is the mass of the star or gas, v is the velocity

of the star or gas, r is the radius (from the center of the galaxy) of the star or gas,

and M is the total mass of the galaxy contained by an orbit of radius r. Therefore,

if light traces the galaxy’s matter distribution, velocities should decrease with radius

as r̄1/2.

Experimentally measuring the rotational velocities of stars and gas as a function of

radius from the galactic center and comparing these measurements with the expecta-

tions discussed above shows that there is more matter in spiral galaxies than expected.

Observations show flat velocity distributions out to large radii (Figure 1.2), [40, 1].

This is consistent with the visible spiral galaxy embedded in a large spherically-

symmetric “dark matter halo.”
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Figure 1.2: Rotation curves of 6 spiral galaxies. The dotted, dashed, and dash-dotted lines
are the contributions of gas, galaxy disk, and dark matter. From [1].

4



Elliptical and Dwarf Galaxies

Elliptical and dwarf galaxies have more complicated structures than spiral galaxies.

However the mass of elliptical and dwarf galaxies can be estimated through an analysis

similar to what is used with spiral galaxies. In a gravitationally-relaxed system, one

can use the virial theorem:

2 < T >= − < V > (1.3)

to calculate the relationship between the velocity dispersion and mass:

< v2 >∼ GM <
1

r
> (1.4)

where T is the kinetic energy, V is the potential energy, G is the gravitational con-

stant, v is the velocity of the star or gas, r is the radius (from the center of the

galaxy) of the star or gas, and M is the total mass of the galaxy contained by an

orbit of radius r. By measuring the velocity dispersion of stars and gas, the to-

tal mass of the object can be estimated. Comparing this mass estimate with those

based on the mass-to-light ratio, dark matter is generally required to keep structures

gravitationally bound.

1.2.2 Galaxy Clusters

As mentioned earlier, studying galaxy velocities in the Coma cluster [38, 39] was one

of the first observations pointing to extra matter in the universe. This method is based

on the same principle as that used for elliptical and dwarf galaxies (Section 1.2.1),

assuming equilibrium and using the virial theorem to relate velocities and mass.

When studying a cluster, the Doppler effect is used to measure line-of-sight velocities

for individual galaxies. Based on these measurements, galaxy clusters are dominated

by dark matter.

Another method of estimating the mass of a galaxy cluster is to measure the x-ray

emitting gas in the intergalactic medium. Assuming hydrostatic equilibrium, the gas
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temperature is related to the system’s energy and therefore mass. This independent

method of calculating cluster masses gives results consistent with other methods, such

as cluster dynamics and gravitational lensing.

Gravitational lensing is a powerful method of determining cluster masses and

mass distributions that is independent of equilibrium assumptions. Cluster masses

are determined by their lensing effect on light from distant sources. According to

general relativity, light passing a distance r away from a body of mass M will be

deflected by an angle α:

α =
4GM

c2

1

r
(1.5)

where G is the gravitational constant and c is the speed of light. Studying distorted

images of distant objects not only provides a mass estimate of the cluster, but can

also be used to create a spatial map of the overdensity.

Figure 1.3: A Hubble Space Telescope image of the Abell 2218 galaxy cluster showing
prominent arcs of distant objects due to strong gravitational lensing. Courtesy of Space
Telescope Science Institute.

There are two types of gravitational lensing. Extremely dense galaxy clusters

produce “strong lensing.” In strong lensing there are multiple images of distant

objects and the images are obviously distorted into arcs or rings (Figure 1.3). Less

dense galaxy clusters cause “weak lensing.” Weak lensing distorts distant objects,

but this distortion is not obvious like in strong lensing, nor are multiple images

created. Statistical correlations between numerous background objects are used to
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determine the cluster mass and distribution. Both strong and weak gravitational

lensing techniques estimate dark matter abundances consistent with the standard

ΛCDM model.

Figure 1.4: (a) Optical (from the Hubble Space Telescope) and (b) x-ray (from the Chandra
X-ray Observatory) images of the Bullet cluster. The green and white curves are mass
contours from weak lensing data. Notice how the mass contours do not coincide with the
x-ray distribution. From [2].

Recent observations of the “Bullet cluster” have produced strong evidence for

the existence of dark matter in galaxy clusters. The “Bullet cluster” is a pair of

colliding galaxy clusters that has been observed in multiple wavelengths and whose

mass distribution has been determined through gravitational lensing. Comparing the

reconstructed mass distribution with visible and x-ray images shows a striking differ-

ence between the total matter (from weak lensing) and baryonic matter (from x-ray

emission) distributions (Figure 1.4). This observation is consistent with the collision-

less dark matter model where the dark matter halos of the original two clusters pass

through each other unchanged while the hot gas distributions remained between the

two structures due to interactions during the collision [41, 2].

1.2.3 Cosmic Microwave Background Radiation

The Cosmic Microwave Background (CMB) radiation is the oldest light in the uni-

verse that can be seen from Earth. The early universe was so hot that it was opaque

due to the strong coupling between photons and baryons. Tiny density perturba-
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tions, on the order of 10−5, created potential wells. Since baryons and photons were

strongly coupled, there was a competition between gravity and radiation pressure

around these wells which caused “acoustic oscillations.” These oscillations continued

until the universe expanded and cooled sufficiently so that the photons were no longer

coupled to baryons. This point is known as “last scattering.” The acoustic oscilla-

tions created temperature fluctuations in the CMB (Figure 1.5) which were “frozen”

at last scattering. Measuring the resulting CMB temperature power spectrum (Fig-

ure 1.6) gives information about the dark energy, dark matter, and baryonic matter

densities in the universe. The relative amounts of dark and baryonic matter affect

the amplitudes and positions of the power spectrum peaks because they have strong

effects on the acoustic oscillations; baryons increase the oscillations while dark matter

reduces them. This occurs because dark matter interacts gravitationally but would

not have been coupled to the photons.

Figure 1.5: A full sky map of the Cosmic Microwave Background, from the WMAP 5 yr
data set, that shows the µK temperature fluctuations. Courtesy of NASA / WMAP Science
Team.

In addition to temperature fluctuations in the CMB, there are also polarization

fluctuations (Figure 1.7). These fluctuations are at an even smaller scale (∼0.1µK as

opposed to ∼10µK), but polarization detections will discover the scale of inflation-

ary gravitational waves and allow degeneracies between fundamental cosmological

parameters to be broken.
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Figure 1.6: The CMB temperature power spectrum with data points from the WMAP
5 yr data along with Acbar, Boomerang, and CBI. The curve indicates the prediction of the
best-fit ΛCDM cosmology. From [3].

Figure 1.7: The CMB E-mode polarization power spectrum with data points from the
WMAP 5 yr data along with Boomerang, CAPMAP, CBI, DASI, and QUAD. The curve
indicates the prediction of the best-fit ΛCDM cosmology. From [3].
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Current CMB data provides precision measurements of parameters in the modern

cosmological model, Ωb = 0.0456 ± 0.0015, Ωχ = 0.228 ± 0.013, and ΩΛ = 0.726 ±

0.015 (where Ωb is the baryonic energy density, Ωχ is the dark matter energy density,

and ΩΛ is the dark energy density, where all are in units of critical density), [42].

These results not only show that dark matter makes up ∼23% of the energy density

in the universe, but that most of it must be non-baryonic since Ωb <5%.

1.2.4 Large Scale Structure Formation

Observations of large scale structure in the universe provides a means of learning

about the amount and properties of dark matter.

One way to learn about dark matter through large scale structure is to compare

the density perturbations seen today (i.e., at redshift much less than 1) with those

seen in the CMB and estimate if there was sufficient time for gravitational collapse to

produce the observed universe. Perturbations seen in the CMB, at redshift of ∼1000,

are ∼10−5. For a matter dominated universe, where Ωb=1, perturbations would grow

with time (or redshift, z) as 1
1+z

. Based on this reasoning, the density perturbations

today would be ∼0.01. However this value is smaller than the observed fluctuations

in the universe today. Therefore this model does not allow enough time to produce

the present universe.

This argument can also be used to estimate the amplitude of the CMB density

perturbations based on the structure seen today. Assuming that galaxies and quasars

form when the perturbations are >1, the fact that there are quasars at a redshift of

6 predict CMB temperature fluctuations of ∼10−3. However this is larger than the

observed CMB temperature fluctuations of ∼10−5. Non-baryonic dark matter, on

the other hand, allows the observed large scale structure to form from the initial

perturbations measured in the CMB.

Comparing numerical simulations of structure growth with the observed large scale
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structure (Figure 1.8) gives additional information about the dark matter properties.

In particular these comparisons show that relativistic, or “hot,” dark matter produces

more structure than seen today while non-relativistic, or “cold,” dark matter with an

energy density ∼23% creates approximately the structure seen today.

Figure 1.8: Map of the galaxy distribution as a function of redshift, as projected from the
2dF Galaxy Redshift Survey, showing the universe’s current large scale structure. From [4].

1.2.5 Big Bang Nucleosynthesis

Studies of the abundances of light elements created in the first few minutes after the

Big Bang (Figure 1.9) have produced robust constraints on the baryon density in the

universe requiring the majority of dark matter to be non-baryonic.

Light element abundances are strongly coupled to initial conditions in the early

universe, in particular to the baryon-to-photon ratio, η. The photon density controls

the universe’s expansion rate, and therefore sets the duration of nucleosynthesis, while

the baryon density sets the rate of fusion into 4He. The photon density is known

from the CMB temperature while the baryon density is measured from primordial

light element abundances.
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Figure 1.9: Evolution of light element abundances during Big Bang Nucleosynthesis as a
function of time (or temperature). From [5].

One of the most powerful measurements of baryon density comes from observing

the primordial deuterium abundance. These measurements are so powerful because

deuterium is destroyed and not created after initial production, therefore producing

a direct upper limit on η. Primordial deuterium abundances are measured in high-

redshift intergalactic absorption systems illuminated by quasars and imply a current

baryon density of Ωb ∼0.04 [5, 43, 44].

Figure 1.10 summarizes Big Bang Nucleosynthesis predictions of light element

abundances as a function of η along with primordial abundance measurements. Deu-

terium abundance measurements provide the strongest constraints on η and therefore

Ωb. The primordial abundances of other elements, in particular 4He and lithium, have

also been estimated based on astronomical observations.
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Figure 1.10: Figure summarizing primordial light element abundances. Bands show pre-
dictions of the primordial abundances of 4He, D, 3He, and 7Li as functions of the baryon-to-
photon ratio, η. The small yellow boxes indicate 2σ observational constraints based upon
statistical errors while the larger blue boxes incorporate systematic errors. The vertical
bands represent the CMB and combined BBN results on η (and therefore Ωb). From [6].
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1.3 Dark Matter Candidates

Observations from the many techniques described in Section 1.2 provides strong evi-

dence for the existence of dark matter in the universe. Based on this evidence dark

matter is expected to have the following properties:

• Non-baryonic: This is due to the discrepancy between Ωb and Ωχ from BBN

(Section 1.2.5) and CMB (Section 1.2.3) measurements

• Cold or non-relativistic during structure formation: So that the large scale

structure develops from the CMB initial conditions into what is seen today

(Section 1.2.4)

• Non-interacting: The lack of electromagnetic signals from dark matter and the

bullet cluster provide good examples of this (Section 1.2.2)

• Stable: Have a lifetime long compared the age of the universe

This section describes some of the dark matter candidates. While a single type of

particle is often assumed to make up all the dark matter in the universe, the total dark

matter density could be from a combination of sources. In fact the total luminous

baryonic matter does not account for all the measured baryon energy density, so

some fraction of dark matter could be baryonic. Also, while neutrinos cannot be

the sole dark matter particle (Section 1.3.2), non-zero neutrino masses have been

experimentally inferred and therefore they compose part of the dark matter. The

total allowed neutrino energy density depends on the absolute neutrino mass, but

cosmological constraints restrict neutrinos to make up only a few percent of the total

non-baryonic dark matter component in the universe [6, 42].
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1.3.1 MACHOs

One of the simplest candidates for dark matter is a Massive Astrophysical Compact

Halo Object, or “MACHO.” MACHOs are objects that not directly observed and

made of ordinary, baryonic matter. These could be compact objects such as cold

white dwarfs or black holes. Astronomical searches have found such object through

microlensing, but not enough of them to make up all the dark matter. This result is

consistent with CMB and BBN constraints on the allowed amount of baryonic dark

matter.

1.3.2 Neutrinos

An experimentally verified dark matter candidate is the neutrino. Neutrinos are

non-baryonic and have small masses. However, neutrinos are relativistic particles

which large scale structure constrains to make up only a few percent of the total

non-baryonic dark matter.

1.3.3 Axions

One possible candidate that could account for most of the total dark matter en-

ergy density is the axion. This particle arises in a model to solve the “strong CP

problem.” In the Standard Model of particle physics there is a term, Θ, in the quan-

tum chromodynamics (QCD) Langrangian which, if non-zero, violates CP symmetry

and produces a neutron electric dipole moment. Experimental limits on the neu-

tron electric dipole moment force Θ to be extremely small (∼10−10). To solve this

non-observation, Peccei and Quinn’s model introduces a new global symmetry [45]

which conserves CP symmetry by a spontaneous symmetry breaking which generates

a Goldstone boson, the axion, with a mass given by the coupling constant, fa:

ma ' 6µ eV
1012GeV

fa
(1.6)
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Non-relativistic axions would be created in the early universe when the U(1)

symmetry is broken at a temperature T ∼ fa. Axions would have a relic energy

density of:

Ωah
2 ∼ (

fa
1012GeV

)7/6 (1.7)

where h is the current Hubble parameter, in units of 100 km/s/Mpc. An axion with

a 10µeV mass could constitute the universe’s dark matter while lighter axions are

cosmologically excluded.

Figure 1.11: Figure showing axion mass ranges excluded by various astronomical and
laboratory constraints (light rectangles) as well as those ranges that will be probed by
current and upcoming experiments (dark rectangles). The vertical arrow indicates the
axion mass range with cosmologically-interesting relic densities. From [6].

Astrophysical observations and laboratory experiments have placed constraints

on the axion mass. Astrophysical constraints are placed on the axion mass based on

effects they would have on cooling stars and supernovae. The most sensitive labora-
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tory experiments, such as ADMX, are based on the Primakoff process, the conversion

of axions to photons in a strong magnetic field. Measurements are made to detect

these excess photons in resonant microwave cavities [46]. Figure 1.11 shows the ap-

proximate regions of excluded axion masses along with the cosmologically interesting

mass region probed by the ADMX experiment.

1.3.4 Weakly Interacting Massive Particles

One of the most promising dark matter candidates, and the topic of this dissertation,

is the weakly interacting massive particle, or “WIMP.” The WIMP is a hypothetical

particle, χ, with a mass between 10 GeV . Mχc2 . 10 TeV and coupling strengths

characteristic of weak interactions.

Considering a massive particle in thermal and chemical equilibrium in the early

universe can put constraints on that particle’s properties. In thermal and chemical

equilibrium, the particle’s equilibrium abundance is maintained through a balance of

particle production and annihilation. As the universe expands and its temperature

decreases (to T <Mχ), particle production is suppressed. The equilibrium abundance

can be described by the Grand Canonical distribution:

n(eq)
χ ' 4(

MχkT

2π~2
)3/2e−

Mχc
2

kT (1.8)

where n
(eq)
χ is the particle’s equilibrium density, Mχ is the particle’s mass, k is the

Boltzmann constant, T is the universe’s temperature, ~ is Planck’s constant, and c is

the speed of light. The particle falls out of equilibrium, producing a “relic” density,

when the annihilation reaction falls below the expansion rate H.

The particle density time evolution is described by the Boltzmann equation:

dnχ
dt

+ 3Hnχ = − < σχχ > [(nχ)2 − (n(eq)
χ )2]2 (1.9)

where H is the Hubble constant today, nχ is the particle number density, σχχ is the

particle annihilation cross section, and n
(eq)
χ is the equilibrium number density. The
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second term on the left is due to the universe’s expansion while the terms in the

brackets on the right-hand side are from the particle depletion due to annihilation

(first term) and particle production (second term). This leads to an approximate

solution for the WIMP relic density of:

Ωχh
2 ' (0.1 pb)c

< σχχv >
(1.10)

where Ωχ is the WIMP energy density, h is the current Hubble parameter, σχχ is

the particle annihilation cross section, c is the speed of light, and v is the velocity.

This argument shows that particles with larger annihilation cross section remain in

equilibrium longer and experience more Boltzman suppression resulting in a lower

relic density. Figure 1.12 shows a pictorial representation of the WIMP number

density as a function of time (or temperature).

Following the reasoning above, if WIMPs make up the total dark energy density

(as measured from the CMB and other experimental techniques), the relic density

calculation implies an annihilation cross section on the order of the weak scale.

WIMP dark matter candidates naturally arise in extensions to the Standard

Model. Supersymmetry solves the “heirarchy problem,” why MZ is much less than

MPlanck, and how electroweak symmetry is broken in the Standard Model. In super-

symmetric models every Standard Model particle has a “super” partner with similar

mass and couplings. For these models to be consistent with experimental observa-

tions, in particular with the limits on proton decay, R-parity symmetry is introduced.

A particle’s R-parity can be expressed as:

R = (−1)3B+L+2s (1.11)

where B is the baryon number, L is the lepton number, and s is the particle spin. All

Standard Model particles have R-parity = +1 while their supersymmetric partner

have R-parity = -1. Conservation of R-parity requires the lightest supersymmet-

ric particle (LSP) to be stable. In the Minimal Supersymmetric Standard Model
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Figure 1.12: Figure of the WIMP comoving number density as a function of time (or tem-
perature) in the early universe. The solid curve corresponds to the equilibrium abundance
while the dashed curves represent forming the WIMP relic abundance (and how that varies
with annihilation cross section). From [7].

(MSSM), the neutralino is likely the LSP and would be massive, stable, and weakly

interacting, making it a good dark matter candidate.

1.4 Dark Matter Detection

While there are several dark matter candidates (as described in Section 1.3), the rest

of this dissertation focuses on the detection of WIMPs. In the same way that multiple

methods have been used to show the existence of dark matter (Section 1.2), there

are many experimental techniques used to test the WIMP hypothesis. This section

briefly describes three general classes of methods used to search for WIMP signatures:

• Direct Detection: searches for WIMP particle interactions directly with a ter-

restrial detector
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• Indirect Detection: searches for non-WIMP particles produced from WIMPs

• Collider Production: creation of WIMP particles at accelerators

Particle accelerators have long been used to investigate particle phenomenology.

Current colliders are beginning to characterize phenomena at the TeV scale. At these

energies WIMPs could be produced.

Since WIMPs have small interaction cross sections they would not be detected in

the collider particle detectors. However signatures of WIMPs could be detected by

missing mass and momentum in reconstructed events.

Additionally, heavier supersymmetric particles may be created in the accelerators.

These particles could decay to WIMPs and produce a distinctive signature of hard

jets with missing transverse energy.

Indirect detection dark matter experiments search for WIMP annihilation prod-

ucts in high density regions of the universe. These annihilation products include

photons, neutrinos, and antimatter. Just as there are multiple direct detection ex-

periments and techniques, there are many indirect detection searches. While some of

these searches have given hints of a dark matter signature, there has been no hard

evidence yet.

Based on measurements of spiral galaxy rotation curves, it is inferred that these

galaxies, such as our own Milky Way Galaxy, are embedded in large dark matter halos

(Section 1.2.1). Using this information, one would expect dark matter particles to

interact with detectors on Earth. Techniques developed to look for these interactions

are called “direct detection” experiments.

WIMPs within the galactic halo travel at typical galactic velocities v ' 230 km/s

∼ 10−3 c. Therefore, a WIMP with mass Mχ ∼ 100 GeV/c2 will have kinetic energy

= Mχv2

2
∼ 50 keV. A WIMP elastic scattering with a stationary target of mass m will

cause the target to recoil with a mean kinetic energy (averaging over recoil angles)

20



of:

Erecoil
Eχ

=
2 m
Mχ

(1 + m
Mχ

)2
(1.12)

where Erecoil is the kinetic energy of the recoiling target and Eχ is the WIMP kinetic

energy. An elastic collision between a 100 GeV/c2 galactic WIMP and a germanium

nucleus (mGe ≈ 67 GeV/c2) will cause the nucleus to recoil with a typical kinetic

energy of ∼25 keV. A similar elastic collision with an electron, instead of the nucleus,

will make the electron recoil with a typical kinetic energy of <1 eV. This energy is

below most detector thresholds. As will be discussed later, most direct detection

experiments take advantage of this calculation by discriminating between electron

and nuclear recoil events, where WIMP interactions would create detectable nuclear

recoil events.

To develop experiments that are sensitive enough to detect WIMP interactions,

the event rate needs to be estimated. The differential rate per unit mass of a particle

with velocity v incident on a detector is:

dR =
N0

A
σ0vdn (1.13)

where N0 is Avogadro’s number, A is the atomic mass of the target nucleus, σ0 the

WIMP-nucleon scattering cross section assuming zero-momentum transfer, and n is

the number density of incoming particles. Following the formalism in Lewin and

Smith’s review paper [47], the differential rate with energy is:

dR

dER
=

R0

rE0

e−ER/rE0 (1.14)

where ER is the recoil energy, E0 is the WIMP’s incident kinetic energy, R0 is the

total event rate, and r = 4Mχm

(Mχ+m)2
(where Mχ is the WIMP mass and m is the target

mass). Combined with the nuclear form factor, which is <1 due to the nucleus’ finite

size and dependent on the nuclear radius and recoil energy, this equation is re-written

as:

dR

dER
=

R0

rE0

e−ER/rE0F2(q2) (1.15)
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where F is the nuclear form factor and q2 = 2mER (wherem is the target mass and ER

is the recoil energy). Figure 1.13a shows the nuclear form factor values as a function

of recoil energy for silicon, germanium, and xenon targets while Figure 1.13b shows

the expected integrated WIMP event rates (for a WIMP with a mass of 100 GeV

and interaction cross section of 10−42 cm2) as a function of an experiment’s energy

threshold for silicon, germanium, and xenon targets. This shows the dependence of

the target nucleus and experimental threshold on the expected event rate, which is

less than 0.01 events per kg per day.

(a) (b)

Figure 1.13: (a) The nuclear form factors as a function of energy for silicon (solid line), ger-
manium (dashed line), and xenon (dash dotted line) targets. From [8]. (b) The integrated
WIMP interaction rate as a function of threshold energy for silicon (solid line), germanium
(dashed line), and xenon (dash dotted line) targets and assuming a WIMP with a mass of
100 GeV and interaction cross section of 10−42 cm2. From [9].

The spin-independent WIMP-nucleus cross section is:

σSI '
4M2

χm
2

π(Mχ +m)2
[Zfp + (A− Z)fn]2 (1.16)

where Mχ is the WIMP mass, m is the target mass, Z is the target’s atomic mass, A is

the target’s atomic number, and fp (fn) is the WIMP coupling to protons (neutrons).

Most models predict fp ≈ fn, therefore the WIMP-nucleus cross section, σSI , is
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proportional to A2. This can be seen in Figure 1.13b where heavier nuclei have larger

event rates.

Direct detection experiments must overcome a number of challenges to detect

WIMP dark matter. As discussed earlier, WIMPs are weakly interacting, have low

recoil energies, and very low event rates. Additionally, the background rate is much

higher than the expected WIMP rate. To overcome these challenges, direct detec-

tion experiments must be designed with low energy thresholds, large target masses,

long term stability, and background control. To achieve background control, direct

detection experiments must maintain radio-purity in and around their target mass

and are located in underground sites to reduce the overall interaction rate, espe-

cially cosmic-ray induced nuclear recoils. Most direct detection experiments achieve

discrimination between electron recoils, primarily due to backgrounds, and nuclear

recoils by measuring two types of energy from an interaction: a combination of scin-

tillation, ionization, and phonon energy. The sections below describe some of the

techniques used by direct detection experiments to detect WIMP dark matter.

1.4.1 Cryogenic Solid State Detectors

One of the first techniques used for direct WIMP detection were cryogenic solid state

detectors. Several experiments continue to use this method, including the Cryogenic

Dark Matter Search (CDMS) which has set some of the strongest limits on the WIMP-

nucleon cross sections and is the topic of this dissertation.

The CDMS [18] and EDELWEISS [48] experiments use very similar detection

techniques. Both experiments use very pure germanium crystals (CDMS also uses

some silicon crystals) as the target material for WIMP-nucleon interactions. Dis-

crimination between electron and nuclear recoils occurs on an event-by-event basis

by measuring both the phonon and ionization energy from an interaction. Since the

ionization energy produced for a nuclear recoil is∼3 times smaller than that generated
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for an electron recoil with the same recoil energy, the ratio of ionization to phonon

energy is a powerful discriminator. Additionally, CDMS is able to use phonon tim-

ing information to reject electron recoil surface events with poor ionization collection

(Section 2.6.1).

In both the CDMS and EDELWEISS crystals, ionization energy is measured by

drifting charge carriers through the crystal with an applied electric field. CDMS-II

uses superconducting transition-edge sensors (TESs) to measure the phonon energy

while EDELWEISS uses NTD thermistors.

The CRESST dark matter experiment [49] also uses cryogenic solid state detectors.

CRESST measures phonon energy and scintillation light from interactions in CaWO4

crystals. CRESST uses the ratio of scintillation to phonon energy, similar to the

CDMS and EDELWEISS approach using the ratio of ionization to phonon energy,

to discriminate between electron and nuclear recoils. The scintillation produced in

nuclear recoils is quenched compared with electron recoils.

CRESST uses a superconducting tungsten thermometer on the CaWO4 crystal to

measure the phonon energy while a separate cryogenic silicon detector with a second

tungsten thermometer is used to measure the scintillation light.

1.4.2 Liquid Noble Detectors

Over the past several years, dark matter detection techniques using liquified noble

gases have been demonstrated and have started to set competitive limits on WIMP-

nucleon cross sections. These experiments create detectors with large volumes of

liquified xenon, argon, or neon. Interactions with this target material produce scin-

tillation light that is measured with PMTs. Among the noble liquid experiments

there are two general classes, dual- and single-phase experiments.

Dual-phase experiments include XENON [50], LUX, ZEPLIN [51], WARP [52],

and ArDM [53]. These dual-phase experiments measure both the scintillation and
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ionization produced during an interaction for event-by-event discrimination between

electron and nuclear recoils. An interaction in the liquid produces “primary” scin-

tillation light and charge carriers. An applied electric field drifts the charge carriers

through the detector volume to a gas phase where they produce a “secondary” scin-

tillation light signal which is proportional to the number of carriers. Nuclear recoils

produce less charge carriers than electron recoils of the same recoil energy. Therefore

dual-phase experiments are able to discriminate between these two types of interac-

tions by comparing the amplitudes of the primary and secondary scintillation light

signals. Additionally, measuring the time delay between the two light signals permits

these dual-phase experiments to operate as Time Projection Chambers (or “TPCs”)

allowing event reconstruction important for creating a fiducial detector volume and

taking advantage of the noble liquid self-shielding properties.

Single-phase experiments, including DEAP [54] and CLEAN [55], use the pulse

shape of the primary scintillation signal to discriminate between electron and nuclear

recoils. Noble liquids produce scintillation through the decay of excimers that can

exist in a singlet or triplet state, where the two states have different time constants.

Since nuclear recoils preferentially populate the singlet state, the relative amplitudes

of the prompt and slow scintillation signals can be used to discriminate electron and

nuclear recoils.

The use of liquified noble gases is exciting for a variety of reasons, including

their relative ease in scaling, “high” boiling points, heavy nuclei, and self-shielding

properties. Some of the greatest challenges for these experiments is reaching the

necessary levels of radio-purity in the liquid and surrounding materials.

1.4.3 Super Heated Detectors

Another approach to detecting WIMP dark matter is to use a target material in a

superheated metastable state. Particle interactions depositing sufficient energy cause
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the target material to undergo a physical phase transition, creating bubbles. The dis-

tribution and number of bubbles allows an identification of the particle or interaction

type (Figure 1.14). For example, long tracks of bubbles are created by minimum ion-

izing cosmic ray events while nuclear recoils create separate bubbles. Neutrons may

create multiple bubbles in the target material, however a WIMP interaction would

only create one.

Figure 1.14: Images of three different types of particle interactions in the COUPP bubble
chamber: (A) cosmic ray event, (B) neutron multiple-scatter event, and (C) neutron single-
scatter event. From [10].

Changing the pressure or temperature of the target material changes the energy

threshold required to cause the phase transition as well as the nucleation energy,

allowing immunity to minimum ionizing particles. By taking data with multiple

energy thresholds allows this type of experiment to distinguish WIMPs from a higher

energy background spectrum and possibly even resolve the WIMP recoil spectrum.

The PICASSO [56] and SIMPLE [57] experiments use arrays of superheated

droplets in fluorine-containing fluids while the COUPP experiment [10] uses a su-

perheated CF3I liquid operated as a bubble chamber.

1.4.4 Annual Modulation

The interaction rate of WIMP dark matter in terrestrial detectors is expected to

vary during the year due to Earth’s motion around the sun. This annual modulation
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is expected to peak around June 2nd when the sum of the Earth and solar system

velocities is maximum with respect to the galaxy.

The DAMA, and more recently the DAMA/LIBRA, collaboration has searched

for this WIMP annual modulation signal using NaI(T1) scintillator crystals [58]. The

DAMA/NaI and DAMA/LIBRA experiments do not discriminate between electron

and nuclear recoil events, but statistically identify WIMPs based on their annual

modulation. WIMPs should cause the rate of low-energy single-scatter counts to vary

with a period of 1 yr while the rates of multiple-scatter and higher-energy background

counts should remain constant.

The DAMA/NaI experiment began operation in 1996 and took approximately

7 yrs of data with ∼100 kg of target mass. More recently the DAMA/LIBRA experi-

ment has taken over 3 yrs of data with ∼250 kg of target mass. The DAMA/LIBRA

exposure was 0.53 ton yr. Adding the original DAMA/NaI data increased their total

exposure to 0.82 ton yr.

Figure 1.15 shows the combined DAMA/NaI and DAMA/LIBRA residual rates for

low energy single-scatter events. This data shows an annual modulation, with a con-

fidence level greater than 8σ, consistent with that expected from WIMP interactions

[11]. As expected, the annual modulation is only seen for low-energy single-scatter

events.

Interpreting this annual modulation signal in the standard WIMP framework pro-

duces a conflict with all other direct detection techniques. Results from many exper-

iments, using various techniques, have excluded the parameter space corresponding

to the DAMA/LIBRA signal region under standard WIMP assumptions for both

spin-dependent and spin-independent couplings.
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Figure 1.15: The annual modulation signal observed in the DAMA/NaI and
DAMA/LIBRA experiments. These plots show the residual rates for low energy single-
scatter events in the 2-4, 2-5, and 2-5 keV energy intervals. The time scale begins on
January 1st and the solid lines correspond to cosine functional with a period of one year
and phase of 152.5 days. From [11].
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Chapter 2

The Cryogenic Dark Matter Search

2.1 Introduction

As discussed in Section 1.4, direct detection experiments must overcome a number

of challenges when searching for WIMP dark matter particles. The Cryogenic Dark

Matter Search (CDMS) uses Z-sensitive Ionization and Phonon (ZIP) detectors to

measure both phonon and ionization energy. This dual measurement technique allows

event-by-event discrimination between electron recoil background and nuclear recoil

signal events. These ZIP detectors are also able to maintain event discrimination with

low thresholds, on the order of 5 keV. This chapter reviews the CDMS ZIP detector,

phonon and ionization measurements, and event discrimination methods.

2.2 ZIP Detectors

CDMS ZIP detectors (Figure 2.1) are cylindrical semiconductor crystals made from

germanium (∼250 g each) or silicon (∼100 g each) that are 3 inches in diameter and

1 cm thick operated at ∼40 mK temperatures. Phonon and ionization channels are

photolithographically patterned on the flat detector faces (Figure 2.2). The “top”

detector face consists of four phonon sensors laid out in a quadrant pattern. Each
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phonon sensor is made up of over 1000 tungsten transition-edge sensors (TESs) op-

erated in parallel. Two concentric ionization electrodes are located on the “bottom”

detector face. The inner ionization electrode (“Qinner”) covers ∼85% of the detec-

tor surface while an outer ionization electrode (“Qouter”) forms a 3 mm ring around

“Qinner” near the edge of the detector. Multiple phonon sensors allow event position

reconstruction while the “Qouter” electrode enables the rejection of high radius events

occurring where ionization collection may be reduced due to electric field termination

on side walls.

Figure 2.1: Photo of a CDMS-II Z-sensitive Ionization and Phonon (ZIP) detectors with
the phonon side showing. Each detector is 3 inch in diameter and 1 cm thick. A single
germanium (silicon) detector has a mass of ∼250 g (∼100 g).

A trilayer of materials, amorphous silicon, aluminum, and tungsten, is used to

create both the phonon and ionization sensors. The amorphous silicon, aluminum,

and tungsten layers are 40 nm (40 nm), 300 nm (20 nm), and 35 nm (20 nm) respec-

tively for the phonon (ionization) detector face [59]. Amorphous silicon provides a

blocking layer against charge carriers collected in the adjacent ionization electrode

(see Section 2.6.1). On the ionization side the aluminum creates the electrodes while

on the phonon side it has two purposes, part maintains the detector face at electrical
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Figure 2.2: Schematic of the CDMS-II ZIP detector configuration with 4 phonon sensors
on the “top” face and 2 ionization electrodes on the “bottom” face.

Figure 2.3: Illustration of the aluminum metal grid covering the detector’s ionization and
phonon face.
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ground while additional aluminum acts as quasiparticle traps to increase the phonon

collection area (see Section 2.3.2). On both the phonon and ionization detector faces

the aluminum layer is patterned into a grid with 2µm wide lines spaced 20µm apart

to fill roughly 20% surface area (Figure 2.3). This affects how 56Fe+ ion implan-

tation can cause damage to the detector crystal (Section 7.3.2). Briefly the partial

aluminum coverage leaves about 80% exposed amorphous silicon. 56Fe+ ions, used

to tune the tungsten superconducting transition temperatures, are able to penetrate

bare amorphous silicon surfaces causing potential damage to the underlying crystal.

The tungsten is used to create the TESs on the phonon side.

While both germanium and silicon crystals are used in CDMS, they do not have

the same cross sections for coherent WIMP-nucleon interactions due to different nu-

clear couplings. As discussed in Section 1.4, since the WIMP-nucleus cross section is

proportional to A2, WIMP targets with larger nuclear couplings are more sensitive

to spin-independent WIMP interactions. This leads to an expected WIMP-nucleon

interaction rate 5-7 times higher in germanium than silicon. Considering germanium

and silicon have similar scattering rates per nucleon for neutrons, the rate of neu-

trons events is ∼ 2 times greater in a silicon detector as opposed to germanium [60].

Therefore comparing nuclear recoil rates seen in germanium and silicon detectors can

statistically differentiate a WIMP signal from potential neutron backgrounds.

2.3 Phonon Measurement

2.3.1 Phonon Generation and Propagation

Particle interactions in the detector create lattice vibrations, quantized as phonons.

These phonons are measured before coming into thermal equilibrium in the ZIP de-

tector. This phonon signal is made up of three main components, primary phonons

created directly from the particle interaction, relaxation phonons produced by energy
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stored in electron-hole pairs, and Luke phonons generated by electron and hole charge

carriers drifting through the crystal.

Primary phonons are created at the Debye energy (∼10 THz in Ge and Si crys-

tals). Initially these phonons propagate quasi-diffusively through the crystal due to

two dominant processes, anharmonic decay and isotopic scattering [61, 62]. During

anharmonic decay, a single phonon decays into two, each with approximately half

the original energy. This process occurs at a rate proportional to the -5th power of

frequency:

τd ∝ (1THz/ν)5 (2.1)

where τd is the anharmonic decay time constant and ν is the phonon frequency.

Isotopic scattering occurs when phonons elastically scatter with isotopic impurities

in the germanium or silicon crystals. Like anharmonic phonon decay this process is

strongly frequency-dependent, occurring with a rate proportional to the -4th power

of frequency:

τI ∝ (1THz/ν)4 (2.2)

where τI is the isotopic scattering time constant and ν is the phonon frequency.

Isotopic scattering and anharmonic decay cause high energy phonons to have

short mean free paths and quickly decay into lower energy phonons. After a few

microseconds primary phonons decay to frequencies below 1 THz and have mean free

paths greater than the thickness of the detector. At these energies phonons are

considered “ballistic” as they travel freely through the crystal until they reflect on

bare surfaces or are collected in the aluminum collection fins.

Relaxation phonons are produced when energy stored in electron-hole pairs is

deposited into the phonon system at the detector surface. This energy is equivalent

to the number of electron-hole pairs times the energy of the semiconductor band gap.

So called “Luke” phonons are generated as electrons and holes drift across the

crystal by an applied electric field. Energy caused by the charge carrier acceleration
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is dissipated into the crystal as phonon radiation [63], in much the same way as the

emission of Cherenkov radiation. This effect was first measured by Neganov-Trofimov

[64] and Luke [65]. The additional energy added into the phonon system by Luke

phonons is equal to:

ELuke = eVb
∑
i

di
d

(2.3)

where ELuke is the Luke phonon energy, e is the magnitude of the carrier charge, Vb

is the applied bias voltage across the detector, di is the distance covered by charge i,

and d is the detector thickness. For full ionization collection this expression becomes:

ELuke = eVbNQ = eVb
EQ
ε

(2.4)

where NQ is the number of electron-hold pairs, EQ is the ionization energy, and ε

is the average energy to produce an electron-hole pair (3.0 eV in germanium and

3.8 eV in silicon). These Luke phonons are generated at ballistic frequencies [63] and

therefore create a prompt signal. Since phonon signal timing information, especially

from the primary phonons, gives important discrimination power (see Section 2.6.1),

it is important that the applied bias voltage is low enough so that the prompt Luke

phonon signal contribution does not overwhelm this information.

The total phonon energy measured is:

EP = ER + ELuke = ER + eVb
∑
i

di
d

(2.5)

where EP is the total measured phonon energy and ER is the phonon recoil energy

due to primary phonons from the particle interaction.

2.3.2 Phonon Collection

In order to maintain good signal to noise and energy resolution, the heat capacity

of the tungsten transition-edge sensors (TESs) must be optimized. For this reason

tungsten TESs cannot cover the entire detector surface. The CDMS ZIP detec-

tors use the concept of quasiparticle trapping, first proposed by N. Booth [66], to
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maximize the phonon collection area. This quasiparticle trapping is achieved using

aluminum collection fins arranged around tungsten TESs (Figure 2.4). Phonons en-

tering the aluminum collection fins with energy greater than 2 times the aluminum

superconducting band gap (2∆Al = 340µeV = 82 GHz) break Cooper pairs creating

quasiparticles. These quasiparticles diffuse through the aluminum until a fraction

of them enter the transition region and tungsten TES at the end of the fin. Since

both the transition region, where the tungsten overlaps the aluminum, and tung-

sten have smaller band gaps than aluminum, quasiparticles which have lost energy so

that they have less than 2∆Al will be trapped and unable to re-enter the aluminum.

Quasiparticles reaching the tungsten TES form the phonon signal.

Figure 2.4: Cartoon of a Quasiparticle-assisted Electrothermal-feedback Transition-edge
sensor (QET) showing the quasiparticle production and diffusion. Phonons break Cooper
pairs in aluminum fins creating quasiparticles that diffuse through the aluminum. Quasi-
particles that reach the tungsten enter a region with lower bandgap (top diagram), get
trapped, and create the phonon signal.

The tungsten TES operates in electrothermal feedback (ETF) mode [67]. In

this mode the detector is maintained at a temperature, ∼40 mK, well below the

TES transition temperature, 70-90 mK. The TES is voltage biased at the low end of

its narrow superconducting transition region (Figure 2.5) so that small changes in
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temperature correspond to measurable changes in resistance, and therefore current,

which is readout by Superconducting Quantum Interference Devices (SQUIDs).

Figure 2.5: Plot of resistance as a function of temperature for a superconducting Transition-
Edge Sensor (TES) showing the bias point and how a small temperature change causes a
large change in resistance.

The thermal differential equation for the TES system is:

C
dT

dt
= −Pbath + PJoule + P (2.6)

where C is the TES heat capacity, dT
dt

is the differential temperature change with

time, Pbath is the power flowing from the TES to the heat bath, PJoule is the Joule

power dissipation, and P is the signal power. By substituting for the power terms

this equation becomes:

C
dT

dt
=

V 2
bias

R(T )
− κ(T n − T ns ) (2.7)
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where T is the TES temperature, Vbias is the TES bias voltage, R(T ) is the TES

resistance, Ts is the substrate or heat bath temperature, κ is the thermal coupling

coefficient, and n is the conductivity exponent, empirically verified to be 5. When

quasiparticles enter the TES and increase the resistance, T (and P ) increase. Since

the TES is voltage biased, V remains constant while R (and PJoule) decreases keeping

the TES in a stable state.

Figure 2.6: Schematic of the CDMS-II ZIP detector configuration. Bottom right: detector
ionization face depicting the inner and outer electrodes. Bottom left: detector phonon face
illustrating the large-scale photolithographic patterning, naming scheme of the four sensor
quadrants (A-D), and the x-y reference coordinate system. Top left: close-up of one of
the 37 “dies” making up each of the phonon sensors. Each die consists of 28 individual
Quasiparticle-assisted Electrothermal-feedback Transition-edge sensors (QETs). Top right:
a single QET consisting of a 1µm wide by 250µm long tungsten Transition-Edge Sensor
(TES) connected to 8 aluminum collection fins.

Figure 2.6 shows the configuration of the CDMS-II ZIP detector. This figure illus-

37



trates the geometry of both the ionization and phonon channels. The top schematics

show the 37 “dies”, each with 28 individual quasiparticle-assisted electrothermal-

feedback transition-edge sensors (QETs), that make up the phonon sensors and a

single QET with its 8 aluminum collection fins around the tungsten TES [68].

2.4 Ionization Measurement

Besides creating phonons, particle interactions deposit energy into the electronic sys-

tem. Valence electrons are liberated from bound states into the conduction band

when there is sufficient energy, on the order of the semiconductor band gap. While

the germanium (silicon) band gap is only 0.743 eV (1.12 eV), it is an indirect gap and

3.0 eV (3.8 eV) is required to generate an electron-hole pair.

Figure 2.7: Diagram of germanium energy bands and levels. From [12].

Initially the freed electrons undergo quasi-diffusive motion near the interaction

site. By applying an electric field across the detector, charge carriers are drawn

across the crystal before they can recombine or diffuse into a trap (localized energy

state in the band gap, see Figure 2.7). As the electron and hole charge carriers drift

across the crystal they induce image charge on the conducting electrodes and a voltage

across the coupling capacitor CC in the ionization read out circuit (Figure 2.8). The

feedback capacitor CF is charged to maintain zero voltage at the amplifier input (and
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subsequently discharged through the feedback resistor RF ). The measured ionization

signal is created at the feedback capacitor [13].

Figure 2.8: Schematic of the CDMS charge amplifier. From [13].

Since the ionization signal is proportional to the distance traveled, charge carrier

recombination and trapping reduce the measured energy. Therefore it is critical

to apply a sufficiently strong electric field to overcome these mechanisms. Field-

dependent ionization collection in 1 cm thick germanium (silicon) devices has been

studied and is shown in Figure 2.9a (Figure 2.9b) [12, 14]. These studies show that

full ionization collection at mK temperatures is achieved in 1 cm thick germanium

(silicon) devices by ∼200 mV/cm (<2 V/cm). This is well below the operational bias

of -3 V (-4 V).

2.5 Ionization Yield Discrimination

Nuclear recoils produce fewer electron-hole pairs than electron recoils with the same

phonon recoil energy. Thus the simultaneous measurement of both phonon and ion-

ization energy allows event-by-event discrimination between bulk electron recoil back-

ground and nuclear recoil signal events.
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(a) (b)

Figure 2.9: Absolute ionization collection of 60 keV photons as a function of applied
electric field for 1 cm thick (a) germanium and (b) silicon devices. This shows that
full ionization collection is achieved in germanium (silicon) devices by ∼200 mV/cm
(<2 V/cm), well below current operational bias voltages. Additionally (a) shows the
agreement between the observed (circles) and predicted (curve) phonon amplitude
based on phonon recoil and Luke phonon production. From [12, 14].

CDMS’s primary discrimination parameter is ionization yield, defined as the ratio

of ionization to phonon recoil energy:

y ≡ EQ
Er

=
EQ

EP − EL
=

EQ

EP − eVb
ε
EQ

(2.8)

where EQ is the ionization energy, Er is the phonon recoil energy, EP is the total

phonon energy, EL is the Luke phonon energy, e is the magnitude of the carrier

charge, Vb is the applied bias voltage across the detectors, and ε is the average energy

to produce an electron-hole pair (3.0 eV in germanium and 3.8 eV in silicon). EQ

is calibrated to be equal to Er for electron recoils. Therefore electron recoils have

an ionization yield ∼1 while nuclear recoils have ionization yield ∼0.3 due to the

production of less ionization energy. Figure 2.10 plots ionization yield as a function

of phonon recoil energy for calibration data sets showing the discrimination power of

ionization yield, rejecting electron recoils >104.
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(a) (b)

Figure 2.10: Density plots showing ionization yield as a function of phonon recoil
energy. The dashed curves represent the ±2σ electron recoil (upper) and nuclear
recoil (lower) bands as defined by calibration data. (a) Density plot of electron and
nuclear recoil events from a 252Cf neutron calibration source. (b) Density plot of
electron recoil events from a 133Ba gamma calibration source. After removing the
neutron source the nuclear recoil band is clear of any events. This illustrates the
ionization yield electron recoil rejection power of >104.

2.6 Charge Trapping

Ideally, ionization yield would provide complete discrimination of electron recoils.

However that is not the case and one of the most significant sources of backgrounds

in CDMS detectors is due to charge trapping. This trapping can occur through

several mechanisms, either in the bulk or at the surface of the crystal. In both cases

charge trapping reduces the total ionization signal causing electron recoil background

events to occur at lower ionization yield, looking like nuclear recoil signal events.

This section discusses the physics behind surface and bulk charge trapping and then

describes how these events are rejected.

41



2.6.1 Surface Trapping, Dead Layers, and Phonon Timing

Discrimination

Surface trapping creates a “dead layer,” which is characterized by interactions with

incomplete charge collection, along the flat detector faces. This surface trapping is

caused by the back-diffusion of charge carriers into the adjacent ionization electrode

(Figure 2.11). When a particle interaction occurs, freed electrons and holes gain

kinetic energy. In order to separate and drift charge carriers to the electrodes, an

applied electric field must overcome the initial kinetic energy imparted to the charge

carriers. If the interaction occurs near the detector surface the electric field is not

strong enough to separate all the charge carriers before some reach the adjacent

ionization electrode. Since these carriers do not drift across the crystal they do not

contribute to the ionization signal, therefore causing a reduction in the total ionization

energy measured for that interaction.

Figure 2.11: Cartoon depicting events occurring in the ZIP detector bulk (left) and surface
(right). Electron (e−) and hole (h+) charge carriers from the bulk event are fully collected
while some from the surface event may be lost in the adjacent electrode. The metal at the
surface also causes high-frequency phonons (red curve) to quickly decay to low-frequency
ballistic phonons (orange curve). From [15].

Another effect that impacts the dead layer is geometric. After an interaction free

electron and hole carriers are initially confined to a spherical volume of radius Rp.
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With time this sphere expands as the carriers move diffusively until the applied elec-

tric field drifts the electrons and holes in opposite directions. Since the charge carriers

are not produced in an infinitely small region, if an interaction occurs at a distance

from the surface (R) that is smaller than the charge cloud (Rp) a reduced number

of carriers will be freed (Figure 2.12), [16] leading to a reduction in the ionization

signal. Kyle Sundqvist is currently studying the magnitude of this effect, including

a comparison with back-diffusion and a determination of Rp, through simulation and

data comparison.

Figure 2.12: Illustration of the geometric effect of the charge carrier cloud which reduces
ionization collection near the detector surface. The dashed curve shows how the carrier
cloud moves away from the surface with time and the subsequent reduction in the dead
layer depth (bottom). From [16].

Adding amorphous silicon between the detector crystal and aluminum layer re-

duces the size of the dead layer. This occurs because the effective amorphous silicon

band gap is larger than the germanium and silicon band gaps and acts as a blocking
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layer to low energy charge carriers [69, 70]. While this solution reduces the dead

layer, electron recoils occurring in the first ∼5-10µm (depending on detector side and

applied electric field) of the detector surfaces still suffer low ionization yield that can

mimic the bulk nuclear recoil signal (Figure 2.13). These surface electron recoils are

rejected by taking advantage of phonon timing information.

Figure 2.13: This plot shows the same density plot of ionization yield as a function of
phonon recoil energy for electron recoil events from a 133Ba gamma calibration source
as Figure 2.10b. Additionally this plot shows electron recoil surface events (green points
representing single events) that have reduced ionization yield.

As discussed in Section 2.3.1, primary phonons are produced at high frequencies

and propagate quasi-diffusively until they decay to lower energies and travel ballisti-

cally through the crystal. Primary phonons reaching metal detector surfaces rapidly

decay to lower energies and enter the ballistic regime faster than bulk primaries.

This causes a difference in the phonon timing distributions between bulk and surface

interactions which is used to reject between surface events (Figure 2.14).

Phonon timing discrimination primarily relies on two parameters, the phonon

delay and risetime from the primary phonon channel, the channel with the largest

phonon signal and the sensor under which the event occurred (Figure 2.15). Phonon

44



Figure 2.14: Comparison of the leading edges of the primary phonon pulse from 60 keV
bulk (blue) and surface (red) electron recoil events.

delay is defined as the difference between the start of the ionization and primary

phonon pulses. In this definition the start of the primary phonon pulse is taken to be

the point on the pulse’s rising edge where the amplitude is 20% the maximum height.

Phonon risetime is defined as the difference between the 10% and 40% points along

the primary phonon pulse’s rising edge. During the Soudan 2-tower and 5-tower data

analyses, the phonon “timing parameter” used to discriminate surface events was the

sum of the primary phonon delay and risetime (Section 5.4.6).

Using phonon timing discrimination along with ionization yield increases the over-

all electron recoil rejection to >106. Figure 2.16 illustrates the power of using both

ionization yield and phonon timing information to discriminate between electron and

nuclear recoils.
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Figure 2.15: Raw ionization and phonon pulses illustrating the phonon delay and risetime
parameters. Channel A (blue), the largest and fastest phonon pulse, is the primary phonon
channel and the channel where the event occurred. The blue vertical dashed lines represent
phonon delay, the difference between the ionization and primary phonon pulse start times.
The red vertical dashed lines represent phonon risetime, the difference between the 10%
and 40% points on the primary phonon pulse rising edge.

2.6.2 Bulk Trapping and Neutralization

Bulk trapping reduces the ionization signal (Figure 2.17) by trapping charge carriers

at impurities caused by crystal lattice defects. This bulk trapping is a dynamic process

due to both impact ionization and Coulomb attraction. If the detector crystal begins

in a “neutralized” state, where all of the impurity sites have no net charge, some

free charge carriers have enough energy to impact ionize at the impurity, knocking

out a weakly bound electron, and ionizing the impurity. As charge carriers continue

to drift, some carriers have low enough energy so as not to impact ionize but rather

get attracted, and trapped, at the ionized impurity. In order to fully understand

and model these processes, it is necessary to understand the charge carrier energy
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Figure 2.16: Ionization yield as a function of the phonon timing parameter showing the
ZIP detector electron recoil discrimination power. Plotted here is calibration data from
one of the Soudan germanium detectors. Red dots are bulk electron recoils and black
crosses are surface electron recoils from 133Ba calibration data while blue circles are nuclear
recoils from 252Cf calibration data. The vertical dashed line indicates the minimum value
of the phonon timing parameter allowed for candidate dark matter events and the box
shows the approximate signal region combining both ionization yield and phonon timing
discrimination. From [17].

distribution to determine the numbers of particles which impact ionize and undergo

Coulomb attraction. As an aside, impact ionization at an impurity site is possible

with either electron or hole carriers, depending on energy and cross sections (there

are 8 different cross section cases to consider, all combinations of charge polarity,

impurity polarity, and electric field polarity). In addition, holes have more energy

to impact ionize than electrons [71, 72]. Besides impact ionization and Coulomb

attraction, other mechanisms that can affect charge collection include: built-in and

time-varying electric fields, ionized regions in the bulk, and physical material contacts

where charge layers or impact ionization occur [73, 74].

In order to reduce the impact of bulk trapping, CDMS detector crystals have

low impurity and dislocation concentrations (∼1010−11 impurities/cm3 and <5000

dislocations/cm2 in germanium). Operationally, data taking occurs on time scales
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Figure 2.17: Ionization collection as a function of time for 60 keV 241Am events taken at a
test facility. This shows reduced ionization collection after a period of time as the detector
becomes “de-neutralized” due to bulk trapping.

shorter than the time when bulk trapping affects ionization collection. In addition,

detectors routinely undergo a neutralization process to reduce the effects of bulk trap-

ping (Figure 2.18). During the neutralization process detectors are grounded while

excess electrons and holes are generated. These free charge carriers execute a random

walk through the crystal undergoing Coulomb attraction with ionized impurity sites

which neutralize these sites. This minimizes bulk trapping because neutral impurity

sites have a lower trapping cross section than ionized sites. Details on how neutral-

ization is executed using internal infrared LEDs and external radioactive sources can

be found in Chapter 6.
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Figure 2.18: Like Figure 2.17 the plot shows ionization collection as a function of time for
60 keV 241Am events taken at a test facility. Neutralization occurred during the periods
of time showing no events. Notice how, despite losing full ionization collection prior to
neutralization, after neutralization full ionization collection is regained.
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Chapter 3

CDMS-II Experimental Setup in the

Soudan Underground Laboratory

3.1 Introduction

While the CDMS detection technique achieves discrimination between electron and

nuclear recoils (Chapter 2), the experimental location and setup were designed to

satisfy additional requirements (outlined in Section 1.4) necessary for a successful

direct detection WIMP search experiment. Specifically the experimental environment

reduces the event rate of background interactions and maintains stable operation.

This chapter describes the CDMS location, setup, shielding, and readout.

3.2 Location - Soudan Underground Laboratory

The CDMS-II experiment has operated in the Soudan Underground Laboratory since

2003. The Soudan Underground Laboratory is in the Soudan Underground Mine

State Park (Figure 3.1), an old iron mine located in the Iron Range region of north-

ern Minnesota, about a 3.5 hr drive north of Minneapolis. CDMS is located in the

physics laboratory 2341 ft (713 m) below the surface, at a water equivalent depth of
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2090 m. This underground location is important because the rock overburden above

the experiment reduces the cosmic ray muon flux by a factor of ∼50,000 from its

value at the surface. This flux reduction decreases the number of neutrons generated

through muon-induced particle showers (see Section 5.6.1), limiting the background

rate experienced by the detectors and increasing the experimental sensitivity.

(a) (b)

Figure 3.1: Photos of the headframe at the Soudan Underground Mine taken in (a) winter
and (b) summer.

3.3 Cryogenics

Detectors are cooled by an Oxford Instruments 400S 3He-4He dilution refrigerator

to achieve the millikelvin temperatures necessary to operate the phonon sensors.

To satisfy the requirements of having a large detector mass operated under stable

conditions for long periods of time, and in a clean environment, a number of custom

modifications were made to the refrigerator.

The detectors are located in a cold volume, called the “icebox,” which is mounted

beside the refrigerator. The icebox consists of nested, cylindrical copper cans ther-

mally coupled to the various temperature stages of the dilution refrigerator. Each can

is made from oxygen-free high thermal conductivity (OFHC), low-radioactivity cop-
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per to minimize contamination that would produce backgrounds in the detectors. An

additional copper cylinder connects the icebox to an electrical breakout box, called

the “e-box,” which allows wiring to run from the detectors in the cold volume out to

room temperature. This entire setup resides inside an RF shielded class-10,000 clean

room to maintain a clean, low-noise environment.

Additional readout electronics (Section 3.6) for both the detectors and veto (Sec-

tion 3.4) systems are located outside the RF room in an electronics room.

Vacuum pumps, cryogenic supplies, and control systems are placed outside the

RF room on the “cryo-pad.” To sustain system stability at all times, even when

not underground, there are several systems that continuously monitor temperatures,

pressures, and flows in the refrigerator. In the case of abnormal readings, email and

phone warnings are automatically issued to people on site (“shift-takers”). Addition-

ally, liquid helium and nitrogen cryogen transfers are programmed to automatically

occur as necessary.

Figure 3.2 shows a schematic of the CDMS experimental setup at the Soudan site.

Figure 3.2: Schematic of the CDMS experimental setup at the Soudan site.

3.4 Shielding

While the rock overburden at the experimental location reduces the cosmic ray muon

flux, the CDMS cryostat is surrounded by additional layers of passive and active
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shielding (Figure 3.3) to further reduce the rate of cosmogenic and radioactive parti-

cles.

Figure 3.3: Schematic of the active and passive shielding surrounding the icebox at the
Soudan site. This drawing shows the refrigerator (right), icebox (middle), and electronics
e-stem (left). From closest to the detector volume the icebox is surrounded by a layer of
polyethylene, ancient lead, ordinary lead, polyethylene, and finally the active muon veto.
From [18].

The outermost shield is an active veto used to tag muons and particle showers

originating outside the cryostat. This shield consists of 40 scintillator panels that

provide almost 100% coverage around the icebox. Each panel is a 5 cm-thick sheet of

plastic scintillator with one or two 2 inch R329-02 photomultiplier tubes. Any events

that are coincident with this veto are rejected (Section 5.4.1).

Inside the active veto are several layers of passive shielding. The first of these

53



layers is 40 cm of polyethylene. This moderates low-energy neutrons preventing

them from causing nuclear recoils above the detector energy threshold. Within the

polyethylene is 22.5 cm of lead bricks used to shield the detectors from external gamma

rays. Since normal lead itself is noticeably radioactive the inner 4.5 cm is made up

of low-activity “ancient” lead that was recovered from a sunken ship. The innermost

layer of shielding is made of another 10 cm of polyethylene for additional neutron

moderation. This is particularly important for moderating neutrons generated by

fissions and spallation processes within the lead.

As mentioned in Section 3.3, the icebox is made of a series of nested copper cans.

Between this copper, and the other copper surrounding the detectors (Section 3.5),

the total thickness is sufficient to stop alpha and beta radiation from outside the cans.

A final technique used to decrease the detector background rate is to purge the

volume of air inside the lead shield with either “old” air or nitrogen. This reduces

the radon level in the volume nearest the detectors from the relatively high level

(∼700 Bq/m3) found in the laboratory. Even though the detector volume is main-

tained at vacuum, this continuous purge has been found to reduce the detector gamma

rate by a factor of >4 and cut the surface event rate in half.

3.5 Cold Hardware

The requirements of maintaining a low background environment at millikelvin tem-

peratures presents a challenge for creating the detector support and wiring structures.

Cold hardware are the components inside the cryostat used for detector mounting and

readout [13]. To maintain low backgrounds it is necessary to use radioactively pure

materials for all these parts. In addition, the unique low temperature environment

requires careful material selection to ensure the creation of either solid thermal joints

or thermal isolation as appropriate.

Figure 3.4 shows a schematic of the detector assembly and readout inside the
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connector tube

LEDs

charge side

phonon side

SQUET

TOWER

lead shield (SUF only)

SUF Icebox shown;
3 tower capacity

Side Coax Assembly Board
(charge channel bias and 
feedback components)

carbon tubes

DETECTOR
STACK

Stack Assembly Cross Section

Figure 3.4: Schematic of a tower assembly in the innermost icebox can along with the
cold hardware discussed in this section. Note that the icebox shown in this drawing is
the one previously used at the Stanford Underground Facility (SUF). The major different
between the icebox at the Stanford and Soudan sites is that the Soudan icebox can hold
seven Towers and does not have inner lead or polyethylene (not shown) shields. Courtesy
of Dennis Seitz.
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innermost copper icebox can. Detectors are mounted in copper housings. Six detec-

tors are stacked on top of one another and attached to the tower support structure.

Wiring travels from the detector to the side coax, tower, SQUET card, and stripline

out to room temperature through the e-box. These individual components of cold

hardware are each described briefly in this section.

3.5.1 Detector Housing

Each detector is mounted in a hexagonal ring-shaped housing made of high-purity

copper (Figure 2.1). A detector interface board (“DIB”) is located on one of the

hexagonal surfaces allowing the signal to travel from the detector to the side coax.

The DIB also houses LEDs (Appendix A) used for detector neutralization.

Six detectors are mounted on top of each other to form the detector stack, which

is attached to the tower. Within a single stack there is no material between the flat

detector faces, 3.5 mm away from each other. This increases the proportion of events,

especially due to radioactive contamination, that scatter in multiple detectors. These

events are easily rejected by a multiplicity cut during the analysis (Section 5.4.3).

3.5.2 Tower

The tower (Figure 3.5a) is the main detector support structure, thermally and me-

chanically connecting the detectors to the refrigerator.

Physically the tower is a hexagonal copper structure composed of four copper

stages. These copper stages are mechanically held together by central thin-wall

graphite tubes which maintain relative thermal isolation. Each copper stage is heat-

sunk to the 4 temperature stages of the dilution refrigerator (mixing chamber, cold

plate, still, and 4 K) through the icebox cans and “cold” stem.

Each hexagonal surface is called a tower face and corresponds to one of the six de-

tectors. The tower face contains wires which connect the side coax and SQUET card.
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(a) (b)

Figure 3.5: (a) Photo of a tower. Picture and annotations courtesy of Dennis Seitz. (b)
Photo of an assembled “tower” with the tower and detector stack along with the side coaxes
connecting the two.

To reduce microphonics, these wires running along each tower face are tensioned. The

wires are also heat sunk at the mixing chamber (“10 mK”), still (“600 mK”), and 4 K

temperature stages to maintain the necessary thermal profile.

While the term “tower” technically only refers to the copper support structure

described here, it is also commonly used for the entire detector assembly including

the tower and detector stack as shown in Figure 3.5b.

3.5.3 Side Coax

A side coax (Figure 3.6a) connects each detector to its respective tower face. The side

coax is a rigid structure made of copper with tensioned wires, like the tower faces, to

carry phonon and ionization signals. Additionally, the coupling capacitors and bias

and feedback resistors for the charge amplifiers are mounted in the side coax, which is
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at base temperature, so that the Johnson noise contribution to the ionization signal

is reduced.

(a) (b)

Figure 3.6: (a) Photo of a side coax. (b) Photo of a SQUET with the separate FET (left)
and SQUID (right) cards connected by a copper and kapton “fly-over” cable. Picture and
annotations courtesy of Dennis Seitz.

3.5.4 SQUET

The SQUET card (Figure 3.6b) gets its name from housing both the SQUIDs for the

phonon readout and FETs for the ionization readout. The SQUET is made up of two

cards, one which holds the FETs and the second where the SQUIDs, shunt resistors,
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and input and feedback coils of the phonon amplifiers are mounted. The larger FET

card is mechanically and thermally connected to the tower on the 4 K thermal stage

while the SQUID card is mounted to the 600 mK stage to improve SQUID signal-to-

noise. On the FET card, the FETs themselves are thermally isolated by a kapton

membrane within a copper bracket (or “gusset”). This allows the FETs to self-heat

to their operating temperature of ∼140 K, where the FET noise is at a minimum,

while applying a minimal heat load to the 4 K thermal stage.

3.5.5 Stripline

Finally the cold hardware is linked to the warm electronics by striplines (Figure 3.7).

A stripline is a 3 m long flexible circuit made of kapton and copper. Each consists of 50

copper traces between 2 copper ground planes, all surrounded by kapton insulation.

One stripline is used for each detector, connecting the SQUET card to the e-box.

Figure 3.7: Photo of a stripline. Picture and annotations courtesy of Dennis Seitz.

3.6 Warm Electronics

On the warm end of the e-box the detector signal goes through a series of electronics

boards containing readout circuits, signal filtering, triggering, and digitization.
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The first warm electronics board the signal enters is the front-end board, or

“FEB.” This board is located in the RF clean room and connected directly to the

e-box connectors through 50-wire cables. The FEB holds the second- and later-stage

amplifiers and other components of the charge and phonon readout circuits. Be-

sides containing signal readout electronics, the FEB also holds the control circuits

for biasing the FETs, SQUIDs, TESs, and LEDs. All control is handled by the

data acquisition system (Section 3.7) through GPIB (General Purpose Interface Bus)

control.

After passing through the FEB, the signal goes through the receiver-trigger-filter

(“RTF”) board. This board is located outside the clean room in the electronics room.

The RTF board filters the signal and generates 5 logic-level trigger signals, Phi, Plo,

Pwhisper, Qhi, and Qlo. Plo is the primary trigger used during data taking, issued

when the sum of the four phonon signals exceeds the software defined threshold set

just above the noise level, typically 3-4 mV. Phi and Pwhisper are similar to Plo except

with different thresholds. The Phi threshold is set much higher (∼500 mV) to be used

to reject high-energy events while the Pwhisper threshold is set lower than Plo to be

used for tagging multiply-scattered events. Qhi and Qlo are similar to Phi and Plo,

only for the summed ionization signals.

The trigger logic board determines when to initiate data acquisition and issue a

“global” trigger. A global trigger is issued by:

• A Plo trigger from any detector

• A “veto multiplicity” trigger where there is a simultaneous hit in multiple veto

panels. This is used for muon background characterization and event rejection

• A “random” trigger issued at the beginning and end of a data set, as well as

intermittently during data taking. These are used to measure and monitor the

noise environment and detector performance
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When a global trigger is broadcast, all ionization and phonon channels are recorded

by an array of 14-bit Struck SIS 3301 analog-digital converters and written to disk.

These Struck digitizers operate at 1.25 MHz and record a 1.6 ms trace, including

409µs preceding the trigger.

3.7 DAQ and Data Handling

The Soudan data acquisition system (DAQ) is controlled by a system of JAVA and

C++ programs that are described in detail in [75]. There is full data acquisition

control from both underground in the mine and from the local surface control building

at the Soudan site. Remote monitoring of the system is available off-site.

Raw data is stored to local disks in the mine and then transferred to the surface

cluster of computers (the Soudan Analysis Cluster or “SAC”) and written to tape.

Initial data processing occurs on the SAC immediately after transfer to the surface.

This data is used for automatic and manual data quality checks (Section 4.6). The

final data processing is done on the Fermilab FermiGrid computing cluster.
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Chapter 4

5-Tower Run

4.1 Introduction

The CDMS-II experiment began operation at the Soudan Underground Laboratory

in 2003. The first data taken was from 1 tower between October 2003 and January

2004 [18]. An additional tower was added and data were taken with 2 towers worth

of detectors between March and August 2004 [76, 77]. After the 2-tower data were

complete, the CDMS-II target mass was more than doubled as an additional 3 towers

were added to the Soudan icebox. This chapter discusses the Soudan system im-

provements, detector testing and selection for the new towers, and operation of the

5-tower runs at Soudan.

4.2 Detector Testing and Selection

Like the first two towers in the Soudan icebox, the last three towers are each comprised

of a stack of six detectors. Before being installed in the Soudan icebox these detectors

were tested and characterized [78]. Following the detector fabrication [59, 79] at

Stanford University’s Nanofabrication Facility, preliminary 77 K and 4 K electrical

checks were completed. After successful initial evaluations the detector was sent to
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either the University of California - Berkeley or Case Western Reserve University test

facility. At these facilities the detector is cooled down to its operating temperature

of approximately 20 mK in a 3He-4He dilution refrigerator for a thorough set of tests.

These assessments include electrical and continuity checks, noise evaluations of all

readout channels, and characterization of the tungsten superconducting transition

temperature distribution in each phonon channel [80]. The W Tc mapping is a critical

step in order to ensure optimal performance of the phonon channels. Based on the

analysis of the W Tc distribution, detectors whose Tc’s are too high or not uniform

enough are doped with 56Fe ions implanted into the detector surface [81, 82]. This

56Fe ion implantation lowers the W transition temperature. W Tc gradients can be

removed with this technique by varying the implantation dosage across the detector

surface.

In addition to completing standard characterization measurements, test facilities

perform studies with some detectors to gain information on device performance and

discrimination. For example, before being installed in Tower 2 and placed in the

Soudan icebox, the detector named G31 underwent an intensive series of studies at

the UC Berkeley test facility [83, 79]. These tests probed the detector surface layers to

provide important information regarding dead layer depths, surface event ionization

yield and phonon timing discrimination, and input for which operating conditions

produce the best detector performance. Test facility detector performance studies are

also used to gain fundamental detector understanding, for research into modifications

to improve discrimination in future detector designs, and assisting troubleshooting

activities at Soudan. Studies aimed at detector fundamentals and detector R&D were

completed at the Case Western test facility focusing on detector neutralization and

ionization collection and are discussed in detail in Chapters 6 and 7.

Towers 3, 4, and 5 were built in February, July, and September 2004 with the

best performing detectors that had been verified at that time. After each tower was

constructed the entire assembly, including all of the detectors, was tested together
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at one of the test facilities to check the configuration to be installed in the Soudan

icebox.

Detector (Z) Tower / ZIP Detector Number Detector Name
1 T1Z1 401 G6
2 T1Z2 402 G11
3 T1Z3 403 G8
4 T1Z4 404 S3
5 T1Z5 405 G9
6 T1Z6 406 S1
7 T2Z1 411 S14
8 T2Z2 412 S28
9 T2Z3 413 G13
10 T2Z4 414 S25
11 T2Z5 415 G31
12 T2Z6 416 S26
13 T3Z1 421 S17
14 T3Z2 422 G25
15 T3Z3 423 S30
16 T3Z4 424 G33
17 T3Z5 425 G32
18 T3Z6 426 G29
19 T4Z1 431 S12
20 T4Z2 432 G37
21 T4Z3 433 S10
22 T4Z4 434 G35
23 T4Z5 435 G34
24 T4Z6 436 G38
25 T5Z1 441 G7
26 T5Z2 442 G36
27 T5Z3 443 S29
28 T5Z4 444 G26
29 T5Z5 445 G39
30 T5Z6 446 G24

Table 4.1: Table of Soudan Detectors.

Table 4.1 lists the detectors used in the Soudan 5-tower runs. Each detector is

given a name when it is fabricated. This name begins with a G or S denoting whether

it is a germanium or silicon detector substrate and is followed by a number which

references the order in which that detector was made. When built into a tower for

installation in the Soudan icebox each detector gets a new name which refers to its
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tower number and stack location. For example detector G31 is also known at T2Z5

because it is the fifth lowest detector in Tower 2.

4.3 Soudan Preparation

In order for the existing Soudan infrastructure to easily transition from 2 to 5 towers,

there were several system upgrades. These improvements were important to enhance

cryogenic stability, even with the additional demands placed on the system by the

additional detectors and corresponding readout electronics.

Prior to installing the three new towers there were upgrades made to the vacuum

system, computing infrastructure, and data acquisition and processing [15]. The cryo-

genic system was also improved with the addition of a Gifford-McMahon cryocooler.

By adding this cryocooler the time between cryogen transfers was cut in half from

approximately every 12 hours during Run 119 with 2 towers to about every 24 hours

with 5 towers.

The three new towers, Towers 3, 4, and 5, were installed in the Soudan icebox

during October and November 2004. Unfortunately, there were several major set-

backs that delayed reaching base temperature and beginning data taking. These

delays resulted from a blockage in the dilution refrigerator’s circulation loop caused

by a small piece of copper sinter between the 1 K pot and primary impedance, very

high noise on the ionization channels due to vibrations from the cryocooler, and non-

superconducting phonon channels due to poor thermal conductivity between the base

temperature layers of the refrigerator and tower [15].

In order to fix the ionization channel noise and poor thermal conductivity, the

refrigerator and detectors had to be warmed to room temperature. The ionization

channel noise was dramatically improved (Figure 4.1) by replacing the hard couplings

between the cryocooler drive head and the E-stem with annealed copper braids (Fig-

ure 4.2). Thermal conductivity between the refrigerator and tower base temperature
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Figure 4.1: The inner ionization channel noise spectrum from T3Z5 taken with the cry-
ocooler on (top, solid) and off (bottom, dashed). Notice the improvement in noise perfor-
mance when the cryocooler is turned off. This was one indication that led to replacing the
hard cryocooler couplings with annealed copper braids. From [15].

Figure 4.2: Photo of the annealed copper braids forming the flexible coupling between the
cryocooler drive head and the E-stem.
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layers was degraded due to the combination of two things: screws that were loos-

ened by multiple thermal cyclings and copper-to-copper contacts that had an oxide

layer formed on the surfaces (Figure 4.3a) and now sat between the metal. After

opening the icebox to re-torque all screws and scrub the oxide off the copper surfaces

(Figure 4.3b) which were used as thermal joints, the phonon channels acted as super-

conductors. The five towers (Figure 4.4) reached base temperature on June 26, 2006

after the dilution refrigerator repair and system modifications to fix the ionization

channel noise and thermal conductivity.

(a) (b)

Figure 4.3: 600 mK can (a) with oxide (b) and clean after scrubbing.

4.4 Detector Tuning

Following the successful cool down to base temperature detector tuning began as

bias points were chosen for all 120 SQUIDs and TESs. Due to the large number of

channels there was much effort placed on making both the SQUID and TES tuning

processes more systematic and efficient [84]. Two LabView programs were developed

for the Soudan tuning and were vital to the endeavor, allowing consistent and real

time analysis.
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Figure 4.4: Photo of the final Soudan 5-tower installation showing the 4K lid.

While tuning the SQUIDs, the most important concerns were to achieve stability

and sufficiently high bandwidth. Operationally, this meant ensuring that the SQUIDs

were biased to have “good” V -Φ modulation curves that were sufficiently responsive

[13]. The following criteria were followed when choosing the SQUID lock point on

the modulation curve:

• There is no resonance or kink in the modulation curve in the SQUID’s dynamic

range around the lock point

• The SQUID responsivity at the lock point is between 100 and 150 Ω

• The SQUID bandwidth at the lock point is at least 250 kHz and ideally approx-

imately 350 kHz

Figure 4.5 is a screen capture of the LabView SQUID tuning program with results

after tuning the SQUID of channel A on T4Z1. The large bottom left window shows

the V -Φ modulation curve, the variation of the voltage across the SQUID with the

change of flux Φ through the SQUID. SQUID responsivity is given by the slope of the

V -Φ curve. Large responsivity reduces the impact of amplifier noise and increases
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the SQUID signal-to-noise ratio. SQUID responsivity is shown, as a function of lock

point on the modulation curve, in the large top left window. The SQUID dynamic

range is represented by the vertical lines along the V -Φ and responsivity curves. By

looking at these two windows one can identify resonances, like the one seen on the left

side of this SQUID’s modulation curve, which tend to significantly increase SQUID

noise. Although this SQUID has a resonance, the lock point is far from it on the

upper right side of the modulation curve.

Figure 4.5: Screen capture of the LabView SQUID tuning program with results after
tuning the SQUID of channel A on T4Z1. The large bottom left window shows the V -Φ
modulation curve, while the large top left window represents the SQUID responsivity as
a function of lock point. Although this SQUID has a resonance (left side of modulation
curve), the SQUID operates far from it (as indicated by the vertical lines in the bottom left
window). The numbers on the top right and smaller windows show the results of SQUID
checks that ensure proper configuration. For example, this SQUID is tuned to a bandwidth
of ∼370 kHz.
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The TES tuning procedure was based on gaining the maximum signal-to-noise

without losing timing information used for surface event identification. The LabView

TES tuning program allowed real time data monitoring and analysis of important

parameters affected by the tuning such as the noise spectrum, bandwidth, and uni-

formity of timing parameters among the 4 phonon sensors. The TES procedure

followed is outlined below [85]:

1. Initially bias the TES so that its resistance is approximately 200 mΩ for germa-

nium detectors and 250 mΩ for silicon detectors

2. Determine the bandwidth each of the phonon channels based on the noise spec-

trum and adjust the TES bias current so that the bandwidth for all the channels

are matched at approximately 100 kHz for germanium detectors and 140 kHz for

silicon detectors

3. Take a short data set (of several thousand events) and use the LabView TES

tuning program to make analysis cuts and evaluate timing parameters

4. If necessary, adjust the TES bias current so that the timing parameters are

balanced for all the phonon channels

5. Repeat steps 3 and 4 as needed

6. Take a long dataset with the final tuning parameters for later comparison and

documentation

Figure 4.6 is a screen capture of the LabView TES tuning program with results

after tuning T3Z4. This LabView program allows the graphical creation of data selec-

tion cuts to be made and immediately applied to the data to determine appropriate

TES parameters which balance the timing distributions from the 4 individual TESs

(as instructed in step 3 above). Graphical analysis cuts are made using the plots in
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Figure 4.6: Screen capture of the LabView TES tuning program with results after tuning
T3Z4. The plots in the top row allow the graphical creation of data selection cuts that are
then applied to the data before creating the plots in the bottom row. The plots shown here
represent a well tuned detector. Notice how the risetime and delay distributions of the four
phonon sensors (the two bottom left windows) are balanced with each other. Also notice
the middle two plots in the top row. These are the phonon delay (“delay”) and partition
(“box”) plots which provide approximate event position reconstruction.

the top row and applied to the data before creating the plots in the bottom row. The

plots in the top row show (in order from left to right):

• The ratio of ionization energy collected in Qouter to phonon energy as a function

of the ratio of ionization energy collected in Qinner to phonon energy

• The phonon “delay” plot

• The phonon partition, or “box”, plot

• Ionization energy as a function of phonon energy

The delay and box plots provide approximate event position reconstruction based on

phonon delay parameters (as defined in Section 2.6.1) and the partitioning of phonon

energy between the four sensors. The two most significant plots in the bottom row are
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the first two on the left. These histograms show the risetime and delay distributions of

the four phonon sensors. It is important to select TES parameters which “balance”

these distributions so that the timing parameters of all four phonon channels are

consistent for creating surface event rejection cuts based on risetime and delay.

While tuning the detectors there were several interesting observations and trends.

First, when choosing the initial TES bias current so that the sensor resistance was

approximately 200 mΩ (250 mΩ) for germanium (silicon) detectors, the bias current

usually had to be raised in order to achieve the desired bandwidth of approximately

100 kHz (140 kHz) for germanium (silicon) detectors.

When biasing the SQUIDs there would sometimes be a bump in the SQUID

bandwidth near the roll-off frequency (Figure 4.7). This bump can cause instabilities

and problems in the TES tuning. This led to reducing the SQUID bandwidth from

the desired 350 kHz, sometimes to as low as 250 kHz, in some sensors to get rid of the

bump, which compromises the phonon risetime measurement.

Figure 4.7: An example of the bump sometimes seen in the SQUID bandwidth near the
roll-off frequency.
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Besides occasionally seeing a bump in the SQUID bandwidth near the roll-off

frequency, there would also sometimes be a bump in the noise spectrum near the

roll-off (see the yellow trace in Figure 4.8). In an attempt to understand this excess

noise there were some studies looking at the effects of changing SQUID bandwidth

and TES bias. While changing the SQUID bandwidth had no effect, raising the TES

bias tended to lower the excess noise (Figure 4.8). This indicates that the excess noise

bump is due to the L/R pole being too close to the frequency of the electro-thermal

feedback (ETF) pole at low TES biases. During these studies it was also found that

this excess noise has an impact on phonon timing as seen in the delay plot.

Figure 4.8: An example of how changing the TES bias current affects the noise spectrum for
a detector showing large excess noise (the large bump near the roll-off) under specific bias
conditions. Notice how increasing the TES bias current decreased the excess noise. This is
dramatically seen by comparing the amplitude of the yellow (lowest TES bias current) and
green (highest TES bias current) traces near their roll-off frequencies.

During occasional data sets certain phonon channels did not work. When looking

at the noise spectrum they exhibited a very low frequency roll-off, often around

10 kHz, and elevated low frequency noise floor (see the green trace in Figure 4.9). The
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cause was that the TES bias point was too close to the superconducting transition

causing the channel to go superconducting.

Figure 4.9: An example of a detector’s phonon noise spectrum where one of the channels,
channel C (green), went superconducting due to its bias point being too close to the super-
conducting transition. Phonon channels that are biased in their superconducting transition
(like the blue, magenta, and yellow traces) have a noise spectrum that is relatively flat
at low frequencies and then decreases at a roll-off frequency (∼100 kHz for germanium).
The fact that the green trace shows elevated noise and no flat spectrum at low frequencies
indicates that the TES is superconducting.

While tuning the phonon channels there was a brief period where the base temper-

ature was elevated by approximately 15 mK. While this rise in detector temperature

did not significantly affect the phonon performance, it did cause a noticeable differ-

ence in the phonon noise spectrum. This temperature increase produced an elevated

phonon bandwidth and decreased low frequency plateau in the noise spectrum (Fig-

ure 4.10).

4.5 Operations

The Soudan 5-tower runs consisted of 30 CDMS-II ZIP detectors, 19 germanium and

11 silicon (as listed in Table 4.1). The science runs with this setup lasted from October

2006 to March 2009. Due to various cryogenic and maintenance reasons data taking
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(a)

(b)

Figure 4.10: Examples of how the phonon noise spectrum is affected by a 15 mK difference
in temperature from (a) T3Z5 channel D and (b) T5Z6 channel B. Notice how, in (a), the
blue trace has a slightly lower amplitude and higher roll-off frequency than the magenta
trace. This indicates a higher TES resistance caused by to the increased temperature. The
same trend can be seen in (b) when comparing the magenta trace with the blue and green
traces.
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was halted for brief periods during this time. Therefore data collected occurred in 7

runs, the breaks between them identified by warming the cryostat above its 40 mK

base temperature. Appendix D defines the time periods for each of the individual

5-tower runs along with additional information.

This Chapter and Chapter 5 focus on the first two of the Soudan 5-tower runs,

known as Run 123 and Run 124. During Run 123 data were taken from October 2006

until March 2007. Run 124 began after warming to 9.5 K for cryogenic maintenance

and data were taken between April and July 2007. The analysis and results based on

this data are discussed in Chapter 5.

During the 5-tower runs WIMP search data were taken continuously, with excep-

tions being for the daily cryogen transfers for the dilution refrigerator, LED flashes to

maintain detector neutralization (see Section 6.5 for frequency), and calibration data

sets. In stable conditions and on a day with no calibration data set, WIMP search

data would be taken for approximately 22 hours a day.

In addition to WIMP search data, extensive calibrations with γ-ray (133Ba) and

neutron (252Cf) sources were taken to define the WIMP signal region and character-

ize detector performance and stability (see Chapter 5). Barium calibration data sets

were taken regularly throughout the runs. During the first half of Run 123 there

was only one 133Ba source. In order to achieve more uniform statistics for all detec-

tors (Figure 4.11), data were taken alternating the source between calibration source

tubes on opposite sides of the icebox. In early February 2007 two 133Ba sources ar-

rived at Soudan and after that time barium calibration data sets were taken using

both sources, one in each of the calibration source tubes for more uniform illumina-

tion across the detectors. These barium calibration data sets generated over 28×106

electron-recoil events between 10-100 keV, over 30 times greater than the number of

similar events in the WIMP search data i.e., due to residual backgrounds. Californium

calibration data sets occurred during three periods in Run 123 (November 2006 and

January and March 2007) and two periods in Run 124 (April and July 2007). During
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each of these calibration periods two data sets were taken, one with the 252Cf source

in the calibration source tubes on opposite ends of the icebox. These californium

calibration data sets produced more than 105 nuclear recoils which mimic the WIMP

nuclear recoil signal.

Figure 4.11: Schematic of the Soudan 5-tower detector orientation in the icebox and towers.
The two calibration source tubes are located at the northeast and southwest ends of the
icebox. Courtesy of Kyle Sundqvist.
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4.6 Real-Time Data Quality

While taking data it is important to constantly monitor the data quality to ensure

proper running conditions. During Run 123 there were many automated checks that

gave real time feedback to ensure good data. In addition, the collaboration instituted

a series of systematic tasks and studies for people on shift at Soudan as well as

designated shift takers off site to monitor data quality. This section summarizes

some of these data quality methods used during the Soudan 5-tower runs.

4.6.1 Noise

The noise spectrum can give information on how that detector channel is performing.

In general, high noise in either the phonon or ionization channel indicates a change

in the detector environment. More specifically, shifts in features in the phonon noise

spectrum can tell about changes in the SQUID performance or stability, TES state,

and even detector temperature. In order to monitor noise performance, 500 random

triggers are recorded at the beginning of every dataset.

There are two methods to look for changes in the detector noise spectrum. First, in

order to get immediate feedback, a script automatically runs after taking the random

triggers. This script removes any traces with pulses, or events, generates the noise

spectrum, and then looks for deviations by comparing the noise spectrum for each

detector channel to a template spectrum for that channel (Figure 4.12). If there are

significant changes in the noise spectrum a warning is issued notifying the operator of

the discrepancy. This allows the operator to intervene and fix the problem if needed.

Beginning in Run 125 there was an addition to this monitoring protocol. Besides

taking the 500 random triggers at the beginning of every data set, an additional

500 random triggers were taken at the end of every data set. These “end-of-run

randoms” were also automatically processed into noise spectrum and compared with

the template noise spectra. These “end-of-run randoms” help monitor any changes
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Figure 4.12: An example of the automatically generated noise spectrum for the inner
ionization channel of T3Z5. The two traces shown here are from two different runs to give
an illustration of what would generate a warning message based on this technique.

that may occur to a detector channel during an individual data set.

The second method of evaluating noise is completed during data processing. Simi-

lar to the real-time automatic noise evaluation, this method uses the first 500 triggers,

runs a pulse rejection algorithm, and creates noise spectra. These noise spectra are

automatically linked to the web for review.

4.6.2 Diagnostic Plots

Diagnostic plots are another way of evaluating data quality and detector performance.

Similar to the noise assessment, a series of diagnostic plots are generated in real time

and during data processing.

The real-time analysis routine generates diagnostic plots using a fraction of the

events in the data set (Figure 4.13). Diagnostics recorded in real time include:

• The number of each detector’s triggers
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(a)

(b)

Figure 4.13: An example of the real time diagnostic plots showing (a) phonon and ioniza-
tion channel and (b) trigger information. These graphical interfaces allow quick checks on
detector performance. For example, by looking at the plots in (a) one can identify phonon
and ionization channels that are not working properly. The bottom panel in (b) shows trig-
ger rate as a function of time and illustrates rate changes that could cause an adjustment
to a detector’s trigger threshold (Section 4.6.3).
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• Total trigger rate

• Phonon channel raw pulse heights

• Ionization channel raw pulse heights

• Phonon timing information

• Veto pulse height distributions

These diagnostic plots allow the operator to see problems in detector performance,

triggering, or vetoing.

While processing each data set, another set of diagnostic plots are produced and

automatically linked to the web next to a reference set of plots for review. These

monitoring plots include:

• Phonon noise spectrum

• Charge noise spectrum

• Phonon timing and relative amplitude information

4.6.3 DAQ Monitoring

The data acquisition software constantly monitors the stability of select quantities.

If there is a change in these quantities a warning is sent out to alert the operator.

Some warnings require operator intervention if deemed necessary while others lead

to automatic and immediate action. Below is a summary of these quantities.

DC Offsets

The phonon DC offsets, the difference between the raw phonon trace’s baseline and

zero, are a measure of the SQUID and TES stability. If the offset is greater than the

value of one flux quanta, approximately 0.2 V, it indicates that the SQUID has likely
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lost its stable lock point compromising the SQUID noise performance and possibly

the phonon risetime measurement (due to lower bandwidth). These DC offsets are

measured and recorded for each detector channel every minute. During each data set

the offset for each detector channel is averaged. If at any point during the data set

a detector channels DC offset is greater than 0.2 V, the data set is paused and all of

the SQUIDs are relocked to restore stable SQUID operation.

Trigger Thresholds

During a data set, the trigger thresholds are read from the trigger board and compared

to the values set by the operator through input files. If the value read from the board

does not match the set value a warning is sent out.

Trigger Rates

During WIMP search data sets the trigger rates for all triggers are measured and

recorded every minute. If any trigger rate increases by a factor of 10 a warning

message is sent for the operator to investigate. If the primary phonon trigger rate

increases by a factor of 10, then the trigger threshold for that detector is raised by

a factor of 2 in order to keep the overall trigger rate from drastically increasing. A

rise this large may be due to increased noise and will cause excess noise events to be

recorded.

4.6.4 KS Tests

Kolmogorov-Smirnov, or KS, tests compare distributions of detector quantities for

each data set with a reference set to look for anomalies. A KS test is run on the

Soudan Analysis Cluster (SAC) for every WIMP search data set with over 1500 events

immediately after processing. A summary table for each data set is automatically
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generated and posted to the web. These tables record how well matched a detector’s

distribution is with its reference distribution.

An additional round of KS tests is run on both the final processed WIMP search

and barium data sets. A cut is then made to remove data sets or certain detectors

in a data set based on these KS tests. This cut maintains data stability by removing

periods of time where a detector is underperforming i.e., due to noise.

Detector quantities and distributions that the KS tests study include:

• Noise

• Relative phonon amplitudes

• Timing information

• Ioinzation yield

• Phonon recoil energy

• Charge Chi-Square

• Total ionization energy

4.6.5 PipeDisplay

PipeDisplay is a series of automatically generated webpages designed to monitor

detector performance and provide an easy, visual method for study (Figure 4.14).

These webpages show (and archive):

• Phonon and ionization traces for each detector

• Veto panel pulses

• Noise spectrum

• DC offsets
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• Trigger thresholds

• Number of triggers

• Fridge base temperature

• Experiment live time

Figure 4.14: An example of the PipeDisplay webpage showing raw traces for each detector
and veto panel.

4.6.6 Neutralization

During the Run 123 and Run 124 analysis a quantitative figure-of-merit that traces

detector neutralization was developed (Section 6.3.3) and used to remove poorly neu-

tralized events (Section 5.3.5). Briefly, this quantity measures the fraction of low
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yield events (ratio of the number of events with ionization yield lower than the elec-

tron recoil band to the total number of events). Poorly neutralized detectors have a

higher fraction of low yield events than when they measure full ionization collection.

Following these studies and the experience in Run 124 that some of the detectors

were not as well neutralized as in Run 123 (Section 5.3.1), it was evident that an

automated and nearly real-time neutralization code would be possible and beneficial.

An automated script was developed based on the analysis completed for the Run

123 and Run 124 neutralization cut. By Run 127 this code began being implemented

at Soudan. Following the processing of each new data set taken at Soudan, the script

calculates the fraction of low yield events, re-calculates the mean fraction of low yield

events (with the additional data), tags datasets with a low probability of having the

observed number of low yield events given the expected number, and plots all of

the information so that it is easily viewed on the webpage. With this information,

shift-takers are able to review the webpage in order to see which data sets have poor

neutralization and quickly identify problem periods to intervene as needed.
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Chapter 5

5-Tower Analysis and Results

5.1 Introduction

The Run 123 and 124 data, taken between September 2006 and July 2007, un-

derwent a series of processing, analysis cuts, and studies. This was all performed

through a blind analysis resulting in a zero background experiment with the world

leading WIMP-nucleon spin-independent cross section limit for WIMP masses above

44 GeV/c2. This chapter summarizes the analysis work completed for the first 5-tower

runs at Soudan along with a discussion of backgrounds and results.

5.2 Blinding

To perform an unbiased analysis, data were blinded and a protocol was established

for setting and checking cuts. This section outlines the blinding method used for the

Run 123 and 124 analysis.

5.2.1 Blinding Method

The method used to blind the data for the Run 123 and 124 analysis was decided

upon prior to beginning data analysis and consisted of two main parts, procedures
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for masking the signal region in the WIMP search data and using statistically inde-

pendent data samples to create analysis cuts and verify their performance.

Signal Region Mask

A blinding proposal [86] was accepted by the collaboration in early 2006 that detailed

the method of masking the signal region in WIMP search data. The highlights of this

proposal include:

• Using only stable quantities so that there are no dependences on other cuts or

derived quantities that may be changed over the course of the analysis through

more detailed energy calibrations, position corrections, and studies

• Performing persistent checks that the signal regions is masked as intended

• Producing an auditable trail of any and all changes to the signal mask

In addition to these general blinding guidelines the proposal outlined the guide-

lines for creating the actual cut that masks the signal region in WIMP search data

(also known as the blinding cut). This procedure was used in the blinding cut devel-

opment and is discussed in Section 5.2.2.

Statistically Independent Data Samples

Besides masking the signal region in WIMP search data, using statistically indepen-

dent data samples to create and test cuts adds an additional means for the analysis

to remain unbiased. Cuts used to define the signal region, including recoil bands and

phonon timing, were all developed using the extensive calibration data sets taken

with 133Ba and 252Cf sources (Section 4.5). Two statistically independent samples

of the 133Ba gamma calibration data were created by placing every other event into

each set. One sample was identified to be “open” and used for creating analysis cuts
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while the other was designated as “closed” and used for checking cut performance

and calculating efficiencies.

The following analysis procedure was discussed and adopted in February 2007

[87, 88]:

1. Define data selection cuts

• Ensure that the performance of all data selection cuts is checked

2. Define all cuts to identify the WIMP signal region using californium and open

barium calibration data

• Estimate the expected phonon timing cut leakage (Section 5.4.6) for the

closed barium data

• All cuts must be reviewed

• Comprehensive documentation should be completed

3. Apply cuts to the closed barium calibration data in order to verify performance

and calculate efficiencies

• Count the actual number of leakage events (background events that are

not rejected) for the different cuts and compare with the estimated number

of leakage events

• Determine where discrepancies between the numbers of estimated and mea-

sured leakage events come from

• Estimate the discrimination power or “passage fraction,” ratio of the num-

ber of events in the 2σ nuclear recoil band to the total number of events,

for the analysis cuts on the barium data

• Estimate systematic uncertainties between barium and WIMP search data
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4. Look at the non-masked WIMP search data, especially the surface events below

the electron recoil band and above the masked signal region in the plot of

ionization yield as a function of phonon recoil energy (similar to Figure 2.13),

to do a final check that the cuts were created and are performing correcting

• Count the actual number of leakage events for the different cuts

• Determine where discrepancies between these leakage events and the pre-

dicted barium passage fractions come from

• Estimate the expected sensitivity for all cuts

• If multiple techniques were used to create several versions of a cut, decide

on the best cut to be applied to the signal region based on the expected

sensitivities

5. Apply cuts to the WIMP search blinded signal region to determine the number

of candidate events

5.2.2 Blinding Cut

The blinding cut [89, 90] was developed by following the prescription in the blinding

proposal to mask the signal region in the WIMP search data. Events masked by

this cut satisfy the following criteria, a simplified and conservative version of the

WIMP-search analysis:

• Veto-anticoincident: there is no signal in the veto panels immediately preceding

the event trigger

• Event in the inner ionization electrode: the amplitude of the energy measured

in the outer ionization electrode is consistent with noise

• Energy range: the measured phonon recoil energy is between the detector’s

analysis threshold and 130 keV

89



• Ionization yield: lies within the 3σ nuclear recoil band

• Multiplicity: the event was a “single” event, meaning that the phonon energy

in all but one detector was consistent with noise

As decided upon in the blinding proposal, this cut follows the same form as the

blinding cut used for the previous Soudan 2-tower analysis with one main difference.

The Run 123 and 124 blinding cut relies solely on uncalibrated, raw quantities so

that it remains self-consistent despite any changes during the analysis process, such

as variations in energy calibrations and the addition of position correction.

The blinding cut was developed using barium and californium data taken between

October 2006 and January 2007 [91, 92] and processed during the first round on the

SAC. The cut was finalized and in use by the end of January 2007.

5.2.3 Blinding Implementation

The WIMP search signal region in the Run 123 and 124 data was masked using

the blinding cut, which was applied during the final processing of the WIMP search

data at Fermilab. Therefore the data in the official data distribution was blinded.

Data checks confirmed that this blinding was implemented correctly and that the cut

worked as constructed [90, 93, 94].

One of the final checks found that there were single-scatter events in the nuclear

recoil band of the WIMP search data, even after applying the blinding cut. These

events were not masked because the multiplicity criteria in the blinding cut was not

as strict as the final singles cut (Section 5.4.3) during noisy data periods. In order to

maintain blindness these events were not studied until after the analysis was complete.

As a precautionary measure a secondary blinding cut was created. This secondary

cut used the final 3σ nuclear recoil band and singles cut definitions and was applied

when looking at WIMP search data prior to unblinding the signal region.
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5.3 Data Quality Cuts

During the data analysis there are two general classes of cuts created, those that

pertain to data quality and those that identify the WIMP signal region. Data quality

cuts are crucial to maintaining a zero background experiment. They are necessary for

use in calibration data so that the signal region can be defined using the most accurate

information and in WIMP search data to ensure appropriate stability. These cuts

are based on detector pathologies and systematic performance studies. This section

describes some of the data quality cuts created for the Run 123 and 124 analysis.

5.3.1 Detectors Problems

During Runs 123 and 124 some detectors suffered poor performance: three germa-

nium detectors due to fundamental readout failures which resulted in partial loss of

functionality, one silicon detector with an unstable phonon channel, and two silicon

detectors that never achieved sufficient neutralization. In addition, during Run 124

two germanium detectors suffered poor performance due to inadequate neutralization.

These detectors were excluded from the analysis as detectors used to look for WIMP

interactions. However, these detectors were included in the analysis as multiplicity

veto detectors.

A summary of the detectors excluded in both Runs 123 and 124 is listed below:

• T1Z1 (germanium) because it only had one working phonon channel and no

working LEDs

• T1Z3 (germanium) because the outer ionization electrode could not be biased

• T1Z6 (silicon) because it had no working LEDs and could not be neutralized

(without strong source baking)

• T2Z6 (silicon) because it had no working LEDs and could not be neutralized

(without strong source baking)
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• T3Z1 (silicon) because it had an unstable phonon channel

• T5Z2 (germanium) because the inner ionization electrode could not be biased

In Run 124 T2Z5 (germanium) and T3Z6 (germanium) were not used as WIMP

search detectors due to poor neutralization.

5.3.2 Detector Pathologies

There are several known pathologies that affect some detectors impacting their per-

formance. The effects of these pathologies were studied and resulted in specific cuts

to reject affected events.

Holiday islands

“Holiday islands” [95, 8] are areas near the outer edge of the inner ionization elec-

trode that fall under uninstrumented regions on the phonon side that are electrically

floating instead of being grounded. While this is not a problem for the ionization

readout, it leads to different crosstalk properties between the inner and outer ioniza-

tion electrodes for these events as opposed to other Qinner events. In particular this

leads to the misidentification of holiday island electron recoil events as low ionization

yield events. Holiday island events only appear in Tower 1 and Tower 2 because de-

tectors fabricated at later times have the uninstrumented phonon regions grounded.

An ionization crosstalk data quality cut appropriately corrects these events.

T3Z2 floating segment

During the analysis of Run 123 and 124 data it was discovered that T3Z2 had an

anomalously high population of low yield events in phonon channels C and D (Fig-

ure 5.1a), [96, 15]. Upon further investigation, these events were found to lie along

an arc at the outer detector rim (Figure 5.1b). This is likely due to a region of

disconnected TESs where the floating metal distorts the local electric field. Events
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occurring in phonon sensors C and D in this detector were removed from the WIMP

search analysis.

(a) (b)

Figure 5.1: (a) Delay plot for T3Z2 highlighting neutrons (green) and low-yield events
(black, with blue and red indicating phonon and ionization face selections). (b) Phonon
partition plot for T3Z2 illustrating the bad detector region at the right. Black points
show inner ionization electrode events, blue outer ionization electrode events, and magenta
events shared between the two electrodes. The right half of this detector is excluded from
the WIMP search analysis.

Pucker on T5Z1 channel D

T5Z1 channel D has a distortion in delay and phonon partition plots (Figure 5.2)

which affects the phonon timing distribution. This section of the detector was not

included in the WIMP search analysis so that it would not impact phonon timing

discrimination.

5.3.3 Stable Tuning

Official WIMP search data began on October 21, 2006. However a few detectors had

changes made to their TES tuning between this official start date and the end of

October. To ensure stable performance, detectors which had tuning changes were

excluded from the WIMP search analysis until the final tuning was established.
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Figure 5.2: Phonon delay (left) and partition plot (right) for T5Z1 illustrating the distor-
tion in channel D (top right).

5.3.4 Stable Performance

To ensure stable detector performance there were a number of studies performed [15].

These included evaluating

• Ionization channel goodness of fit (chi-square)

• Phonon pre-pulse baseline

• Ionization pre-pulse baseline

• Glitches in signal traces

• Trigger stability

• Phonon and Ionization noise

• Phonon bandwidth

• Trigger information

In addition to the individual studies, KS tests (discussed in Section 4.6.4) evaluated

a number of diagnostic detector distributions. The information from the individual

analyses and the KS tests resulted in data quality cuts which removed specific de-

tectors during particular periods of time when they were not performing with the

expected stability.
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5.3.5 Neutralization

During the analysis of the first Soudan 5-tower data, quantitative analyses looking at

neutralization stability, in both barium calibration and WIMP search data, through-

out Runs 123 and 124 were completed. The results of these analyses were used to

produce a data quality cut removing poorly neutralized data. The Run 123 and 124

analysis was the first time this type of quality cut was developed, however the moti-

vation for creating this cut came from the previous Soudan 2-tower analysis results.

When the Soudan 2-tower data from, Run 119, was unblinded there was one

candidate event [76]. This event was scrutinized to determine whether it was a true

candidate WIMP-induced nuclear recoil. Through this scrutiny it was discovered that

the candidate event was part of a data set suffering poor neutralization for a period of

a few hours prior to an LED flash (Figure 5.3) and should have been removed from the

analysis [19, 76]. This showed the importance of developing improved neutralization

monitoring (discussed in Sections 4.6.6 and 6.3.3) and the benefit of applying a specific

neutralization data quality cut.

Despite knowing that a neutralization cut was needed at the beginning of Run

123 there was not a good, quantitative method for selecting those data sets. Since de-

tectors become poorly neutralized after being biased too long without neutralization,

the first pass at the neutralization cut was to remove WIMP search data sets that

hadn’t been neutralized with an LED flash for 20 or more hours and WIMP search

data sets that occurred after barium calibration data sets with more than 100,000

events when there was no LED flash between the two [97, 98].

After additional studies a quantitative figure-of-merit, the fraction of low yield

events, was found to trace detector neutralization. This resulted in quantitative

studies of neutralization stability in barium calibration [20], and WIMP search [99,

100] data. Both of these analyses calculated the fraction of low yield events for each

data set and found the mean fraction of low yield events for each detector (where the
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(a) (b)

Figure 5.3: Both of these plots show ionization yield as a function of time for T2Z5 during
the Run 119 data set with the candidate event that exhibited poor neutralization. (a)
Shows WIMP search data only. The blue crosses are single events, black crosses are 7-
10 keV events passing all cuts except phonon timing, the red cross is an event above the
phonon analysis threshold passing all cuts except phonon timing, and the red cross with a
circle around it is the candidate event. From [19]. (b) Shows WIMP search data (black)
along with barium data (green) for comparison with well neutralized data as a function of
time.

mean was based on all the data). Data sets whose fraction of low yield events was

2σ above the mean, where σ is the binomial error on the fraction of low yield events

for each individual data set, were tagged (Figure 5.4a). In addition to calculating

the fraction of low yield events for each barium calibration data set, the fraction

of low yield events was calculated for 100,000 event bins from tagged barium sets

(Figure 5.4b). This allowed tagged barium data sets to undergo further study to

determine whether the entire set suffered from poor neutralization or if only parts of

it did. If the end of a barium data set suffered poor neutralization only that part was

removed from the analysis rather than the entire data set.

By comparing the data removed based on the time since last LED flash and

fraction of low yield event analyses, it was discovered that the time since last LED

flash was more conservative than needed and the fraction of low yield events provides

a more precise means of identifying poorly neutralized data sets.
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(a) (b)

Figure 5.4: Illustrations of the neutralization stability analyses using the fraction of low
yield events. In both of these plots points in red are tagged as poorly neutralized and the
horizontal dashed magenta line is the mean fraction of low yield events. (a) This plot shows
the fraction of low yield events computed for each Run 123 and 124 barium data set as a
function of time. (b) Plotted here is the fraction of low yield events for a single barium
data set in 100,000 event bins. From [20].

After comparing the results of the three separate techniques for developing the

Run 123 and 124 neutralization cut [101], a single cut [102] was created to remove:

• Entire WIMP search data sets that were tagged in the WIMP search neutral-

ization stability analysis

• Entire or partial barium calibration data sets that were tagged in the barium

calibration neutralization stability analysis

• Periods of time exhibiting poor neutralization, identified as periods of time

where the majority of barium calibration data sets were tagged in the barium

calibration neutralization stability analysis

• WIMP search data sets that were tagged in the analysis looking at the time since

last LED flash and which occurred after a poorly neutralized barium calibration

data set (as defined in the barium calibration neutralization stability analysis)
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Since one of the reasons for creating the neutralization cut during the Run 123

and 124 analysis was to prevent a candidate event like that in the Run 119 analysis,

a neutralization cut was created for the Run 119 data, using the same method as the

Run 123 and 124 cut, to verify that the method satisfied that goal. Indeed, when

applied to the Run 119 data, the “Run 119” neutralization cut did remove the data

set containing the candidate event (Figure 5.5) [103].

(a) (b)

Figure 5.5: Plots showing the results of applying the “Run 119” neutralization cut to the
T2Z5 data. Red points are tagged as being poorly neutralized. The candidate event was in
the red data set in the middle of June. (a) Like Figure 5.4a, this plot shows the fraction of
low yield events computed for each Run 119 WIMP search data set as a function of time.
(b) Plotted here is another way of looking at the same data. This shows the probability of
a data set having the observed number of low yield events based on the expected number.

After unblinding the data from Runs 123 and 124 there was a study to determine

the effect of the neutralization cut on the analysis [102]. This study showed that

the Run 123 and 124 neutralization cut removed approximately 0 to 5% live time

for each detector, except for T3Z6 which showed signs of losing neutralization faster

than the other detectors and therefore had more data removed. The Run 123 and 124

neutralization cut did not remove any candidate events from this analysis (though

it did remove several events that passed all cuts except phonon timing). While the

cut did not remove any events, it provides an explicit check that removes potential

backgrounds due to poor neutralization. The fact that no events were removed by
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the neutralization cut also indicates improvements in the quality of data taken and

quality cut development.

While reviewing the Run 123 and 124 neutralization cut there were discussions on

improving the method of tagging poorly neutralized data sets for future analyses. In

the Run 123 and 124 cut, data sets were tagged when the fraction of low yield events

was 2σ above the mean, as calculated using all the data sets in the study (Figure 5.6a).

The concern with this implementation was that σ was calculated individually for each

data set based on the error of that data set’s fraction of low yield events. An alternate

method of tagging poorly neutralized data sets is to calculate the probability of a data

set having greater than, or equal to, the number of observed low yield events, N, given

the expected number of low yield events (calculated given the mean fraction of low

yield events and the total number of events in the data set) and then place a cut on

this probability distribution (Figure 5.6b). A third way to create the neutralization

cut is to use the absolute fraction of low yield events and cut all data sets whose

value is above a set threshold (Figure 5.6c). After comparing these different ways

of selecting poorly neutralized events, I decided to set future cuts on the probability

distribution. This technique takes the data set statistics into account and selects only

the most poorly neutralized outlier data sets rather than some set percentage of the

worst, as would be the case when using the absolute fraction of low yield events [104].

To make the development of future neutralization cuts faster and easier, the code

used to do the Run 123 and 124 neutralization analysis was improved and automated.

This automated code calculates and saves the fraction of low yield events for every

barium calibration and WIMP search data set as well as the fraction of low yield

events for every 50,000 barium calibration events. After calculating all of these values

the code calculates and plots the mean fraction of low yield events for each detector

and tags data sets which have a low probability, less than 10−10, of having the observed

number of low yield events (given the expected number). This information is saved

and used to create the neutralization data quality cut.
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(a)

(b) (c)

Figure 5.6: Plots comparing the different methods of looking at data from the neutraliza-
tion analysis. In all of the plots the red points were tagged as poorly neutralized based on
the method used in the Run 123 and 124 neutralization cut. (a) Like Figures 5.4a and 5.5a,
this plot shows the fraction of low yield events computed for each WIMP search data set as
a function of time. (b) Like Figure 5.5b, this is another way of looking at the same data.
This shows the probability of a data set having the observed number of low yield events
based on the expected number. (c) A histogram of the fraction of low yield events for all
of the WIMP search data sets. This does not take statistical variations into account.
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5.4 Science Cuts

The “science” cuts described in this section are those cuts used to identify the WIMP

signal region. These cuts are defined using half of the calibration data taken through-

out Runs 123 and 124. The cut performance is verified and the efficiency calculated

using the second half of the calibration data.

5.4.1 Veto

Nuclear recoils due to cosmic-ray induced muon activity are rejected by applying a

veto cut [21] to the data. This cut rejects events with a signal in the active muon

veto shields (Section 3.4) surrounding the Soudan icebox. To maintain sufficient

background rejection and adequate cut efficiency, events are removed when there is:

• A veto trigger within 50 µs before the detector trigger

• A reconstructed energy in the veto above a set threshold anywhere in the -180

to +20µs window around the detector trigger for which veto pulses are recorded

The veto energy threshold used in the cut was set for each panel to maximize the

muon detection efficiency while minimizing dead time caused by gamma interactions.

Figure 5.7 shows an energy deposition histogram of 1 million Run 123 events for one

of the top veto panels along with the cut position identifying the threshold near the

upper edge of the gamma distribution and well below most muons.

5.4.2 Thresholds

To maintain acceptable discrimination at all energies there is a lower threshold placed

in the analysis. This avoids performance degradation due to noise at low energies.
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Figure 5.7: An energy deposition histogram of 1 million Run 123 events for one of the top
veto panels along with the cut position. The dashed green vertical line is the 50 pC mark
were the threshold was previously set for an old version of this cut and the red dashed is
were it is now set for the Run 123 analysis. From [21].

Ionization Thresholds

The ionization threshold is set so that events whose ionization signal is consistent with

noise are rejected. This ionization threshold is based on a gaussian fit of randomly

triggered events at the 4σ upper edge of the Qinner noise blob (Figure 5.8a) [22].

Since there were variations in the ionization resolution with time throughout Runs

123 and 124 (Figure 5.8b), the Qinner noise blob was evaluated for every data set [23].

The final ionization threshold used in the analysis was defined as the maximum of

the overall 4σ and the run-dependent 4σ upper edge of the Qinner noise blob.

Phonon Thresholds

Since the phonon noise is lower than the ionization noise, the phonon threshold is set

in phonon recoil energy to satisfy the following conditions:

• The surface event rejection cut must have significant efficiency
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Figure 5.8: (a) T1Z2’s noise blob in phonon and ionization energy from the random trig-
gered events in the Run 123 data along with the gaussian fit to the Qinner noise blob that
was used in the ionization threshold cut. From [22]. (b) The ionization energy resolution
for Tower 1 as a function of time during Run 123. From [23].

• The ionization threshold cut and the edge of the electron recoil band must not

eliminate the nuclear recoil band

• There must be a significant population of surface events on which to characterize

the cut, particularly the systematic error in the background leakage

Table 5.1 shows the phonon recoil energy thresholds, imposing a mandatory min-

imum of 7 keV for silicon and 10 keV for germanium detectors [105].

Detector Tower Tower Tower Tower Tower
Number 1 2 3 4 5
Z1 7 10 10
Z2 10 7 10 10
Z3 10 7 15 7
Z4 10 7 10 10 10
Z5 10 10 15 10 10
Z6 10 10 20

Table 5.1: Phonon recoil energy thresholds (in keV) for the Run 123 and 124 analysis.
Germanium detectors are in bold.
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5.4.3 Event Multiplicity

Since the WIMP interaction cross section is extremely small, WIMPs are not likely

to interact multiple times. The requirement that any candidate event interact only

once, otherwise known as a single scatter, allows a further level of rejection against

backgrounds that multiple scatter.

In the Run 123 and 124 analysis an event is defined as a single scatter if it shows

significant energy in one and only one detector. Specifically, a single-scatter event

has a phonon recoil energy greater than 6σ of that detector’s phonon recoil noise blob

while all other detectors have a phonon recoil energy less than 4σ of their phonon

recoil noise blob [106]. Even though some detectors are not suitable for use as WIMP

search detectors, all detectors are used to identify single-scatter events.

After creating this singles cut it was discovered that the cut efficiencies had sig-

nificant fluctuations with time and were generally much lower than expected [107].

This was due to variations in phonon resolution and noise (Figure 5.9), [23]. While

this does not have a dramatic effect on detector performance, it does on the singles

cut. Periods of poor resolution and higher noise, on even a single detector, cause

the energy in that detector to appear higher than the 4σ phonon recoil noise blob

and therefore look like a multiple scatter. To resolve this issue an approach was

taken similar to that in defining the ionization thresholds (Section 5.4.2). Rather

than calculating the phonon recoil noise blobs once for the entire analysis, they were

calculated individually for every data set. Defining the 6σ and 4σ thresholds for

each data set reduced the impact of the phonon resolution and noise instabilities. To

veto multiple-scatter events, ionization signals, above the analogous 4σ thresholds,

were used along with the phonon recoil signal for four detectors with relatively poor

phonon performance (T1Z1, T3Z1, T5Z5, T5Z6) [108].
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Figure 5.9: The mean of the phonon energy noise blob for Tower 1 as a function of time
during Run 123. Note how the mean varies with time, especially for Z4. This caused many
single-scatter events to appear as multiple-scatters during periods of high noise in the initial
singles cut. From [23].

5.4.4 Fiducial Volume

Events near detector surfaces suffer from incomplete ionization collection. This in-

complete ionization collection is caused by the electric field terminating on detector

walls, intrinsic and space-charge induced distortions in the electric field configura-

tion, and poor phonon sensor coverage. To maintain discrimination power a fiducial

volume is defined within the detector. The cuts identifying the fiducial volume reject

events at large detector radius.

Ionization Guard Ring

By design, the primary fiducial volume cut takes advantage of the energy information

collected in both the inner and outer ionization electrode. Events where the Qouter

energy is consistent with noise, at the 2σ level, are in the detector’s fiducial volume

[109].
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Phonon Manifold

An additional fiducial volume cut based on the combination of information from the

outer ionization electrode and phonon channels was developed for the Run 123 and

124 analysis [24]. This new cut removes events that are miscorrected during phonon

position correction due to degeneracies. Position correction is necessary to remove

position dependent variations in discrimination quantities [18]. However this cor-

rection has degeneracies because the phonon partition and delay parameters, which

identify event location, are not single valued. However, a combination of these pa-

rameters breaks most of the degeneracy, although some remains especially at high

radius. This does not cause a problem except when a high radius event is position

corrected along with low radii events (Figure 5.10). The differences in the phonon

timing distributions for these two event classes can cause significant changes to the

corrected values. This can allow high radii surface events to pass the phonon timing

cut and not be rejected.

To remove miscorrected outlier events this cut uses the Qouter event population

as a tracer for the high radius region of the detector. This population of events is

compared with the phonon position correction information. Events within a radius,

R, of a Qouter event are excluded from the analysis. The radius R was set on a detector

by detector basis to remove a large fraction of outlier events while minimally affecting

nuclear recoil efficiency.

5.4.5 Ionization Yield

As discussed in Section 2.5, ionization yield is the ratio of ionization to phonon recoil

energy and is the primary discrimination parameter between bulk electron and nuclear

recoil events. A WIMP candidate event must satisfy two criteria based on ionization

yield determinations:

• The event’s ionization yield must lie within the 2σ nuclear recoil band
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Figure 5.10: A slice of the phonon position manifold, phonon partition radius vs. delay
radius, for T1Z5. The colors indicate values of the primary phonon risetime value. The
star is a timing outlier event and the black circles show this event’s nearest neighbors used
during the position correction. This illustrates an example of mixing high (red and yellow)
and low (blue) radius events during correction. From [24].

• The event’s ionization yield must be less than the lower 3σ edge of the electron

recoil band

The electron and nuclear recoil bands are calculated for each detector based on

the 133Ba gamma (Figure 5.11a) and 252Cf neutron (Figure 5.11b) calibration data

sets taken throughout Runs 123 and 124. After data selection cuts are applied to

the calibration data, the data is binned in phonon recoil energy and gaussian fits of

ionization yield are made for each bin. The means and sigmas are then fitted as a

function of phonon recoil energy to define the recoil bands [25].
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(a) (b)

Figure 5.11: Both of these plots show ionization yield as a function of phonon recoil
along with the calculated electron (red) and nuclear (blue) recoil bands for the germanium
detector T1Z5. The dashed points represent the center of the electron and nuclear recoil
bands while the solid lines denote the 2σ bands. (a) Black points are events from 133Ba
gamma calibration data sets. (b) Black points are events from 252Cf neutron calibration
data sets. From [25].

5.4.6 Phonon Timing

To remove surface events, especially those that are not rejected by the ionization yield

cut due to poor ionization collection (Section 2.6.1), a cut based on phonon timing is

applied. The cut developed for Runs 123 and 124 [26] was based on the R119 Soudan

2-tower cut [110] using the primary phonon delay and risetime (Section 2.6.1).

There are two parts to the Run 123 and 124 phonon timing cut, the consistency

and discrimination cuts (Figure 5.12). The consistency cut requires the difference

between the phonon delay and risetime to be consistent with the neutron calibration

population within 4σ. The discrimination part of the cut defines the sum of the

phonon delay and risetime as the “timing parameter.” WIMP candidate events must

exceed a minimum timing parameter value. This threshold is determined for each

detector to allow a passage fraction of no more than 0.3% for surface events from the

133Ba calibration data in order to obtain an estimated background, due to surface

events, of less than one event in the full WIMP search exposure.
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Figure 5.12: Phonon delay as a function of risetime for T1Z5 neutron (green) and surface
(red) events. The acceptance region for bulk nuclear recoil events is defined to the upper
right of the blue dashed line and between the black dashed lines. Surface events that pass
the timing cut are represented by the circled red dots. From [26].

5.5 Analysis Exposure

The Run 123 and 124 analysis used the detectors listed in Tables 5.2 and 5.3 to

look for WIMP interactions. As discussed in Section 5.4.3 all 30 detectors were used

as veto detectors to identify single-scatter events. The analysis includes a smaller

subset of Run 124 detectors due to time constraints placed on the analysis by the

collaboration as to when the results should be presented and the decision to include

Run 124 with Run 123 for this analysis. Run 124 detectors not selected to be used as

WIMP search detectors were not necessarily bad or poorly performing. To meet the

collaboration-imposed time constraints this analysis only includes Run 124 detectors

which were in a state very similar to what they were during Run 123 so that creating

a new set of cuts was not necessary for incorporating the two runs together.

The total live time of the Run 123 and 124 WIMP search analysis, after all data

quality cuts, was [15]:

• Germanium : 421.43 kg-d
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T5Z1
T1Z2 T2Z2 T3Z2 T4Z2

T2Z3 T3Z3 T4Z3 T5Z3
T1Z4 T2Z4 T3Z4 T4Z4 T5Z4
T1Z5 T2Z5 T3Z5 T4Z5 T5Z5

T3Z6 T4Z6

Table 5.2: The 15 germanium and 6 silicon Run 123 detectors included in the analysis.
Germanium detectors are bold.

T1Z2
T4Z3

T2Z4 T4Z4 T5Z4
T1Z5 T4Z5 T5Z5

T4Z6

Table 5.3: The 7 germanium and 2 silicon Run 124 detectors included in the analysis.
Germanium detectors are bold.

• Silicon : 53.47 kg-d

The total efficiency, as a function of phonon recoil energy, of the science cuts in

the Run 123 and 124 germanium [17] and silicon [27] WIMP search analyses is shown

in Figure 5.13.

(a) (b)

Figure 5.13: The efficiency of the R123 and 124 (a) germanium and (b) silicon WIMP
search analysis as a function of phonon recoil energy. Curves represent the total efficiency
after the subset of cuts described in the caption were applied to the data. From [17] and
[27].

In order to compare multiple experiments with different exposures and efficiencies

the spectrum-averaged exposure for a given WIMP mass is calculated. This takes an
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experiment’s live time and efficiency function into consideration. For this analysis the

spectrum-averaged exposure for a 60 GeV/c2 WIMP is 119.9 kg-d for the germanium

detectors and 25.9 kg-d for the silicon detectors [15].

5.6 Background Estimate

Before looking at the WIMP signal region it is critical to understand the experimental

backgrounds. For CDMS the two main backgrounds to consider are nuclear recoil and

surface events.

5.6.1 Nuclear Recoil Background Events

Nuclear recoil backgrounds are the most dangerous to a WIMP dark matter search

because they cannot be distinguished from WIMP interactions. The major sources of

nuclear recoil backgrounds are from neutrons generated through cosmic ray interac-

tions or radioactive decays. As discussed in Chapter 3 the experimental location and

setup is designed to minimize these types of interactions in the detectors. Detailed

studies and simulations of these backgrounds have been carried out to estimate their

impact on the sensitivity [111, 110, 60].

Cosmogenic neutrons are generated by energetic cosmic ray induced muons. The

most dangerous cosmogenic neutrons have energies in the MeV range and can produce

nuclear recoils in the ZIP detectors with keV energies, the same energies expected

from a WIMP interaction. Monte Carlo simulations of the CDMS background due

to these neutrons have been performed using the GEANT 4 and FLUKA + MCNP

packages. Analysis of these results predict <0.1 single-scatter veto-anticoincident

cosmogenic neutron in the Run 123 and 124 exposure. The simulations were cross

checked by comparing their predictions with the Run 123 and 124 data looking at

veto-coincident nuclear recoil events. The predicted number, based on simulations,

was consistent with the number seen in the data [60].
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Another source of MeV energy neutrons is from radioactive processes, particularly

through spontaneous fission and (α, n) reactions. To estimate the background from

these radiogenic neutrons it is necessary to understand material contamination [112]

and experimental geometry and perform Monte Carlo simulations [113]. Based on

these studies the expected radiogenic neutron background is <0.1 event in the Run

123 and 124 data [114].

5.6.2 Surface Events

While the cuts applied to the WIMP search data sets were designed to reject surface

electron recoil events there remain some outlier events which are misclassified as nu-

clear recoils. The background due to these misclassified surface events was estimated

based on the combination of several methods [15]. All of these methods calculated

the ratio ri, the fraction of events passing the timing cut to those failing, for each

detector. Once ri is known the estimated number of surface events falling in the

nuclear recoil band mimicing a WIMP signal is calculated by multiplying ri by the

total number of events failing the timing cut.

The surface event background for internal detectors was estimated using two meth-

ods. The first method calculated ri by looking at the multiple-scatter events within

the nuclear recoil band. While this class of events should have the same ionization

yield distribution as events within the signal region the statistics are poor. To in-

crease statistics for determining ri the timing cut performance of multiple-scatter

events outside of the nuclear recoil band were considered. Although this event pop-

ulation increased the statistics there were additional differences between it and the

singles distribution, particularly in ionization yield. These differences were accounted

for in the ri calculation based on the results of systematic studies between the multiple

and single event distributions.

Detectors at the end of a tower have only one face adjacent to a neighboring
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detector. This presents additional complications in calculating ri due to the difference

between single- and multiple-scatter events across the two detector faces. The exterior

detector face only has single-scatter surface events making it impossible to determine

which detector face these events occurred on. For these detectors ri is calculated

based on the multiple-scatter events within the nuclear recoil band (on the internal

detector face) and weighted by the inferred division between the two faces.

Based on these methods the surface event background was estimated to be:

• Internal Ge surface event background: 0.26+0.18
−0.11(stat)+0.11

−0.10(syst)

• External Ge surface event background: 0.29+0.41
−0.20(stat)+0.3

−0.1 (syst)

• Total Ge surface event background: 0.59+0.49
−0.27(stat)+0.32

−0.15(syst)

• Total Si surface event background: 1.08+0.93
−0.56(stat)±0.12 (syst)

5.7 Unblinding

After all cuts and leakage estimates were finalized the WIMP search data were un-

blinded. Due to the time constraints placed on the Run 123 and 124 analysis, that

were discussed in Section 5.5, the germanium and silicon detectors were unmasked

separately. For both the germanium and silicon data, prior to looking into the signal

region the conservative blinding cut was removed so that the number of single-scatter

events failing the phonon timing cut, and therefore not signal events, could be com-

pared with expectations. This step allowed for a final verification that all cuts, espe-

cially data quality, were applied correctly and performed as expected. After checking

that the number of single-scatter events failing the phonon cut were consistent with

expectation (Table 5.4), the phonon timing cut was applied.

The germanium detectors used for the WIMP search analysis, as listed in Sec-

tion 5.5, were unblinded on February 5, 2008 and the internal silicon detectors were
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Detector Tower Tower Tower Tower Tower
Number 1 2 3 4 5
Z1 18±10 (30)
Z2 1.4±0.5 (9) 6.8±3.0 (6) 3.2±0.8 (1) 3.6±0.9 (4)
Z3 2.4±0.7 (5) 7.1±3.1 (9) 5.0±2.3 (2) 11.2±4.7 (10)
Z4 6.5±2.9 (7) 6.8±3.0 (14) 3.5±0.9 (4) 5±1.1 (3) 5.8±1.3 (3)
Z5 4.3±1 (8) 4.3±1 (2) 2.2±0.6 (0) 4.4±1 (5) 3.8±0.9 (4)
Z6 4.5±1.7 (6) 14±4 (13)

Table 5.4: The predicted number of single-scatter events failing the phonon timing cut
along with the observed number in parentheses. Germanium detectors are bold.

Figure 5.14: Ionization yield as a function of phonon recoil energy for the Run 123 and
124 germanium WIMP search data. These plots focus on the nuclear recoil band region.
Events in the top plot pass all cuts except ionization yield and phonon timing while events
in the bottom plot include all cuts. From [17].

unmasked on December 3, 2008. No signal events were observed in any detector, as

illustrated in Figure 5.14 for the germanium data.

5.8 Results

Based on the null results from the first 5-tower Soudan germanium and silicon detector

data, upper limits can be placed on the WIMP-nucleon cross section. The upper

limits assume the standard halo model: including a Maxwellian velocity distribution,
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characteristic velocity of 270 km/s, and local density of 0.3 GeV/c2.

Figure 5.15 shows the 90% confidence level upper limits on the spin-independent

WIMP-nucleon scattering cross section for the first 5-tower Soudan data along with

previous CDMS results. The dashed curve shows the results from this analysis and

the dot-dashed curve represents the reanalysis of the Soudan 2-tower data from Runs

118 and 119 [8]. Combining all the Soudan data produce the results shown by solid

curves. The results from the germanium combined results are 3.4 times stronger than

the previous Soudan 2-tower results at the curve minimum while the silicon results

from the Run 123 and 124 5-tower data is 3 times stronger than Soudan 2-tower

results at the curve minimum.

Figure 5.15: 90% confidence level upper limits on the spin-independent WIMP-nucleon
scattering cross section as a function of WIMP mass for CDMS-II germanium (black) and
silicon (gray) data showing the results of the Soudan 2-tower reanalysis (dot-dash), the
5-tower analysis (dash), and the combination of the two (solid). Courtesy of Jeff Filippini,
from [28].

Figure 5.16 compares the CDMS combined germanium and silicon results from
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Figure 5.15 with the results from other leading dark matter experiments: including

EDELWEISS I [48], WARP [52], ZEPLIN III [51], and XENON10 [115, 50, 116]. The

CDMS combined germanium upper limit currently places the strongest constraints

on WIMP cross section for masses above 44 GeV/c2.

Along with these results Figure 5.16 shows three regions of WIMP parameter

space based on supersymmetric models [117, 118]. The light gray region at higher

cross sections represents the 3σ annual modulation detection by the DAMA/LIBRA

experiment [58] as interpreted within the standard halo model [119]. This region is

inconsistent with the results of all other dark matter experiments within this model

framework.

Figure 5.16: Like Figure 5.15, this shows the 90% confidence level upper limits on the
spin-independent WIMP-nucleon scattering cross section as a function of WIMP mass.
The curves represent the results from the combined CDMS Soudan data (solid black, ger-
manium, and gray, silicon), XENON10 (red dashes, red dots indicate the effect of the
newest scintillation yield measurements on the XENON10 result), ZEPLIN III (magenta
crosses), WARP (green triangles), and EDELWEISS (blue squares) while the shadded re-
gions indicate parameter ranges expected from the DAMA/LIBRA modulation result and
supersymmetric models. Courtesy of Jeff Filippini, from [28].
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Figure 5.17 shows the CDMS combined Soudan data results as interpreted for

spin-dependent WIMP interactions with 29Si and 73Ge isotopes. Figure 5.17a assumes

couplings to neutrons only and Figure 5.17b to protons only. Both of these figures

compare the CDMS combined results with those from other experiments: including

XENON10 [120], COUPP [10], KIMS, Super-Kamiokande [121], and DAMA/LIBRA

[58, 119]. As in Figure 5.16, these results are plotted along with regions representing

possible WIMP parameter space based on supersymmetric models [118].

(a) (b)

Figure 5.17: 90% confidence level upper limits on the spin-dependent (a) WIMP-neutron
and (b) WIMP-proton scattering cross section as functions of WIMP mass. The curves
represent the results from the combined CDMS Soudan data (solid black, germanium, and
gray, silicon), XENON10 (red dashes), Super-Kamiokande (blue triangles), KIMS (green
crosses), and COUPP (blue circles) while the shadded regions indicate parameter ranges
expected from the DAMA/LIBRA modulation result and supersymmetric models. Courtesy
of Jeff Filippini, from [28].
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Chapter 6

Neutralization

6.1 Introduction

To maintain good ionization-yield discrimination in each detector, charge trapping,

which leads to incomplete ionization collection, must be minimized. To reduce bulk

trapping by defects and lattice impurities, detectors routinely undergo neutralization.

During this process the detector is grounded and bombarded with energetic particles

(which CDMS calls “baking,” or, when used for short periods of time, “flashing”).

These particles create electron-hole pairs in the crystal which diffuse to neutralize

ionized impurities or recombine. Neutralizing ionized impurities causes these sites to

have a smaller trapping cross-section than if they were charged, therefore reducing

bulk trapping in the detector.

Operationally it is important to ensure and maintain proper detector neutraliza-

tion. Among other things this requires using the appropriate neutralization procedure

based on the detector location and circumstances, determining the optimal interval

between neutralization while taking data, and monitoring data quality. This chapter

discusses these operational aspects as well as recent tests which have increased our

understanding of neutralization.
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6.2 Neutralization Methods

There are several methods for generating the energetic particles used to bombard

the detector crystals during neutralization. The techniques that CDMS uses include

the use of LED photons, radiation from radioactive sources, and ambient background

radiation. Each of these methods is particularly well suited for certain circumstances

and each has its own set of variables to take into consideration. Depending on the

testing location, a combination of LED and source neutralization techniques should

be used together. The specific operational implementations of these methods are

discussed later in Appendix C.

6.2.1 LED Neutralization

From the beginning of CDMS ZIP detectors, LEDs have been used for detector neu-

tralization (Figure 6.1). These LEDs are mounted on the detector housing and the

emitted photons create electron-hole pairs in the detector crystal (for additional de-

tails on the CDMS LEDs, see Appendix A).

Figure 6.1: Close-up photo of LED mounted in CDMS ZIP detector housing. Picture and
annotations courtesy of Dennis Seitz.
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LEDs have historically been the primary method of neutralization in the CDMS-II

experiment and have done this job well. The use of LEDs does require some opti-

mization, especially in the Soudan set-up with many detectors. A fundamental con-

sideration is the effect of the LED generated heat load on the cryostat. This requires

a balance between achieving effective neutralization and minimizing the cryostat heat

load [122]. To achieve this, the number of LEDs used at one time and length of time

they are used is tuned. At the beginning of many of the Soudan 5-tower runs sys-

tematic studies were conducted to understand how the detectors become neutralized

and the effectiveness of different neutralization techniques. As discussed later in this

chapter, some of these tests focused on determining the appropriate LED settings to

achieve this balance between effective neutralization and heat load.

6.2.2 Strong Source Neutralization

Another technique for neutralizing detector crystals is to take advantage of ambient

background radiation (at the surface sites) or to use strong radioactive sources to

create electron-hole pairs in the detector crystal. The effectiveness of neutralization

using strong sources is discussed here.

The first time this technique was used in CDMS-II was at the end of Run 124

and the beginning of Run 125. This technique was suggested to supplement LED

baking, especially for detectors that had no working LEDs due to equipment failures,

and was based on the neutralization procedure used in CDMS-I [123, 12] and by the

Edelweiss dark matter experiment. Using strong cobalt and cesium sources worked

remarkably well the first time they were used on the 5-towers of detectors at Soudan.

There were several silicon detectors that were not usable in the previous runs because

they had no working LEDs, and therefore were poorly neutralized, which were able

to be used in Run 125 after the strong source neutralization.

However, there are some issues involved with neutralizing using only strong sources.
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Figure 6.2: Plot showing a figure-of-merit of good neutralization (fraction of low yield
events) for Ge Boule B detector Z28 (T5Z4) for barium calibration data sets taken at
the beginning of Run 128. Each point represents a single data set and the vertical blue
lines represent when strong source neutralization occurred. Note how the fraction of low
yield events is high (indicates poor neutralization) after each strong source bake and then
becomes low (indicates good neutralization) due to LED neutralization.

Probably the most important issue is that for some detectors using strong sources

worsened the detector neutralization state (Figure 6.2). While this is not entirely

understood, the detectors made worse by strong sources were germanium detectors

made from the same boule (Boule B) of germanium. There are not many differences

in the germanium properties between Boule B and the other boules except for a slight

difference in the impurity concentration. Boule B has a higher impurity concentration

than the other boules by at least a factor of 2 (2.7×10+11 to 4.7×10+11 impurities

per cm3 as compared to 9.5×10+10 to 1.0×10+11 impurities per cm3 or 8.5×10+10 to

1.9×10+11 impurities per cm3). Despite these detector neutralization states worsen-

ing after using strong sources, performing a LED flash afterwards caused the detector

neutralization to return to a good state. It is interesting to consider whether this

phenomenon with the Boule B detector neutralization states points to an upper limit
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on the germanium impurity concentration which can be sustained with this type of

detector. To study this, future tests could be performed in a controlled experiment

comparing the neutralization states of crystals with different impurity concentrations.

6.3 Assessing Neutralization

To determine whether settings or procedures are effectively neutralizing a detector,

it is important to find a figure-of-merit that traces good neutralization. During

the Soudan 5-tower runs there was considerable effort put into finding this type of

figure-of-merit. One direction that was pursued was to find a feature in the charge

pulse shape that would indicate when the LEDs begin emitting photons and started

neutralizing the detector crystals. Another direction pursued was to determine a

quantitative figure-of-merit that could be used to compare detector neutralization

states. This section describes these studies.

6.3.1 Pulse Shapes

Despite the detector charge channels being grounded during LED neutralization, LED

pulsing induces coincident charge pulses. A series of studies were conducted at the

Case Western and UC Berkeley test facilities, as well as at the Soudan underground

site, which attempted to make a correlation between effective detector neutralization

and these charge pulses seen during LED pulsing. While this study collected many

pulses and observed some similarities, it did not find a clear connection in the charge

pulses between all the various detectors and LEDs. These charge pulses are messy

as they contain not only information from the LEDs and neutralization process, but

also from pick-up due to the GPIB commands and cross-talk. Figure 6.3 shows a

sample charge pulse (black) along with the FEB front panel voltage monitor trace

of the LED (red). The charge pulse begins coincident with the LED pulse starting

and shows a spike, in the opposite polarity as the initial pulse direction, coincident
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with the LED pulse ending. The spike coincident with the end of the LED pulse is

most likely due to GPIB pick-up or cross-talk. If the LED pulse is long enough, the

charge pulse often changes polarity and has a bump in it. This is possibly related to

the emission of LED photons, but this feature is not consistent between all detectors

and LEDs, so it is difficult to make a concrete conclusion.

Figure 6.3: Oscilloscope trace showing voltage as a function of time for a charge pulse due
to a LED flash (black) and the FEB front panel voltage monitor trace showing the voltage
through the LED (red).

6.3.2 Voltage Monitoring

The FEB warm electronics board has a test point on its front panel which can be

used to measure the voltage across the LED. Since each LED is unique, it would be

advantageous to correlate characteristic features in this voltage monitor trace (red

curve in Figure 6.3) with the time at which the LED provides effective detector

neutralization. Details on this voltage monitor trace can be found in Appendix A.

At the beginning of Soudan Run 127, a study involving a series of LED bakes was
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performed to make this connection between the voltage monitor trace and detector

neutralization via LEDs. Section 6.4.1 describes these results.

6.3.3 Low Yield Events

During the early Soudan 5-tower runs, one area where there was substantial effort

was to determine a quantitative method for monitoring the neutralization states of

the detectors. This is of particular importance for determining when a detector

has reached a fully neutralized state at the beginning of a run, for ensuring that a

detector maintains good neutralization throughout an entire run, and for verifying

that detector neutralization is consistent between multiple runs.

Prior to these quantitative techniques, the method for determining whether a de-

tector had reached a fully neutralized state was to do a series of LED bakes with

barium calibration data taken between each bake. Then, by looking at the charge

and yield distributions as well as several 2-D scatter plots (Figure 6.4), if the detector

properties have not changed between the last two barium calibration datasets, it is

considered to be neutralized. To monitor neutralization, KS tests of yield distribu-

tions were performed.

To determine a variable that traces detector neutralization states, several event

populations were studied. In the end, looking at low yield events has proven to

be a powerful method for establishing and comparing detector neutralization states.

Additionally, two other event populations, those of the detector “funnel” and “ear”

(Figure 6.5a), may also provide useful neutralization information. Scatter plots show

that these populations could give “coarse” neutralization information as they appear

to have a larger number of events when a detector has very poor neutralization

(Figure 6.5b). To be able to use these funnel and ear event populations, there would

need to be work on creating good, likely automated, cuts to select these events.

Looking at low yield events has proven to be a powerful quantitative tool for de-
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(a) (b)

(c) (d)

Figure 6.4: Histograms of charge (a) and ionization yield (c) and 2-D scatter plots of charge
(b) and ionization yield (d) as a function of detector y-position comparing the neutralization
states of two barium calibration data sets, one (blue) taken prior to any neutralization and
the other (red) after an initial LED bake.
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(a) (b)

Figure 6.5: 2-D scatter plots of ionization yield defined using only q-outer energy vs.
ionization yield defined using only q-inner energy. (a) The black events make up the event
population known as the “funnel” and the blue events to the left of the red (q-outer events)
make up the event population known as the “ear”. (b) Compares the neutralization states
of two barium calibration data sets, one (blue) taken prior to any neutralization and the
other (red) after an initial LED bake. Notice how the “funnel” and “ear” event populations
shift between the blue and red data sets.

termining and tracing detector neutralization states. The specific quantity studied is

actually the fraction of low yield events, or the ratio of the number of low yield (ion-

ization yield below the electron recoil band) events to the total number of events, for

each detector. Since this quantity is used at various times during the data processing

and analysis, and usually early in the analysis, there are relatively few cuts placed on

the data prior to calculating this ratio. Typically the only cuts placed on the data

are to place a loose energy range and select only Qinner events. These cuts are:

• total phonon energy >10

• Qinner ionization energy <500

• Qinner fiducial volume cut

In addition, the definition of low yield events is very general, usually between 0

<ionization yield <0.8. However, it is useful to use several different definitions of low
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yield events, such as:

• 0 <ionization yield <0.2

• 0.2 <ionization yield <0.4

• 0.4 <ionization yield <0.6

• 0.6 <ionization yield <0.8

in order to see very poor neutralization or fine changes in neutralization. These

various low yield event definitions tend to be especially useful when watching silicon

detectors go from an extremely poor neutralization state to a good one (Figure 6.6).

These various low yield event definitions can also provide information to determine

how neutralization changes and if there is something odd occurring in the detectors.

While the fraction of low yield events gives a quantitative measure of detector

neutralization states, it is still not particularly clear what the absolute value for a

perfectly neutralized detector is. Comparison between datasets and runs has been

particularly useful in ensuring good detector neutralization during the Soudan 5-tower

runs and has shown remarkably consistent neutralization states despite the different

neutralization procedures (Figure 6.7) [124].

From all of these studies, empirically the fraction of low yield events tends to be

between approximately 0.01 - 0.05 for detectors with good neutralization. However

this does vary somewhat by detector and would change if the low yield event definition

were changed or different cuts were used. Also, using the strategy of defining good

neutralization as when the yield distribution no longer changes after LED or strong

source baking does not give an absolute measure of detector neutralization. The fact

that the yield distribution, or fraction of low yield events, no longer changes could say

just as much about reaching the neutralization limit achievable with that technique

as about reaching the absolute good neutralization level.
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(a)

(b)

Figure 6.6: Like Figure 6.2, these plots show the fraction of low yield events as a function
of time. These plots are for Si detector Z15 (T3Z3) barium calibration data sets taken at
the beginning of Run 127. Each point represents a single data set and the vertical blue
lines represent when LED neutralization occurred. (a) uses the fraction of low yield event
definition of 0 <ionization yield <0.8. (b) uses the fraction of low yield event definition
of 0 <ionization yield <0.2. Note how the fraction of low yield events decreases after
fewer LED bakes using the low yield definition in (b). While this does not indicate good
neutralization, it shows that the LED neutralization is beginning to work and affect the
detector’s ionization collection.
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Figure 6.7: Like Figure 6.2, this plot shows the fraction of low yield events as a function of
time. This plot is for Ge detector Z28 (T5Z4) barium calibration data sets taken throughout
the Soudan 5-tower Runs 123 through 128. Each point represents a single data set and the
vertical blue lines represent the division between each of the runs. Despite a few outlier
data sets, the fraction of low yield events, and neutralization, remained fairly constant
throughout.

While the fraction of low yield events is a good neutralization tracer, it is notable

that neutralization is not the only detector phenomenon that affects this quantity.

Some specific examples include:

• Phonon channel changing states (Figure 6.8)

• Charge channel bias changes (Figure 6.9)

• “helium film” zero-charge events (Figure 6.10)

In these examples the fraction of low yield events change, but not due to neutralization

changes. Instead other external influences affect the ionization or phonon collection.

During the Soudan 5-tower runs this occurred when T3Z1 phonon channel A changed

states, T5Z2 charge bias was adjusted, and when there were zero-yield events caused

by helium films on the detectors.
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Figure 6.8: Like Figure 6.2, this plot shows the fraction of low yield events as a function
of time. This plot is for Si detector Z13 (T3Z1). Each point is a single data set and the
vertical blue lines represent times strong source neutralization occurred. Notice that the
fraction of low yield events was very high during the fifth data set. This correlates with a
change in T3Z1 phonon channel A state.

6.4 Optimizing running conditions

To most effectively neutralize detectors, one should optimize the procedures used.

This section highlights how some of these optimizations are determined and what the

most effective neutralization procedure should be comprised of.

6.4.1 LED Optimization

As discussed earlier, when using LEDs for detector neutralization, one must choose

appropriate settings which produce effective neutralization while minimizing the heat

load on the cryostat.

At the beginning of Run 127 there was a systematic study performed to better

characterize the LEDs and LED detector neutralization. This study focused on find-

ing a characteristic feature of a LED which corresponds to settings producing effective

130



Figure 6.9: Like Figure 6.2, this plot shows the fraction of low yield events as a function
of time. This plot is for Ge detector Z26 (T5Z2). Each point is a single data set and the
vertical blue lines represent times strong source neutralization occurred. Notice that the
fraction of low yield events suddenly decreased after the sixth data set. This correlates with
a change in T5Z2 charge bias.

neutralization and determining if LEDs neutralize adjacent detectors. The results of

this study are discussed below and the details are outlined in Appendix B.

LED on-time

Neutralization studies performed at the beginning of Run 127 were performed to

correlate characteristic features in the voltage monitor trace (Section 6.3.2) with the

time at which the LED provides effective detector neutralization. At the beginning

of these studies, the detectors were in a de-neutralized state (because they had just

experienced an extreme temperature excursion; see Section 6.6.1). After the detectors

reached base temperature, a series of LED bakes were performed on six detectors.

During each of these LED bakes the length of time the LEDs remained on was in-

creased where the LED on-times were uniquely defined for each LED as determined

by features in the voltage monitor trace. By evaluating the detector neutralization
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Figure 6.10: Like Figure 6.2, this plot shows the fraction of low yield events as a function
of time. This plot is for Ge detector Z28 (T5Z4). Each point is a single data set. Notice
that the fraction of low yield events was very high in May and again in August. The high
fraction of low yield events in May was due to bad neutralization at the beginning of the
run, prior to any LED or strong source bakes, while in August was due to zero charge events
caused by helium films.

states after each LED bake, features in the voltage monitor trace corresponding to

detector neutralization were determined.

The data from this series of LED bakes show that detectors began neutralization

between LED test bake #2 and #3 (Figure 6.11), which correspond to the 90% and

maximum amplitude of the voltage monitor trace [125]. This was determined by

watching for changes in the fraction of low yield events in the datasets taken between

each LED bake (see Section 6.3.3 for more details). Due to the coarseness of the avail-

able LED pulse on-times (10µs steps), some LEDs were on slightly longer or slightly

shorter than the 90% or maximum amplitude (as determined on the LED voltage

monitor trace) time. Based on this study, by the time the LED voltage monitor trace

is at its maximum amplitude, the LEDs are causing detector neutralization. In fact,

the minimum LED pulse on-time, for LEDs to neutralize the detectors, is (approxi-
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Figure 6.11: Like Figure 6.2, this plot shows the fraction of low yield events as a function
of time. This plot is for Ge detector Z23 (T4Z5) barium calibration data sets taken during
the LED tests at the beginning of Run 127. Each point represents a single data set and
the vertical blue lines represent when LED neutralization (using T4Z5 LED) occurred.
Note how the fraction of low yield events began dramatically decreasing, showing effective
neutralization, after the third LED bake.

mately halfway) between 90% and maximum amplitude of the LED voltage monitor

trace. The Soudan 5-tower LED on-times (that were used beginning with Run 124)

were set to be 5µs past the maximum amplitude of the LED voltage monitor traces.

Based on this study, this on-time should be long enough for detector neutralization

and appears to be a reasonable guideline for setting a minimum length for a LED

pulse on-time.

Adjacent LED Neutralization

In addition to determining what feature in the FEB front-panel voltage-monitor trace

corresponds with the start of LED detector neutralization, the Run 127 studies de-

termined which detectors a given LED is able to neutralize. Base on this study, a

LED neutralizes both the detector on which it is mounted as well as the detector
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above it (adjacent to the phonon side, where the LED is mounted). However a LED

is unable to neutralize the detector below it (adjacent to the charge side, the side op-

posite the LED) [125]. These results provide strong evidence that the LED photons

reflect on detector surfaces (Figure 6.13) and are able to provide adjacent detector

neutralization (Figure 6.12).

6.4.2 Strong Source Optimization

A series of optimizations could be done to modify the strong source neutralization

procedure to make it more efficient. These optimizations include determining the

optimal usage time and temperature dependence.

During the Soudan 5-tower runs, neutralization using the strong sources always

occurred overnight, for at least 14 hours. In the future it would be interesting to

perform a series of strong source “bakes” where the sources are used for progressively

longer periods of time. This type of study would determine if there is an optimal

length of time and if neutralization improves with the length of time the strong

sources illuminate the detectors.

At the beginning of Run 125 strong sources were used while cooling the detectors

to base temperature from approximately 8 K and, at the beginning of Run 128, while

cooling the detectors to base temperature from approximately 67 K. In Run 125 the

silicon detectors were all very well neutralized, but in Run 128 they needed much more

neutralization after reaching base temperature (Figure 6.14). While there are many

other variables in this comparison, such as differences in the initial neutralization

states, it is notable that simply using the strong sources while cooling the detectors

to base was not able to provide sufficient neutralization. This may give indication of

a temperature dependence where neutralization using strong sources only work below

a certain temperature.
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(a)

(b)

Figure 6.12: Like Figure 6.2, these plots show the fraction of low yield events as a function
of time. (a) This plot is for Ge detector Z22 (T4Z4) barium calibration data sets taken
during the LED tests at the beginning of Run 127. (b) This plot is for Ge detector Z24
(T4Z6) barium calibration data sets taken during the LED tests at the beginning of Run
127. Each point represents a single data set and the vertical blue lines represent when LED
neutralization (using T4Z5 LED) occurred. Note how the fraction of low yield events began
dramatically decreasing, showing effective neutralization, after the third LED bake for Z22
(T4Z4, adjacent to Z23’s LED) but not Z24 (T4Z6, opposite from Z23’s LED).
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Figure 6.13: Diagram showing the possible LED reflection pattern allowing for neutral-
ization of both the detector it is mounted on as well as the adjacent detector. Courtesy of
Dennis Seitz.

Figure 6.14: Like Figure 6.2, this plot shows the fraction of low yield events as a function
of time. This plot is for Si detector Z15 (T3Z3) barium calibration data sets taken at the
beginning of Run 128. Each point represents a single data set and the vertical blue lines
represent when strong source neutralization occurred. Note how the fraction of low yield
events did not indicate good neutralization after the first strong source bake that occurred
during the cooldown.
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6.4.3 Neutralization Effectiveness

LED and strong source bakes are approximately equally effective at neutralizing de-

tectors, however, there are advantages and disadvantages to each method. Neutraliza-

tion using LEDs adds a heat source in the fridge and only one tower or six detectors’

LEDs should be used at one time to avoid excessively heating the fridge, while using

strong sources does not add a heat load to the fridge and neutralizes all detectors at

the same time. However using strong sources worsens the neutralization state of some

detectors and a LED bake is required to restore neutralization for those detectors.

Therefore, the most efficient and effective neutralization procedures use a combina-

tion of the different methods. In addition, barium or gamma calibration datasets

which have sufficient statistics, at least several hundred thousand events, should be

taken throughout the neutralization process, especially between individual bakes, to

evaluate and monitor the neutralization states of the detectors.

Besides operational advantages to the different neutralization methods, there may

also be differences in the physical neutralization process with the various methods.

In particular, LEDs may be much better at surface neutralization while strong ra-

dioactive sources and ambient background radiation may be much better at bulk

neutralization due to the different energies. This hypothesis also suggests that the

best detector neutralization is achieved using a combination of methods.

6.5 Maintaining Neutralization

Once the detectors reach a well neutralized state, it is necessary to keep them neu-

tralized throughout data taking. There are several ways for a detector to lose neu-

tralization, where the primary cause is having detector charge channels biased for

extended periods of time or increasing the detector temperature (see Section 6.6).

The focus here will be on neutralization stability while at base temperature.
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As previously mentioned, neutralization can degrade while the detectors are at

base temperature if the charge channels are biased for extended periods of time. To

maintain neutralization, it is necessary to determine the maximum length of time the

detectors can be biased. This time varies for different run conditions, i.e., WIMP

search versus barium calibration datasets, due to the different interaction rates. Dur-

ing the 5-tower Soudan data runs, the neutralization states of the detectors were

monitored during long WIMP search and barium calibration datasets to evaluate the

neutralization stability.

While taking WIMP search data it was determined that there was not a significant

change in the detector neutralization states over the course of 12 hours. This was

verified near the beginning of Run 123 [29] by looking at the mean and standard

deviation of ionization yield (Figure 6.15a) as well as using fraction of low yield

events [126], in Run 125 [127], and in Run 127 [128] by looking at the fraction of low

yield events, both binning events in 1 hour bins (Figure 6.15b).

To maintain detector neutralization over long periods of time during WIMP search

running there were two LED flashes each day. One of these LED flashes occurred

automatically during the daily cryogen transfers and the other occurred after approx-

imately 11 hours of data taking.

While taking barium calibration data it was determined that there was not a

significant change in the detector neutralization states over the course of a dataset

containing 1 million events. This was verified in Run 124 [129] and Run 127 [130]

by looking at the fraction of low yield events, with 100,000 event bins (Figure 6.16).

Note that the 1 million event limit is based on computing resources. Based on the

number of detectors and file sizes, taking more than 1 million events in a single dataset

could create problems with large file sizes and slow processing. To maintain detector

neutralization over long periods of time, a LED flash automatically occurred at the

end of every barium calibration dataset longer than 30 minutes.

In addition to maintaining neutralization during a single dataset, it is important
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(a)

(b)

Figure 6.15: (a) Plot of several weeks of Run 123 WIMP search data ionization yield
as a function time from the beginning of the data set for Z28 (T5Z5). The black points
are individual events and the red points show the ionization yield mean and one standard
deviation error bars for 1 hr time bins. Note how the ionization yield is stable with time.
From [29]. (b) Plot showing the fraction of low yield events for Ge detector Z20 (T4Z2) for
2 months of Run 127 WIMP search data. Each point represents a 1 hr time bin measured
from the beginning of the data set. Note how the fraction of low yield events remains stable
with time.
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Figure 6.16: Plot showing the fraction of low yield events for Ge detector Z28 (T5Z4) for a
long Run 127 barium calibration data set. Each point represents a 100,000 event bin. Note
how the fraction of low yield events remains stable throughout the entire data set.

to regain good neutralization states at the beginning of each run after a large temper-

ature excursion. A study was conducted which compared the detector neutralization

states from Soudan 5-tower Runs 123 through 128 [124]. This showed that each of

these runs, even with different initial neutralization procedures, had very consistent

detector neutralization states (Figure 6.7). The few exceptions were usually silicon

detectors which take a longer time to neutralize, especially with inoperable LEDs.

6.6 External Influences on Neutralization

This section discusses some of the ways that detector neutralization can be affected.

The most important influences include increasing the temperature of the detector

crystal, event rate, and charge bias.
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6.6.1 Temperature

One external condition that affects detector neutralization states is temperature. Em-

pirically, detectors lose neutralization when they are extensively heated. In between

many of the Soudan 5-tower runs, the detectors were heated to different temperature

points for cryogenic maintenance purposes. This allowed for studies detailing how the

detector neutralization states were affected as a function of temperature. In parallel

with these studies, a simple model was created to predict the relation between charge

collection and temperature.

The model predicting the relationship between charge collection and temperature

is based on the expectation for impurity ionization to vary with temperature. In this

simple model, charge carriers are treated equally with the assumptions that donors

and acceptors are equal in concentration and impurity ionization energy. In addition,

energy and field dependences on capture cross-sections and geometry electrostatics

are neglected. After computing the ionized impurity concentration as a function

of temperature (Figure 6.17a), it is assumed that carrier trapping only occurs via

capture and ionized impurities and the charge collection as a function of temperature

is calculated (Figure 6.17b). [30]

During the Soudan 5-tower runs, data were taken to benchmark this model. The

data were all taken at base temperature after thermal cycling the detectors to a given

maximum temperature and then cooling them back down and prior to any attempts

at neutralizing the detectors. Four temperature points were studied, each taken at

the beginning of four separate runs. These four temperature points studied were

approximately 10 K (data taken at the beginning of Run 124), 40 K (data taken at

the beginning of Run 126), 70 K (data taken at the beginning of Run 127), and room

temperature (data taken at the beginning of Run 129). The detector neutralization

states were studied using the fraction of low yield events for each barium calibration

dataset (Figure 6.18), where the lower the fraction of low yield events corresponds to
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(b)

Figure 6.17: (a) Prediction for the concentration of ionized impurities as a function of
temperature. (b) Prediction for partial charge collection as a function of temperature.
From [30].
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better neutralization [131]. These values for each temperature point were compared.

For both silicon and germanium detectors, the biggest change in detector neutraliza-

tion states comes after warming the detectors to temperatures between 10 and 40 K.

Warming detectors to approximately 10 K has no significant effect on their neutral-

ization state and warming detectors above 40 K does not cause their neutralization

state to substantially further worsen.

Comparing data from the Soudan 5-tower temperature studies to the model based

on ionized impurities shows that the model appears to have the correct trends for

temperature dependent neutralization loss. Most notably, the model predicts that

charge collection will become practically non-existent for silicon detectors while it

will plateau at some finite, non-zero collection for germanium detectors. The data

from the temperature studies confirms this by seeing the silicon detectors’ fraction

of low yield events going to 1 while the germanium detectors’ fraction of low yield

events remains less than 0.5. The most obvious flaw in the model, when compared

to the data, is that the model predicts the detector neutralization state to worsen

at higher temperatures than seen in the data. However this is not surprising as

this model only considers neutralization loss and temperature dependencies due to

ionized impurities. This model neglects such things as impurity ionization by impact

ionization due to carriers, carrier trapping by deep centers and neutral impurities, as

well as energy-dependencies. To further isolate the temperature at which detectors

begin to lose neutralization, and normalize the temperature axis in this simple model,

it would be interesting to continue the studies looking at detector neutralization states

as a function of temperature. Of particular interest would be studying the detector

neutralization state immediately following warming the detectors to temperatures

between 10 and 40 K to see silicon detectors partially neutralized, instead of fully

neutralized or completed de-neutralized.
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(a)

(b)

Figure 6.18: Like Figure 6.2, these plots show the fraction of low yield events as a function
of time. Plots for Ge detector Z14 (T3Z2) (a) and Si detector Z15 (T3Z3) (b) barium
calibration data sets taken at the beginning of Run 124, 126, 127, and 129 after cooling
down from approximately 10 K, 40 K, 70 K, and room temperature (respectively) and before
any neutralization occurred. Each point represents a single data set and the vertical blue
lines represent the temperature excursions. Note how, for both the Ge and Si detector,
the fraction of low yield events changes the most between points 2 and 4 (after warming to
approximately 40 K). Also note how the Si detector loses all ionization collection (seen by
a fraction of low yield events equal to 1) while the Ge detector maintains some ionization
collection.
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6.6.2 Event Rate

The event rate that a detector experiences affects the time that it maintains full

ionization collection. For example, a detector operated underground and shielded

will experience an event rate that is much less than a detector operated at a surface

test facility. Due to the much larger event rate, the detector on the surface will

lose neutralization sooner than the detector underground. This is empirically verified

when comparing Soudan WIMP search data with test facility detector data. As

discussed in Section 6.5, during the 5-tower Soudan runs, detectors maintained full

ionization collection for at least 12 hours. For comparison, test facility testing with

internal collimated sources shows detectors losing full ionization collection in as little

as 5 minutes.

Neutralization dependence on event rate can be explained in terms of impurity

site trapping cross-sections. Since even neutral impurity sites have a finite trapping

cross-section, the more particle interactions creating charge carriers, the more likely

trapping becomes. When combining this with rate, for a given number of particle

interactions to cause a incomplete ionization collection, a detector experiencing a

larger event rate will become de-neutralized faster than one with a low event rate.

6.6.3 Charge Bias

Bias conditions can also affect neutralization, especially the amount of time a detector

is able to maintain full ionization collection. The lower the charge bias, the shorter

amount of time the detector remains neutralized. This has been empirically seen in

recent test facility data (Figure 6.19).

To understand how charge bias affects neutralization, one should first understand

how electric field affects charge collection. At sufficiently low electric fields the ion-

ization signal, even for full collection, is reduced due to charge carrier recombination

in the bulk of the detector. As the electric field across the crystal increases, the
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(a) (b)

Figure 6.19: Plots of test facility data showing the 60 keV 241Am line ionization collection
as a function of time for -3 V charge bias (a) and -0.5 V charge bias (b). Note how the
60 keV events lose full ionization collection after less time for the -0.5 V data than the -3 V
data.

ionization signal increases until bulk recombination is negligible and the signal nearly

plateaus. During detector operation, the charge bias is large enough to produce an

electric field across the crystal which creates the maximum ionization signal (in the

region that the signal plateaus when varying electric field). However, when charge

trapping occurs, the bulk electric field is reduced. When this bulk field is weakened

enough, the ionization signal will be decreased due to recombination. In the case com-

paring two initial charge biases, less trapping needs to occur to cause the bulk field

to become low enough creating incomplete ionization collection for the smaller initial

bias. Therefore the smaller initial charge bias will experience incomplete ionization

collection sooner than the larger initial bias.

6.7 1 inch Detector Neutralization

One way to increase sensitivity to WIMP interactions is to increase an experiment’s

target mass. The next phase of the CDMS experiment, SuperCDMS, is not only
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increasing its target mass by making new detectors, but also by using thicker detectors

that are 1 inch instead of 1 cm thick. As described in Section 7.5, fabrication and

testing of these new detectors has begun.

During the fabrication and packaging of the 1 inch detectors there were some

changes to the LEDs. Due to the increased thickness of the detectors, instead of

mounting both of the LEDs on the phonon side of the detector housing, 1 inch detector

housings have one LED (LED1) on the phonon side and one LED (LED2) on the

charge side. In addition, the LED supply used for the 1 cm detectors ran low and

a new batch of LEDs was received. The LEDs in this new batch have the opposite

polarity of those used for the 1 cm detectors. While this has no impact in the ability

of the LED to neutralize a detector, it does have a slight operational impact. The new

LEDs must be biased with the opposite polarity (bias current) as the 1 cm detector

LEDs. Also important to note is that the early 1 inch detectors use a combination of

the old and new LEDs, so it is necessary to test each 1 inch detector LED prior to

use and record each bias polarity.

An important question remains with respect to 1 inch detector neutralization.

Since, to date, all 1 inch detector testing has been conducted at the surface test

facilities, it is unclear if a LED on one side of a 1 inch detector is able to effectively

neutralize the entire crystal. When the first superTower of 1 inch detectors is installed

underground at the Soudan site, it will be important to learn if the LEDs on both

sides of the detector are necessary. To learn this, a test strategy similar to what was

used at the beginning of Run 127, as discussed in Section 6.4.1 and Appendix B,

should be suitable. Since the beginning of Run 127 LED tests showed that a LED on

the phonon side of a 1 cm detector neutralizes both the detector it is mounted on as

well as the adjacent detector, a reasonable approach to use with 1 inch detector LED

neutralization is to use the same LED (i.e., LED1) for every detector in the stack.

This way every face of the detectors will be illuminated and neutralized by a LED

(i.e., LED1 on detector 3 will neutralize the phonon side of detector 3 as well as the
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charge side of detector 2 and so forth). This technique would eliminate the necessity

of performing multiple LED flashes, with both LED1 and LED2 of each detector, to

ensure LED illumination and neutralization on both detector sides.

6.8 Neutralization Model

To better understand the microphysics when a detector loses full ionization collection,

a series of tests were performed at the Case Western test facility. During these tests,

three different detectors (Table 6.1) with internal collimated radioactive sources were

studied. To learn about the de-neutralization process, we began with a fully neutral-

ized detector and then took long data sets without performing any neutralization.

This examines a regime not typically probed during normal running where it is op-

erationally crucial that data does not exhibit poor ionization collection. From these

data sets, studying the ionization, total phonon, and phonon recoil energy from x-ray

lines with time can give information about the processes occurring in the crystal.

The ionization signal can be reduced through several mechanisms. First, for events

occurring near the detector surface, carrier back diffusion into the adjacent contact

can reduce the number of charge carriers drifting across the crystal thereby reducing

the signal (Section 2.6.1). Second, bulk trapping can partially reduce the signal

because carriers are trapped before traveling the entire distance across the crystal

(Section 2.6.2). Finally, the signal can be reduced by changing the bulk electric field.

As discussed in Section 6.6.3, if the bulk electric field is small enough, then the signal

will be decreased due to carrier recombination.

In addition to looking at the ionization signal with time, studying the phonon sig-

nals can add information. This knowledge can be particularly useful in understanding

which of the above processes is responsible for changing the ionization signal. The

main reason for this is that the total phonon signal is made up of energy from both

the interaction recoil and the Luke phonons. Due to the Luke phonon energy depen-
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Detector Thickness Doping Impurity Phonon Side Charge Side
Type Concentration Surface Surface

G3D 1 inch p-type 7.7×10+10 to amorphous Si amorphous Si
7.6×10+10

G2E 1 inch n-type 1.5×10+10 to amorphous Si 20% hydrogenated
8.0×10+10 amorphous Si

G28B 1 cm n-type 2.7×10+11 to 8% hydrogenated amorphous Si
4.7×10+11 amorphous Si

Table 6.1: Detectors used to study loss of ionization collection along with important prop-
erties.

dence on ionization signal and electric field, the total phonon energy should change

if the bulk electric field changes. This is especially useful when determining if the

loss of ionization signal is due to a change in the bulk electric field. While the ioniza-

tion signal will not change until the bulk electric field has decreased substantially, the

phonon signal should change continuously with the changing electric field and thus be

affected before the ionization signal. In addition to the total phonon energy, changes

in the phonon recoil energy also give information about the bulk electric field. Since

the phonon recoil energy is calculated based on the collected ionization energy and

inferred bulk electric field from the applied charge bias, if the phonon recoil energy

is not constant with time, the bulk electric field must be changing.

While this study turned out a wealth of complex information, some trends emerged

from the data. Two of the three detectors showed extreme loss of ionization collection

while the third detector, G2E, only showed small changes with time. This extreme

loss of ionization collection indicated a charge carrier dependence. However, under

closer data inspection the carrier dependence between these two detectors, G3D and

G28B, was different. For G3D, extreme loss of ionization collection occurred when

electrons were the dominant carrier responsible for creating the signal (Figure 6.20).

Conversely, G28B experienced extreme loss of ionization collection when holes were

the dominant carrier creating the signal (Figure 6.21). This carrier dependent nature

of signal loss indicates that the detector preferentially traps one charge carrier over
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(a)

(b) (c)

Figure 6.20: Plots of test facility data of p-type G3D showing how the 60 keV 241Am line
changes as a function of time in ionization energy (a), total phonon energy (b), and phonon
recoil energy (c). The primary charge carrier for events from sources over phonon sensors
A (cyan) and C (magenta) were electrons while the primary charge carrier for events from
sources over phonon sensors B (blue) and D (green) were holes.
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(a)

(b) (c)

Figure 6.21: Similar to Figure 6.20, except for n-type G28B, showing ionization energy
(a), total phonon energy (b), and phonon recoil energy (c). Unlike Figure 6.20, the primary
charge carrier for events from sources over phonon sensors A (cyan) and C (magenta) were
holes while the primary charge carrier for events from sources over phonon sensors B (blue)
and D (green) were electrons.
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the other. The fact that G3D and G28B have opposite carrier dependencies may be

explained by looking at the crystal properties. G3D and G28B have different doping

properties: G3D is a p-type crystal while G28B is a n-type crystal.

Considering charge transport in 40 mK CDMS detectors [132, 12] indicates that

the contacts act like Schottky contacts [133] where the semiconductor band bends

near the contact in order to align Fermi levels. This contact model provides a natural

explanation for surface trapping that would change the bulk electric field and then

could cause incomplete ionization collection due to bulk recombination. This model

could also explain why there are differences between detectors made from n-type and

p-type crystals. The semiconductor band gap in a Schottky contact between a n-type

material and metal will bend in the opposite direction as a Schottky contact between

a p-type material and metal (Figure 6.22). If this is happening at the contacts of

our detectors, then a n-type crystal would naturally trap the opposite charge carrier

than a p-type crystal at the detector surfaces.

Figure 6.22: Semiconductor band gap diagram for Schottky contacts between metal and a
n-type crystal (left) and a p-type crystal (right). Notice how the band gap bends, near the
metal-semiconductor interface, in different directions for n-type and p-type materials. This
“band bending” creates a depletion zone near the contact for electrons (n-type) or holes
(p-type). For CDMS detectors this could mean electrons get “trapped” at the contact in
n-type crystals while holes get “trapped” at the contact in p-type crystals. From [31].

While a Schottky contact model provides some insight into why one might expect

different behavior for n-type and p-type crystals, bulk trapping models may also

explain some differences. If bulk trapping were the cause of the incomplete ionization
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collection, then the crystal doping may affect the preferred trapping carrier as the

majority impurity in a n-type crystal are acceptors while in a p-type crystal are

donors.

(a)

(b) (c)

Figure 6.23: Plots of test facility data of n-type G2E showing how the 60 keV 241Am line
changes as a function of time in ionization energy (a), total phonon energy (b), and phonon
recoil energy (c). The primary charge carrier for events from sources over phonon sensors A
(cyan) and C (magenta) were holes while the primary charge carrier for events from sources
over phonon sensors B (blue) and D (green) were electrons.

Based upon this data, while electron (hole) carriers cause extreme loss of ionization

signal in p-type (n-type) crystals, hole (electron) carriers also create some effect in

the ionization and phonon signals. This effect is generally much more subtle, but
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(a)

(b) (c)

Figure 6.24: Similar to Figure 6.23, this shows n-type G2E ionization energy (a), total
phonon energy (b), and phonon recoil energy (c). Unlike Figure 6.23, the primary charge
carrier for events from sources over phonon sensors A (cyan) and C (magenta) were electrons
while the primary charge carrier for events from sources over phonon sensors B (blue) and
D (green) were holes.
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(a)

(b) (c)

Figure 6.25: Plots of test facility data of p-type G3D showing how the 60 keV 241Am line
changes as a function of time in ionization energy (a), total phonon energy (b), and phonon
recoil energy (c). The primary charge carrier for events from sources over phonon sensors
A (cyan) and C (magenta) were electrons while the primary charge carrier for events from
sources over phonon sensors B (blue) and D (green) were holes.
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(a)

(b) (c)

Figure 6.26: Similar to Figure 6.25, this shows p-type G3D ionization energy (a), total
phonon energy (b), and phonon recoil energy (c). Unlike Figure 6.25, the primary charge
carrier for events from sources over phonon sensors A (cyan) and C (magenta) were holes
while the primary charge carrier for events from sources over phonon sensors B (blue) and
D (green) were electrons.
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it is present. Hole carriers in p-type G3D and electron carriers in n-type G28B and

G2E cause a slight change in the slope of the ionization line as a function of time.

More noticeable than the effect on the ionization signal is the change in the phonon

signal. In this data the phonon signal for a line source (i.e., 241Am 60 keV events)

has a gradual slope with time. Depending on the polarity of the charge bias, the

plot of phonon recoil energy versus time will slope upwards or downwards. The

direction of this slope (in the plot of recoil versus time) seems to be dependent on the

polarity of the charge bias and of the crystal doping type. The plot of phonon recoil

energy versus time for G2E, an n-type crystal, slopes upwards under positive charge

bias (Figure 6.24) and downwards under negative charge bias (Figure 6.23) while the

trend is exactly the opposite for p-type G3D (Figure 6.26 and Figure 6.25).

Another diagnostic to explain the microphysics in the crystal is to look at the

reconstructed event position with time to see if the positions change. Since the data

were taken with collimated sources, events from a single source are localized. These

localized regions in the phonon delay plot are called “blobs.” In many of the data

sets, the delay plot blobs appear to get larger with time. One particularly interesting

phenomenon is seen in the blobs of G3D when the holes are the primary charge carrier

and the events occur primarily on the charge side of the detector. These data sets

show the subtle changes in the ionization energy with time. In these data sets, at

later times, the blobs form voids where there are no events in the middle of them

(Figure 6.27).

There are, at least, two possible explanations for the lack of events in the middle

of blobs, one relying on surface trapping and another on bulk trapping. As holes

are drifted across the crystal, some of them are trapped at the far surface. The

concentration of trapped holes becomes higher until they begin affecting the electric

field lines, and therefore the path of hole carriers, to bend around them. A similar

effect could occur around a localized region in the bulk.

One final collection of data that was taken as part of this study was to take data
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(a) (b)

Figure 6.27: Plots of test facility data showing delay plot blobs forming voids with no
events at the end of long data sets which had no explicit neutralization or grounding and
where holes were the dominant charge carriers. (Note that the primary charge carrier for
events from sources over phonon sensors A, B, and C were holes while the primary charge
carrier for events from sources over phonon sensors B and D were electrons.) (a) Delay plot
blobs at the beginning of the run. (b) Delay plot blobs at the end of the run.

overnight with no explicit neutralization or grounding to study very long term affects.

The data were taken with p-type detector G3D for -3 V and +3 V charge biases. For

electron carriers, the long data set showed basically the same trend as the shorter

data sets (Figure 6.29): the ionization signal decreased to almost zero and then in-

creased to approximately full signal (perhaps a little higher in the overnight data,

but with much worse resolution). However, the data set with hole carriers has more

features than in the shorter data sets (Figure 6.28). In the overnight data set, the

ionization line with time for hole carriers showed three branches. For the entire data

set there was a population of events that remained at approximately full ionization

collection. Approximately halfway through the data set, a population of events be-

gan losing ionization signal and remained at very low collection. Following this low

signal population, a third event population appeared, this population increasing in

ionization energy.

Trying to understand the long data set with three event populations is an inter-
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(a)

(b) (c)

Figure 6.28: Plots of test facility data of p-type G3D showing how the 60 keV 241Am
line changes as a function of time in ionization energy (a), total phonon energy (b), and
phonon recoil energy (c) overnight. The primary charge carrier for all events were holes.
(Events from the source over phonon channel A are cyan, channel B are blue, channel C
are magenta, and channel D are green)
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(a)

(b) (c)

Figure 6.29: Similar to Figure 6.28, this shows p-type G3D ionization energy (a), total
phonon energy (b), and phonon recoil energy (c) overnight. Unlike Figure 6.28, the primary
charge carrier for all events were electrons. (Events from the source over phonon channel
A are cyan, channel B are blue, channel C are magenta, and channel D are green)
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esting problem, especially explaining how to get events with extra energy. Again we

could consider surface and bulk trapping cases. Like the explanation of generating

voids with no events in the blobs, hole carriers get trapped at the surface with an

increasing concentration. In addition to the electric field lines getting bent around

the high concentration of holes, additional holes are trapped forming a column. Holes

that are trapped further from the surface begin to experience reduced ionization col-

lection. Once enough holes are concentrated in this column, some hole carriers are

able to impact ionize and cause an increased ionization signal. A localized bulk region

could cause a similar effect. To break this degeneracy we need to recall how the ion-

ization signal is created (Section 2.4). Since the signal is proportional to the distance

carriers travel through the detector, impact ionization near the surface would have

little impact on the collected ionization signal (since the extra carriers would not

travel a significant distance). However, impact ionization in the detector bulk would

create extra carriers that would add to the collected signal. Based on this argument,

these long data sets imply bulk hole trapping.

While these long data sets were taken in an effort to further understand the mi-

crophysics involved in the loss of ionization collection, they illustrate the complex

and dynamic processes involved. Loss of ionization collection likely comes from a

combination of surface and bulk trapping and distinguishing between the two is com-

plicated. It is possible that surface trapping is dominant for one charge carrier while

bulk trapping dominates for the other. Also, the variations in the data from the

different detectors indicates dependencies on many factors. While some preliminary

conclusions can be drawn from this study, data with many more detectors would need

to be taken before the entire process is fully understood. Then this data would have

to be compared with the results of charge transport models, some of which are under

construction as part of Kyle Sundqvist’s thesis work [72].

161



Chapter 7

Design Studies toward Improving

Surface Event Rejection

7.1 Introduction

To increase sensitivity to WIMP interactions, CDMS and other dark matter exper-

iments are proposing and developing experiments with larger target mass to be run

for long periods of time. In order for the next phase of CDMS, SuperCDMS, to

continue running as a background free experiment, as the target mass is increased

there must also be a proportionate reduction in the ability to reduce backgrounds.

For this reason there has been a number of detector research and development studies

ongoing to meet the requirements for the SuperCDMS experiment, discussed further

in Section 7.5.

As discussed in Section 2.6.1, incomplete charge collection for events occurring

near the detector surface creates a “dead layer” where electron recoil background

events can look like nuclear recoil signal events. Improving surface event rejection,

including reducing the size of this “dead layer,” has been the focus of several design

modifications, carried out on test detectors, which will be discussed in this chapter.
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7.2 Interleaved ZIP

One method that was tested, and is currently under a second round of development,

to improve surface event rejection is based on a surface rejection technique invented

by Luke [134] to alter the electric field and ionization collection in the detector. In

this detector design, the ionization electrodes are interleaved with the phonon sensors

on both flat detector faces. Ionization electrodes on opposite detector faces are biased

with an equal, but opposite, charge bias while the phonon sensors are maintained at

ground. The resulting electric field creates two regions, one in the bulk and another

along the detector surfaces (Figure 7.1). In the bulk region electric field lines extend

across the detector causing bulk events to create a signal in both ionization electrodes.

In the ∼700µm surface region both ends of the electric field lines terminate on the

same detector face, one end on the ionization electrode and the other at the phonon

sensor. An event occurring in this surface region only creates a signal in one of the

two ionization electrodes.
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Figure 7.1: Calculated electric field distribution for the interleaved ZIP electrode configu-
ration. (a) 2-dimensional cross-section. From [32]. (b) 3-dimensional view. Courtesy of B.
Cabrera.

Two prototype Si interleaved ZIP detectors were fabricated and tested between

2005 and 2006 [32]. Figure 7.2 shows a schematic of this detector. The four phonon
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sensors are arranged on both sides of the detector to allow for 3-dimensional event

reconstruction through relative timing and energy collection. The ionization electrode

on the top detector face (Qtop) is interleaved with phonon channels AB and CD

while the electrode on the bottom detector face (Qbottom) is interleaved with phonon

channels AD and BC. Figure 7.3 details the phonon channel design layout. The

phonon sensors are contained within a 200µm wide “ribbon” that snakes between

interleaving 20µm wide ionization rails. The spacing between the phonon ground and

ionization bias electrodes is 1 mm throughout. This spacing is based on calculations

[135] in order to achieve a capacitance in silicon below about 80 pF and in germanium

below about 110 pF so that the detector maintains low ionization noise, which is

proportional to the detector capacitance. The estimated detector capacitance of the

prototype Si interleaved ZIP detector is 60 pF.

Fig. 1. Schematic of the iZIP (interleaved ionization and
Z-dependent Ionization and Phonon) detector concept. The
metallized equatorial ring that defines the ground potential
around the perimeter of the detector substrate is indicated.
The four phonon channels are arranged in a configuration
that allows the reconstruction of the particle event posi-
tion in all three spatial coordinates by relative timing of
the four phonon signals. One ionization electrode (Qtop) is
interleaved with the two phonon channels (labeled AB &
BC on the top surface) and the other (Qbottom) is inter-
leaved with the two phonon channels (labeled AD & BC)
on the bottom surface.

b)a)

Fig. 2. a) Design layout for one of the photolithograph-
ically patterned phonon sensors on the 76 mm diameter
substrate occupying one semicircle. The Phonon sensors
are contained within a 200 µm wide ’ribbon’ that snakes
inbetween the interleaving 20 µm wide ionization rails. b)
Zoom-up showing one of the QET[2] elements comprising
the phonon sensor. Eight Al athermal phonon collection
fins are connected to a 1 µm wide W TES. Superconduct-
ing Al rails encompass the QET and supply the voltage
bias for all 1246 QETs connected electrically in parallel for
each phonon sensor.

Fig. 3. Calculated electric-field distribution expected for
the iZIP electrode configuration with only one quadrant
in cross-section shown. Note that the equatorial ground
ring maximizes the utility of the surface-ionization scheme
to shield the outer perimeter of the detector substrate,
although a vulnerability does exist for surface events that
penetrate the equatorial region of the detector.

two of 1 mm at all times

3. First results

Test Faciltiy Pre-ionimplanted, Tc 140 mK,
higher phonon sensor noise and not corrected for
position. energy scales approximate only Co-60
and Cf 252 calibration sources extranl to the crys-
tate were used.

one phonon channel shorted Formed trigger us-
ing the two phonon channels on the bottom of the
detector (interleaved with the Qi electrode)
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Figure 7.2: Schematic of the interleaved ZIP detector.

Analysis of data taken with the two prototype Si interleaved ZIPs resulted in a

proof of principle of this detection technique. Figure 7.4 illustrates the discrimination

power between bulk and surface events based on the ionization measurement alone.

Using this method to reject surface events should increase the detector ionization

yield discrimination ability as shown in Figure 7.5.

In addition to studying the ionization collection, some effort also went into study-

ing how the interleaved ZIP geometry affects phonon energy collection and event
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a) b)

Figure 7.3: (a) Design layout for one of the phonon channels. (b) Close-up of one of the
1246 QETs that make up one of the phonon sensors. Eight Al collection fins are connected
to the 1µm wide W TES.

location reconstruction. With the phonon sensors on both sides of the detector the

event location can be determined by the pattern of phonon energy collected on the

two sides. Figure 7.6 shows a histogram of uncalibrated phonon energy collected in

one of the four phonon sensors for 60 keV surface events. Comparing the bimodal

distribution for top and bottom surface events indicates a depth dependence in the

phonon energy distribution. Since there were two collimated sources, events in each

peak can be correlated with the source they came from (events deposit the most en-

ergy in the primary phonon sensor, the sensor closest to the interaction site). The fact

that the two higher energy peaks do not match indicates the depth of the interaction

in the crystal affects the phonon collection. This shows promise that the interleaved

ZIP geometry may produce better event location, especially depth, reconstruction

than the standard CDMS-II ZIP detectors.

Since these first CDMS prototype tests were completed, the EDELWEISS exper-

iment has developed prototype detectors based on this technique which have demon-

strated high efficiency at rejecting low-energy β surface events, approaching 105 [136].
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(a) (b)

Figure 7.4: (a) Ionization signal from the ionization electrode on the top detector face
(Qtop) plotted again the electrode on the bottom detector face (Qbottom) for data with
internal 241Am sources and no analysis cuts. Bulk events lie along the line down the middle
of the plot with equal charge collection in both electrodes while surface events lie along
the edges of this plot having ionization collection in only one of the two electrodes. (b)
Histogram of a depth dependent position parameter based on ionization collection (the
difference between the energy in Qtop and Qbottom normalized by the sum of the two) for
60 keV events in (a). Surface events on the top detector face occur at 1 and on the bottom
detector face occur at -1. Bulk events lie in the peak around 0.

Currently CDMS is fabricating a second set of prototype interleaved ZIP detec-

tors. These new detectors are made from 1 inch thick Ge crystals. Based on results

from the first CDMS interleaved ZIPs, the EDELWEISS demonstration, and further

improvements, these detectors could be a candidate for a future large scale version of

CDMS while remaining background free.

7.3 Phonon and Ionization Side Yield

Discrimination Asymmetry

Besides working to improve the overall detector dead layer, effort has been invested

in understanding and resolving the asymmetry between the dead layer on the phonon
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(a) (b)

Figure 7.5: Plots showing ionization energy as a function of phonon recoil energy for bulk
events from (a) a 60Co calibration source producing only gamma events and (b) a 252Cf
calibration source producing both electron and nuclear recoil events. Red nuclear recoil
events are clearly identified in the band with reduced ionization collection. From [32].

and ionization side of the germanium ZIP detectors.

Calibration studies of one of the Ge ZIP detectors conducted at the UC-Berkeley

test facilities found that the dead layer on the phonon side of the detector is ap-

proximately 15% larger than that on the detector’s ionization side [83, 137, 138].

Figure 7.7 illustrates how this difference affects the ionization yield discrimination,

the 109Cd surface event population appears at much lower ionization yield on the

phonon side (Figure 7.7b) than the ionization side (Figure 7.7a) of the detector. Sub-

sequent performance studies of Soudan data show that the ionization yield based

rejection factor (nuclear recoil band passage fraction) for surface events occurring

on the phonon side is ∼4 times worse than for ionization side surface events in Ge

detectors [139, 140]. It is interesting to note that Si detectors do not show this same

asymmetry between phonon and ionization side surface events [141].

There have been several strategies devised that may provide possible methods of
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Figure 7.6: Histogram of the uncalibrated phonon energy collected in one of the four
phonon sensors, sensor BC, of 60 keV surface events (as selected based on ionization energy),
divided into events occurring near the top (magenta) or bottom (cyan) surface. The bimodal
nature of these distributions can be understood to come from events occurring near the
phonon sensor plotted (higher peak) versus those off sensor. In addition, since there were
two collimated internal sources, one on sensor BC and one off sensor, the events in these
peaks can be correlated with which source they came from. An interesting feature is that
the higher energy peak of the top events does not match the top peak of the bottom events,
indicating that the depth of the interaction in the crystal affects the phonon collection.

reducing this asymmetry between the phonon and ionization side dead layers. This

section will discuss the rationale behind these strategies and show results based on

evaluating test devices.

7.3.1 Hydrogenated Amorphous Silicon

One approach to decreasing the asymmetry between phonon and ionization side sur-

face events was to passivate the amorphous silicon blocking layer between the de-

tector crystal and Al layer with hydrogen. Previous experience with hydrogenated

amorphous silicon blocking layers in early CDMS detectors [69, 70] indicate an im-
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(a) (b)

Figure 7.7: Plots showing ionization yield as a function of phonon recoil energy for cali-
bration data on a Ge ZIP detector using an external 252Cf and internal 109Cd source. The
109Cd source produces many β events which probe the detector surface layer creating the
event population with low ionization yield between the upper electron recoil and lower nu-
clear recoil bands. (a) 109Cd source (and surface events) on the ionization side (b) 109Cd
source (and surface events) on the phonon side.

provement in ionization yield based surface event discrimination. This improvement

is thought to be due to the passivation of interface defects in the amorphous silicon

[142, 143], therefore increasing the layer’s blocking ability and decreasing the detector

dead layer.

To determine if hydrogenating the amorphous silicon layer in the CDMS-II ZIP

detectors would improve the ionization yield based surface event discrimination, sev-

eral test device surface layers were characterized at the Case Western test facility

with internal collimated 241Am sources. The first set of test devices included two

1 inch Si detectors, one with “standard” surface treatment (no hydrogen added to the

amorphous silicon layers) and one with hydrogen passivation added to the surface

treatment on both detector faces. A second set of test devices consisted of three Ge

detectors, one with standard surface treatment (no hydrogen added to the amorphous
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silicon layers), one with hydrogen passivation added in the ionization surface treat-

ment, and one with hydrogen passivation added in the phonon surface treatment.

During both sets of investigations the detectors with multiple treatments allowed the

ionization and phonon side ionization yield rejection and dead layers to be compared.

Additional Si detector properties are listed in Table 7.1 and Ge detector properties

are listed in Table 6.1.

Silicon Test Devices

The first performance studies with hydrogenated amorphous silicon in CDMS-II de-

tectors were completed using 1 inch silicon detectors (Table 7.1). In order to examine

the effect the hyodrogenated amorphous silicon had on surface event discrimination,

a similar test program was executed with both detectors so that the data could be

compared. In order to probe the detector surface layer, collimated 241Am sources

were placed adjacent to each detector face. These sources emit 14, 18, and 21 keV

x-rays which have penetration depths into silicon of approximately 345, 714, and

1111µm respectively (linear attenuation coefficients of approximately 29, 14, and

9 cm−1 respectively). Since a fraction of the low energy x-ray events occur close to

the detector surface, studying the tails of distributions can give information about

these events and the poorly collected surface region. For surface events, the combina-

tion of the charge bias polarity and the event side determines the sign of the dominant

charge carrier producing the ionization signal. For instance, electrons (holes) are the

dominant charge carrier for ionization side surface events with a negative (positive)

applied charge bias. Therefore, in addition to placing the 241Am sources on both

detector sides, data were taken with multiple charge bias amplitudes, both negative

and positive polarity for each.

This silicon detector data analysis was accomplished by looking at the fraction

of low yield events. Since surface events suffer from poor ionization collection and

ionization yield is the ratio of the ionization to phonon recoil energy collected for each
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Detector Thickness Phonon Side Charge Side
Surface Surface

S10C 1 inch amorphous Si amorphous Si

S06C 1 inch 20% hydrogenated 20% hydrogenated
amorphous Si amorphous Si

Table 7.1: Si detectors used to study the effects of hydrogen passivating the amorphous
silicon blocking layer along with important properties.

event, those with low ionization yield correspond to events occurring in the surface

layer. By making a phonon selection of the 14 keV x-ray events and comparing the

fraction of low yield events between the two detectors for data sets with different

charge biases and especially different bias polarities, and for events from the sources

on different detector faces, one is able to understand the surface event discrimination

for the different conditions.

Unfortunately S10C, the “control” detector with no hydrogen added to the amor-

phous silicon layers, suffered from QET chassis shorts. While data were still able to

be taken with this detector, these shorts complicated the direct comparison between

S10C and S06C, the “test” detector with hydrogen added to the amorphous silicon

layers on both detector faces. In addition, the data from both S10C and S06C suffered

poor ionization resolution which is believed to be due to the QET chassis shorts on

S10C. Although this poor ionization resolution made direct calculations of the dead

layer impossible, comparisons of the fraction of low yield events were still possible

and allowed for some analysis of surface event discrimination to be completed.

Analysis of the S06C data, with hydrogenated amorphous silicon layers on both

detector faces, shows indications that hydrogenated amorphous silicon layers may

decrease the ionization yield discrimination asymmetry of surface events between the

ionization and phonon detector faces for silicon detectors under specific charge bias

conditions. This is seen in the data in Figure 7.8. Under negative electric field the

asymmetry between ionization and phonon side ionization yield discrimination can
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be seen as the fraction of low yield events for the 14 keV 241Am x-rays is higher

for events occurring on the phonon side (red) than on the ionization side (blue).

However, under positive electric field this asymmetry disappears. Based on this

data, the ionization yield asymmetry appears to be gone when biasing this silicon

detector with hydrogenated amorphous silicon with a positive electric field. Since

the ionization and phonon side asymmetry exists under negative and positive electric

fields in the current detectors with no hydrogenated amorphous silicon, this analysis

indicates that adding hydrogen to the amorphous silicon layer on a silicon detector

reduces the ionization yield discrimination asymmetry for positive charge bias.

Figure 7.8: Plot showing the fraction of low yield events for 14 keV x-rays from 241Am
sources on the ionization detector face (blue) and the phonon detector face (red) for negative
and positive 1.5 V/cm electric fields. Notice how the discrepancy in the fraction of low yield
events between ionization and phonon side events for negative electric field disappears under
positive electric field.

Germanium Test Devices

After the promising results with hydrogenated amorphous silicon on silicon detec-

tors, the technique needed to be tested with germanium detectors (since all of the
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SuperCDMS detectors will be germanium because of its greater sensitivity to WIMP

interactions than silicon, Section 2.2). Initial tests using the same percentage of hy-

drogen (20%) with germanium on the phonon detector face failed because the surface

conductivity at low temperatures was too high and there was not sufficient isolation

between phonon sensors. Decreasing the percentage of hydrogen to 8% on the phonon

detector face maintained a low enough surface conductivity to allow the functionality

of the four individual phonon sensors.

This investigation included three 1 inch germanium detectors (Table 6.1) and data

taken using the same strategy as the silicon detector study. Again, collimated 241Am

sources were placed on both detector faces to probe the surface layers and data were

taken with multiple charge bias amplitudes, and both negative and positive polarity

for each. The 241Am x-rays have a much shorter penetration depth in germanium

than in silicon. Therefore a larger fraction of events occur in the detector surface

layer and the analysis can also consider the 60 keV gamma-ray. The 14, 18, 21, and

60 keV 241Am lines have penetration depths into germanium of approximately 17,

33, 50, and 909µm respectively (linear attenuation coefficients of approximately 590,

300, 200, and 11 cm−1 respectively).

The data from these 1 inch germanium detectors generally all did not have good

phonon energy resolution. This phonon energy resolution was poor enough that a

phonon energy selection to select the 14, 18, and 21 keV x-ray lines in an unbiased

manner was impossible. Therefore this data analysis took advantage of using the

60 keV gamma-ray line which is well separated from other 241Am spectral features.

While using this 60 keV line means that a smaller fraction of events occur in the

germanium detector surface layer, there are much better statistics than there are for

the lower energy x-ray lines.

In order to quantify the depth of the detector surface layer and to better compare

these three detectors, and previous detectors, this analysis determined the detec-

tor dead layer. The dead layer is calculated based on the distribution of measured
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ionization energy of 60 keV 241Am gamma-rays and event locations (based on the

penetration depth of 60 keV in germanium). This method was previously used and

described in [69, 70], and Appendix G.

By comparing the calculated dead layers for G3D (with no hydrogen added to the

amorphous silicon on either detector face, Figure 7.9), G2E (hydrogen added to the

amorphous silicon on the ionization side detector face, Figure 7.10), and G28B (hy-

drogen added to the amorphous silicon on the phonon side detector face, Figure 7.11),

it appears that G3D has the smallest calculated dead layer for a given bias and both

detector faces (Figures 7.12 and 7.13). This implies that adding hydrogen to the

amorphous silicon layer “worsens” the dead layer for a germanium detector and is

consistent with the theory that, unlike the case of a silicon substrate, hydrogen added

on a germanium substrate does not passivate the interfacial dangling-bond defects

[73].

Figure 7.9: Plot showing the calculated dead layer for the 1 inch germanium detector G3D
(no hydrogen added to the amorphous silicon on either detector face) as a function of charge
bias. The detector side the 241Am source was located on corresponds to the side the events
occur on. Source A (cyan) and C (magenta) were located on the ionization side while B
(blue) and D (green) were located on the phonon side.
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Figure 7.10: This is the same type of plot as Figure 7.9, only for the 1 inch germanium
detector G2E (hydrogen added to the amorphous silicon on the ionization side detector
face). Unlike Figure 7.9, source B (blue) and D (green) were located on the ionization side
while A (cyan) and C (magenta) were located on the phonon side.

Figure 7.11: This is the same type of plot as Figure 7.9, only for the 1 cm germanium
detector G28B (hydrogen added to the amorphous silicon on the phonon side detector
face). Figure 7.9, source B (blue) and D (green) were located on the ionization side while
A (cyan) and C (magenta) were located on the phonon side.
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Figure 7.12: This is the same type of plot as Figure 7.9, showing the calculated dead
layer as a function of electric field. This plot compares all three germanium detectors and
demonstrates how G3D (no hydrogen in the amorphous silicon layer on either detector
face) has the smallest dead layer for a given charge bias. To see how hydrogenating the
ionization side (from 0% to 20%) amorphous silicon layer affects the detector dead layer,
compare the charge side of G2E (red square) with G3D (black circle and blue open star)
and compare the phonon side of G2E (magenta triangle) with G3D (cyan triangle). To see
how hydrogenating the phonon side (from 0% to 8%) amorphous silicon layer affects the
detector dead layer, compare the charge side of G28B (green diamond) with G3D (black
circle and blue open star) and compare the phonon side of G28B (yellow triangle) with
G3D (cyan triangle). To see how ion implantation affects the detector dead layer, compare
G3D’s non-implanted charge side (black circle and blue open star) with G3D’s implanted
charge side (black circle and blue closed star). To see how the applied electric field (charge
bias) affects the detector dead layer, compare multiple biases of a single detector and single
source side. The dead layer is inversely proportional to the applied electric field, to a certain
point, and is then fairly independent of field.
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Figure 7.13: This is the same plot as Figure 7.12, except that it has a smaller y-axis ranges.

While the dead layer comparison between G3D, G2E, and G28B shows that G3D

has the smallest dead layer, closer inspection of the data leads to a number of ad-

ditional questions and caveats. One of the biggest questions that is not understood

based on this data is how adding hydrogen to one detector face can affect the op-

posite face dead layer. This can be seen in the calculated dead layers for both G2E

(Figure 7.10) and G28B (Figure 7.11).

In the course of analyzing and comparing the data taken with G3D, G2E, and

G28B it was realized that the comparative study had more variables adjusted between

the three detectors than just adding hydrogenation to the amorphous silicon process-

ing. These three detectors were fabricated on germanium crystals that were each
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from a different germanium Boule. Therefore each of the detectors have different im-

purity concentrations (detailed in Table 6.1). In particular, G28B has approximately

twice the impurity concentration as the other two detectors. In addition, G3D is a

p-type crystal while the other two detectors are n-type. While it is possible that

neither of these have a significant impact on the dead layer calculation, both have

possibly produced other significant phenomenon. Soudan data shows that Boule B

germanium detectors are worsened by neutralization via strong source baking (Sec-

tion 6.2.2). This suggests that the larger impurity concentration in this germanium

may be the cause. Long data sets taken with G3D and G28B to study how detectors

lose neutralization show a discrepancy between which charge carrier is responsible

for losing full ionization collection first (Section 6.8). This points to a difference in

charge carrier dynamics between n- and p-type germanium crystals (Section 7.4.5).

Therefore, it is possible that variations in the calculated dead layers between the

three detectors could be caused by something other than adding hydrogen into the

amorphous silicon processing.

One final comment regarding this dead layer analysis has to do with comparing

the dead layer calculated based on using the 60 keV gamma-ray line from an 241Am

source versus the 22 keV gamma-ray line from a 109Cd source [138]. In addition to

calculating the dead layer of G3D based on data taken with an internal 241Am source,

it was calculated based on data taken with an internal 109Cd source. Despite testing

the same detector and using the same analysis method, the calculated dead layer

based on 241Am data was larger than that calculated using 109Cd data. The trend

that dead layers calculated using the 60 keV line from 241Am data is larger than dead

layers calculated using the 22 keV line from 109Cd data has been seen recently with

several detectors that are nominally the same. This discrepancy makes it difficult

to compare dead layers calculated based on the 241Am 60 keV line with those based

on the 109Cd 22 keV line. The 241Am calculation is likely over-estimating the dead

layer depth due to the significant number of Compton scatter events. More than 10%
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of 60 keV events Compton scatter while there are almost no Compton scatters for

22 keV events. Since the model used to calculate dead layer (Appendix G) assumes

single scatters as opposed to multiple Compton scatters, the Compton scatters add

an additional length scale that is not considered in the calculation. The comparisons

of the calculated dead layer for G3D, G2E, and G28B done in this analysis are valid

because systematic effects were controlled by always using the 241Am 60 keV line.

While an absolute dead layer measurement is important for background estimates,

this study focused on evaluating the relative performance of different devices in a

controlled environment.

7.3.2 Ion Implantation

Another way to solve the ionization yield discrimination asymmetry between the

phonon and ionization detector sides is to determine the underlying cause and at-

tempt to fix that. One hypothesis for the asymmetry is that it is due to the iron ion

implantation used on the phonon detector side in order to create appropriate and uni-

form tungsten superconducting transition temperatures [81]. The iron ion deposition

is optimized at 50 keV at 7◦ incidence so that the peak of the iron ion concentration is

approximately 40% through the superconducting tungsten layer [82]. However, since

the detector has only approximately 20% Al surface coverage (Section 2.2), roughly

60% of the iron ions make it through the 400 Å of bare amorphous silicon into the

germanium crystal (Figure 7.14a). These ions are suspected to cause damage to the

germanium surface (Figure 7.14b) by adding acceptors and creating a larger dead

layer [71, 33].

To test this hypothesis, half of the ionization side of the 1 inch germanium de-

tector G3D (additional details of this detector are listed in Table 6.1) was iron ion

implanted with the same procedure as used on the phonon side during transition

temperature tuning. The half of G3D’s ionization side was implanted with a single
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(a) (b)

Figure 7.14: (a) Plot showing a simulation of the iron ion concentration as a function of
depth into the amorphous silicon and germanium substrate. (b) Plot showing a simulated
distribution of dislocations created by a single iron ion. From [33].

dose of 6.54×10+12 atoms/cm2 56Fe+ ions at 50 keV while G3D’s phonon side was im-

planted with two doses for a total implantation of 7.85×10+12 atoms/cm2 56Fe+ ions

at 50 keV. Implanting half of G3D’s ionization side allowed for a comparative study of

the ionization yield discrimation and dead layer thickness between the implanted and

non-implanted ionization side as well as between the ionization and phonon sides.

G3D data taking and analysis was conducted in much the same manner as the

studies done looking at effects of hydrogenated amorphous silicon. G3D was cold

tested multiple times, each with different configurations of internal collimated 241Am

sources. These configurations included four sources that were all on the ionization

side with two on the implanted half and two on the non-implanted half (Figure 7.15a),

two sources on the phonon side and two sources on the ionization side with one source

on each side over the implanted and the non-implanted ionization half (Figure 7.15b),

and four sources that were all on the phonon side (similar to Figure 7.15a except that

all sources were on the phonon side instead of the ionization side). The multiple runs

and configurations allowed the data to be cross-checked and verified.
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(a) (b)

Figure 7.15: The internal collimated 241Am source configuration for G3D during two test
facility runs. (a) All sources were on the detector’s ionization side. Two sources were over
the detector half that had been iron ion implanted and two were over the control half. (b)
Two sources were on the detector’s ionization side and two on the phonon side. One source
on each detector side was over the detector half that had been iron ion implanted and the
other over the control half.

Like the analysis comparing effects of the hydrogenated amorphous silicon, during

this investigation the fraction of low yield events and the detector dead layers were

calculated and compared. While some analysis was done looking at the fraction of low

yield events for 14 keV events, the majority of the analysis focused on studying 60 keV

events in order to use the higher statistics and avoid bias because of the difficulty in

making energy cuts due to the poor phonon energy resolution.

Based on comparing the ionization side dead layers between the implanted and

non-implanted half of G3D, there is strong indication that adding iron ion implan-

tation does make the dead layer larger and therefore worsen the ionization yield

discrimination. Figure 7.16 shows the ionization side dead layer difference between

the half with and without iron ion implantation for the data set taken with all four

sources on the ionization detector side. In addition, this difference in the ionization

side dead layer can be seen in Figure 7.9 (by comparing the green diamond, ioniza-
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tion side with no implantation, and blue star, ionization side with implantation) and

Figures 7.12 and 7.13 (by comparing the black circle and open blue star, ionization

side with no implantation, with the black dot and closed blue star, ionization side

with implantation).

Figure 7.16: Plot showing the calculated dead layer for the 1 inch germanium detector
G3D (no hydrogen added to the amorphous silicon on either detector face) as a function of
charge bias. The detector side the 241Am source was located on corresponds to the side the
events occur on, that is, on the ionization side. Sources A (blue circle) and B (blue star)
were located on the half with no iron ion implantation while C (black square) and D (black
diamond) were located on the half with iron ion implantation.

Besides seeing the difference between the ionization side dead layer with and

without iron ion implantation one can also compare the ionization side dead layer with

iron ion implantation with the phonon side dead layer in Figure 7.9 and Figures 7.12

and 7.13. These two figures show that for negative charge bias the calculated dead

layer for the ionization side with iron ion implantation is approximately consistent

with that for the phonon side. However, for positive charge bias the calculated dead

layer for the phonon side is larger than the ionization side with iron ion implantation.

This may indicate that while iron ion implantation does affect the dead layer, it may
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not be the only cause for the phonon and ionization side ionization yield asymmetry.

Since this study shows that iron ion implantation affects the dead layer, the ion-

ization yield asymmetry between phonon and ionization side events could be reduced

by modifications to the implantation procedure in future detectors. In particular, the

damage to the germanium substrate by the iron ions can be lessened by applying a

mask during implantation which would cover the entire detector surface except for

the tungsten, which constitutes only a few percent of the surface area. Using this

configuration the iron ions would not see any bare amorphous silicon and could not

penetrate to the germanium substrate to cause damage. Future analysis comparing

the phonon and ionization side dead layers and ionization yield discrimination of de-

tectors with no iron ion implantation and iron ion implantation while masking off the

bare amorphous silicon will further verify these results and the method to remove the

asymmetry, and improve the phonon side ionization yield discrimination.

7.4 Other Phenomena Observed During Device

Testing

The data taken to understand how hydrogenated amorphous silicon and iron ion

implantation affect detector dead layers and ionization yield discrimination turned

out to be very rich data sets. In addition to learning about the specific a priori

questions, other aspects of the data turned out to be interesting and worth considering

how they affect the data analysis as well. While some of these trends may not be fully

understood, they are summarized in this section and may be considered for future

follow-up studies.
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7.4.1 Dead Layer Electric Field Dependence

Figures 7.12 and 7.13 demonstrates how the detector dead layer varies with the ap-

plied electric field for G3D, G2E, and G28B. From this data, the dead layer appears

to be inversely proportional to applied electric field (the dead layer decreases with

larger electric fields). However, once the charge bias has reached a certain level the

dead layer does not seem to have much dependence on it.

This data and similar studies can be useful in determining what amplitude and

polarity charge bias the detectors should be biased with for optimal background

discrimination. By combining information about how the dead layer, as an indicator

of ionization yield discrimination, and phonon timing information, as the other major

background discriminator, vary with applied bias, the optimal charge bias can be

determined.

7.4.2 Electric Field Dependent Ionization Collection

With the increased thickness of CDMS detectors (Section 7.5) from 1 cm to 1 inch

thickness, it is important to ensure that the detectors operate with an electric field

strength that achieves full ionization collection for bulk events. To do this test, data

were taken with S06C (Figure 7.17), G3D (Figures 7.18 and 7.19), G2E (Figure 7.20),

and G28B (Figure 7.21) with internal collimated 241Am sources with multiple applied

charge biases (at least -6 V, -3 V, +3 V, +6 V). Then “seagull” plots were created by

individually fitting the ionization energy collected in the inner electrode from the

60 keV 241Am line for each source with a gaussian functional form. The “seagull”

plot shows the gaussian mean and 1σ error for each source as a function of applied

charge bias or electric field.

The first important observation based on this data analysis is that the ionization

collection as a function of electric field for the 1 inch detectors (Figures 7.17 and 7.18)

is consistent with those from the CDMS-II 1 cm detectors [14, 12].
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Figure 7.17: Plot showing the raw collected ionization energy of 60 keV 241Am events, with
1σ error bars, as a function of applied electric field for the 1 inch silicon detector S06C. Two
sources were located on the ionization side (blue) while another two were located on the
phonon side(red).

A second feature to notice is that the absolute ionization collection is not always

the same for negative and positive polarity charge biases. For the silicon detector

S06C (Figure 7.17) the collected ionization energy from ionization side sources (blue)

remain constant for negative and positive applied charge bias while the collected

ionization energy from phonon side sources shows a significant difference for negative

and positive applied charge bias. On the other hand, for the germanium detectors

(Figures 7.18, 7.19, 7.20, and 7.21) the collected ionization energy from phonon side

sources remains constant for negative and positive applied charge bias while the

collected ionization energy from ionization side sources shows a significant difference

for negative and positive applied charge bias.

This difference in the ionization collection for negative and positive charge bias

might say something about bulk ionization trapping and the difference between elec-

tron and hole charge carrier transport. In particular, for Ge, under both negative
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(a)

(b)

Figure 7.18: Plots showing the raw collected ionization energy of 60 keV 241Am events,
with 1σ error bars, as a function of applied charge bias for the 1 inch germanium detector
G3D. (a) and (b) show the same data but have different y-axis ranges. The detector side
the 241Am source was located on corresponds to the side the events occur on. All of the
sources were located on the ionization side.
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(a)

(b)

Figure 7.19: Similar to Figure 7.18, except that this is for the 1 inch germanium detector
G3D and source A (cyan) and C (magenta) were located on the ionization side while B
(blue) and D (green) were located on the phonon side.
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(a)

(b)

Figure 7.20: Similar to Figure 7.18, except that this is for the 1 inch germanium detector
G2E and source B (blue) and D (green) were located on the ionization side while A (cyan)
and C (magenta) were located on the phonon side.
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(a)

(b)

Figure 7.21: Similar to Figure 7.18, except that this is for the 1 cm germanium detector
G28B and source B (blue) and D (green) were located on the ionization side while A (cyan)
and C (magenta) were located on the phonon side.
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and positive applied charge biases the ionization signal is greater when holes are the

dominant charge carrier.

If this ionization collection dependence on charge bias polarity is indeed due to

charge carriers, one possible reason for the differing results between germanium and

silicon is the event distribution in the different materials. For example, the 60 keV

event distribution is much more uniform throughout a 1 inch silicon crystal (where

the 60 keV penetration depth is 1.3 cm) than a 1 inch germanium crystal (where the

60 keV penetration depth is 0.091 cm).

It is also interesting that, in both silicon and germanium and for both electron and

hole charge carriers, the collected ionization energy is greater under positive applied

charge bias than negative charge bias.

Finally it is important to note the difference between the ionization collection

for events from sources on the ionization and phonon detector faces. This will be

discussed further in Section 7.4.3 for the germanium detectors.

Note that the absolute amplitude of G28B lines is approximately half that of the

other detectors due to a short between inner and outer ionization electrode and this

analysis only uses the energy from the inner electrode.

7.4.3 Position Dependent Charge Collection

While analyzing the G3D data with two of the internal collimated 241Am sources

on the detector ionization side and two on the detector’s phonon side, the 60 keV

ionization line does not appear at the same energy for both ionization and phonon

side source events. This offset in the collected ionization energy from ionization and

phonon side source events is not only seen in the G3D data, but also in data taken

with G2E and G28B.

Figures 7.22, 7.23, and 7.24 show histograms of calibrated ionization energy for

G3D, G2E, and G28B for -3 V and +3 V applied charge biases. In all of the his-
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tograms, the black curve is the total collected ionization energy from all sources and

the colored curves show events from each individual source that was located on either

the ionization or phonon detector face. While the ionization signal was individually

calibrated for each detector and data set, the same calibration constant was used for

all events within a single data set (there were not two separate calibrations, one for

charge side and one for phonon side source events).

In the histograms look at the difference in the energy collected between ionization

and phonon side source events for the two charge bias polarities. For positive applied

charge bias polarities, the energy difference between sources located on the ionization

and phonon sides is much larger than for negative charge bias polarities, so much so

that the 60 keV peak looked bimodal under +3 V charge bias. Additionally, while

not shown here, for lower applied charge bias amplitudes, the difference in the energy

collected for ionization and phonon side sources appears slightly larger than for larger

applied charge biases.

Another way of looking at this difference between the energy collected from ion-

ization and phonon side source events is by looking at the seagull plots (Figures 7.19,

7.20, and 7.21) for G3D, G2E, and G28B. To see the difference in energy collected

from ionization and phonon side source events, compare the ionization and phonon

side data points for a specific detector and specific applied charge bias.

This difference in the ionization energy collected between ionization and phonon

side source events is problematic because this appears as a depth dependence in the

collected ionization energy. In WIMP search data the event depth is not known.

With a depth dependence in the ionization energy, events with the same phonon

recoil energy will have a range of collected ionization energy and therefore produce

a spread in the ionization yield distribution and worsen the discrimination between

electron recoil background and nuclear recoil signal events. Given the dependence on

applied charge bias amplitude and polarity, this information can be used along with

other discrimination studies to select the best detector settings that give the best
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(a)

(b)

Figure 7.22: Histograms of the 241Am 60 keV ionization energy in the inner charge electrode
for 1 inch germanium detector G3D with (a) a -3 V charge bias and (b) a +3 V charge bias.
The detector side the 241Am source was located on corresponds to the side the events occur
on. Source A (cyan) and C (magenta) were located on the ionization side while B (blue)
and D (green) were located on the phonon side.
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(a)

(b)

Figure 7.23: Similar to Figure 7.22, except for 1 inch germanium detector G2E. Again, (a)
a -3 V charge bias and (b) a +3 V charge bias. Unlike Figure 7.22, source B (blue) and D
(green) were located on the ionization side while A (cyan) and C (magenta) were located
on the phonon side.
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(a)

(b)

Figure 7.24: Similar to Figure 7.22, except for 1 cm germanium detector G28B. Again, (a)
a -3 V charge bias and (b) a +3 V charge bias. Unlike Figure 7.22, source B (blue) and D
(green) were located on the ionization side while A (cyan) and C (magenta) were located
on the phonon side.
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background rejection.

7.4.4 Charge Instability after Changing Charge Bias

While analyzing G28B data, it was discovered that there is to be a short period of time

(on the order of 20 seconds) immediately after biasing the ionization channels (for

example, applying a charge bias after grounding) where there is unstable ionization

collection. This phenomenon is seen in plots of ionization energy as a function of

time (Figure 7.25) for the 60 keV line from internal 241Am sources. Note that there

are other lines that also show this ionization instability.

(a) (b)

Figure 7.25: Plots of the 241Am 60 keV ionization energy in the inner charge electrode as
a function of time for 1 cm germanium detector G28B with (a) a -6 V charge bias and (b)
a +6 V charge bias.

After first noticing this instability in the ionization energy in G28B, other data

were examined to look for trends. When comparing G28B data taken with different

applied charge bias amplitudes and polarities, the behavior of the ionization insta-

bility differs slightly. The general trends are that for smaller applied charge bias

amplitudes the instability doesn’t last as long (compare Figures 7.25a and 7.26a or

Figures 7.25b and 7.26b) and for opposite applied charge bias polarities the instabil-
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(a) (b)

Figure 7.26: Similar to Figure 7.25, except for (a) a -3 V charge bias and (b) a +3 V charge
bias.

ity is inverted or “reverses” (compare Figures 7.25a and 7.25b or Figures 7.26a and

7.26b).

In addition to studying G28B data, data taken with other detectors was inspected

for the same feature. The G3D (Figure 7.27) and G2E (Figure 7.28) data that was

looked at also shows the same instability in ionization energy.

(a) (b)

Figure 7.27: Similar to Figure 7.25, except for 1 inch germanium detector G3D. Again, (a)
a -6 V charge bias and (b) a +6 V charge bias.
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(a) (b)

Figure 7.28: Similar to Figure 7.25, except for 1 inch germanium detector G2E. Again, (a)
a -6 V charge bias and (b) a +6 V charge bias.

In order to understand the origin of the instability with time, the total phonon

energy and phonon recoil energy collection were studied as a function of time. Unlike

the ionization collection with time (Figure 7.29a), the total phonon energy does not

vary (Figure 7.29b). Since the total phonon energy collection does not vary with

time, that means that the Luke phonons generated by drifting charge carriers is not

varying with time. Therefore this indicates an electronic origin to the ionization

instability rather than something occurring in the detector itself. Note that the

phonon recoil energy does vary with time (Figure 7.29c). This is because the recoil

energy is determined based on a combination of the total phonon and ionization

energy collected.

The hypothesis for the cause of the ionization instability is that it is due to the

FET auto bias [144, 13]. This keeps the gate voltage at zero and has a dominant

time constant on the order of 4.4 sec. In order to test this hypothesis a study was

completed which watched the baseline of the ionization channels on an oscilloscope

while stepping the applied bias between ground and various charge biases. Figure 7.30

shows these oscilloscope traces and reveals an exponential change occurring on the
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(a)

(b) (c)

Figure 7.29: Plots of the 241Am 60 keV (a) ionization energy in the inner charge elec-
trode, (b) total phonon energy, and (c) phonon recoil energy as a function of time for 1 cm
germanium detector G28B with a -6 V charge bias.
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order of 20 sec when the applied charge bias changes. By comparing the sign and

amplitude of the ionization channel variation when stepping the applied charge bias

with different polarities and amplitudes it is observed that there is a larger variation

for greater steps in the applied charge bias and that steps with opposite polarities

produce variations in reverse directions.

(a) (b)

(c) (d)

Figure 7.30: Oscilloscope traces of the ionization channel baseline changing when stepping
the applied charge bias from ground to (a) -6 V, (b) +6 V, (c) -3 V, and (d) +3 V.

Looking at the baseline of ionization channel pulses in the G28B data at various

times after stepping the applied charge bias from ground to -6 V (Figure 7.31) an

exponential decrease consistent with the results from the oscilloscope traces (Fig-

ure 7.30) in seen.

It is not completely clear how the exponentially changing baseline in the ionization
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(a) (b)

(c) (d)

Figure 7.31: Raw traces of 60 keV pulses from G28B data of phonon channels A, B, C, and
D, inner and outer ionization electrodes (from top to bottom) taken with a -6 V applied
charge bias. The pulses were taken (a) 3 seconds, (b) 7 seconds, (c) 13 seconds, and (d) 25
seconds after stepping the applied charge bias from ground to -6 V.

channels causes an oscillatory instability in the ionization energy. An explanation is

that the changing baseline creates a problem for the fitting algorithm in the data

processing step and therefore these events have incorrect energy reconstruction.

7.4.5 N- vs. P-type Germanium

As discussed briefly in Sections 6.8 and 7.3.1, the type of impurity dominant in the

germanium crystal may affect charge carrier transport through the detector and the

effectiveness of background discrimination. In order to understand if the differences
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between n- and p-type germanium crystals have a large impact on ionization yield

discrimination of surface events, a study was carried out with the n- and p-type

germanium detectors used in the Soudan 5-tower runs looking at surface events from

barium calibration data [140, 145].

If the detector contacts are indeed like Schottky barriers, the semiconductor band

bends near the contact to reach an equilibrium state with the metal differently for

n- and p-type germanium (Figure 6.22). With pure Schottky contacts on both sides

of the detector crystal, one charge carrier would preferentially be “trapped” at the

surfaces (i.e., electrons for n-type crystals and holes for p-type crystals). While the

Schottky barrier model of the detector contacts doesn’t explain ionization and phonon

side dead layer asymmetry (because switching the polarity of the applied charge bias

doesn’t switch the asymmetry), it does indicate that there may be some differences

in the surface layer between n- and p-type germanium crystals.

The Ge detectors used in Run 123 come from three distinct Ge boules, each

with different characteristics, including doping quantities and types (Table 7.2) [146].

Comparing the number of ionization and phonon side surface events for the n- and

p-type germanium crystals can give some indication as to whether or not there is a

significant difference in ionization yield discrimination or the ionization and phonon

side asymmetry.

To compare the ionization and phonon side surface events for n- and p-type germa-

nium detectors in the Run 123 barium calibration data, the ratio of the total number

of phonon side surface events to the total number of ionization side surface events,

Rp/i, was calculated for each detector. In order to compare Rp/i for n- and p-type

germanium detectors, the average ratio for determined for n- and p-type detectors.

Based on this analysis, p-type germanium crystals show a larger asymmetry between

phonon and ionization side ionization yield discrimination than n-type germanium.

Rp/i was 3.1 for p-type germanium detectors and 1.8 for n-type germanium detectors

[140].
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Detector Tower Tower Tower Tower Tower
Number 1 2 3 4 5
Z1 A Si Si Si A

n-type n-type
Z2 A Si B C C

n-type n-type p-type p-type
Z3 A A Si Si Si

n-type n-type
Z4 Si Si C C B

p-type p-type n-type
Z5 A B C C C

n-type n-type p-type p-type p-type
Z6 Si Si B C B

n-type p-type n-type

Table 7.2: Soudan Run 123 detectors along with the germanium crystal boule identification
and doping type.

One question related to this finding is if the larger Rp/i for p-type germanium

detectors is due to a smaller number of charge side surface events or a larger number

of phonon side surface events (as compared with n-type germanium detectors). This

would give information as to which detector side is affected by the different doping

and give insight into the behavior of band bending near the contacts.

By doing a simple average of the total number of phonon side and charge side

surface events for n- and p-type detectors, it is seen that the larger Rp/i for p-type

germanium detectors is due to a larger number of phonon side events for p-type

germanium as opposed to n-type germanium. The average total number of phonon

side surface events in this data set was 320 for p-type and 254 for n-type germanium

detectors while the average total number of ionization side surface events in this data

set was 105 for p-type and 138 for n-type germanium detectors [145].

Note that one of the n-type germanium detectors seems to be an outlier with an

unusually high number of both ionization and phonon side surface events as compared

with other n-type germanium detectors. If this detector is removed the number of n-

type and p-type germanium ionization side surface events becomes more even and the

number of n-type and p-type germanium phonon side surface events become further
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apart.

Besides looking at the difference between the number ionization and phonon side

surface events for n- and p-type germanium detectors, it is interesting to look at

the difference in ionization yield discrimination for n- and p-type detectors. The

nuclear recoil band passage fraction is one estimator of this discrimination against

surface events. Due to the ionization and phonon side discrimination asymmetry, the

passage fraction is different for ionization and phonon side surface events. However, by

individually comparing the ionization and phonon side passage fractions for n- and p-

type germanium detectors, no difference is found in the ionization yield discrimination

[140].

The analysis of the Run 123 barium calibration data shows that the germanium

doping type appears to have an effect on the ionization and phonon side asymmetry

but has no major impact on the ionization yield discrimination.

7.5 SuperCDMS Detector Design

To increase sensitivity to WIMP interactions, CDMS has proposed and begun the

next phase of the experiment, SuperCDMS [147]. Generally the SuperCDMS goal

is to increase the experimental target mass while maintaining a background free ex-

periment by making proportionate reductions in the ability to reduce backgrounds.

In parallel with the studies discussed in this section there have been several other

modifications to the CDMS-II ZIP detectors that form the first version of Super-

CDMS detectors. This section discusses this first version of the SuperCDMS detector

which has been demonstrated at test facilities, fabricated, and installed in the Soudan

icebox.

In order to take advantage of existing CDMS-II infrastructure and lead to cost-

effective timely improvements, SuperCDMS detectors maintain a 4 phonon channel

and 2 charge channel readout.
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One of the three main differences between the CDMS-II and SuperCDMS ZIP

detector is the latter is 1 inch thick (Figure 7.32), rather than 1 cm. By increasing

the detector thickness there is more target mass per readout channel. In addition,

the increased thickness improves surface event rejection by decreasing the surface to

volume ratio.

(a) (b)

Figure 7.32: (a) Photo of two 1 inch detectors showing both the ionization and phonon
detector faces. (b) Photo of a 1 inch detector, with phonon detector face up, after packaging.

The second detector modification was to the phonon collection. A new mask

optimized the coverage area of aluminum phonon collecting fins for maximum phonon

coverage and collection efficiency (Figure 7.33). Furthermore the thin film fabrication

process was changed to allow full detector patterning. This decreased the amount of

passive aluminum on the phonon surface that was needed for wire bonding to connect

all of the sensors together. Through these two changes, improvements were made to

the phonon signal to noise by decreasing the passive aluminum and surface event

discrimination by optimizing the phonon collection area and efficiency.

Finally, better radial position reconstruction has been achieved by changing the

phonon sensor geometry from the quadrant design to a radial phonon sensor surround-

ing three internal sensors (Figure 7.34). With this improved event reconstruction,

position dependent timing quantities become more powerful discrimination tools.
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(a) (b)

Figure 7.33: (a) Drawing of the mask for the new QET design with the same amount of
tungsten and greater aluminum coverage. (b) Photo of a single QET during fabrication.

(a) (b)

Figure 7.34: (a) Schematic showing the new geometry for the four phonon sensors which
allows for better radial event position reconstruction. (b) Photo of a 1 inch detector with
this new phonon sensor geometry.
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In April 2009 the first SuperTower was built (Figure 7.35a). It consists of five

1 inch detectors with the new QET design and phonon geometry. In addition to the

1 inch detectors, two 1 cm detectors were also included in the tower, one at the top and

one at the bottom, as veto detectors. Incorporating these veto detectors in the tower

causes all 1 inch detector surfaces to be “interior” surfaces (facing another detector)

which have high sensitivity to low-energy multiple scatter events arising from particle

interactions at the surfaces of adjacent detectors. This first SuperTower was installed

in the Soudan icebox in May 2009 alongside the three newest CDMS-II towers used

throughout the Soudan 5-tower runs (Figure 7.35b).

(a) (b)

Figure 7.35: (a) Photo of the first SuperTower prior to installation in the Soudan icebox.
(b) Photo of the Soudan icebox with three towers of CDMS-II detectors along with the new
SuperTower.

As SuperCDMS continues increasing the total target mass, additional detector

modifications to streamline the fabrication and improve background discrimination

are likely. Near term detector adaptations will use the results of the analysis discussed

in Section 7.3 and incorporate the use of a mask during iron ion implantation to

reduce damage in the germanium crystals and the ionization yield discrimination

206



asymmetry between the ionization and phonon side surface events. Possible detector

changes that may occur in the longer term such as the interleaved ZIP design, even

larger size detector crystals, and more are currently under development and testing.
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Chapter 8

Conclusion

The analysis of the first two 5-tower data runs from the CDMS-II experiment has

resulted in the world leading WIMP-nucleon spin-independent cross section limit for

WIMP masses above 44 GeV/c2. This result is ∼3 times stronger than the previous

Soudan 2-tower results. Since the completion of the first two 5-tower data runs

CDMS has continued taking data with those 30 detectors at the Soudan Underground

Laboratory. The total 5-tower CDMS-II data now exceeds the exposure of the first

two runs by of factor of ∼4. Analysis of this new data is currently underway and

expected to reach a sensitivity of ∼2×10−44 cm2 for WIMP masses near 60 GeV/c2.

The next few years will be an exciting time for the field of dark matter detection.

As illustrated in Figure 5.15, direct detection is becoming a highly competitive field

with many experiments using different technological approaches. The XENON10

experiment has proven the power of using liquified noble gases as the target mate-

rial for WIMP interactions. Currently several noble liquid experiments are being

commissioned, or under construction, which have expected sensitivities at or below

10−45 cm2. As discussed in Section 7.5, CDMS has modified their detectors so that a

single ZIP has 2.5 times more mass as well as improved phonon collection and discrim-

ination power. The first superTower has been installed in the cryostat at the Soudan

Underground Laboratory and was commissioned in June 2009. An additional two su-
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perTowers are scheduled to be installed within the next year to achieve an expected

sensitivity of ∼5×10−45 cm2 by 2012.

Besides implementing the simple modifications to the CDMS-II ZIP detectors,

the CDMS collaboration is engaged in research and development projects to further

increase their WIMP sensitivity. Some of these projects include creating even larger

radius detectors and using an interleaved ZIP design. Other areas of study include

further understanding detector processes which create background events, especially

electron recoil events with poor ionization collection. This dissertation focused on

further understanding ionization collection in the CDMS ZIP detectors. By improving

our knowledge of the fundamental physics involved with charge trapping, changes can

be made to detector operation, analysis, and future designs to reduce poor ionization

collection.

Finding a quantitative figure-of-merit tracing detector neutralization has already

been shown to improve data quality through real-time monitoring and analysis cuts.

Using this technique has led to optimizing the detector neutralization process and

achieving the best possible neutralization. Understanding what affects detector neu-

tralization (i.e., temperature, event rate, charge bias, and the level of crystal impuri-

ties or doping type) impacts operational detector settings and possibly future crystal

selection.

In addition to improved understanding of detector neutralization and bulk charge

trapping, examining how fabrication changes affect surface trapping can lead to im-

proved surface event rejection. Surface event studies that compared the detector

dead layers in detectors with standard processing, the addition of a hydrogenated

amorphous silicon layer, and iron ion implantation indicates the best ionization yield

discrimination of surface events occurs for standard processing without iron ion im-

plantation. Based on these results, future iron ion implantation, to lower detector

transition temperatures, will be done using a mask to prevent the ions from pene-

trating into the bare amorphous silicon and germanium layers. To understand the
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improvement in ionization yield discrimination (and decreased dead layer), surface

event studies will need to be completed with detectors implanted with this mask.

Regardless of which experiment ‘wins the race’ to become the first to detect WIMP

interactions, confirmation of that signal by multiple technologies will create a more

compelling case in support of the WIMP hypothesis. In addition, a direct detec-

tion signal alone will not independently measure all of the WIMP particle properties.

Understanding WIMPs will be greatly enhanced by complementary signals from di-

rection detection, indirection detection, and collider techniques, all of which have

experiments on the brink of probing promising regions of parameter space.
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Appendix A

LED Neutralization Details

A.1 Introduction

As discussed in Section 6.2.1, LEDs mounted on the detector housing are able to

reduce bulk trapping in the crystal by freeing charge carriers and allowing them to

undergo Coulomb attraction with ionized impurity sites, thereby neutralizing the

detector. This section addresses some of the details about these LEDs and how they

work.

A.2 LEDs

The CDMS-II LEDs are from Photonic Detectors, Inc (SMT Type PDI-E940SM).

These LEDs are made of Galium Arsenide (GaAs), have a peak wavelength of 940 nm,

and a 140 degree radiating pattern out of the cathode face. They are mounted,

facing upwards, on the phonon side of the detector housing (Figure 6.1). There are

two separate positions with 2 LEDs installed, however only 1 of the LEDs in each

position is wired; the other acts as a spare. In the 1 inch detector housings, the LEDs

are again mounted facing upwards in two LED positions, one each the phonon and

ionization side of the detector housing.
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A.3 LED Circuit

Each LED is connected to the Front End Board (FEB) warm electronics board

through the tower wiring, SQUET, and stripline traces. In addition, each LED is

grounded to the chassis so that one stripline per LED is sufficient to create a com-

plete circuit. The CDMS-II LED forward voltage drop ranges between 10 and 13 V

for each LED at 30 mK and is 1 V at room temperature.

The LED is driven by a current source located on the FEB. This source is able to

supply currents between -5 mA and +5 mA is 2.5µA steps. It is able to supply this

current in a DC or burst mode for a given time. Pulses can vary between 10µs and

2.56 ms in 10µs steps.

Figure A.1: Schematic of the LED drive circuit with the current source, stripline, and LED
diode.

Figure A.2: Schematic of the LED drive equivalent circuit showing the current source,
stripline capacitance, and LED diode in parallel.

Due to the LED drive circuit (Figures A.1 and A.2), the current supplied by the

source initially charges the stripline capacitance until the voltage reaches the forward
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drop of the LED [148]. Therefore, the time it takes to charge the stripline capacitance

to the forward drop of the LED can be calculated using the following formula:

τ = C × V/I (A.1)

where τ is the stripline charging time constant, C the stripline capacitance, V the

LED’s forward voltage drop, and I the applied bias current.

The stripline capacitance was measured at the UC Berkeley test facility to be

700 pF. Assuming a LED bias current of 800µA and a forward drop of 10 V, the

stripline charging time should be approximately 9µs.

The FEB warm electronics board has a test point on its front panel which can

be used to measure the voltage across the LED. A sample of this FEB front panel

voltage monitor trace, taken at the Case Western test facility with a LED bias current

of 950µA, can be seen in Figure 6.3.

This FEB front panel voltage monitor trace plots the voltage across the LED

as a function of time. The drive current source first turns on at “Ton” when the

voltage changes from zero. Between “Ton” and “Tmax,” the time when the voltage

is at its maximum amplitude, the change in voltage is approximately linear. This is

when the drive source is charging the stripline capacitance until it equals the forward

drop of the LED. Near “Tmax,” the LED is able to “turn-on” and begin emitting

photons. Shortly after “Tmax,” the voltage decreases in amplitude and then nearly

plateaus. The plateau occurs at a lower absolute voltage than maximum because as

the LED emits photons it warms up and the LED I-V characteristics change with

temperature. The change in voltage occurs as the LED switches to a different I-V

curve (Figure A.3) [148].

By measuring the FEB front panel voltage monitor trace, the stripline charging

time can be determined and compared with the calculation. Looking at the above

trace, the stripline charging time, the time difference between “Ton” and “Tmax” is

approximately 3 times the calculated time [122]. After further tests and capacitance

214



Figure A.3: Illustration of a LED’s current vs. voltage curve. The black and red curves
represent profiles for different temperatures. As the LED emits photons and warms it
changes between these two curves.

measurements, it was discovered at the UC Berkeley test facility that there is an

additional source of capacitance, between 1.5 - 2.4 nF, in parallel with the 700 pF

stripline capacitance, due to one of the operational amplifiers in the FEB current

source circuit [149]. Taking this additional capacitance into account, the capacitance

charging time is then calculated to be approximately 28µs, for a 800µA LED bias

current, which is consistent with the measurements using the FEB font panel voltage

monitor.

Note that the forward voltage drops of the LEDs can vary by a few volts. This

changes the time to turn on the LEDs by as much as about 30%. In order to minimize

the heat load, especially on the Soudan fridge, it is important to characterize each

individual LED prior to determining the settings appropriate for it. Studies done with

the Soudan detectors prior to Run 127 (discussed in Appendix B and summarized in
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Section 6.4.1) show that by the time the LED voltage monitor trace is at its maximum

amplitude the LEDs are causing detector neutralization.

A.4 Non-working LEDs

Besides providing a means to determine appropriate LED settings for detector neu-

tralization, the FEB front panel voltage monitor trace can also be used to identify

LEDs that are not working or which are being biased with the wrong polarity. The

signature of a LED that is not working is that the voltage monitor trace shows a

linear slope as the stripline capacitance charges and then flat lines at a voltage that

is usually significantly lower than 10 V before returning to 0 V when the LED bias

current turns off (Figure A.4).

Figure A.4: Oscilloscope trace showing voltage as a function of time for the FEB front
panel voltage monitor trace showing the voltage through the LEDs (blue and red) and the
charge pulse due to the LED pulses (yellow and green) for two non-working LEDs.

Note that if a LED is not being biased long enough to produce photons the voltage

216



monitor traces will show a linear slope as the stripline capacitance charges and then

abruptly drop back to 0 V when the LED bias current turns off (Figure A.5). There

will be no plateau or flat line in the voltage trace.

Figure A.5: Oscilloscope trace showing voltage as a function of time for the FEB front
panel voltage monitor trace showing the voltage through a LED (red) and the charge pulse
due to the LED pulse (black) for a working LED with a pulse that was not sufficiently long
to produce photons.
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Appendix B

Soudan LED Tests

B.1 Introduction

At the beginning of many of the Soudan 5-tower runs, the initial detector neutraliza-

tion was performed very systematically in order to study the effectiveness of different

neutralization techniques. One of the more intensive of these studies was performed

at the beginning of Run 127 [125] in order to determine which LED properties pro-

vide effective neutralization. Specifically, studies determined what feature in the FEB

front panel voltage monitor trace corresponds to effective neutralization so that the

LED heat load can be minimized and if LEDs neutralize adjacent detectors. This

section discusses the details of how the test was performed. Test results are discussed

in Section 6.4.1.

B.2 Run 127 LED tests

In order to achieve these goals, only six detectors were used, one in each tower except

for Tower 4 where two detectors were used, so that there would be greater control

throughout the study and so that adjacent detector neutralization could be studied

without confusion as to which LED was responsible for neutralization. These six
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detectors underwent a series of 6 LED bakes, each with the same bias current, 400µA,

but with varying LED pulse on times. The times were chosen after looking at the

FEB front panel voltage traces for each of the LEDs and determining the time so

that the pulse would be turned off at (Table B.1).

LEDbake # location on FEB front panel voltage trace
1 80% of the maximum amplitude
2 90% of the maximum amplitude
3 maximum amplitude
4 maximum amplitude + 5µs

(LED settings used for all Soudan 5-tower runs, starting with Run 124)
5 maximum amplitude + 10µs
6 equivalent to Run 123 settings

(120 µs)

Table B.1: Individual LED bakes taken during the Soudan 5-tower study

The LED test bake procedure followed was:

• Use only six detectors (Table B.2)

Detector detector above detector below
T1Z2 Ge Ge
T2Z4 Si Ge
T3Z3 Si Ge
T4Z2 Ge Si
T4Z5 Ge Ge
T5Z5 Ge Ge

Table B.2: Detectors used during the Soudan 5-tower study

• LED bias current = -400µA (400µA in Soudan guis, the same as the settings

used since Run 124)

• LED on times to use (for each successive LED bake) can be seen in Table B.3

• Each LED bake lasts 20-30 minutes

• Use nominal LED pulse on/off times (0.8 min on, 1.2 min off)
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• Each (weak) barium dataset (with all 30 detectors) should last 300k events,

1 hr (with LED baking after barium disabled)

LED T1Z2 T2Z4 T3Z3 T4Z2 T4Z5 T5Z5
bake # LED2 LED2 LED1 LED2 LED2 LED2
1 60µs on 60µs on 50µs on 60µs on 60µs on 70µs on

2550µs off 2550µs off 2550µs off 2550µs off 2550µs off 2550µs off
2 70µs on 70µs on 60µs on 70µs on 70µs on 80µs on

2550µs off 2550µs off 2550µs off 2550µs off 2550µs off 2550µs off
3 100µs on 90µs on 80µs on 90µs on 90µs on 100µs on

2550µs off 2550µs off 2550µs off 2550µs off 2550µs off 2550µs off
4 100µs on 100µs on 90µs on 100µs on 100µs on 100µs on

2550µs off 2550µs off 2550µs off 2550µs off 2550µs off 2550µs off
5 110µs on 100µs on 90µs on 100µs on 100µs on 110µs on

2550µs off 2550µs off 2550µs off 2550µs off 2550µs off 2550µs off
6 120µs on 120µs on 120µs on 120µs on 120µs on 120µs on

2550µs off 2550µs off 2550µs off 2550µs off 2550µs off 2550µs off

Table B.3: LED on times used for each bake (note that the LED pulse step size is 10µA)

The maximum fridge temperatures were recorded for each of the LED bakes and

are documented in Table B.4. Note that these temperatures are measured by a LR700

resistance bridge which cycles through several different thermometers, reading each

for 1 minute. Therefore the temperature measurements were made coarsely in time.

In addition, during the LED bake, the LEDs are pulsed in a 2 minute cycle. Due

to both the LED pulse and LR700 measurement cycles, it is possible for the LR700

temperature measurements to read an artificially low maximum temperature.

LED bake # MC peak temp T5 10 mK peak temp
1 no change no change
2 not measured 0.05 K
3 not measured 0.20 K
4 0.06 K 0.20 K
5 0.03 K 0.16 K
6 0.08 K 0.35 K

Table B.4: Maximum mixing chamber and Tower 5 temperature during each LED bake
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Appendix C

Neutralization Methods

C.1 Introduction

There are several methods that can be used to neutralize the CDMS detectors. These

different methods often are particularly well suited for a specific location and cir-

cumstance. This section explains the implementations of the various neutralization

methods.

C.2 Soudan Neutralization Methods

During the Soudan 5-tower runs (Runs 123 through 129), detector neutralization was

achieved through a combination of LED and strong source bakes and maintained

through LED flashes. Below describes when each of these bakes and flashes were

used and how they were implemented.

C.2.1 Strong Source Bake

During the Soudan 5-tower runs, strong source bakes were used only at the beginning

of a run in order to achieve initial detector neutralization. The first time this tech-

nique was used during CDMS-II at Soudan was at the end of Run 124 and beginning
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of Run 125.

At Soudan, a strong source bake typically lasted overnight and consisted of the

following procedure:

• Initialize detector settings and ground the charge channels

• Insert the strong Cesium and Cobalt sources into the two source tubes

• Leave the sources shining on the detectors overnight

• Remove the sources from the source tubes

As discussed in Section 6.2.2, it was found that the neutralization states of detectors

from the Germanium B Boule worsened after a strong source bake. For this reason,

it is important to perform an LED bake immediately following a strong source bake.

This causes the neutralization states of the Boule B Germanium detectors to become

good again.

C.2.2 LED bake

During the Soudan 5-tower runs, LED bakes were typically performed at the begin-

ning of a run in order to achieve initial detector neutralization or after an anomalous

event that might affect the detector neutralization states.

During a LED bake, there is one LED used for each detector (except for detectors

which have no working LEDs and then no LEDs are used). The LEDs for all the

detectors in a single tower are pulsed together and each tower is baked sequentially.

The total amount of time each tower is baked has varied slightly, but typically it lasts

for 45 minutes each.

For the first Soudan 5-tower run (Run 123), the important LED parameters were:

• LED bias current (amplitude) = 800µA
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• LED pulse train duration = 0.8 minutes with a 1.2 minute pause between pulse

trains

• LED pulse duty cycles = 60µs ON, 2550µs OFF

Between Run 123 and 124 there was an evaluation of all 60 LEDs mounted on

the detectors. After this evaluation, the LED parameters were modified, for Run 124

and all the subsequent Soudan 5-tower runs, to:

• LED bias current (amplitude) = 400µA

• LED pulse train duration = 0.8 minutes with a 1.2 minute pause between pulse

trains

• LED pulse duty cycles ON times vary per LED (usually between 90 - 110µs

so that the LED is on for 5µs past the peak of the FEB front panel voltage

monitor trace), with 2550µs OFF times

During an LED bake, the Tower 5 base temperature does not exceed 200 mK.

After pulsing all the LEDs, there is a cool down period of approximately 15 minutes

for the detectors to return to base temperature. This entire process lasts a little more

than 5 hours.

C.2.3 LED flash

During the Soudan 5-tower runs, LED flashes were typically performed during the

daily cryogen transfers, after approximately 11 hours of WIMP search data taking,

and after every barium calibration dataset lasting more than 30 minutes.

A LED flash is very similar to a LED bake, except for the total time for which the

LEDs are pulsed in each tower. The Tower 1 LEDs are pulsed for a total duration

of 10 seconds, Tower 2 for 4 seconds, Tower 3 for 6 seconds, Tower 4 for 4 seconds,

and Tower 5 for 4 seconds. As in the LED bake, the LEDs for each detector in a
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single tower are pulsed together and each tower is flashed sequentially. The LED

flash parameters are the same as documented above for the LED bakes, including the

difference between Run 123 and Run 124. However, the main item to note is that the

LED pulse train is not used because the total time of the LED flash is shorter than

the pulse train.

During an LED flash, the Tower 5 base temperature does not exceed 200 mK. After

pulsing all the LEDs, there is a cool down period of approximately 15 minutes for the

detectors to return to base temperature. This entire process lasts about 25 minutes.

C.3 Test Facility Neutralization Methods

The neutralization methods used at test facilities have been varied. Part of this is

due to the fact that neutralization is much easier to achieve at a surface facility than

underground. Appendix F outlines the basic procedure that should be used to ensure

good detector neutralization. This section describes some of the techniques that have

been used and the Case Western Reserve University and University of California -

Berkeley surface test facilities.

As is the case for detectors underground at Soudan, it is important to ensure

detectors at the surface test facilities are effectively neutralized prior to taking data

and maintain stable neutralization during data taking. Since the surface environment

and test facility set-up is much different than that underground owing to the different

ambient background rates, the techniques used can be slightly different. At test

facilities, both initial detector neutralization and detector neutralization stability are

usually achieved through a combination of ambient background radiation and LED

baking.

The ambient background radiation at the surface is able to neutralize a grounded

detector. While this makes some neutralization studies at surface test facilities very

difficult, it makes detector neutralization easier. If a detector’s charge channels are
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grounded while cooling down from room temperature, the ambient background ra-

diation begins the neutralization process. The main item to think about to ensure

this early detector neutralization is how the detector is grounded. In order to ground

a detector through the Front End Board (FEB) electronics board, the detector I/O

cable must be connected and the FEB power must be one. At a test facility, the

detector can be grounded in this standard way, however there are times when this

may be impossible or inconvenient, especially during cool-down. Fortunately, the

detector can be grounded through other methods. One such method, used at the

Case Western test facility, is to modify a spare connector with two jumpers connect-

ing the inner and outer charge biases to phonon returns. This modified connector is

then connected to the end of the detector I/O cable maintaining zero electric field

across the detector and allowing the ambient background radiation to neutralize it.

Another method of grounding a detector is used at the Berkeley test facility. There

the detector I/O cable is pulled into the breakout box and the charge channels are

then grounded through there.

LEDs are also used in order to neutralize a detector once it reaches base temper-

ature. Since, at a test facility, there is usually one detector to neutralize at a time,

the LED heat load on the fridge is not nearly as big a concern as at Soudan. For this

reason the LED parameters and bake times are different, and much longer, than those

used underground. A typical LED bake at the Case Western test facility would use

one of the two LEDs with a LED bias current (amplitude) = 800µA and LED pulse

duty cycle of between 90 - 250µs ON, 2550µs OFF, for a total time of approximately

10 hours. Typically two or three of these LED bakes would occur, if possible at least

one with each LED, prior to data taking.

Since test facility data taking always has a higher event rate than underground

WIMP search data due to the ambient background and calibration sources, data col-

lection must be interrupted much more frequently than underground. Typically, in

order to ensure stable neutralization during data collection, data taking is paused
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approximately every 4 minutes for neutralization. Note that this time can be dif-

ferent depending on the detector as well as the type and location of the calibration

sources. In order to ensure stable neutralization, one could take a long dataset with-

out stopping to neutralize in order to see how long the detector maintains stable

charge collection and then use that dataset to determine the optimal interval for data

collection.

When maintaining neutralization during a run at a test facility, the data collection

is paused, not stopped, for a neutralization period. During datasets, the detector

can maintain neutralization either by the ambient background radiation or through a

brief LED flash. The Case Western test facility typically uses the ambient background

radiation while the Berkeley test facility typically uses the LEDs. A typical dataset

taken at the Case Western test facility will bias the detector for between 4 and

12 minutes, ground the detector for 3 minutes to allow neutralization by the ambient

background radiation, and then repeat the cycle for several hours (depending on the

statistics required from the dataset). A typical dataset taken at the Berkeley test

facility will bias the detector for 4 minutes, ground the detector for 3 minutes and do

a short LED flash, and then repeat the cycle for several hours (again depending on

the required statistics).
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Appendix D

Five-Tower Run Neutralization

Summary

D.1 Introduction

During the seven 5-tower runs that took place at Soudan between mid 2006 and early

2009 (Runs 123 - 129), the initial detector neutralization was accomplished using a

variety of techniques. Many times a particular neutralization procedure was used

in order to learn about the effectiveness of a neutralization method or setting and

to learn about how neutralization changes. This section summarizes the neutraliza-

tion strategy used at the beginning of each run. In addition, information about the

maximum temperature reached between runs is included to help understand differ-

ences in detector neutralization states for different runs and motivate some of the

neutralization studies that were performed.

D.2 Run 123

At the beginning of Run 123, the first 5-tower Soudan run, the detectors were cooled

down from room temperature and all neutralization was done at base temperature
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with LED baking.

Run 123 ended due to increased circulation pressures. In order to remove the

circulation blockage, located in the dilution refrigerator’s snow trap (internal helium

cold trap), the fridge was warmed to a maximum Tower 5 base stage temperature of

approximately 9.5 K (on March 30, 2007). The blockage was then removed by back

flushing the circulation loop.

D.3 Run 124

At the beginning of Run 124, the detectors were cooled from a maximum Tower 5

base stage temperature of approximately 9.5 K and all neutralization was done at

base temperature with LED baking.

Between Runs 123 and 124 there was a survey done documenting the FEB front

panel voltage monitor trace (Figure 6.3) for every LED. This led to changing the

LED parameters prior to Run 124. Section C.2.2 details the LED settings used in

Run 123 as well as in Run 124 and the rest of the Soudan 5-tower runs. The LED

tests detailed in Appendix B and whose results are described in Section 6.4.1 showed

that the new LED settings effectively neutralize the detectors.

At the end of Run 124, detector neutralization using strong sources was first used

during CDMS-II at Soudan. The effectiveness of strong source neutralization, espe-

cially on detectors with non-working LEDs, caused this method to be used alongside

LED baking to neutralize detectors at the beginning of many of the Soudan 5-tower

runs after these initial tests.

Run 124 ended due to increased circulation pressures. The circulation blockage,

located in the snow trap, was once again removed by back flushing the circulation

loop. During this warm-up, the fridge warmed to a maximum Tower 5 base stage

temperature of approximately 8 K (on July 16, 2007).
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D.4 Run 125

At the beginning of Run 125, the detectors were cooled from a maximum Tower 5

base stage temperature of approximately 8 K and neutralization was done through

a combination of strong source and LED bakes beginning during the cool down and

continuing after reaching base temperature.

Run 125 ended due to degraded detector performance. The degraded detector

performance was initially identified by an increased phonon trigger rate. In addition,

affected detectors had a large number of events with zero ionization collection and

degraded phonon amplitudes. The cause of this degraded performance was hypothe-

sized to be due to helium films on the detectors where the helium was introduced into

the system via the e-box leak. In order to improve detector performance, the fridge

was warmed up to a maximum Tower 5 base stage temperature of approximately 43 K

(on January 10, 2008), while the e-box was pumped on in order to remove any built

up gas.

D.5 Run 126

At the beginning of Run 126, the detectors were cooled from a maximum Tower 5

base stage temperature of approximately 43 K and all neutralization was done at base

temperature with a combination of strong source and LED baking.

Run 126 ended due to increased circulation pressures. The circulation blockage,

located in the snow trap, was once again removed by back flushing the circulation

loop. During this warm-up, the fridge warmed to a maximum Tower 5 base stage

temperature of approximately 72 K (on May 1, 2008). In addition to removing the

circulation blockage, the e-box was also pumped on in order to remove any gas that

may have built up.
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D.6 Run 127

At the beginning of Run 127, the detectors were cooled from a maximum Tower 5

base stage temperature of approximately 72 K and all neutralization was done at base

temperature with a combination of strong source and LED baking.

Run 127 ended due to degraded detector performance. Similar to the end of

Run 125, the degraded detector performance was initially identified by an increased

phonon trigger rate. Once again, affected detectors had a large number of events with

zero ionization collection. However, degraded phonon amplitudes were not seen this

time. Although, once a detector exhibited signs of degraded performance, its phonon

trigger was turned off, so there may not have been data taken with the detectors for a

long enough period of time in order to see the phonon amplitudes affected. The cause

of this degraded performance was once again hypothesized to be due to helium films

on the detectors where the helium was introduced into the system via the e-box leak.

In order to improve detector performance, the fridge was warmed up to a maximum

Tower 5 base stage temperature of approximately 67 K (on January 10, 2008), while

the e-box was pumped on in order to remove any built up gas. In addition, there was

a back flush of the circulation loop to remove any excess gas built up in the snow

trap.

D.7 Run 128

At the beginning of Run 128, the detectors were cooled from a maximum Tower 5 base

stage temperature of approximately 67 K. Neutralization began during the cool down

with a combination of strong source and LED baking and continued after reaching

base temperature.

Run 128 ended in order to warm to room temperature to perform cryocooler

maintenance and install the new e-box.
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D.8 Run 129

At the beginning of Run 129, the detectors were cooled down from room temperature

and all neutralization was done at base temperature with a combination of strong

source and LED baking.

Run 129 ended in order to warm to room temperature to remove Towers 1 and 2

and install SuperTower 1.
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Appendix E

Soudan Neutralization Procedure

At Soudan, because it is an underground facility, the recommended neutralization

procedure based on work performed for this thesis is:

1. Keep detectors grounded while cooling down the fridge. This requires the de-

tector I/O cables to be connected from the electronics box, e-box, to the front

end boards, FEBs, and the FEB power to be ON

2. Insert strong sources in the source tubes. (Optional, especially if there are

special test datasets that are to be taken once at base temperature looking at

the detector states prior to any neutralization)

3. Once at base temperature, take a barium or gamma calibration dataset in order

to evaluate the neutralization states of the detectors

4. Do an LED bake for all detectors, subsequently baking one tower of detectors

at a time. (This should be sufficient to neutralize most germanium detectors)

5. Take a barium or gamma calibration dataset in order to evaluate the neutral-

ization states of the detectors

6. Overnight, perform a strong source bake of the detectors by grounding all ion-

ization channels and inserting strong sources in the source tubes
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7. In the morning, remove the strong sources from the source tubes and do an LED

bake for all detectors. (This improves the neutralization state for detectors the

strong source bake worsens)

8. Take a barium or gamma calibration dataset in order to evaluate the neutral-

ization states of the detectors

9. During the day, target detectors that are difficult to neutralize, particularly

silicon detectors, and do longer LED bakes using only the LEDs on the problem

detectors. (this can be done using the LED bake gui)

10. Take a barium or gamma calibration dataset in order to evaluate the neutral-

ization states of the detectors

11. Repeat steps 4 through 10 as needed until acceptable levels of neutralization

are achieved in the detectors
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Appendix F

Test Facility Neutralization Procedure

The ideal test facility neutralization procedure is similar to that for an underground

site in that they should both use a combination of neutralization methods. However,

the test facility and underground site procedures differ for several reasons. At a

test facility the ambient background is orders of magnitude higher than underground

owing to cosmic rays, shielding, and the use of low background materials. When a

detector is grounded, this ambient background acts to neutralize the detector, much

as the strong sources do underground. While the ambient background helps neutralize

detectors, it also makes it difficult to do some neutralization studies, especially those

looking at the on-set of and subtle changes in neutralization. In addition to having a

high ambient background, test facilities often only take data with one or two detectors

at a time. This means that there are fewer total detectors to neutralize at a given

time and a lower heat load on the fridge due to individual LEDs during baking. LED

bakes at test facilities fridges can typically run at a higher duty cycle and for longer

periods of time than at the Soudan fridge.

At surface test facilities the recommended neutralization procedure is:

1. Keep detectors grounded while cooling down the fridge. This requires the de-

tector I/O cables to be connected from the fridge bulkhead to the front end
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boards, FEBs, and the FEB power to be ON. If the detector is not connected a

powered on FEB, it can be grounded by creating jumpers between the charge

biases and QET returns.

2. Once at base temperature, evaluate all LEDs to ensure proper functionality

and determine appropriate LED bias currents and on times. To ensure proper

functionality, first look at the electrical check-outs. Next, take oscilloscope

traces of the FEB front panel LED voltage monitor output for each LED and

several bias current / on times. These traces and appropriate bias conditions

were discussed above. During a bake, the tower temperature should not need

to exceed 400 - 500 mK.

3. When not taking data, make sure to keep the detector grounded.

4. Prior to data taking with a particular detector, do an overnight, 8-12 hour, LED

bake of that detector.

5. When not taking data, make sure to keep the detector grounded.

6. Repeat steps 4 and 5 with both LEDs, especially for the 1 inch detectors which

have LED1 on the phonon side and LED2 on the ionization side.
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Appendix G

Calculating the Detector Dead Layer

G.1 Introduction

This section outlines the procedure used to calculate the detector dead layer for the

analyses discussed in Section 7.3.1. A similar analysis was used previously to calculate

the dead layer for sample devices [69, 70] and early CDMS-II detectors.

G.2 Procedure

The analysis procedure to calculate the detector dead layer is as follows:

1. Start with the ionization spectrum collected from 241Am 60 keV gamma rays

(or another line with a given energy). Apply all data quality cuts and identify

events from each individual source. Select the 60 keV events by phonon energy.

Figure 7.22a shows an example of the data this analysis begins with. This

data will be used as the example throughout and is from the 1 inch Germanium

detector G3D. The data was taken with -3 V charge bias and four 241Am sources,

two on the ionization side (channels A, cyan, and C, magenta) and two on

the phonon detector face (channels B, blue, and D, green). Recall that half

of G3D’s ionization face was iron ion implanted (under channels C, magenta,
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and D, green) in order to test if that affected the ionization yield asymmetry

(Section 7.3.2).

2. Fit the 60 keV photo peak with a gaussian distribution.

3. Calculate the residuals (the gaussian fit subtracted from the data) and replace

the counts from the gaussian fit as a step function at the mean value (as de-

termined from the fit). Figure G.1 shows the residuals for the G3D -3 V charge

bias data.

Figure G.1: G3D -3 V residuals between the data and gaussian fit of the 241Am 60 keV
line.

4. Create a Cumulative Distribution Function (CDF) of the residual + step func-

tion plot.

5. Determine the event number distribution as a function of depth in the detector

as calculated by theory based on the 60 keV 909µm penetration depth into

Germanium.

6. Assuming that events with poorly collected ionization energy are due to surface

trapping and are related to the number distribution as a function of depth in
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the detector, do a one-to-one mapping between the CDF created by the data

(in step 4) and the CDF created by the theory (discussed in step 5) in order to

plot the fractional ionization collection as a function of depth. Figure G.2 plots

the partial ionization collection of 60 keV 241Am gamma rays as a function of

depth into the Germanium crystal, or the dead layer distribution, for the G3D

-3 V charge bias data.

Figure G.2: Dead layer distribution for G3D -3 V charge bias data. This plot shows the
partial ionization collection of 60 keV 241Am gamma rays as a function of depth into the
Germanium crystal.

7. Determine the dead layer, defined to be the depth at which the partial ionization

collection is 63%. Table G.1 gives the ionization and phonon side dead layer

for G3D with -3 V charge bias based on this analysis.
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Phonon Channel Source Dead Layer
Source is Over Side
ch A ionization 6.3µm

side
ch B phonon 14µm

side
ch C ionization 15µm

side
(ion-implanted)

ch D phonon 14µm
side

Table G.1: G3D -3 V data dead layer based on the 60 keV gamma-rays for each 241Am
source, measured at the 63% level of the dead layer distribution.
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