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Abstract

Search for New Physics in the Missing Transverse Energy + Dijet Channel at CDF

Daniel Montgomery MacQueen
Doctor of Philosophy
Graduate Department of Physics
University of Toronto

2009

This thesis presents the results of a signature-based search for new physics using the
exclusive dijet plus missing transverse energy data sample from 2 fb~! of pp collisions
at /s = 1.96 TeV collected with the Collider Detector at Fermilab (CDF). A study is
made of the production of events with two high energy jets and large missing transverse
energy (missing Er, or £r) in a kinematic regime requiring the scalar sum of the E7 of
the two jets (referred to here as Hr) to be greater than 125 GeV and the event K1 to be
above 80 GeV. A second kinematic region is also examined, with the 7 cut increased to
100 GeV and the Hr cut increased to 225 GeV. The number of events observed in the data
is within 0.43 standard deviations of the expected number of background events in the
low kinematic region, and within 0.34 standard deviations in the high kinematic region.
Based on these results, 95% C.L. lower mass limits for scalar leptoquarks are extracted:
190 GeV/c? for 1st generation, 190 GeV/c? for 2nd generation, and 178 GeV/c? for 3rd
generation production. The results are also interpreted in terms of cross-section limits

on generic minimal supersymmetric (MSSM) models.
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Chapter 1

Preface

1.1 The Standard Model

The Standard Model [1] (abbreviated SM) is the theory currently used to explain the
behaviour of matter at a subatomic level. Table 1.1 shows the particle content of the
SM. In the SM, the fundamental particles of matter are divided into two types of spin-
1/2 fermions. The first type, the leptons, include the electron e, the muon u, and the
tau 7, and their associated neutrinos v, v,, and v,. They can also be divided into
three generations, with e and v, being the first generation, 4 and v, being the second
generation, and 7 and v, being the third. The other fundamental fermions, the quarks,
can be divided into the first generation up and down quarks u and d, the second generation
strange and charm quarks s and ¢, and the third generation bottom and top quarks b
and t. In contexts where the flavour or generation of a fundamental fermion is irrelevant,
ignored, or generalized, charged leptons are denoted with [, neutrinos with v or v;, and
quarks with ¢. Each of these fermions has an anti-matter counterpart, represented as [,

7, or @, with the same spin and mass but opposite electric and colour charges.

The SM also describes three forces between the fundamental particles, which are

mediated by four spin-1 gauge bosons. These forces adhere to the local gauge symmetries



SU(3)exSU(2)w xU(1)y. The SU(3)¢ symmetry represents the strong, or colour, force,
mediated by the gluons g. Quantum chromodynamics, or QCD, is the name of the theory

governing their interactions [2].

The SU(2)w x U(1)y symmetry represents weak isospin and hypercharge symmetry,
respectively, and represents a unification between the electromagnetic force mediated by
the photons v and the weak force mediated by the W* and Z bosons. The two forces
together are referred to as the electroweak force, and the bosons mediating them are
called electroweak bosons [3]. The breaking of the symmetry between the weak and
electromagnetic forces comes from the Higgs mechanism [4], which keeps the v massless

but gives the W= and Z bosons mass. This requires the existence of a spin-0 Higgs boson

H.

The electromagnetic force acts on all electrically charged particles, while the weak
force acts on all quarks, all leptons, and the W and Z bosons. Quarks and gluons, the
only particles with a property called colour charge, are the only particles which interact
via the strong force. There are three types of colour charge, denoted “red”, “blue”, and
“green”. The nature of the strong force results in two important consequences for quarks:
confinement and asymptotic freedom. Confinement is a consequence of the strength of
the strong interaction, which increases with distance. As a result, quarks cannot exist on
their own for long, instead forming colourless bound states called hadrons. Hadrons can
be baryons, with three “valence” quarks which each carry a different colour, or mesons,
with a valence quark carrying one colour and a valence antiquark carrying its anticolour.
The valence quarks in hadrons are accompanied by a “sea” of gluons and quark-antiquark
pairs. The gluons and quarks within a hadron are referred to collectively as “partons”.
“Free” partons produced in high-energy particle interactions will combine with quark-
antiquark pairs pulled from the vacuum by the strength of the strong interaction to
produce hadrons. These hadrons form “jets” of particles, which appear in a particle

physics detector as clusters of energy deposited in the detector.



Particle Charge | Spin Mass

Quarks ¢
Up quark (u) 2 : 1.5 to 3.3 MeV/c?
Down quark (d) —3 : 3.5 t0 6.0 MeV/c?
Strange quark (s) —3 : 106735 MeV/c?
Charm quark (c) 2 : 1.275397 GeV/c?
Bottom quark (b) -1 : 4.207037 GeV/c?
Top quark () 2 : 171.2 £ 2.1 GeV/c?

Leptons [ and v,

Electron (e) -1 5 | 0.510998910 + 0.000000013 MeV /c?
Electron neutrino (v,) 0 : <2eV/c?
Muon (1) 1 L | 105.658367 £ 0.000004 MeV/c?
Muon neutrino (v,) 0 : <2eV/c
Tau (1) -1 : 1776.84 4 0.17 MeV /c?
Tau neutrino (v,) 0 : <2eV/c
Gauge and Higgs Bosons
Gluon (g) 0 1 0 eV/c? (theoretical value)
Photon (7) 0 1 <1078 eV/c?
W boson (W) 41 | 1 80.398 + 0.25 GeV /¢
Z boson (Z) 0 1 91.1876 £ 0.0021 GeV/c?
Higgs boson (H) 0 0 > 114.4 GeV/c?

Table 1.1: Particle content of the Standard Model. The particle masses shown are the current
experimental limits from Reference [5], except for the theoretical gluon mass. The v masses
represent a limit on the three v mass eigenstates, which are too close together in mass to resolve

in mass measurements from tritium £ decay.



On the other hand, asymptotic freedom results from the lowered strength of the strong
interactions at short distances. It means that quarks or gluons within a hadron can act
as free particles in interactions with high momentum exchange. For example, the results
of a high-energy collision between two hadrons can be described as a collision of a parton
from one hadron and another parton from the second. For example, if a proton with
valence quark content wud and an antiproton with valence quark content wud interact,
the result can be described with the collision of a quark from the proton and an antiquark

from the antiproton. Any quarks or gluons produced in the collision will then hadronize.’

1.2 Beyond the Standard Model

The Standard Model of particle physics has met with considerable success when tested
in high-energy particle collisions. The tau neutrino v,, the last lepton to be discovered,
was first observed in 2000 [6]. The current world average for the mass of the top quark
t, the last of the quarks to be discovered, is 171.2 & 2.1 GeV/c? — a precision of 1.2% [5].
Of the fundamental bosons postulated in the SM, only the Higgs boson has not yet been
discovered. Results from CERN’s Large Electron-Positron collider (LEP) and the Stan-
ford Linear Accelerator (SLC) currently set a lower limit on its mass from direct searches
of 114.4 GeV /¢? [7], consistent with the 95% confidence level upper limit of 285 GeV /c?
set by indirect experimental evidence from precision electroweak measurements [8] and
with results from the Fermilab Tevatron [9]. The only discovery in recent years to modify
the SM is the discovery that neutrinos have a small, but non-zero mass, and that they
oscillate between mass eigenstates which are mixtures of their flavour eigenstates [10].
Despite the successes of the SM, it is not believed to be a complete picture of particle

physics. There is no unification of the fundamental forces beyond electroweak unifica-

!The only exception is the top quark, which decays, almost always to a W boson and a b quark,
faster than it can hadronize. The signature for ¢ production involves the hadronization products of the
resulting b.



tion. Indeed, gravity is not even incorporated into the SM. The fact that the number of
quark and lepton generations must be identical in order to avoid gauge anomalies in the
weak interaction [11] also suggests the possibility of some underlying symmetry relating
the quark and lepton sectors. No such symmetry exists in the SM. There is also no
symmetry linking the fundamental bosons with the fundamental fermions. Cosmologi-
cal observations show that unexplained “dark matter” and “dark energy” form the bulk
of the universe [12], implying the existence of long-lived, massive particles which only
weakly interact with ordinary matter (Weakly Interacting Massive Particles, or WIMPs.)
The SM does not, however, contain any WIMP candidates.

If these theoretical questions are to be answered, some sort of new physics beyond the
Standard Model (BSM) is needed. Without experimental evidence contradicting the SM,
however, any choice of a particular new physics model is arbitrary. A signature-based
search can avoid making theoretical assumptions which are neither supported nor ruled
out by experimental evidence. By concentrating on an experimental signature which
could be produced by new physics, a signature-based search is less biased toward any
specific model, and can be applied to several models of BSM physics.

The simplest possible signature-based search is a counting experiment, where the
number of events in a dataset passing a particular set of cuts is compared to the number of
events expected from SM physics and from one or more BSM models. The interpretation
of the results from a counting experiment does not depend on the distribution of any
kinematic variables in the data, and can therefore be used to set 95% cross-section upper
limits in exactly the same way for any BSM model, using the formula

N

_ 1.1
7T Ayl (11)

with o being the cross-section limit, N being the event limit, A,;, and e being the
acceptance and efficiency for the signal from a particular BSM model, and £ being the

total integrated luminosity.



Figure 1.1: Typical Feynman diagram producing a dijet + Fr signature. Un represents a

generic unstable particle, and In represents a particle which is invisible to the detector.

In this analysis, events with two jets plus missing transverse energy (K7 ) are consid-
ered as a possible signature for BSM physics. Figure 1.1 represents a typical Feynman
diagram which would produce an exclusive dijet + K7 signature at the Tevatron pp col-
lider, where this analysis is carried out. For example, if the “invisible” In particle in
Figure 1.1 is stable, massive, and non-interacting, it can be a candidate for WIMP dark
matter. One class of models which provide a WIMP candidate and could lead to a dijet
+ Frsignature are minimal supersymmetric (MSSM) models where new particles and
antiparticles are produced in pairs [13]. Here, Un would be a squark ¢ while In could be
the lightest neutralino x?. Other models of interest could produce a dijet + E7 signature
without having a viable dark matter candidate, such as the pair production of unstable

leptoquarks L) which each decay into a quark and an invisible neutrino [14].



1.3 Outline

As the current energy frontier for particle physics, the Tevatron proton-antiproton col-
lider at Fermilab is the natural place to look for new physics in a variety of signatures.
Chapter 2 of this thesis describes the accelerator chain at the Tevatron, and the Collider
Detector at Fermilab (CDF) used to collect the data for this analysis.

Chapter 3 discusses the data samples used in this analysis and the triggers used to
collect the data. Chapter 4 describes the various cuts which define the two signal regions
for this analysis. Chapter 5 explains the method used to determine a data-driven estimate
for the SM background to the experimental signature.

Two possible theories of new physics which could lead to a dijet + Er signature are
described in Chapters 6 (for scalar leptoquarks) and 7 (for production of squarks and
gluinos in the minimal supersymmetric model). In Chapter 8, the results of the analysis
are described, and compared to theoretical expectations from the models described in
the preceding chapters. The limits on new physics from these results are also given.

Chapter 9 summarizes the results, and discusses possibilities for future studies.



Chapter 2

The Tevatron and the Collider

Detector at Fermilab

This analysis was carried out on proton-antiproton collisions produced at the Tevatron, a
synchrotron and storage ring complex located at the Fermi National Accelerator Labora-
tory (Fermilab, or FNAL) in Batavia, Illinois. Data from the collisions was recorded by
one of the Tevatron’s multi-purpose detectors, the Collider Detector at Fermilab (CDF,
or CDF II when specifically referring to the detector as upgraded for the most recent run

of the Tevatron.)

This chapter describes the accelerator chain which produces the pp pairs in the Teva-
tron, the CDF detector which detects the results of the pp collisions, and the data acqui-
sition systems (DAQ) which collect the data analyzed in later chapters. The description
is given for the Run II period which began collecting physics data in 2002, and is ongo-
ing. In many cases, this description represents significant upgrades from the earlier Run

I period of the Tevatron, which ran from 1992 to 1996.
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Figure 2.1: The Fermilab Tevatron accelerator chain [15].
2.1 The Tevatron Accelerator Chain

At Fermilab, beams of protons and antiprotons (p and p) are produced, accelerated,
and finally collided at a centre-of-mass energy of 1.96 TeV using four main systems: the
proton source, the Main Injector synchrotron, the antiproton source, and the Tevatron

collider. The accelerator chain is illustrated in Figure 2.1.

2.1.1 The Proton Source

The accelerator chain starts with a pair of H~ ion sources and Cockcroft-Walton elec-

trostatic pre-accelerators. The ion sources are direct-extraction magnetron types, where



H™ ions from ionized low-pressure hydrogen gas pick up two electrons when they strike a
cesium-coated cathode. Each pre-accelerator boosts the resulting H~ ions to an energy
of 750 keV. The ions from both pre-accelerators go on to the linear accelerator system
(Linac), which boosts them to 400 MeV [16].

The 400 MeV ions pass through carbon foils, stripping their electrons and making
them into H* ions (i.e. protons.) These protons are injected into the Booster, a syn-

chrotron which accelerates them to 8 GeV [17].

2.1.2 The Main Injector

The Main Injector synchrotron receives the 8 GeV protons from the Booster. The Main
Injector is a versatile device which can accelerate or decelerate protons to several different
energies, depending on the mode of operation. In one mode of operation, it will accelerate
protons to an energy of 120 GeV, then send them to the Antiproton Source (described in
subsection 2.1.3) which produces 8 GeV antiprotons. These antiprotons are stored until
the accelerator chain enters what is called “Collider Mode” [18].

In Collider Mode, 8 GeV protons in the Main Injector are accelerated to 150 GeV
and injected into the Tevatron (described in subsection 2.1.4.) Once the Tevatron has
enough protons circulating, the 8 GeV antiprotons from the Antiproton Source are also
sent to the Main Injector, where they are also accelerated to 150 GeV and injected into
the Tevatron [18].

The Main Injector did not exist during Run I: instead, a synchrotron called the Main
Ring was used. Like the Main Injector, it accepted 8 GeV protons from the Booster, sent
120 GeV protons to the Antiproton Source, and sent 150 GeV protons and antiprotons
to the Tevatron. This machine shared a tunnel with the Tevatron, which impaired Main
Ring operation due to stray magnetic fields from the Tevatron and the detours in the
Main Ring’s particle path needed to avoid the Tevatron’s detectors. Losses from the

Main Ring also degraded the data from the detectors at the Tevatron [18].
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2.1.3 The Antiproton Source

In the Antiproton Source, 120 GeV protons from the Main Injector are used to produce
antiprotons. The proton beam is focused on a nickel target, producing a shower of
secondary particles. A beam of antiprotons with approximately 8 GeV is extracted from
the secondary particles. This is an inefficient process — only one or two antiprotons
are produced for every 10° protons hitting the target — making antiproton production
the main limiting factor on the Tevatron’s luminosity. The resulting antiproton beam
is “cooled” in order to decrease its longitudinal and transverse momentum spread, and
stored in the Accumulator synchrotron. Antiprotons are accumulated in this storage
ring until there are enough to provide the desired pp luminosity in the Tevatron. Once
sufficient p numbers are present, the beam is sent to the Main Injector to be accelerated

to 150 GeV [19].

Another system, the Recycler, is located directly above the Main Injector ring. It
can store excess antiprotons produced by the Antiproton Source and sent to the Main
Injector, or store antiprotons left in the Tevatron after a Tevatron collision period. In the
latter scenario, the Tevatron decelerates the antiprotons to 150 GeV before transferring
them to the Main Injector. In either case, antiprotons are decelerated to 8 GeV by the
Main Injector and transferred to the Recycler. Antiprotons from the Recycler can be
sent back into the Tevatron after being transferred to the Main Injector and accelerated
back to 150 GeV. The Recycler, like the Main Injector, was constructed as part of the

Run IT upgrades [18].

2.1.4 The Tevatron

The Tevatron synchrotron is loaded with 150 GeV protons and antiprotons from the
Main Injector. Being of opposite charge, the protons and antiprotons circle in opposite

directions under the influence of the synchrotron’s magnets. Both protons and antipro-
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tons are accelerated to an energy of 980 GeV (up from the Run I energy of 900 GeV.)
The protons and antiprotons then collide at two points in the ring coinciding with the
locations of the two general-purpose particle physics detectors at the Tevatron: the CDF
and DO experiments [20].

In the latter half of Run I (called Run Ib), the average Tevatron luminosity was £ =
1.6 x 103! cm~2s~!. For Run II, a typical luminosity over an order of magnitude greater is
possible. The expected average luminosity was £ = 2x 103 cm~2s7! [20]. This luminosity
was first reached in 2006. During the data taking period for this analysis (between
March 23, 2002 and May 13, 2007) peak luminosities approaching 3 x 103? cm™2s! were

recorded [21].

2.2 The Collider Detector at Fermilab

The Collider Detector at Fermilab, pictured in Figure 2.2, is a general purpose particle
detector. It can be divided into three main sections: an inner detector which provides
charged particle tracking, scintillator-based electromagnetic and hadronic calorimeters,
and the outer scintillators and proportional drift chambers which act as muon detectors.
The CDF detector has been upgraded from its Run I configuration, as described in
Reference [22]. General information on the detector appears in many published CDF II
analyses, such as Reference [23].

Figure 2.2 is a cross-sectional view showing half of the CDF detector. CDF is cylin-
drical in shape, and coaxial with the Tevatron beamline. The tracking detectors are
surrounded by a superconducting solenoid coil which produces a uniform 1.4 T mag-
netic field. The magnetic field is aligned along the proton beam direction. Outside the
solenoid are electromagnetic calorimeters and hadronic calorimeters. The calorimeters
are arranged in a projective tower geometry, segmented in azimuth ¢ and pseudorapidity

1. Outside the calorimeters are drift chambers used to detect minimally ionizing parti-
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Figure 2.2: Cross-sectional view of half of the Collider Detector at Fermilab, from reference [22].

The axis of the solenoidal magnetic field is along the beam direction.

cles which pass through the calorimeter. These are typically muons, so these systems are

referred to as the muon detectors [22, 23].

2.2.1 Co-ordinate System and Related Quantities

A cylindrical co-ordinate system is defined for CDF, with r being the distance from

the beamline, the z-axis lying along the beamline, and the proton beam going in the

positive z direction. The polar angle 6 is defined relative to the proton direction, and

the azimuthal angle ¢ is measured from the plane of the Tevatron.

Pseudorapidity

n = In(tan(€/2)) is defined with # measured from the z where the trajectory crosses the
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beam axis. “Detector” pseudorapidity 7 is calculated by measuring 6 from z = 0 cm,
the centre of the detector [22, 23].

Tracks in the inner detector, or in the muon chambers, are described in terms of
transverse momentum, pr, the component of momentum transverse to the beam axis.
The momentum vector for a track is described using pr, ¢, and 7. Similarly, energy
deposition in a calorimeter tower is described in terms of transverse energy Er = E'sin 6,
where F is the total energy deposited in the tower. The total Er in an event is given by

the sum over all calorimeter towers,

Er = ZET (2.1)

where EL is the transverse energy in the ith tower. The transverse energy of a jet is
defined in much the same way (as discussed in Section 4.2). A missing Er vector, E}, is

defined as

Fr=-Y Eimn, (2.2)

with 7; being a unit vector transverse to the beam axis and pointing at the i** calorimeter
tower. A scalar K7 quantity is defined as the magnitude of ET, and ¢(F7) is the

azimuthal angle of the missing Fr [23].

2.2.2 The Silicon Detectors

The inner detector for Run II was completely redesigned from its Run I configuration [22].
The original redesign consisted of three systems: the Silicon Vertex Detector (SVX)!, the
Intermediate Silicon Layers (ISL), and the Central Outer Tracker (COT). A longitudinal
view of the original Run II inner detector design is shown in Figure 2.3. The COT will

be described in the next subsection.

L Also called SVX II, to avoid confusion with the Run I detector of the same name.
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Figure 2.3: Longitudinal view of the CDF inner detector, from reference [22]. L00 and the TOF

detector are not shown, as they were not part of the initial design.

The SVX system consists of three cylindrical barrels, located from 2.4 to 10.7 cm
radially outward from the beamline. Each barrel has five layers of double-sided silicon
microstrip detectors. Three layers have axial and radial strips, providing an r — ¢ stereo
measurement, while the other two combine axial with “small angle stereo” strips which
are offset by 1.2°. Full SVX coverage extends to || < 2.0 [22].

LO0O0 is an additional silicon detector consisting of a detector layer applied directly
to the beampipe. LO00 was not part of the original Run II design, but was added in
order to improve measurements of the distance between track vertices and the beam

axis (also called the impact parameter of a track.) LO0O0 is a layer of single-sided silicon
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detectors, designed to be radiation-resistant. Being so close to the beamline, it covers
[Nder| < 4.0 [24].

The ISL system comprises three layers of double-sided silicon detectors located be-
tween 7 = 20 cm and r = 28 cm. Two forward layers at » = 20 and 28 c¢m provide tracking
for 1.0 < |nget| < 2.0, with a central layer at r = 22 c¢m for the central |7g.| < 1.0 region.
The ISL silicon detectors combine axial with “small angle stereo” strips which are offset
by 1.2° [22].

Commissioning for the entire silicon system was not completed until June 2002, mean-
ing that early data from Run II was taken without full information from the silicon

system [25].

2.2.3 The Central Outer Tracker

The COT, labeled as the “Central Drift Chamber” in Figure 2.2, is an open-cell drift
chamber located radially outward from the silicon detectors. It consists of eight “super-
layers”, located at an r between 40 and 132 cm. Each superlayer contains twelve layers
of sense wires alternating with twelve layers of potential wires. Four of the superlayers
have wires strung parallel to the beam axis, and are called “axial layers.” They alternate
with “stereo layers”, where the wires are strung at +2° angles from the beam axis, al-
lowing particle tracking along the z-axis. Combined with the known r for each layer and
the ¢ from the axial layer hits, three-dimensional tracking is possible. The innermost
superlayer is a stereo layer [22, 23].

The COT has 30,240 readout channels, and covers |ng| < 1.0. Tracks in the COT
can be measured with a single-hit resolution of 180 yum, which is the standard deviation
of the residuals between a reconstructed track and its consitituent hits in the COT. The
transverse momentum of the tracks is determined from pr = 0.3¢Br. GeV/c, where q is
the total particle charge (in terms of multiples of the magnitude of the electron charge),

B is the solenoidal magnetic field (1.4 T), and r. is the track’s radius of curvature in
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metres [23].

Just outside the radius of the COT is the time-of-flight (TOF) detector. Like LO0O,
the TOF detector was not part of the initial Run II CDF upgrade, but was added later
to improve particle identification by providing time-of-flight information for particles
travelling through the inner detector. It consists of 216 scintillator bars, each running
the length of the COT. The TOF detector provides a 100 ps time resolution for particles

with p < 1.6 GeV/c [26].

2.2.4 The Calorimeters

Calorimetry at CDF uses several sampling scintillator calorimeters with tower-based
projective geometry. The energy of photons and electrons is measured by the inner
sections of each tower, which use lead as the absorber. The outer sections of each tower
measure energy deposited by hadrons, and use steel as the absorber. Each tower is read
out by two photomultiplier tubes (PMTs), one at the low ¢ end of the tower and one
at the high ¢ end. Differences in timing between the readout of the two PMTs allow a
more precise determination of the ¢ of an energy deposition. The calorimeter is divided
into two main sections: the central barrel calorimeters cover |74 <~ 1.0, while the plug
calorimeters cover ~ 1.1 < |n4e| <~ 3.6. The central calorimeters are unchanged from
Run I, while the forward calorimeters are new for Run II [22, 23].

There are three central calorimeter subsystems: the Central Electromagnetic Calorime-
ter (CEM), the Central Hadronic Calorimeter (CHA), and the Endwall Hadronic Calorime-
ter (WHA). Each is divided into towers which cover an 74 range of 0.1 and a ¢ range
of 15° = w/12 rad. The CEM covers |ng:| < 1.1, the CHA covers |14 < 0.9, and
the WHA completes the CHA’s coverage and provides additional forward coverage by
covering 0.6 < |n4t| < 1.3 [22, 23]. There are two important regions of the central
calorimeter which are not covered by calorimeter towers. These uninstrumented regions

are the “chimney” (0.5 < 74t < 1.0, 1.05 rad < ¢ < 1.66 rad) which is taken up by
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cables for detector electronics and cryogenic utilities for the solenoid, and the “crack”

where the east and west halves of the calorimeter meet (|74 < 0.05.)

The plug calorimeter contains the Plug Hadronic Calorimeter (PHA) and the Plug
Electromagnetic Calorimeter (PEM). The PEM covers 1.1 < |ng:| < 3.6 while the PHA
covers 1.3 < |nget| < 3.6. Like the central calorimeters, these are divided into projective
readout towers segmented in 77 and ¢. The size of the tower varies with 74, from 0.1 in

Naet and 7.5° in ¢ at |Nget| = 1.1 to 0.5 in 7ge¢ and 15° in ¢ at |nge:| = 3.64 [22, 23].

The energy resolutions are determined from testbeam data, where calorimeter mod-
ules were exposed to electron or charged pion beams before installation. The resolution is
expressed in terms of o(E)/E for the PHA and PEM, and in terms of o(E7)/E7r for the
WHA, CHA, and CEM. For high-energy electrons and photons in the electromagnetic
calorimeters, the energy resolution is 13.5%//Er @®1.5% for the CEM and 16%/vVE®1%
for the PEM (with E and Er in GeV). For the hadronic calorimeters, the energy reso-
lution for charged pions which do not interact with the electromagnetic calorimeters is
50%/+/E1 & 3% for the CHA, 75%/v/Er @ 4% for the WHA, and 80%/v'E & 5% for the
PHA [27].

Both the CEM and PEM have proportional chambers included at a distance roughly
corresponding to the maximum shower ionization density region for electrons passing
through the calorimeter. These are called the Central and Plug ShowerMax detectors
(CES and PES). These systems are used to measure the lateral profile for an electron
shower and extract the location of the incident particle. The innermost layers of the
CEM and PEM also have scintillator tiles used as pre-shower detectors (called CPR in
the barrel and PPR in the plug.) These systems provide additional information useful
in electron identification [22, 23]. The gaps in ¢ between the CEM’s towers are covered
by the Central Crack Detectors (CCR) which combine with the CPR to cover the inner

rim of the CEM [28].
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2.2.5 The Muon Detectors

The muon detector system includes four sets of drift chambers: the central muon detector
(CMU), the central muon upgrade detector (CMP), the central muon extension detector
(CMX), and the barrel muon upgrade detector (BMU). The CMU is the same system
used in Run I, while the CMP and CMX are upgraded to provide additional coverage,
and the BMU is completely new for Run II [22, 23]. For the early part of Run II, however,
the upgraded systems were still being commissioned, so muon measurements from those

periods use the Run I components only [23].

The CMU is cylindrical, and covers |n4| < 0.6. The CMP provides additional cov-
erage for the same 74, range. It is located outside the CMU, forming a box-shaped
structure. An additional 60 cm of steel absorber is located between the CMU and CMP,
and a set of scintillators are on the outer surfaces of the CMP. The CMX consists of
two truncated cones on either end of CDF, covering 0.6 < |nge| < 1.0, with scintillators
on the inner and outer surfaces. The bottom 90° of the CMX has a modified geometry
due to the presence of the detector hall’s floor: this portion of the CMX is called the
“miniskirt.” The east half of the CMX also has no coverage over 70° < ¢ < 105° in
order to make room for the solenoid cryogenics. This region is called the “keystone”. The
western part of the CMX does cover the keystone region. Both the miniskirt and west
keystone portions of the CMX are new for run II. The BMU is made up of two cylindrical
detectors covering 1.0 < |n4e| < 1.5, with scintillator tiles on the outer surface. Two ad-
ditional pinwheel-shaped arrays of scintillators associated with forward muon detection

are used, one at either end of CDF [22, 23].

Muons in this analysis are found by matching tracks in the inner detector to patterns
of hits, called “stubs”, in the muon detector. More information on how muons are

identified using the muon detectors can be found in Subsection 3.2.1.
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2.2.6 The Cherenkov Luminosity Counters

Instantaneous and integrated luminosity for CDF is measured using a system of gas
Cherenkov counters: the Cherenkov Luminosity Counters (CLCs). Two CLC modules are
used, one at each end of the detector. They cover the region between 3.6 < [14e:| < 4.6.
Each module contains 48 conical gas Cherenkov counters, arranged around the beam pipe
in three concentric layers of 16 counters each. The counters are made of aluminized Mylar,
and are filled with isobutane gas. A light collector on the end of each counter gathers
Cherenkov light produced from particles passing through the CLC into PMTs. Due to
the high |74e¢|, most of the particles detected by the CLC are inelastic pp events [23].
Total integrated luminosity L is derived from the rate of inelastic pp events measured
by the CLC (R,;), the CLC acceptance (ecrc), and the inelastic pp cross-section at 1.96

TeV (0i,), using the expression: [23]

B
€cLcOin

Measurement of ecrc gives 60.2 + 2.6%. The Run I result for o;, at \/s = 1.8 TeV is

L= (2.3)

scaled up to 1.96 TeV to get o, = 60.7+£ 2.4 mb. The relative uncertainties on these two
values are added in quadrature to a 2.0% uncertainty from detector instability and a 1.5%

uncertainty from detector calibration to get a total luminosity uncertainty of 6.0% [23].

2.3 The Triggers and Data Acquisition Systems

CDF has a three-stage trigger system. It is designed to record only “interesting” events,
since the collision rate is much higher than the rate at which event information can be
recorded. Each successive stage of the trigger system is more selective, runs more slowly
than the previous stage, and receives data at a slower rate due to the filtering from the
previous stage. The first two levels of the trigger system are run on customized electronic

hardware, while the third level uses software running on general-purpose computers.
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Figure 2.4: Block diagram of the data flow at CDF, from reference [22].

Figure 2.4 shows a diagram of the data flow from the detector, through the three trigger

stages, and into the data storage systems.

The first section of the trigger system is referred to as Level 1, or L1. In the L1
hardware, jets and electrons are identified from single calorimeter towers with energy
depositions passing a given threshold. The total Er and K1 are also calculated from all
calorimeter towers, assuming a collision vertex z = 0 cm. Hits in the COT are converted
into tracking information by the eXtremely Fast Trigger (XFT), and are also sent to
L1. Similarly, muon candidates are identified based on hits in the muon systems. Based

on the number of physics objects (jets, tracks, muon candidates, or electron candidates)
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found and the total Er and K7 in the event, the event may or may not pass the L1
triggers. Information for events passing L1 are stored in one of four buffers before being
sent on to the Level 2 (L2) trigger systems, allowing more events to be analyzed by L1
while waiting for L2 to analyze a previous event [22, 23].

L2 is the first level where information from the whole detector, including the CES
and the silicon detectors, is incorporated. The Silicon Vertex Trigger (SVT) accepts
information from the silicon detectors and the COT information from the XFT, and
finds track candidates with displaced vertices. Dedicated calorimeter L2 hardware merges
nearby towers with energy deposits into clusters. CES information is also sent to L2 to
help identify low-E7 electrons. The SVT, calorimeter, CES, and L1 information for
an event are sent to L2 processors. The L2 processor board can process one event while
reading in another, thus decreasing deadtime where no new information can be processed.
As in L1, algorithms which check the number and type of physics objects are used to
determine which events are selected to go to the next level of the trigger system [22, 23].

Once the L2 hardware has selected events, they are read out of the front-end detector
buffers into the Level 3 (L3) processing farm. This is a farm of some 300 commercial
dual-processor computers running the Linux operating system and a speed-optimized
version of the offline reconstruction code. Each processor fully analyzes one event at
a time. At L3, full three-dimensional track reconstruction, including information from
the entire inner detector, is made. The resultant tracks can be matched to clusters in
the electromagnetic calorimeter and to stubs in the muon systems, allowing electron and
muon identification. Events passing an L3 trigger after a full analysis are sent to a data

logging system to be stored [22, 23].
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Chapter 3

Data Samples

Three main data samples are examined in this analysis. Two of the samples, the high-ps
electron and muon samples, are used to characterize the background in the K + dijet
signature from electroweak processes. The data sample used to search for the Ky + dijet
signal is collected using the MET45 trigger path, which requires 45 GeV of Fr. The

efficiency of the MET45 trigger is examined using the high-pr muon sample.

3.1 Run Lists and Luminosities

The data taken at CDF during Run IT is divided into several “run periods” which cover
different periods of operation. The data used in this analysis is divided into thirteen
run periods, numbered sequentially from 0 to 12. Each run period is divided into many
smaller, individually numbered “runs” which represent much shorter periods of data
taking. The run numbers used in this analysis range from 141544 to 241664. Some of
these runs contain data other than 1.96 TeV pp collisions with a standard trigger table:
they may contain cosmic ray tests without beam in the Tevatron, calibration tests using
special trigger tables, or test runs with some parts of the detector in standby mode. Each

run is further subdivided into numbered run sections.
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As data is taken, the conditions for each run are recorded, including the state of the
detector components and the trigger table used. Various “good run lists” are recorded
offline, which record which runs or run sections contain data from 1.96 TeV pp collisions,
using the proper trigger tables, and with all relevant detector systems operating properly.
Depending on which detector systems are needed for a given analysis, different good run
lists exist. For example, a measurement using muons or a muon trigger would use a good
run list where the muon systems are operating properly throughout. A data sample from
a good run list which includes runs where the muon systems were not working would be

acceptable for a measurement which does not use muons.

The most inclusive good run list used in this analysis is the “QCD/no silicon” list,
which includes all standard physics runs where the calorimeter and the COT were working
properly. This would be the appropriate run list to use when analyzing the MET45 data
sample. However, between runs 178745 and 186598, there was a problem with the L2
trigger for the MET45 path — the L2 Frthreshold was set to 100 GeV. These runs,
covering approximately 100 pb~!, were removed from the MET45 good run list. The

resulting sample has 2039 pb~! of data !.

For the high-pr muon sample, this analysis uses the CDF good run list for the muon
triggers, which is more restrictive than the “QCD /no silicon” good run list as it requires
that the CMU, CMP, and CMX muon systems be functioning. For run numbers < 150145,
when the CMX was not fully operational, a run only needs the CMP and CMU to
be working to be marked as good. The total integrated luminosity for this sample is

2019 b~

The good run list for the high-ps electron sample adds the condition that the shower
maximum detector in the calorimeter is working to the “QCD /no silicon” good run list.

It has an integrated luminosity of 2148 pb™1.

LAll integrated luminosities quoted in this thesis have a 6.0% relative uncertainty (see Subsec-
tion 2.2.6).
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3.2 The High-pr Lepton Samples

This analysis calculates the electroweak backgrounds to the dijet + Fr signal using
measurements from real data whenever possible, thus avoiding such uncertainties as those
arising from differences in the jet energy scale between data and Monte Carlo. Standard
CDF high-pr lepton (i.e. muon and electron) data samples are used.

The high-pr lepton samples contain data using standard trigger paths, which are sets
of level 1, 2, and 3 trigger conditions. As with all trigger paths at CDF, each successive
level of the triggers applies more stringent cuts. With the increased instantaneous lumi-
nosity in later run periods, the level 1 and level 2 cuts are made more stringent in order
to keep the rate of data transferred to the next levels low enough for the hardware or
software to process them. The level 3 cuts, however, remain unchanged throughout the

data-taking period.

3.2.1 The High-pr Muon Sample

Two trigger paths are used to determine which events go into the high-pr muon sample:
L3_MUON_CMUP18 and L3_MUON_CMX_18. These trigger paths find muons in the
CMU and CMP systems, and muons in the CMX systems respectively. The requirements
for these trigger paths search for signatures consistent with minimum ionizing particles
such as muons, which leave tracks in the inner detector and the muon chambers without
making significant energy deposits in the calorimeters. The trigger conditions at each

level are as follows [23, 29, 30]:

e For level 1:

— For CMU or CMP muons, hits in the CMU and in the CMP which are con-

sistent in ¢ with one another must match a COT track with pr > 4 GeV/c.

— Similarly for CMX muons, hits in the CMX must match a COT track with
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pr > 8 GeV/c. In later parts of the data collection period, a matching hit in

the CSX is also required.
e For level 2:

— For early runs, no further conditions are set at level 2.

— The CMU and CMP muon trigger in later runs must have at least one COT
track with py > 8 GeV/e. This L2 trigger is not required to match the CMU or
CMP hits used in the L1 trigger. At later run periods, this track p; threshold

goes up to 15 GeV/ec.

— Similarly for the CMX trigger, a track with py greater than 10 GeV/c, or later

15 GeV/e, is required in later run periods.

e For the CMU/CMP and CMX muon triggers at level 3, a reconstructed COT track
must match the reconstructed stub in either the CMU and CMP or in the CMX,

respectively, and have a pr > 18 GeV/c.

3.2.2 The High-pr Electron Sample

The events in the high-pr electron sample are collected using the trigger path ELEC-
TRON_CENTRAL18. The cuts in this trigger path are designed to find events where
significant energy is deposited in the electromagnetic calorimeter, with a high-ps track
in the COT pointing toward the energy deposition. Such a signature is consistent with a
charged particle like an electron, which will leave a track in the inner detector then deposit

almost all of its energy in the electromagnetic calorimeter. In this trigger path [23, 29]:

o At level 1, at least one tower in the CEM must have an energy deposition above
8 GeV. The ratio of hadronic to electromagnetic energies in that tower must satisfy

Euap/Erm < 0.125. A COT track with pr > 8 GeV/c must point to this tower.
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o At level 2, a clustering algorithm adds adjacent “shoulder” towers to the “seed”
tower from level 1. The total Er of the cluster must be above 16 GeV, with
Euap/Ery still below 0.125, and a COT track with p; > 8 GeV/c must be recon-

firmed.

e At level 3, the cluster must have Er > 18 GeV, Egap/Fry < 0.125, and a COT

track with pr > 9 GeV/ec.

3.3 The MET45 Data Sample

In order to examine events with high ¥, , the MET45 trigger pathway is chosen. MET45
is an inclusive ¥ trigger, which does not check for the presence of any other physics
objects in the event. The cuts in this analysis identifying the exclusive dijet + Er
signature are carried out with offline cuts.

The trigger path for this sample is as follows [29]:

o At level 1, £ must be greater than 25 GeV.

e At level 2, for early runs, no new requirements appear. In later runs with higher
instantaneous luminosity, the Fr must be greater than 35 GeV. This keeps the
rate of data transmission to the level 3 system low enough for the level 3 systems

to handle.

e At level 3, Fr must be greater than 45 GeV.

3.3.1 MET45 Trigger Efficiency

In order to determine the efficiency of the MET45 trigger path, the high-pr muon sample
is used once again. Since the muon candidates for the trigger do not depend on any

calorimeter information, this sample is unbiased with respect to the MET45 trigger.
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In order to find the MET45 trigger efficiency, high-p7 muon data is divided into bins of
width 5 GeV in £ . The K1 here is corrected to take into account jet energy corrections,
as explained in Section 4.2. The proportion of the events in each bin which pass the
MET45 trigger path is plotted in Figure 3.1. A statistical uncertainty is computed for

each bin using the formula

NE(1— E)

AFE =
N Y

(3.1)

where N is the total number of events in the bin, and E is the fraction of events passing
the trigger. Figure 3.1 shows that the trigger efficiency begins to plateau at about 99%
after the 80 GeV < K1 < 85 GeV bin. For some of the higher bins, the efficiency as
measured drops significantly. This is because when a very large amount of energy is
deposited in a calorimeter tower, it may saturate and under-report the energy, resulting
in an underestimation of the ¥ in the event. This means that while a corrected Fr
calculated after correcting jet energies may push the K7 above a given threshold, online
reconstruction may not allow the event to pass the MET45 trigger. The large uncertain-
ties in some of these high-Zr bins are due to the low numbers of events in these bins.
For example, one or two events may pass the trigger out of three total events in the bin.
Other high-Zr bins have no measurable statistical error, because all of the small number
of events in those bins passed the MET45 trigger.

The important quantity when determining efficiency is not the bin-per-bin trigger
efficiency, but the cumulative efficiency for all events above a given 1 threshold. Fig-
ure 3.2 shows the cumulative efficiency for the MET45 trigger. It shows that for events
passing a K1 cut between 80 GeV and 110 GeV, the trigger is 99% efficient. At higher
Fr thresholds, the saturation effect begins to lower the cumulative efficiency, as a larger
fraction of events with ¥ reconstructed offline to be above the threshold have a 1 in
the online reconstruction which is too low to pass the trigger. The statistical uncertainty

in each bin is calculated using Equation 3.1.
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Figure 3.1: Bin-per-bin efficiency distribution of the MET45 trigger as a function of the recon-

structed Fr . The vertical error bars are statistical.

Since the K1 distributions for a particular signal may vary, the cumulative trigger
efficiency from the muon sample will not be the correct efficiency to use when setting
limits on new physics. Instead, the bin-per-bin distribution in Figure 3.1 must be con-
voluted with the 7 distribution from a Monte Carlo simulation of the signal. Then,
the cumulative trigger efficiency can be determined. In Chapter 8, this method will be
used in order to set limits. This step is unnecessary when considering SM backgrounds,
however: this is because the muon sample is primarily W~ — pu, events, which have a
Er distribution similar to the W~ — [, or Z — [l plus jets events which, as shown in

Chapter 5, make up the majority of the SM background in this analysis.?

2In this thesis, any mention of W~ — [ events should be understood to include W+ — [y, events
as well.
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Cumulative Efficiency for MET45 Trigger (high-pt muons)
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Figure 3.2: Cumulative efficiency distribution for the MET45 trigger as a function of the

reconstructed Fr. The vertical error bars are statistical.
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Chapter 4

Selection Cuts

An exclusive dijet + Fr signature is used in this analysis. First, the jet definition used
in the analysis is discussed. The cuts used to remove non-collision events from the data
sample are explained. Two kinematic regions are defined in this analysis, a “low” region
with kinematic cuts motivated by trigger efficiency, and a “high” region with tighter cuts
motivated by the need to keep the uncertainty in the SM background prediction at the
10-15% level. The total uncertainties on the background prediction for the two sets of
cuts, as calculated in Chapter 5, turn out to be 6% for the low kinematic region and 14%
for the high kinematic region. Both sets of cuts have trigger efficiencies above 98% for

the new physics signal models examined.

4.1 Isolated Track Veto

The signature for this analysis is an exclusive dijet + K7 signal, with no other objects
present in the final state. In order to get an exclusive dijet + K7 signal, events with
an isolated track are excluded. This veto reduces the number of W~ — [, 4+ jets or
Z — 1l + jets events in the signal region by removing events with muons. It also removes
events with electrons which produce jets that pass the jet EM fraction cut (discussed in

Subsection 4.2.2), or which lead to jets in the uninstrumented regions of the calorimeter.
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In order to be considered an isolated track, a track must first satisfy the following

requirements which make it a well-measured high-momentum track:

e Five or more hits in three or more axial COT layers

e Five or more hits in two or more stereo COT layers

Track pr > 10.0 GeV/c

2o within 10 cm of the event vertex

|do| < 0.5 cm

For the track to be considered an isolated track, the measured calorimeter Er in a cone
surrounding the track (minus the Er in calorimeter towers directly in line with the track),
divided by the track pr, must also be less than 0.1. The cone is defined with a radius
AR of 0.4, where AR is defined by

AR = /(An)? + (Ag)? (4.1)
with An and A¢ being the distance in pseudorapidity and azimuth between a given

calorimeter tower and the track.

4.2 Jet Definition and Cuts

A jet at CDF is a cluster of energy deposition in the calorimeters. This analysis searches
for hadronic jets, which are jets resulting from quarks or gluons produced in a pp collision.
Jets at CDF are reconstructed and defined using a jet clustering (JetClu) algorithm,
which takes all calorimeter towers ¢ with transverse energy deposition E7; > 1 GeV and
groups them together into jets. The first stage in the algorithm is to define a list of
“seed towers” in order of decreasing Er;. For each seed tower, “clusters” are built which

contain all towers within a cone of radius AR, defined using the An and A¢ between the
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cluster centre and a given tower. In this analysis, a radius AR = 0.7 is used for the cone
size of the jets: other CDF analyses use cone sizes of 0.4 or 1.0 [27].
The transverse energy and location of each cluster is calculated as a weighted average

of the Er;, ¢; and 7; of each tower in the cluster:

ET'i 7
I (43)
n=y (1.4)

with the sum going over all towers with Ep; > 1 GeV within R = 0.7 of the seed tower.
This process is iterated, with a new list of towers around the new centre determined
using the new 1 and ¢. The jet’s direction and Er are recalculated until the tower list is
stable, with the seed tower’s centre corresponding to the jet centre. If two jets overlap,
they are merged if they share more than half their towers. If they overlap by less than
50%, each of the shared towers are assigned to whichever jet is nearest. The final Ep

and direction information for the jet comes from the final set of towers [27].

4.2.1 Jet Energy Scale and Corrections

Jets in this analysis are corrected to the particle level, meaning that the corrected jet
energy is the same as the initial energy of the initial quark or gluon which produced
the jet. The jet must also be corrected to its true energy, removing any effects from
variable calorimeter response or from energy deposition not related to the jet. Full jet
corrections thus require correcting the raw jet energies for the n-dependent response of
different parts of the calorimeters, the possible presence of multiple pp interactions in
an event, and for the overall jet energy scale (JES) which describes the response of the
calorimeter to particles of a given energy [27].

The initial energy scale is set for the CEM and PEM by requiring that the Z mass
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in Z — ee events is consistent with the world average value. The hadronic calorimeters
are initially calibrated using the results from a 50 GeV/c charge pion test beam. As the
scintillators and photomultiplier tubes in the calorimeters age, the energy scale decreases.
This is corrected in the CEM by examining the measured E/p of electrons with E; >
8 GeV. In the CHA and the WHA, a laser system, the muons from J/¢¥ — p*u~ decays,

137 source are use to examine the change in energy scale. The

and the emissions from a Cs
two plug calorimeter systems are monitored with a laser system and a Co% radioactive
source. After the energy scale is calibrated, the calibration is checked by examining
events in data. The Z mass from Z — eé candidate events are used for the CEM, PEM,
and PHA, while the average energy for muons from W~ — puv, candidate events are

used for CHA, WHA, and PHA calibration. The stability of these quantities over time

is used to provide an uncertainty on the overall jet energy scale [27].

The response of the calorimeter is not uniform in 7, due to differences in response
for the five different calorimeter components, as well as the effects of the central crack
at 7 = 0 and the gaps at |n| = 1.1 between the central and plug calorimeters. The 7-
dependent corrections are determined by checking the pr ratios of the jets in dijet events,
and applying n-dependent corrections until the jets are balanced. These corrections are
determined using exclusive dijet events from Monte Carlo samples generated using the
PYTHIA [31] and HERWIG [32] event generators, with a full detector simulation based
on the GEANT [33] program. Comparison of the dijet balancing of these Monte Carlo
samples with exclusive dijet events from data, after the application of the n-dependent

corrections, yields the systematic uncertainties on these corrections [27].

The energy scale of the calorimeter is tuned to single particles in the calorimeter,
not to the electromagnetic and hadronic showers which form jets in pp collisions. The
same dijet Monte Carlo samples used for the n-dependent corrections are used to match
simulated jets in the calorimeter with the generated partons. The Er distribution of the

reconstructed jets is compared to the pr distribution of partons at the generator level to
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determine the calorimeter jet to parton corrections. The reconstructed jet energy from
dijet events in data is compared to the total py from tracks associated with the jets.
The largest discrepancy in this comparison between the data and either the PYTHIA or
a HERWIG Monte Carlo dijet sample is taken as a systematic uncertainty on the overall
jet energy scale [27].

Multiple pp interactions may also contribute to the reconstructed jet energy if a
secondary interaction results in energy deposition overlapping with a jet from a hard
scattering event. This effect is measured by examining minimum bias events ! in data, and
determining the average energy found in a randomly selected cone with 0.2 < |n| < 0.6
and any value of ¢. The energy found in these random cones is parameterized as a
function of the number of vertices found in the event, which is the best estimate of the
number of additional pp interactions present. Jets can be corrected for the presence of
multiple interactions by subtracting this amount of energy from each jet. An uncertainty
on this correction comes primarily from the reconstruction efficiency and fake rate for
the vertex finding algorithm [27].

In the remainder of this thesis, all jet transverse energies should be assumed to be
fully corrected to the particle level. The total uncertainty on the scaling varies from
8% at low jet energies to 3% at higher energies, with the dominant sources of systematic
uncertainty coming from the uncertainty on the test beam results which set the initial jet
energy scale and on the corrections which take the reconstructed jet down to the parton

level [27].

4.2.2 Dijet Selection

A previous monojet + K7 analysis at CDF looked for one jet accompanied by large ¥,

but also allowed a second jet with Er < 30 GeV [34]. Partly in order to keep the dataset

!The minimum bias data sample is triggered by coincident hits in both CLC counters. This means
that its only requirement is that at least one pp interaction is present, and that the probability of
energetic depositions in the central calorimeter is correspondingly low.
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in this analysis completely orthogonal to the monojet analysis, this analysis requires that
the second-highest Er jet have at least 30 GeV (which means Er > 30 for the leading
jet.) The low-Er threshold for jets considered in this analysis is 15 GeV. Thus, to keep
an exclusive dijet signature, any third jet found with E7 > 15 GeV will cause the event
to be rejected.

Badly measured jets in the event will lead to an imbalance in E7 distribution, and
thus “fake 1 ”. For both jets passing the signal cuts, additional requirements are set to

ensure the jets are well-measured:

e No jet can point to the “chimney” (1.05 rad < ¢ <1.66 rad, 0.5 < 74 < 1.0) or
“crack” (|n4et] < 0.05) regions. Since the calorimeters do not cover these regions,

any jets pointing to these areas of the detector are assumed to be badly measured.

e Between runs 217990 and 230545, problems with two of the PMTs in one of the
WHA'’s towers (covering —1.35 < n < —1.15 and 4.757 rad < ¢ < 4.983 rad) caused
random spikes in that tower’s reported energy deposition. Since this produces a
spurious high-E7 jet object, and thus fake K7, any event with a jet pointing to

this “hot tower” during those runs is rejected.

e To further reduce the impact of fake F; coming from other mismeasured jets,

events where either jet is within 0.5 rad in ¢ to the K vector are rejected.

Removing events with badly measured jets significantly reduces background from
QCD processes, leaving the production of W or Z bosons with additional jets as the main
source of SM background for a dijet+F, signature. The contribution from W — (7 and
Z — Il processes is reduced by applying an indirect lepton veto. This is accomplished
by requiring both jets to have an EM fraction less than 0.9, and by applying an isolated
track veto (described in Section 4.1.) The EM fraction of a jet is simply Egyy, the energy
deposited in the EM portion of its calorimeter towers, divided by the total jet energy FE.

Cuts are also placed on the jet charge fraction (CHF), defined as
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DT

CHF =
Er’

(4.5)

where the sum runs over all tracks within AR = 0.7 of the jet axis. These cuts reject jet
candidates which are not associated with tracks coming from pp collisions by requiring
that energetic jets are associated with high-pr tracks in the COT. Without this cut,
energy deposition unassociated with any pp collision products can be erroneously counted
as a jet.

In the standard CDF jet object, the sum in the CHF calculation ranges over all jets,
and the cut CHF > 0.1 is imposed for all jets with |74 < 1.0. However, this analysis
uses an additional charge fraction variable (CHF2) which is calculated in the same way
for each jet, but with the sum going over only those tracks which pass the following

quality cuts:

Five or more hits in three or more axial COT layers

Five or more hits in two or more stereo COT layers

Track pr > 1.0 GeV/c

2o within 10 cm of the event vertex

|z9] < 60 cm

|do| < 0.5 cm

At least one jet must be central (|74 < 1.0), and have CHF2 > 0.05, with at least
two tracks meeting the above criteria contributing to the CHF2 calculation. This cut
is to stop high-pr tracks which point in the general direction of a jet, but which are

unassociated with the event vertex, from contributing to the CHF sum.
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4.3 Clean-up Cuts

Events in the data samples may have high K7 originating from non-collision backgrounds,
such as detector noise, cosmic rays passing through the detector, or beam halo. Beam
halo refers to particles produced from interactions between the particles in the beam and
either residual gas in the beamline or other beam particles. Such particles travel mostly
parallel to the beam, and may thus pass through several calorimeter towers. This results
in unbalanced Er deposition, leading to 7, unaccompanied by COT tracks [35].

The following clean-up cuts are placed on the event as a whole:

e At least five tracks must have been reconstructed in the inner detector, and they

must be associated with a reconstructed vertex.
e For the reconstructed vertex, |z,;| < 60 cm.

e The event EM fraction (EMF) must satisfy:

X Ej - i
EMF = = Jror 5 1 (4.6)

Y Ep

where the sum is over all jets in the event with corrected Er > 15 GeV.

In addition, the previously described CHF cuts act as quality cuts which filter out non-
collision events.

Not all non-collision backgrounds will be removed by these cuts. A cosmic ray finding
algorithm [36] can be used to remove events which have tracks consistent with a cosmic
ray travelling through the detector, and the hadronic calorimeter timing information
can identify energy deposition out of time with a collision. However, some genuine pp
events can leave similar signatures. Instead of cutting out all events with these features,
these non-collision backgrounds are estimated after examining the MET45 signal sample,
and then added to the total background estimate from SM sources. The treatment of
the remaining non-collision backgrounds which may survive these cuts is discussed in

Subsection 5.4.3.
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4.4 Kinematic Regions

Two kinematic regions are defined for this analysis, in order to increase the range of
possible new physics which can potentially be observed. The kinematic regions are defined
using two kinematic quantities. The first is K1, as corrected to take into account the jet
Er corrections described in Section 4.2. The second is Hr, defined as the scalar sum of

the Er for the two jets, or

Hr = BJ¥™ 4 BT, (4.7)

In the first kinematic region, called the low kinematic region because it has the lower
K1 and Hr cuts of the two regions examined, the K1 cut is 80 GeV. This is close to
where the MET45 trigger is 99% efficient. The corresponding Hp cut is 125 GeV. A
lower Hy cut would not make sense, as the K7 cut already forces the jets to have high
Er.

To further reduce QCD background, the high kinematic region increases the ¥ cut
to 100 GeV and the Hr cut to 225 GeV. Though these cuts are higher, they are still
low enough that a data-driven estimate of the SM backgrounds can be made with an
expected 10 - 15% uncertainty. The two kinematic regions are not exclusive: any event
which passes the high kinematic cuts also passes the low kinematic cuts. However, the

analyses are carried out independently.
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Chapter 5

Standard Model Backgrounds

5.1 Overview

The method used to determine the background to new physics signals in the dijet +
K7 signature is similar to that used in a previous signature-based analysis at CDF
using a single high-E7 jet plus F7 as the signature [34]. It concentrates on determining
background contributions using data samples containing events excluded from the final
sample. All backgrounds are calculated without examining the events passing the final
kinematic cuts, except for the background contribution due to non-collision events.

The largest backgrounds to possible new physics signals in this analysis are those from
W or Z decay accompanied by jets. The contribution of these backgrounds is determined
by using the high-pr electron and muon samples described in Section 3.2.

Another important, but harder to estimate, SM background comes from QCD multijet
processes. This background is estimated using three-jet events in the MET45 data sample
(described in Section 3.3) which fall outside the signal region due to the extra jet. This
background has a larger relative uncertainty, but is much smaller than the electroweak

contribution due to the stringent cuts on “fake” K (as described in Section 4.2).

Other SM processes contributing to the background, namely v + jet production, ¢t
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production, and single top production, are estimated using Monte Carlo simulation nor-
malized using previously measured Tevatron cross-sections or theoretical calculations.
Finally, the residual contribution to the background from non-collision events is deter-
mined via examination of the events passing all signal cuts in the MET45 data sample

and in the high-py lepton samples.

5.2 Electroweak Backgrounds

The data-driven estimates of the electroweak backgrounds have three main steps:

e Identification of Z and W + dijet candidates in the high-pr electron and muon

samples,

e Determination of the Z — Il and W~ — [, + dijet cross-sections for [ = e or y,

and

e Determination of the Z — vw + dijet cross-section using the Z — lland W~ — [y,

+ dijet cross-sections.

Strictly speaking, the Z — 1l and W~ — [ + dijet cross-sections are the cross-sections
for the production of Z and W + dijet events in 1.96 TeV pp collisions multiplied by the
appropriate W~ — 1, Z — I, or Z — v branching ratio, but they will be referred

to as cross-sections in the remainder of this thesis.

5.2.1 Z and W Identification in High-pr Muon Samples

When searching for Z and W decay candidates within the high-p; muon sample, further
requirements are set for muon identification. The track for a muon candidate must meet

the following criteria [30]:

e Five or more hits must be present in three or more axial COT layers.
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e Five or more hits must be present in two or more stereo COT layers.
e Track pr > 20.0 GeV/ec.

e |2] < 60 cm (where zp is the track impact parameter along the z axis of the

detector).

e |dy| < 0.02 cm for tracks with three or more hits in the silicon systems, or 0.2 cm

for tracks with two hits or less.

e FEpy, the energy measured in electromagnetic calorimeter towers which the track
intersects, is < 2 GeV if muon momentum P, < 100 GeV/c. For P, > 100 GeV/c,

Egy < 2+ ((P, —100) - 0.0115) GeV.

o Epyap, the energy measured in hadronic calorimeter towers which the track inter-
sects, is < 6 GeV if muon momentum P, < 100 GeV/c. For P, > 100 GeV/c,

Eyap < 6+ ((P, — 100) - 0.0280) GeV.

® [i;s0, the calorimeter energy in a AR cone around the track after subtracting the

energy in towers intersected by the track, must satisfy the condition p;s,/pr < 0.1.

A cosmic ray tagging algorithm [36] is also run on the track associated with each
muon candidate. If the algorithm can use the track to reconstruct an extended track
going across two hemispheres of the detector, with y? < 1000 for the fit, the muon is
rejected.

The sole muon candidate in a W~ — ui, candidate event must meet additional

requirements. The muon must be either a “good CMUP” muon, which:
e Has an attached CMU stub with |[Az < 7| cm,
e Has an attached CMP stub with |[Az < 5| cm,
e Passes CMU fiducial cuts dr < 0 cm and dz < 0 cm
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e Passes CMP fiducial cuts dr < 0 cm and dz < —3 cm, and

e Does not include CMP muon candidates with stubs at 60° < ¢ < 70° for runs

before 154449
or a “good CMX” muon, which:

e Does not include any CMX muon candidates found in runs before 150144,

e Does not include CMX muons with stubs in the west half of the detector with ¢
between 225° and 240° for runs between 190697 and 209541, where that part of the

CMX was not working properly,

e Does not include muons with stubs in the “miniskirt” or west “keystone” regions

of the CMX,
e Passes CMX fiducial cuts dr < 0 cm and dz < —3 cm,
e Has an attached CMX stub with |Az < 6| ¢cm, and

e Has poor = ((nu/Ina) - 155.0) — 20/ tan(r/2) — 6,) > 140 cm.

For these requirements, the z direction for a muon chamber is defined as the longitudinal
direction of the drift wires, while the = direction lies perpendicular to z. Az is defined
as the distance in x between the extrapolated position at the muon chamber of a muon
candidate’s COT track and the stub in the muon chamber. The fiducial distances dz
and dz are defined as the distances in z and z between the extrapolated COT track and
the outer edge of the muon chamber. The sign of dx or dz is defined so a negative value
corresponds to a track extrapolated to lie within the muon chamber, meaning dz < 0 cm
simply means extrapolation within the chamber in z, and dz < —3 cm means the track
is extrapolated to be at least 3 cm inside the chamber. All of these requirements must

also be met by one or both of the muons in a Z — pp candidate event.
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The second muon candidate in a Z — pji candidate event need only pass a looser set
of cuts. It only has to pass the initial track selection criteria, and is not required to be
matched to any stubs in the muon detectors. It does, however, have to be a high-quality
isolated track, with associated calorimeter deposits consistent with being a minimum
ionizing particle. The invariant mass of the two muon candidates must be between 66
and 116 GeV/c?. Finally, the three-dimensional opening angle between the two muon
candidates, 03p = arccos((P, - P7)/(|(P;||P?]))), must be less than 3.70876 rad. This
helps to reduce cosmic muon background which the cosmic tagging algorithm fails to
reject.

For W~ — puv, there is one additional requirement on the single muon candidate
which reduces the number of events from the decays of 7 or K* mesons to a muon and
a muon neutrino. The x? per degree of freedom for the muon candidate track, based only
on COT information, must be less than 2.3 (or 2.7 for run numbers below 186598). This
means that the muon track must be continuous in the COT, rather than representing a
combination of a meson decaying within the COT and a muon produced from its decay.
This requirement is absent for Z7 — ppu candidate events, since any competing sources
of muon pairs should not pass the invariant mass and opening angle cuts. The event
as a whole in W~ — puw, candidates must have exactly one isolated track, and have
K71 > 20 GeV. This is a corrected Fr: the raw Er is first corrected to take into account
the jet energy corrections applied at the analysis level, then corrected to take into account
the presence of a muon by adding the pr of the muon candidate and subtracting the Er

of any calorimeter tower it transversed in order to avoid double-counting.

5.2.2 Z and W Identification in High-pr Electron Samples

Identifying Z and W decay candidates within the high-ps electron sample works much like
the process in the muon sample. Tracks matched to energy clusters in the electromagnetic

calorimeter are considered “loose” electron candidates if [37]:

44



e FEr > 20 GeV for the EM cluster

e pr > 10 GeV/c for the track

e The track has five or more hits in three or more axial COT layers

e The track has five or more hits in two or more stereo COT layers

e |z| <60 cm

e Eyap/Epn < 0.055 + 0.00045 - E for the towers associated with the track and

electromagnetic cluster

® |n4et] < 1.0 for the electromagnetic cluster (i.e. the electron is detected by the

central calorimeter)

e The electron is not tagged by a conversion algorithm which searches for electrons

or positrons produced from a v — eé process.

e The electron must be fiducial to the shower maximum proportional chambers in

the CEM (the CES detectors).

The electron candidate in W~ — e, candidate events, and at least one electron candi-

date in Z — eé, must also be a “tight” electron which meets these requirements:

e The ratio of the energy of the cluster and the momentum of the track must satisfy

0.5< E/p<2.0

e 3.0 cm < @-Ax < 1.5 cm, where () is the sign of the charge reconstructed for the
track and Ax is the distance in the r¢ plane between the COT track and the best

matching CES cluster.
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e L., a variable measuring the lateral development of the electron shower! is below

0.2.

® X3ip> @ comparison of the CES shower profile to results from electron testbeam

data, is less than 10.
The sole electron candidate in W~ — ev, candidate events must also have:

e Er > 25 GeV for the cluster
L] iso/ET <0.1

In addition to the requirements on the electron candidate listed above, the W~ — e,
candidate events must have no more than one isolated track and have corrected Fr >
25 GeV. The isolated track in the event must be the one associated with the electron
candidate. The corrections applied to the £ in the electron case are different from those
used in the muon case. The raw Ep is still corrected to take into account jet energy
corrections. However, these corrections are not appropriate for the reconstructed jet
associated with the electron candidate, since the electromagnetic calorimeter clusters have
their energies correctly calibrated in the offline reconstruction. Thus, the calculations use
the uncorrected E7r for the jet corresponding to the electron candidate.

For Z — ee candidate events, at least one electron candidate passing the “tight” cuts
is required, with the second candidate passing the “loose” cuts. The invariant mass of the
two electron candidates must be between 66 and 116 GeV/c?. The events passing these
cuts are called the “tight-loose” Z — ee + jets sample. For comparison, a “tight-tight”
sample, where the second electron candidate also passes the tight cuts, is used later when

calculating QCD contamination in the electroweak backgrounds.

E;zdj _E.f'rob
V/(0.14VE)2+(AEP™?)2’
cluster’s ith tower, E¥ 7o is the expected energy calculated from a shower profile parameterization from

! Lspy is defined as Lgp, = 0.14 x Y, where Ezf‘dj is the measured energy in the

test-beam data (with AE? rob being the uncertainty), E being the electromagnetic energy of the cluster,
0.14VE coming from the CEM energy resolution, and the sum running over all towers in the cluster.
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5.2.3 7 and W Inclusive Cross-sections

With a sample of W and Z candidates selected in the high-pr lepton data, cross-sections
for W or Z production can be measured. The first task is to make inclusive cross-section
measurements for W~ — ev,, W~ — puv,, Z — ee, and Z — pp production. The
results are compared to previous inclusive measurements from CDF Run II analyses.

Acceptance for the W and Z candidates is determined through the examination of
Monte Carlo samples for each process. These samples are generated using the PYTHIA [31]
event generator, with a full detector simulation based on GEANT [33]. The only cuts
applied are the Z or W selection cuts from Subsection 5.2.2. The clean-up cuts described
in Section 4.3 are omitted. No cuts on jet multiplicity, individual jet characteristics, or
Hyp are applied, and the only Fr cut used is the Zr > 25 GeV cut used to select W
candidates. The requirement that an isolated track must have z, within 10 cm of the
event vertex is also omitted for the inclusive cross-section measurement. This is because
a W or Z candidate with no additional jets is only expected to have one or two tracks,
respectively. Since at least six tracks are needed to find a good quality event vertex, a
cut on the Az between track and event vertex would not make sense in this case. The
acceptance is then simply the fraction of events in the sample which pass the W or Z
selection criteria.

The calculations also take into account scale factors due to the efficiency of lepton
reconstruction. These scale factors are standard CDF scale factors which are based on
the standard electron and muon identification requirements used in this and other CDF
analyses. These are discussed in more detail in Subsection 5.2.4.

Tables 5.1 and 5.2 show the inclusive cross-section results obtained using the accep-
tances from the PYTHIA Monte Carlo and the yields of W or Z candidate events in the
data. The results can be compared both across the different data-taking periods (pe-
riod 0, periods 1 to 7, and periods 8 to 12) as well as between the electron and muon

channels for W and Z candidates. For the W cross-sections, the cross-sections are in

47



W~ — er, Run Period 0 | Run Periods 1-7 | Run Periods 8-12
Acceptance 0.1775 4+ 0.0001 | 0.1775 £ 0.0001 | 0.1752 £ 0.0001
Raw Data 190910 363819 498892
Background (4.49 + 0.97)% (4.8 £ 1.1)% (5.9 + 1.5)%
Efficiency SF | 0.9406 4+ 0.0086 | 0.9725 £ 0.0084 0.940 £+ 0.011
Luminosity 375 pb~! 724 pb~! 1047 pb~t
o(W)[pb] 2912 £ 40 2772 + 41 2724 £ 55
W= = up, Run Period 0 | Run Periods 1-7 | Run Periods 8-12
Acceptance 0.1832 4+ 0.0002 | 0.1808 £+ 0.0002 | 0.1823 + 0.0001
Raw Data 183745 340118 494975
Background | (12.52 + 0.70)% | (12.53 £ 0.74)% | (13.05 £ 0.92)%
Efficiency SF | 0.8565 4+ 0.0058 | 0.8852 + 0.0042 0.866 £+ 0.013
Luminosity 373 pb ! 675 pb ! 967 pb !
o(W)[pb] 2746 + 30 2754 + 28 2819 + 52

Table 5.1: Input parameters and results for the W inclusive cross section measurements made
to verify the event selection and efficiency scale factors obtained from the joint physics group.

The measurements are made for three separate run periods encompassing the full data sample.

good agreement across the different run periods. Only in run period 0 do the W~ — ez,
and W~ — puw, results not agree within two standard deviations. For the Z cases, the
results for each channel agree within two standard deviations over the different run peri-
ods, and the three results in the Z — eé channel are within two standard deviations of

the Z — pup result in the same run period.
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Z — eée

Run Period 0

Run Periods 1-7

Run Periods 8-12

Efficiency SF

0.9919 =+ 0.0092

1.0237 £ 0.0098

Acceptance 0.0876 4+ 0.0002 | 0.0876 + 0.0002 | 0.0882 4+ 0.0001
Raw Data 8819 16853 23760
Background (0.6 +£ 0.1)% (0.7 + 0.1)% (2.3 +0.1)%

1.0106 £ 0.0076

Luminosity 375 pb™! 724 pb~! 1047 pb~!
o(Z)[pb] 269 + 4 258 £ 3 249 + 3
Z — Run Period 0 | Run Periods 1-7 | Run Periods 8-12
Acceptance | 0.1436 4+ 0.0003 | 0.1431 £ 0.0002 | 0.1442 4+ 0.0002
Raw Data 12748 23503 34378
Background negl. negl. (0.15 £ 0.03)%
Efficiency SF | 0.9088 4+ 0.0074 | 0.9385 £ 0.0073 0.942 £ 0.017
Luminosity 373 pb~! 675 pb~! 967 pb~!
o(Z)|pb] 262 + 3 259 +£ 3 261 + 5

Table 5.2: Input parameters and results for the Z inclusive cross section measurements made
to verify the event selection and efficiency scale factors obtained from the joint physics group.

The measurements are made for three separate run periods encompassing the full data sample.

49



5.2.4 Z and W + Dijet Cross-sections

The most relevant cross-sections for the background calculations are those for Z and W
+ dijet events passing the low and high kinematic region cuts. To get a sample of such
events from the high-pr data samples or from the Monte Carlo samples, all signal cuts are
applied to events, but with the electrons or muons from W or Z decay removed from the
event. This means that the cuts are modified to treat the events as though the electrons
or muons were invisible particles. Removing the charged leptons makes W~ — [ or
Z — ll events look like Z — v events, which are the largest source of background for
the dijet + £ signature.

The new Kr is recalculated as though the electrons or muons were not present.
The isolated track cut is modified to require no additional isolated tracks beyond the
one required to make a W~ — [y, candidate event or the two required for a Z — I
candidate. The jets matched to the electron candidates are also eliminated from the jet
list. All other cuts are left unmodified, including all cleanup cuts and the Az requirement

for isolated tracks omitted for the inclusive cross-section measurement.

Acceptance Calculation and Corrections

The acceptance for W and Z + dijet candidate events is measured using Monte Carlo
samples generated using ALPGEN [38], using GEANT once again for the full detector
simulation. Samples for W~ — ev,, W~ — uv,, Z — ee, and Z — pji are generated
with one, two, three, or four additional partons in order to create samples with one, two,
three, or four additional jets. These samples are combined to represent the range of W
and Z + jets actually expected in data. A simple combination of the samples weighted
according to the relative cross-section for W and Z + 1, 2, 3, or 4 jets would not suffice,
however. This is because the CDF simulation adds final state radiation subsequent to
particle generation, meaning, for example, that a two parton event with an additional

jet from final state radiation can be indistinguishable from an event with three partons
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produced at the generator level. A procedure referred to as MLM matching [39] removes
duplicate events from the ALPGEN samples by matching the partons produced at the
generator level to the jets produced. Events where any of the partons cannot be linked
to a particular jet are rejected, as they are considered to be duplicates of events produced
from a sample generated with one less parton but with an additional jet from final state
radiation. After removal of duplicate events, the different ALPGEN samples are normalized
by assigning a weight taken from the theoretical cross-section of each sample divided by

the total number of events remaining in the sample.

Additionally, the ALPGEN samples used simulated beam conditions during runs up to
run period 8, while the data samples extended to run period 12. The average instanta-
neous luminosity increases for later run periods. This could affect W and Z acceptance
due to the higher number of mean interactions per collision at the higher luminosities
seen in later run periods, which could change the efficiencies of selection criteria such as
the isolation cut on lepton identification. It is therefore necessary to check if the accep-
tance is luminosity (and thus run period) dependent. This is done by re-weighting the
Monte Carlo events as a function of the number of reconstructed vertices in the event
in order to reproduce the distribution observed over all run periods 0 through 12. The
acceptance from these re-weighted events is less than 1% different from those obtained
from the non-weighted Monte Carlo events, a discrepancy which falls within the existing

statistical uncertainties.

There is a possible second order effect from the ALPGEN Z samples being generated
with a different M, range than is used for Z selection. While the ALPGEN samples
used a Z mass window of 75 to 105 GeV/c?, the Z selection applied in this analysis is
66 to 116 GeV/c?. Since both the numerator and the denominator of the acceptance
calculations count events selected with the same mass windows, this is expected to be a
second order effect. To check this, PYTHIA Z + 1 jet samples generated with a wider Z

mass range were used. The acceptances for Z events were compared for both the 66 to
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116 GeV/c? and the 75 to 105 GeV/c? mass windows. The observed difference is used
to obtain a scale factor of 1.001 which is applied to the acceptances measured from the
ALPGEN samples.

In the acceptance calculation for W/Z + dijet events, the denominator is the combined
number of events from simulation which pass the full dijet + K, criteria for the low or
high kinematic cuts after the removal of the leptons. The numerator is the subset of

these events which also pass the W or Z lepton selection criteria.

QCD Contamination in Electroweak Backgrounds

The QCD background for the W~ — ev, + dijet candidate sample is determined using
a technique described in Reference [40], which has also been used in the previous Zr +
single jet studies [34]. In this method, the electron isolation distribution is compared for
signal and QCD-enriched background samples of electron candidates from data events.
The requirement for two electrons in Z candidate events ensures very low QCD contami-
nation, especially if both are required to satisfy tight requirements. Thus, electrons from
Z — ee events where both electron candidates satisfying all the tight electron selection
criteria, with the exception of the isolation requirements, can be used to model the iso-
lation of W~ — ev, electrons. A QCD-enriched data sample can be constructed from
electrons in W~ — e, candidates for which some combination of one or more of the
electron identification cuts are required to fail. This sample combines electron candidates
which fail the Eyap/Egy cut and the CES x? cut; electron candidates which fail the
Eyap/Egy and CES 6z and 0z cuts; electron candidates which fail the CES oz, §z, and
x? cuts; and electron candidates which fail the Eyap/Ega, CES 6z, CES dz, and CES
x? cuts.

The isolation distribution of both sets of electron candidates is then compared to
the isolation distribution of the electron candidates in the W~ — e, + dijet candi-

dates, with the isolation distribution templates from the Z — eé electron candidates and
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from the QCD-enriched samples adjusted to agree with the isolation distribution from
W~ — er, candidates. The normalization from the QCD-enriched template is used to
estimate the QCD contamination in the W~ — er, + dijet candidates, which is then
removed from the W~ — ev, + dijet background estimate. The statistical uncertainty
on this QCD contribution is calculated by fluctuating each bin of the QCD-enriched and
the Z — ee isolation distribution templates according to a Gaussian distribution. This
is done ((10000) times in a series of pseudo-experiments. The resulting statistical un-
certainty comes directly from the width of the resulting distribution of QCD background
predictions. An additional systematic uncertainty comes from checking the QCD con-
tamination when using a fake template made from only one of the sub-samples in the
QCD-enriched sample — the sub-samples with reversed Exap/FEgy and CES x? cuts;
reversed Exap/Egy, CES 0z, and 6z cuts; and reversed CES 4z, dz, and x? cuts. This
allows the uncertainty to take into account the possibility that one of the cuts used biases
the QCD contamination prediction, thus making the fake electron isolation template fail
to reflect the actual fake electron distribution. The differences between the QCD predic-
tion for the combined QCD-enriched sample and the QCD prediction using those three

sub-samples is combined in quadrature and used as a systematic uncertainty.

The QCD contamination in the W~ — puy, + dijets sample is extracted from the
distribution of £, versus muon isolation in the data events. This contribution is smaller
in the W~ — pup, case than it is in the W~ — e, case, since a QCD jet is more likely
to be misidentified as an electron. In this method, the W~ — up, + dijet requirements
are applied to the muon sample, but with the muon isolation requirement and £, cuts
left out. Three sideband regions to the W~ — up,, + dijet candidate sample are defined:
region A has low isolation and F7 , region B has low isolation but high Fr, and region
C has high isolation and high /1. The signal region, where the single muon candidate
passes the isolation cut and the event has high Fr, can be called region D. Assuming

that K1 is uncorrelated with the isolation of a jet which is mistaken for a muon, the
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formula

x—; _ x—i (5.1)
(with V; the number of events in region i) can be used to find Np, the QCD contami-
nation. This method has been used in other CDF analyses for QCD contamination in
W= — er, backgrounds as well, but it cannot be used for W~ — ev, in this case due
to its lower precision and the fact that £ and electron isolation are correlated for QCD
multijet events containing jets identified as electron candidates [40].

The QCD contamination in Z — Il events is small, and in fact turns out to be
negligible for Z — pji + dijets. It is estimated using the number of like-sign events
which otherwise pass the Z — 1l + dijet requirements in the data. This estimate is

corrected using the ALPGEN Monte Carlo for the number of Z — I events expected to

be reconstructed as like-sign events.

Scale Factors

As with the inclusive cross-section measurements, standard CDF scale factors are applied
in this analysis to account for trigger efficiencies and observed differences in the lepton
selection cut efficiencies between data and Monte Carlo. These scale factors are based
on the lepton identification cuts, which are the standard ones for CDF analyses.

In later run periods, a standard prescription exists which corrects for the effects of
changes in instantaneous luminosity and dynamic pre-scaling of the muon triggers [30].
The applied scale factors change slightly as a function of the leading jet Er cut for the
muon cross-sections. This is because the scale factors for muons found in the CMUP and
CMX are independent, and the relative fractions of CMUP and CMX muons vary with
leading jet Er.

The inclusive and dijet cross-section measurements also use different scale factors.

This is partly because the inclusive Monte Carlo samples for the early data (run period
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0) was produced with version 5 of the CDF analysis software, while all other Monte
Carlo samples (including those used over the entire run range for the dijet cross-section
measurements) were produced with version 6. Also, the scale factors for the inclusive
measurements must include a data versus Monte Carlo efficiency correction for the se-
lection of a reconstructed vertex within 60 cm of the interaction point. For the dijet
cross-section, this is not necessary, as the dijet cuts include the requirement that a ver-

tex be reconstructed with zy < 60 cm.

Results

The cross-sections for W~ — Iy, and Z — Il + dijet events are in Tables 5.3 and 5.4,
using the full set of signal cuts for both kinematic regions and with the charged leptons
from boson decay removed. The uncertainties are mostly statistical, but systematic
uncertainties such as those on QCD contamination are also included. The results are not
necessarily expected to be the same across all run periods here, because the cross-section
is dependent on jets reconstructed within the detector above a given E; threshold. At
the higher luminosities of the later run periods, additional minimum bias interactions will
contribute more underlying energy within each jet candidate in the event, lowering the
effective jet Ep threshold. Luminosity weighting is used to combine the results from the
different run periods into a single cross-section for the entire electron and muon samples.

The correction factors applied to the W/Z + dijet cross-sections results are applied
in order to get unified Z — 1l and W~ — [ + dijet cross-section measurements, which
will be combined in the next section into a Z — vv + dijet cross-section. These cor-
rection factors account for differences in event topology between Z — v decay and W
and Z decays involving the much more massive charged leptons. For example, when
eliminating jets associated with leptons on Z — e€ or W~ — e?, events, some fraction
of the available phase space for extra jets in the event is removed which is available

for Z — vv events. Electroweak radiation from charged leptons can also produce extra
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jets in an event. The correction factor which takes this into account is calculated by
comparing the fractions of Z — vv and Z — 1l Monte Carlo events which satisfy the
full dijet signal cuts after the charged leptons are removed from the Z — [l events. The
correction factors are simply the ratio of the two fractions. For W~ — [, the correction
factors are calculated assuming that the effects which make them necessary scale linearly
with the number of charged leptons: in other words, the correction factors for W= — [y,
are one half those for Z — [I. The corrections are on the order of 5% to 10%. The
uncertainties include a statistical component from the size of the Monte Carlo samples
used, and a systematic component obtained from the discrepancy in correction factors
calculated from ALPGEN and PYTHIA samples.

Table 5.5 gives the combined corrected W/Z + dijet cross-sections for both muon
and electron channels. Since the agreement between the electron and muon results is
good, the electron and muon measurements are combined to give Z — [l and W~ — 7
results. The uncertainties on the Z — Il and W~ — 17, + dijet results come from the

uncorrelated uncertainties on the electron and muon results.

5.2.5 Z — vv + Dijets Background

As the largest single background to the dijet + K signature, it is important to estimate
the Z — v + dijets background as precisely as possible. The most obvious way to
determine this background is to use the relation between the cross-section for Z — v

production and the average Z — [l cross-section:

0(Z — v +dijets) = 5.942 x 0(Z — Il + dijets). (5.2)

The W~ — [y, + dijets cross-section measurement has a lower relative uncertainty than
the Z — Il + dijets cross-section due to its higher statistics. The analysis can take
advantage of this by using the W~ — [, result to find a Z — v + dijets cross-section,

using
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W= — er, Hy > 125, By > 80 | Hr > 225, By > 100
Acceptance 0.2465 + 0.0035 0.309 £+ 0.012
Raw Data 508 65
Background 30.0 £ 5.8% 28.9 + 4.7%
Efficiency SF 0.9606 £+ 0.0096 0.9606 + 0.0096
o(W)[pb] 0.700 £+ 0.074 0.072 + 0.014
Cor. Factor 0.972 + 0.017 1.005 + 0.043
Cor. o(W)[pb] 0.680 + 0.073 0.073 £+ 0.014
W= — up, Hp > 125, B > 80 | Hr > 225, By > 100
Acceptance 0.2591 + 0.0040 0.323 + 0.013
Raw Data 363 40
Background 25.5 + 1.7% 33.0 + 4.3%
Efficiency SF 0.867 £+ 0.013 0.880 £ 0.015
o(W)[pb] 0.596 £ 0.046 0.047 + 0.012
Cor. Factor 1.071 £ 0.016 0.993 £ 0.042
Cor. o(W)[pb] 0.638 £ 0.050 0.047 £ 0.012

Table 5.3: Input parameters and results for the W plus dijet cross section measurements where
the jet and Fr requirements are the same as those used to select the dijet plus missing Er
event sample. The integrated luminosities of the electron and muon samples are 2148 pb~—! and

2017 pb~!, respectively.
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Z — ee Hp > 125, B > 80 | Hr > 225, B > 100
Acceptance 0.1546 £ 0.0049 0.2028 £ 0.0080
Raw Data 23 4
Background 24.3 £ 8.5% 30 £ 24%

Efficiency SF

1.0176 + 0.0071

1.0176 + 0.0071

o(Z)[pb] 0.052 £ 0.016 0.006 £ 0.005
Cor. Factor 0.962 £+ 0.022 0.933 £+ 0.038
Cor. o(Z)[pb] 0.050 £ 0.015 0.006 £ 0.005
Z — up Hy > 125, By > 80 | Hr > 225, Ky > 100
Acceptance 0.2517 4+ 0.0078 0.332 £ 0.012
Raw Data 42 7
Background 4.9 + 1.0% 2.6 £+ 0.6%
Efficiency SF 0.947 + 0.034 0.918 + 0.063
o(Z)|pb] 0.083 £+ 0.014 0.011 + 0.004
Cor. Factor 1.117 £ 0.015 1.114 + 0.041
Cor. o(Z)[pb] 0.093 £+ 0.016 0.012 + 0.005

Table 5.4: Input parameters and results for the Z plus jets cross section measurements where
the jet and K7 requirements are the same as those used to select the dijet plus missing Ep
event sample. The integrated luminosities of the electron and muon samples are 2148 pb~! and

2017 pb~!, respectively.
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Cross Section (pb) Hr > 125, B > 80 | Hr > 225, B+ > 100
o(W~= = e, + jets) 0.68 + 0.07 0.073 + 0.014
o(W= = v, + jets) 0.64 + 0.05 0.047 + 0.012
o(W= — 17, + jets) 0.65 + 0.04 0.057 + 0.009
o(Z — ee+ jets) 0.05 £+ 0.02 0.006 + 0.005
o(Z — pji+ jets) 0.09 + 0.02 0.012 4+ 0.005
o(Z — 1l + jets) 0.07 £+ 0.01 0.009 £ 0.003

Table 5.5: Combined W/Z+jet cross section measurements used to estimate backgrounds in

the dijet plus missing Er.

0(Z — v +dijets) =5.942 x o(W~ — 9, + dijets) x R, (5.3)

where

R o(W~ = Iy, + dijets)
 o(Z — Ul + dijets)

(5.4)
and the factor 5.942 comes from the ratio of the Z decay widths for Z — [l and Z — vv
multiplied by a factor of 3 to take into account the three types of neutrinos.

A program called MCFM, for “Monte Carlo for FeMtobarn processes” [41], is used to
calculate R as follows. W and Z plus two parton cross-sections are calculated at next-
to-leading order (NLO) with MCFM. The generated cross-sections are used to produce
two sets of cross-section weighted “Fr” distributions for both the W and Z production
processes. In this calculation, “K;” is actually the Ep of the W or Z, which is equivalent
to the Fr recalculated to ignore the contributions from charged leptons in the Z — I

14

or W= — [y, cases. One “r” distribution is generated for each signal region, with the
low kinematic region distribution generated with an Hp cut of 125 GeV, and the high

kinematic region distribution generated with an Hp cut of 225 GeV. The cross-section
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Candidate Sample Hp > 125, B > 80 | Hp > 225, Ep > 100
Calculated R 8.68 8.18

Monte Carlo Statistics + 0.028 + 0.026
Uncertainty from PDFs + 0.043 + 0.040
Uncertainty from Jet Energy Scale + 0.14 + 0.13
Uncertainty from Renormalization Scale + 0.06 + 0.13

Total Uncertainty + 0.15 + 0.19

Table 5.6: Values for R obtained from MCFM theoretical calculations.

for each process is then integrated above the Fr cut used to define the appropriate signal
region (either 80 GeV or 100 GeV.) The W boson result is divided by the Z boson result,

thus obtaining a value for R. The results for R appear in Table 5.6.

Table 5.6 also contains statistical and systematic uncertainties on R. The systematic
uncertainty from the choice of parton distribution function (PDF) is calculated by re-
doing the MCFM calculation with different PDF choices. Similarly, the renormalization
scale uncertainty is calculated by redoing the calculations with different choices for the
renormalization scale. The final source of uncertainty comes from the possibility that
the generator-level K distribution is not exactly the same as the K1 distribution in the
data. This is dealt with by checking the variation of R over a ¥ range consistent with

the jet energy scale uncertainties in data and Monte Carlo.

Using the R values calculated from MCFM, two separate predictions of the Z — v
contribution to the background can be made: one from the Z — [l + dijets results, and
one from the W~ — [, + dijets results. Table 5.7 shows these results, as well as the

estimate for the Z — v + dijet background combining the two predictions.
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Z — vv Prediction Hyp > 125, Bp > 80 | Hr > 225, By > 100
Sample Luminosity 2039 pb~! 2039 pb~!
From o(Z — Il + jets) 836 + 129 111 + 41
From (W~ — [y, + jets) 899 + 59 84 £ 13
Combined Estimate 888 + H4 86 + 13

Table 5.7: Predicted numbers of Z — v events.
5.2.6 W~ — [y, 4+ Dijets Background

The W~ — [y, + dijet events are also a significant contribution to the backgrounds. The

measured W~ — [y, + dijet cross-sections can be used to estimate these contributions.

To find the predicted contribution from W~ — pu, events, the fraction of events in
which the muon is not reconstructed, or otherwise fails to cause the event to be rejected
by the isolated track veto and other cuts, is determined from the Monte Carlo sample.
The measured W~ — puv, + dijets cross-section before corrections is then multiplied by
this fraction of events where the muon is “lost”, the integrated luminosity of the high-pr
muon sample, and a trigger efficiency correction which accounts for the efficiency of the

MET45 trigger at a Fr of 80 GeV (or 100 GeV for the high kinematic region.)?

The W~ — ev, background is calculated in the same way. Due to the wider coverage
of the EM calorimeter compared to the muon detectors, electrons are less likely to be
lost. The electron is lost in 20.8 £0.3% of W~ — e, events in the low kinematic region,
compared to 33 £ 1% of W~ — puv, events where the muon is lost. Thus, their overall

contribution to the background is less.
In the W~ — 7u,; + dijet case, the 7 may be “lost” if its decay does not lead to
an isolated track or another feature which identifies it as a charged lepton, or it may

be reconstructed as a jet. To estimate this background, the fraction of W~ — 7v;

2Gee Section 3.3.1.
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+ jets events in MC that pass the dijet + K cuts are compared to the fraction of
W~ — uv, + jets events passing the same selections. This gives an estimate for the
“loss” of W~ — 71u, + jets events with respect to the measured W~ — puy, + dijet
cross-section. In the low kinematic region, 54.6 &+ 0.8% of the W~ — 77, events have a

lost 7.

5.2.7 7 — ll + Dijets Background

The Z — 1l backgrounds where [ is a charged lepton are also determined. This turns
out to be a small contribution, since both charged leptons must be lost for such events
to contribute. The prediction is made in the same way as the W~ — [#; case, but using
the measured Z — [l + dijets cross-sections instead.

Table 5.10 at the end of this chapter shows the background estimates for all W and
Z processes, together with the contributions from the other SM processes discussed in

Sections 5.3 and 5.4.

5.2.8 Cross-checks with ALPGEN Monte Carlo

This technique for determining the electroweak backgrounds is intended to have minimal
dependence on the details of the Monte Carlo modeling. Nevertheless, since ALPGEN
Monte Carlo samples are used to determine the acceptance for W and Z + dijet events,
some of the kinematic distributions which come from the Monte Carlo samples need to
be cross-checked with the data.

The histograms in Figure 5.1 show comparisons of the electron n and p; distributions
for electrons in W~ — e, + dijet data and ALPGEN Monte Carlo events, before and
after the low kinematic region /v and Hyp cuts. Figure 5.2 shows the same distributions
for the first and the second electron in Z — eé + dijet data and Monte Carlo, before
Hr or Hy cuts are applied. In both cases, the agreement is good. Figures 5.3 and 5.4

show the same plots for the muons in W= — puv, + dijet and Z — pp + dijet events,
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Figure 5.1: Comparison of electron kinematic distributions between ALPGEN Monte Carlo and

data for W~ — ev.+jets candidate sample.

respectively. The muon kinematic distributions also show good agreement between data

and ALPGEN.

The background measurement technique in this analysis is designed to be insensitive
to the Monte Carlo modeling for jets, and thus to the £y, jet Ep, and Hy distributions
in the ALPGEN samples. This is because the acceptance measured from Monte Carlo
depends only on the probability for W or Z identification from lepton reconstruction.
Comparisons of the kinematic distributions for the jets can still be made, however. Since
the QCD contamination in the electron samples is significant, and a good model for
the resulting kinematic distributions for jets is not available, only the muon samples are
examined. Figure 5.5 compares the Er of the first and second jets in W~ — up, +

dijet events in ALPGEN and in data. For Z — puii + dijet events in ALPGEN and data,
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Figure 5.2: Comparison of electron kinematic distributions between ALPGEN Monte Carlo and

data for Z — ee+jets candidate sample.

Figure 5.6 compares the Er and n distributions for the first and second jets, and Figure 5.7

shows the A¢ between K7 and either jet, as well as the 7 and Hp distributions. In all

cases, the ALPGEN distributions agree with the data.

A final set of comparisons appears in Figure 5.8. The reconstructed Z mass distri-

bution and transverse W mass distribution for Z — pp and W~ — u, + dijet events

from ALPGEN show good agreement with the data.

5.3 QCD Backgrounds

While the jet cuts of Section 4.2 and kinematic cuts of Section 4.4 greatly reduce the

background contribution from QCD multijet events, some events may still pass the cuts
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Figure 5.3: Comparison of muon kinematic distributions between ALPGEN Monte Carlo and

data for W~ — ub,+jets candidate sample.

and enter the signal samples. Since these cuts require exactly two jets which are more
than 0.5 rad from the direction of the F; in ¢, QCD background in this analysis must
come from events where an additional jet’s energy is mismeasured badly enough to fall

below the E; > 15 GeV threshold for the jet to be counted.

The dominant QCD background is events where one jet is mismeasured so it appears
to fall below the 15 GeV threshold. Such a jet would be predominantly responsible for
the observed K7 . In these events, ¢(F; ) will be close to the ¢ of the “lost” jet. This
analysis uses the data to estimate how many such events exist. A smaller contribution
comes from events where the Fr is due to more than one jet’s mismeasurement. In
this case, the exclusive dijet requirement still requires that at least one jet is lost. The

contribution from these events is dealt with via simulation.
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Figure 5.4: Comparison of muon kinematic distributions between ALPGEN Monte Carlo and

data for Z — pp+jets candidate sample.

The first category of QCD background events is measured by taking the same MET45
data used to search for signal, and selecting the events where A¢ = |¢p(Fr ) — ¢(Jet3)| <
0.3 rad. All other cuts for the low and high kinematic region are used, except for the
cut requiring exactly two jets: instead, three or more jets are required. The FEr of
the third leading jet in the event is examined, then extrapolated to the EFr < 15 GeV
region to determine how many events have a third jet which is lost entirely due to
mismeasurement. Corrections must, however, be made due to electroweak backgrounds

found in these events.

The electroweak corrections affect the data normalization. In the QCD events, about
98% of events have A¢ < 0.3 rad for the third jet. On the other hand, events in elec-

troweak background Monte Carlo samples have a basically flat A¢ distribution between
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Figure 5.5: Comparison of jet kinematic distributions between ALPGEN Monte Carlo and data

for W= — ub,+jets candidate sample.

0.0 rad and 0.5 rad. This can be seen in Figure 5.9 for W~ — 77, events and Figure 5.10
for W= — puv, events. The region between 0.3 rad and 0.5 rad can therefore be used
as the electroweak normalization region. Since the distributions are flat, the number of
events with 0.3 rad < A¢ < 0.5 rad (a range of 0.2 rad) can be multiplied by 1.5 to get

an estimate for the number of electroweak events over the 0.0 rad < A¢ < 0.3 rad range.

The distribution of the third jet’s Ep for electroweak backgrounds must also be
checked. In the simulation, these distributions turn out to be the same for 0.0 rad <
A¢ < 0.3 rad as they are for 0.3 rad < A¢ < 0.5 rad. Thus, the distributions for the data
in the 0.3 rad to 0.5 rad region are used. From the data normalization and the third jet
E7r distribution, the electroweak background in the region of interest can be subtracted

in the region of interest, 0.0 rad < A¢ < 0.3 rad, by renormalizing.
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Figure 5.6: Comparison of jet kinematic distributions (I) between ALPGEN Monte Carlo and

data for Z — pp+jets candidate sample.

An additional correction is made which takes into account photon + jet events. Sim-
ulation with PYTHIA shows that the third leading jet in these events has similar A¢
distributions between 0.0 and 0.5 rad. This simulation is therefore used to estimate the

normalization correction for A¢ between 0.0 and 0.3 rad.

Figure 5.11 shows the distribution of the Er for the third jet, after correction for the
electroweak and photon contributions, in events passing all the signal cuts for the low
kinematic region except for the exclusive dijet cut. The fit produced from this distribution
is extrapolated to 0 GeV, and then integrated up to 15 GeV. The resulting integral is
39 events. This is the estimated number of events where one lost jet is responsible for the
Fr . Simulation predicts that these represent 78% of the QCD background events. The

estimate is therefore adjusted to 49 events, to account for the predicted 22% contribution

68



Delta phi between Met and Leading Jet

dphij1
niries

2
10 Z->mm + jets and backgrounds MC

Z->mm + jets Data

10

Mean

2.531

RMS

0.4541

o

0.5 1 15

Met distribution

25

Zcmet
Entries 358
Mean 58.59

102

Z->mm + jets Data

Z->mm + jets and backgrounds MC

RMS 39.04

PEPEFE EPEFETS EPEPETT PRI APEE AP A A | A (I A
20 40 60 80 100 120 140 160 180 200 220 240

Delta phi between Met and Second Jet

Mean
RMS

dphij2
niries

1.739
0.8079

Z->mm + jets and backgrounds MC
Z->mm + jets Data

0

Ht distribution

0.5 1 15 25

10?

-
=)
T

Mean
RMS

ZHt
Enfries 358

1123
43.25

Z->mm + jets and backgrounds MC
Z->mm + jets Data

+

PRI PRI NS B | S
100 150 200 250 300

350

Figure 5.7: Comparison of jet kinematic distributions (IT) between ALPGEN Monte Carlo and

data for Z — pji+jets candidate

sample.

from events where at least two mismeasured jets account for the K. The systematic

uncertainty of 30 events comes

from:

e a 50% uncertainty in the relative contribution from events with two or more mis-

measured jets (making it

22 + 11%),

e a 10% relative variation on the scale factor used to normalize the electroweak con-

tribution,

e and a 50% relative uncertainty on the correction from photon + jet events.

The uncertainty on the scale factor used to normalize the electroweak contribution comes

from comparisons of data-subtracted distributions to the general shape found in the

simulated distribution shown in Figure 5.12. If the scale factor is changed by more than
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Figure 5.8: Comparisons of the Z invariant mass (top) and W transverse mass (bottom) dis-
tributions between ALPGEN Monte Carlo and data for Z — pji+jets and W™~ — ui,+jets

candidate samples.

10%, the data distributions become inconsistent with a smoothly falling exponential

distribution.

For the high kinematic region, the assumptions made for the electroweak corrections
are checked to ensure that they are still valid in the high kinematic region, and the
estimate is performed in a similar manner. The result is 9 £ 9 events. The relative
uncertainty for the high kinematic region is higher, because of the lower statistics in

both the data samples and the Monte Carlo samples used.

A cross-check of this result was performed using simulated data. A PYTHIA Monte
Carlo sample of QCD dijet events was analyzed, and the signal cuts were applied. Assum-

ing the PYTHIA leading order calculation for the QCD dijet cross-section, the two Monte
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Figure 5.9: A¢ between E1 and the third jet in the event for W~ — 7, events.

Carlo events which pass the low kinematic region cuts correspond to 43 43 events when
scaled up to the luminosity of the signal sample. This is consistent with the expected
49 + 30 events estimated through data. No events are found to pass the high kinematic
cuts in the QCD Monte Carlo sample, which is consistent with the 9+9 events estimated
from the data.

Finally, the internal consistency of the method was checked by applying the same
method used for the data to the PYTHIA QCD Monte Carlo sample, and comparing the
predicted number of events in the QCD Monte Carlo which would pass the dijet selection
cuts for the low kinematic region. In order to improve statistics, two further tests were
carried out with the K1 cut lowered to 60 GeV and to 50 GeV, but with all the other low
kinematic region cuts kept the same. The results for all three F/r cuts are in Table 5.8.
For all three tests, the number of QCD dijet events predicted to pass the cuts agrees with

the number observed to pass the cuts.
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Figure 5.10: A¢ between F7 and the third jet in the event for W™~ — u, events.
5.4 Other Backgrounds

There are additional contributions to the background count in the two signal samples.
SM processes producing top quarks (singly or in ¢ pairs) or photons associated with jets
contribute to the background at levels comparable to the QCD background described in

section 5.3. There is also a small contribution from non-collision events.

5.4.1 Top Backgrounds

Top quarks decay primarily to a W and a b quark. As previously discussed, W decays
may produce final states such as e, pv,, or 77, (with the 7 decaying hadronically
or leptonically.) A pair of decaying top quarks, or a single top quark produced by
an electroweak interaction involving a Wtb vertex, can thus produce a dijet plus Er

signature if any muons or electrons produced are lost or identified as jets, and only two
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Figure 5.11: Fit to the 3rd jet Er distribution in the data.

jets are counted.

The contributions of both #¢ and single-top production are calculated using PYTHIA
Monte Carlo samples. For ¢t production, the results are normalized to a CDF Run II
tt production cross-section measurement of 7.3 & 0.54,; £ 0.64, pb from 760 pb ! of
data [42]. In single top production, a single top quark can be produced through two
different channels: ¢-channel processes such as v+ b — t+d where a virtual space-like W
is exchanged, and s-channel processes such as u +d — ¢ + b where a virtual time-like W
is exchanged®. Both s- and ¢-channel components are simulated in PYTHIA. The cross-
sections used (0.88 + 0.11 pb for the s-channel and 1.98 & 0.25 pb for the ¢-channel) to
normalize the yields come from next-to-leading order (NLO) theoretical calculations [43].

Uncertainties on the cross-sections for both processes, on the jet energy scale, on the top

3In the t-channel case, the (u,d) may be replaced by (d,u), (c, s), or (3,¢). In the s-channel case, the

(u,d) pair may be replaced with (c, 3).
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Figure 5.12: Fit to the 3rd jet Er distribution in the simulation.

quark mass, and on the luminosity are included in the top background estimate.

Table 5.9 presents the predicted background contribution from the three types of top
events. The total background contribution from top quark processes is 74 + 9 events in

the low kinematic region, and 11 + 2 events in the high kinematic region.

5.4.2 Photon + Jets Backgrounds

Another process which can lead to a dijet + Fr signature is the production of two high-
E7 jets with a recoiling photon, where the photon goes undetected. In Run IT of DO
the cross-section for the production of a photon with E; between 60 and 300 GeV and
In| < 0.9 was measured to be 136 + 17 pb [44]. This measurement was scaled up to
cover all photons with £ > 60 GeV through a leading order PYTHIA calculation, giving

269 + 35 pb.
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K1 | predicted | observed

a0 41 44
60 12 13
80 2 2

Table 5.8: Internal consistency check of the QCD background calculation.

Channel Events (low kinematic region) | Events (high kinematic region)
tt 30£6 6.8+ 1.6
Single top, s-channel 1943 2.54+0.5
Single top, t-channel 25+5 1.5+0.3
Total 74+9 11+£2

Table 5.9: Single-top and t¢ background contribution.

The acceptance for v + jets events is calculated using a PYTHIA sample generated
with a minimum photon E7 of 45 GeV. All of the regular selection cuts for the signal
region, plus a requirement that the photon’s Er at the generator level is above 60 GeV,
are applied. The resulting acceptance, multiplied by the luminosity of the MET45 data
sample and the rescaled cross-section, gives the contribution of v 4 jets events to the
total background.

The largest uncertainty in the v + jets contribution comes from the 13.0% uncertainty
in the scaled cross-section. Uncertainties from the acceptance measurement are also
included. In the low kinematic region, these are 1.4% from Monte Carlo statistics, 4.3%
from the jet energy scale uncertainty, and the 6.0% uncertainty on the Run II luminosity.
The final background contribution and uncertainty is 75.0 4+ 11.4 events in the low
kinematic region, and 4.8 & 1.1 events in the high kinematic region.

With all of the background contributions from events produced in pp collisions by

SM processes predicted, both the low and high kinematic regions in the MET45 data
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sample can be examined. There are 2506 events in the signal candidate sample for the

low kinematic region, and 186 in the high kinematic region.

5.4.3 Non-Collision Backgrounds

One source of background events remains which has not been estimated through exami-
nation of non-signal data or Monte Carlo, however: events from such non-collision sources
as cosmic rays and beam-related backgrounds. Though the clean-up cuts described in
Section 4.3 get rid of most of these events, some of these events may still survive, partic-
ularly those which occur close in time to real collisions in the detector. Three types of
non-collision background events are considered: events with out-of-time deposits, events
which are flagged as cosmic ray candidates using a track fitting algorithm [36], and events
evaluated with the wrong reconstructed vertex.

Timing information from the hadronic calorimeter in the signal candidate events is
examined to identify candidate non-collision events. Events with single towers in the
hadronic calorimeter which are between 40 ns and 80 ns out-of-time with the nearest col-
lision are searched for. The upper limit in this case avoids tagging events with out-of-time
deposits which originate from a previous collision. In the signal candidate sample, seven
events are found with out-of-time deposits out of the 2506 events in the low kinematic
region. One event with out-of-time deposits out of 186 passes the high kinematic cuts.

To estimate how many of these events are truly non-collision background events, the
W= — up, + dijet sample is examined. The W~ — puv, + dijet sample, due to the
stringent requirements placed in order to identify W candidates, is expected to have neg-
ligible contributions from non-collision background events. This sample is used instead
of the W~ — ev, + dijet sample, because muons do not appear in the calorimeter. Since
electrons appear as jets, they may leave out-of-time deposits in the calorimeter. Since
the intention is to compare the number of events with out-of-time deposits from hadronic

jets, the W~ — up, +jets sample is a fairer comparison to the signal candidate sample.
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One event out of 363 in the low kinematic region from the W~ — puv, + dijet sample is
identified as having out-of-time deposits. Scaling this up to the 2506 events found in the
low kinematic region in the signal sample results in 6.9 expected events with out-of-time
deposits which would be expected to come from pp events. In the high kinematic region,

no events with out-of-time deposits are found in the W~ — puw, + dijet sample.

A cosmic track fitting algorithm [36] uses COT timing information for all COT tracks
with pr > 10 GeV/c to check for cosmic ray candidates which pass through both hemi-
spheres of the detector. If, for any of the tracks, the algorithm finds a good fit for either
an outgoing or incoming cosmic ray with x? < 1000 for the fit, the event is tagged as a
cosmic ray candidate. This happens for three events passing the low kinematic region
cuts in the signal candidate sample (a fraction of 0.1204+0.007 %), and for no events in the
high kinematic region. By comparison, in the W~ — ev, + dijet sample, where the W
selection criteria should ensure no contamination from cosmic rays, two out of 508 events
(or 0.39 £ 0.27 %) can be tagged. Since the tagging rate in the signal candidate sample
is lower than that in the W~ — e+ dijet sample which is presumed to be cosmic-free,
the cosmic ray candidates in the signal candidate sample are presumed to be beam-
produced, and not added to the non-collision background estimate for the low kinematic
region. For the high kinematic cuts, no events are tagged as cosmic ray candidates in
either sample, so there is again nothing added to the non-collision background estimate.
The W~ — uv, + dijet sample is not used for this comparison because events identified
by the cosmic track fitting algorithm are removed from the high-p; muon sample as part

of the W identification process (see Subsection 5.2.1.)

Finally, it is possible that in events with multiple reconstructed vertices, the jet Eps
are calculated using the wrong vertex. This could lead to events passing the kinematic
cuts based on an incorrect evaluation of £ and Hy. The five events in the low kinematic
region where the vertex used in event selection is not the same as the one used in jet

clustering are examined using a CDF event display program. This program graphs the
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Er deposition in each calorimeter tower and the track locations for each event. In all
five events, the vertex used for jet clustering is indeed the vertex where the high-E7 jets
selected actually came from. These events are therefore considered to be good signal
candidate events, and are left in the candidate sample. With no contribution from this
or from cosmic ray candidates, the non-collision background is estimated entirely from
the events with out-of-time deposits.

In the low kinematic region, the single W~ — pui, event with an out-of-time deposit
is assumed to be a statistical fluctuation. In other words, the expectation is that 1 £ 1
events out of 363 total would have out-of-time deposits despite coming from collisions. If
the true value were either one or two events, the expected number of events would scale
up to 6.9 or 13.8 events in the signal sample, which would be consistent with the seven
events with out-of-time deposits found in the signal sample all being beam-produced. If
the true value were zero, the seven events in the signal sample would all be presumed to
be non-collision backgrounds. Thus, since the comparison to the W~ — pui, sample is
consistent with anywhere from none to all seven of the events with out-of-time deposits in
the signal sample being non-collision backgrounds, the non-collision background is taken
to be 3.54+3.5, or 4+4 events. In the high kinematic region, only one event is seen in the
signal sample, while none are expected from the W~ — [y, comparisons. This is taken

to be a non-collision contribution of 1 £+ 1 events.

5.5 Summary

Table 5.10 summarizes the total background contributions from each SM process, together
with the non-collision background and the number of events actually observed. The
relative contributions to the SM background for the low kinematic region are also shown
in Figures 5.13 and 5.14, which show the stacked contributions of each SM process as a

function of r and Hrp respectively.
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Background

Hy > 1258 > 80

Hy > 225 > 100

Z — v 888 £ 54 86 + 13
W= — 71, 669 + 42 50 + 8
W= = uy, 399 + 25 33+5
W= — eb, 256 + 16 14 + 2
Z— 1 29 + 4 210
Top Quark Production 74+ 9 11+ 2
QCD 49 + 30 9+9
v+jet 75 + 11 5+ 1
Non-collision 4414 1+1
Total predicted 2443 + 145 211 + 30
Data observed 2506 186

Table 5.10: Summary of estimated SM background contributions to the dijet plus ' candidate

samples along with the number of observed events in data.
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Figure 5.13: Comparison of the event missing Er distribution for the 2506 events in the low
kinematic region candidate sample with the predicted SM distribution showing the stacked

contributions of each SM background process.

It is important to note that this analysis is sensitive to the number of events in the two
signal regions rather than the shape of any kinematic distributions. Comparisons can still
be made between the expected background distribution and the results found in the data.
Figures 5.15 through 5.21 compare the distributions of £, Hr, individual jet E7 and 7,
and the A¢ between the two jets found in the data with the predicted SM background
distribution in the low kinematic region. Figures 5.22 and 5.23 also compare £1 and
Hp data and SM predictions for the low kinematic regions, but with the SM prediction
normalized to the number of events actually seen in the data rather than the predicted
number of events. This allows direct shape comparisons. The agreement between data

and SM prediction in the low kinematic region is reasonable in these figures.

For the high kinematic region, Figures 5.24 through 5.30 also compare the distribu-

tions of K, Hr, individual jet E7 and 7, and the A¢ between the two jets found in
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Figure 5.14: Comparison of the combined jet Hp distribution for the 2506 events in the low
kinematic region candidate sample with the predicted SM distribution showing the stacked

contributions of each SM background process.

the data with the predicted SM background distribution. Again, the agreement for these
kinematic distributions is reasonable.

Figure 5.31 compares Hr distributions for events passing all cuts in the high kinematic
region, but with the Hy > 225 GeV cut ignored. In this figure, the Hp distribution
associated with each background is normalized to its estimated contribution within the

high kinematic signal region in order to get the total Monte Carlo prediction.
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Figure 5.15: Comparison of the K1 distribution for the 2506 events in the low kinematic region

candidate sample with the predicted SM distribution.
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Figure 5.16: Comparison of the Hr distribution for the 2506 events in the low kinematic region

candidate sample with the predicted SM distribution.
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Figure 5.17: Comparison of the leading jet Er distribution for the 2506 events in the low

kinematic region candidate sample with the predicted SM distribution.
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Figure 5.18: Comparison of the second jet Er distribution for the 2506 events in the low

kinematic region candidate sample with the predicted SM distribution.
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Figure 5.19: Comparison of the leading jet n distribution for the 2506 events in the low kinematic

region candidate sample with the predicted SM distribution.
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Figure 5.20: Comparison of the second jet n distribution for the 2506 events in the low kinematic

region candidate sample with the predicted SM distribution.

84



|_A ¢ for Low Kinematic Region |

300': —— Data

SM Prediction

250

N
(=}
?

Events / 0.2 rad
o
°

100+

0 0.5 1 1.5 2 2.5 3
A ¢ (rad)

Figure 5.21: Comparison of the distribution for A¢ between the two jets for the 2506 events in

the low kinematic region candidate sample with the predicted SM distribution.
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Figure 5.22: Shape comparison of the Fr distribution between data and the SM prediction in

the low kinematic region. The combined Monte Carlo shape is normalized to match the 2506

observed events in data.
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Figure 5.23: Shape comparison of the Hr distribution between data and the SM prediction in
the low kinematic region. The combined Monte Carlo shape is normalized to match the 2506

observed events in data.
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Figure 5.24: Comparison of the K7 distribution for the 186 events in the high kinematic region

candidate sample with the predicted SM distribution.
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Figure 5.25: Comparison of the Hr distribution for the 186 events in the high kinematic region

candidate sample with the predicted SM distribution.
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Figure 5.26: Comparison of the leading jet Ep distribution for the 186 events in the high

kinematic region candidate sample with the predicted SM distribution.
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Figure 5.27: Comparison of the second jet Er distribution for the 186 events in the high

kinematic region candidate sample with the predicted SM distribution.
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Figure 5.28: Comparison of the leading jet n distribution for the 186 events in the high kinematic

region candidate sample with the predicted SM distribution.
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Figure 5.29: Comparison of the trailing jet n distribution for the 186 events in the high kinematic

region candidate sample with the predicted SM distribution.
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Figure 5.30: Comparison of the distribution for A¢ between the two jets for the 186 events in

the high kinematic region candidate sample with the predicted SM distribution.
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Figure 5.31: Comparison of the Hr distribution between the SM prediction and data in the high

kinematic region after removal of the jet Hp selection cut. The Monte Carlo shape associated

with each background process is normalized to its estimated contribution within the dijet plus

missing Er signal region. The region to the right of the vertical line at 225 GeV represents the

high kinematic region.
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Chapter 6

Leptoquarks

Many possible extensions to the Standard Model could produce an excess number of
events at CDF in the exclusive dijet + Fr signature. The results in Chapter 5 can
be used to place limits on these models. In this chapter, a simple model of leptoquark
pair production, with each leptoquark L) decaying to a quark ¢ and a neutrino v, is

discussed.

6.1 Leptoquark Models and Types

Leptoquarks are strongly interacting particles which carry both lepton and baryon num-
bers. They are expected in a variety of different extensions to the Standard Model, such
as SU(5) [45] or Pati-Salam SU(4) [46] unification, or models which postulate substruc-
ture for quarks and leptons [14]. Such particles can couple directly to both leptons and
quarks, and can therefore decay to a lepton and a quark.

There are three restrictions made on the leptoquark model examined in this thesis,

based on phenomenological constraints:

1. Only dimensionless couplings with the matter fields are considered, which keeps

the theory renormalizable.

91



2. Interaction terms are required to be SU(3)¢ x SU(2)w x U(1)y gauge invariant (in

other words, leptoquarks must interact like SM particles).
3. Only same generation couplings between lepton and quark are allowed.

The final restriction is based on existing experimental limits on flavour changing neutral
current (FCNC) decays. As a result of this restriction, leptoquarks can be described as
first, second, or third generation.

Overviews of the different possible types of leptoquarks appear in References [14]
and [47]. Tables 6.1 and 6.2, adapted from [14] and [47], summarize the different types
of leptoquarks. In these tables, Iy represents the weak isospin of the leptoquark, F' is
a quantity called the fermion number (defined as the lepton number L plus 3 times the
baryon number B), @ is the electric charge, the couplings Ay, and Ag denote coupling to
left-handed or right-handed leptons, and f, is the fraction of leptoquarks which decay to
an e or € plus a quark.

In order to keep the interpretation of the analysis fairly general, three additional
constraints are assumed which simplify the model under investigation. Firstly, only
scalar leptoquark production is considered. This is because the production cross-section
for scalar leptoquark pairs depends on only one free parameter: the leptoquark mass
Mpqo. The cross-sections for the ¢q¢ — LQLQ and gg — LQLQ processes for scalar

leptoquarks are

2
o(qq — LQLQ) = 2;70: s (6.1)
and
—_ mol 1+8
(g9 — LQLQ) = TP {5(41 —316%) — (17— 1832+ %) In -3 } (6.2)

respectively. In these equations, s is the strong interaction coupling constant, /s is

the centre-of-mass energy for the parton-parton collision, and 8 = /1 — 4MI%Q /s. The
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Type | yw | F=3B+ L | @ | Decay | Coupling | 5.
Sit 0 -2 —%|euved | A, =L | &
Sig | O -2 —1 eu AR 1
Sir | 0 -2 —3| ed AR :
Sy | 1 -2 -3 ed | =V2x, |1

—% eu,ved | Ap, —AL %

% Vel NN 0

Ry, z 0 —g eu AL 1
% Vel AL 0

Ror | 3 0 -2 eu AR 1
—2 ed —Ar 1

Ray, % 0 —% ed AL 1
% Ved AL 0

Table 6.1: Table of possible first-generation scalar (spin-0) leptoquark types. Second and third
generation leptoquarks come in similar types, but with s, c, 4 and v, or b,t,7 and v; replacing

d,u,e and v,.
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Type | yw | F=3B+ L | @ | Decay | Coupling | 5.
Vor | & -2 —2| ed AL 1
—% Ved AL 0

Vor | 3 -2 —3| ed AR 1
—% eu —Ar 1

Var, % -2 —% eu AL 1
% VU AL 0

Uit 0 0 —% ed,v,u | Ap,—AL %
Ugr | 0 0 -2 ed AR 1
Upr | 0 0 -2 eu AR 1
UsL 1 0 —g eu V2 |1
—% ed,veu | Ap, —AL %

% Ved V2, 0

Table 6.2: Table of possible first-generation vector (spin-1) leptoquark types. Second and third
generation leptoquarks come in similar types, but with s, c, 4 and v, or b,t,7 and v; replacing

d,u,e and v,.
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total leptoquark pair production cross-section at the Tevatron can be calculated by con-
voluting Equations 6.1 and 6.2 with the parton distribution functions for protons and
anti-protons [48, 49]. The pair production cross-sections for vector leptoquarks, however,
are given by formulae which also involve model dependent parameters which describe
possible trilinear gLQLQ or quartic ggLQLQ couplings. The cross-section formulae
analogous to Equations 6.1 and 6.2 are given in full in Reference [49].

Two additional constraints are placed on the decay of the leptoquarks. The lepto-
quarks are assumed to decay before interacting with any other partons to form a hadron-
like bound state, meaning the final state will come only from the decay products of the
leptoquarks produced. The branching ratio for leptoquarks decaying to a quark and a
neutrino is assumed to be one, meaning that S, = 0. Since the leptoquarks in this model
have a single final state, the interpretation of the results is simplified.

These restrictions mean that the leptoquarks searched for in this interpretation are

the ones in Table 6.1 with charge 3 (which decay as LQ — v.d) or 2 (which decay as
LQ — veu). With Mg the only free parameter in the model, this model provides a

simple example interpretation of this analysis.

6.2 Signal Monte Carlo

To represent possible signals from leptoquark production in this analysis, Monte Carlo
samples are generated using the PYTHIA event generator. These samples simulate pair
production of leptoquarks, which decay only to a quark and a neutrino. Leptoquark
samples are generated for masses between 50 and 200 GeV/c?, in steps of 10 GeV/c2.
The processes g¢g — LQLQ and ¢§ — LQLQ are simulated. The leptoquark mass
is directly set and the decays are restricted using the PYTHIA input parameters. By
default, second generation leptoquarks are considered, with L{) — 5v,. First and third

generation leptoquarks are also generated with masses of 150 and 180 GeV/c?, with the
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decays LQ — dv, and LQ — bv,, to examine the generational dependence on signal
acceptance which comes from the differences between light and heavy quarks in the final
state.

Instead of the leading order PYTHIA cross-sections, next-to-leading order (NLO) cross-
sections from Kramer et al. [50] are used. Note that the cross-sections used in previ-
ous searches for scalar leptoquarks at the Tevatron came from previous calculations by
Kramer et al., found in Reference [48]. Table 6.3 shows the NLO cross sections for three
different values of the renormalization scale. For this analysis, the renormalization scale
i = 2Mpgq is used, which gives the smallest production cross-sections, and therefore the

most conservative limits.

6.3 Previous Leptoquark Searches

Searches for scalar leptoquark pairs decaying to vqq in the K1 + dijet signature have
been carried out previously at CDF. The previous best limits on first generation lepto-
quark masses came from a search carried out at CDF during Run II using 191 pb~! of
data. These results ruled out the mass interval from 78 to 117 GeV/c? at 95% C.L for
first generation leptoquarks [51].

For higher generation leptoquarks, the CDF limits set in run I with 1/s = 1.8 GeV and
total integrated luminosity of 88 pb™' were higher than the limits set in Reference [51]
because the Run I analysis used jet flavour identification to tag jets as containing a ¢
or b quark, thus increasing the sensitivity to the decay of higher generation leptoquarks.
The Run 1 95% C.L. lower mass limits for second and third generation scalar leptoquarks
decaying to viqq were 123 GeV/c? and 148 GeV /c? respectively [52].

A dedicated search for third-generation leptoquarks has also been carried out at D@
during Run IT of the Tevatron. As with the CDF search for third generation leptoquarks

during Run I, this search used jet tagging methods to identify b quark jets to increase
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Mpq (GeV/c?) | p= 5Mq (pb) | p = Mpq (pb) | p=2Mpq (pb)
50 690. 584. 485.
60 270. 231. 192.
70 119. 103. 86.4
80 58.2 50.8 42.7
90 30.6 26.9 99.7
100 17.0 15.1 12.8
110 9.96 8.91 7.59
120 6.09 5.47 4.68
130 3.85 3.47 2.97
140 2.48 2.26 1.94
150 1.66 1.51 1.30
160 1.13 1.03 0.887
170 0.781 0.713 0.614
180 0.548 0.501 0.432
190 0.389 0.356 0.307
200 0.278 0.255 0.220

Table 6.3: Calculated NLO cross sections for different values of the leptoquark mass and three

different potential values of the renormalization scale, y.
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sensitivity to third generation leptoquarks. The results set a 95% C.L. lower limit on the
mass of the third generation scalar leptoquark of 229 GeV /c? using 425 pb~! of data [53].
A DO search using 310 pb~! of run II data searched for first and second generation scalar
leptoquarks decaying to vizqq, setting a lower mass limit of 136 GeV/c? [54].

Searches have also been carried out at CDF using the | + Er + dijet and Il +
dijet signatures, signatures which are optimized for leptoquarks with . = 0.5 and 1
respectively. The results of these searches were combined with those from Reference [51]
to set mass limits for first and second generation scalar leptoquarks as functions of 5.. For
first generation scalar leptoquarks, the 95% C.L. lower limits on mass were 236 GeV /c¢?
for 3. = 1, 205 GeV/c? for 8. = 0.5, and 145 GeV/c? for B, = 0.1 [55]. For second
generation scalar leptoquarks, the 95% C.L. lower limits on mass were 226 GeV/c? for
Be =1, 208 GeV/c? for B, = 0.5, and 143 GeV/c? for 8, = 0.1 [56].

At the HERA e*p collider, leptoquarks may also have been singly produced through
e u, ed, etd, or e"u — L(Q processes, with the decays LQ — eTu, e*d, v,u, e u, v.d
or e~ d resulting in one or more jets with an electron, positron, or 1 in the final state.
Searches for the production of single leptoquarks have been carried out by the ZEUS
collaboration, which set limits on the mass of possible scalar or vector first-generation
leptoquarks. These results are dependent on both 3, and the magnitude of the coupling
constant A. The ZEUS analysis also does not search for leptoquarks which couple exclu-
sively to quarks and neutrinos. At A = 0.1, ZEUS sets lower limits on My ranging from

248 to 290 GeV/c?, depending on the type of leptoquark [57].
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Chapter 7

Supersymmetry

Another possible extension to the Standard Model which could produce an excess of
events in the dijet + Fr signature is supersymmetry (SUSY). In the Minimal Super-
symmetric Extension to the Standard Model (MSSM), squarks ¢, the supersymmetric
partners of the SM quarks, can decay to a jet-producing SM particle and a long-lived,
stable, neutral SUSY particle which escapes the detector leading to K, . Pair production

of these particles can thus result in large K accompanied by two energetic jets.

7.1 The Minimal Supersymmetric Extension to the

Standard Model

7.1.1 The Hierarchy Problem and Supermultiplets

While theories involving leptoquarks connect the quark and lepton sectors of the SM,
supersymmetric theories involve a symmetry between the fermion and boson sectors of
the SM. One motivation for this comes from one-loop quantum corrections to the mass
of the SM Higgs boson coming from its interactions with fermions and bosons. This
problem is referred to as “the hierarchy problem.”

If the Higgs couples to some fermion f with a mass my and a term in the Lagrangian
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of the form A\;H f f, the correction to the Higgs mass parameter m? becomes

sl
Am2 = 8—7’;2A?,V +..., (7.1)

where Ayy is an ultraviolet momentum cutoff used to regulate the loop interval. Agyy
must be at least as large as the energy scale where new physics appears. The ellipsis
represents terms proportional to m?c, and growing at most logarithmically with Agyy [13].
If no new physics appears until the Planck scale Mp = (87Gxewton)? = 2 x 10'8 GeV,
this correction becomes some 30 orders of magnitude larger than the current Higgs limits.
As mentioned in Section 1.2, these limits are my ~ 100 GeV [7, 8, 9].

A one-loop correction through coupling to a scalar boson S with mass mg which

appears in the Lagrangian with a term —\g|H|?|S|? gives a one-loop quantum correction

Asl

2 _
Amiy =

Again, new physics at a large enough Ayy scale would cause unreasonably large correc-
tions in m?. However, the relative minus sign between the fermion and boson corrections
suggests that some sort of symmetry between the boson and fermion sectors could cause
fermion mass corrections and those due to bosons to cancel. In fact, if each fermion were
accompanied by a pair of complex scalar bosons (spin-0 particles represented by a field
with real and imaginary components), and g = |\f[%, the A}, terms of equations 7.1
and 7.2 neatly cancel [13].

In supersymmetry, every particle in the SM forms a “supermultiplet” together with
its supersymmetric partner or “superpartner.” The SM interactions of particles in a given
supermultiplet are set to be the same. In the simplest scenarios, each SM particle has
a single superpartner. Each spin-1/2 fermion forms a supermultiplet with a spin-0 bo-
son. These supermultiplets are called chiral supermultiplets, because there are separate
supermultiplets for the left-handed and right-handed components of the fermion fields.

Each spin-1 gauge boson is partnered with a spin-1/2 fermion in a supermultiplet. This
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configuration is called a gauge supermultiplet. If gravity is included, the spin-2 graviton
G has a spin-3/2 fermion superpartner G called the gravitino. The Higgs boson’s su-
permultiplets are slightly more complicated, so supersymmetry requires the presence of
two Higgs supermultiplets. There are two charged and two neutral Higgs bosons, each

forming chiral supermultiplets with their own superpartners [13].

Table 7.1 shows the chiral and gauge supermultiplets in the MSSM. In this table, the
electroweak and Higgs bosons, the first generation quarks and leptons, and their super-
partners are listed, along with their transformation properties under the SM gauge group
SU(3)¢ x SU(2)r, x U(1)y. The names follow the standard supersymmetry convention,
where the superpartners of SM fermions are named using the “s-” prefix while those of
bosons take an “-ino” suffix. Squarks and sleptons are collectively called “sfermions”,
while the superpartners of the gauge bosons are called “gauginos”. The superpartners of

SM particles are known as “sparticles”, which is short for “supersymmetric particles.”

The left-handed and right-handed components of the quarks and leptons appear sep-
arately in Table 7.1, as they have different gauge transformations in the SM. This means
that the the left and right-handed components have separate superpartners, denoted with
“L” and “R” subscripts. This introduces two complex scalar fields for each SM Dirac
fermion, thus meeting the requirements for cancellation of the A%, terms in equations 7.1
and 7.2. Of course, being spin-0 particles, “L” and “R” does not refer the helicity of the
superpartners, but to the helicity of the SM fermion they are associated with. However,
since the gauge interactions for SM particles and their superpartners are exactly the
same, only the “left-handed” sfermions €y, fir, 7z, Ur, dy, ¢r, 51, by, and %1, couple to

the W boson [13].

7.1.2 R-parity

One important property introduced in the MSSM is R-parity, Pg, defined as
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Particles spin 0 boson | spin 1/2 fermion | SU(3)¢, SU(2)., U(1)y
squarks and quarks | Q (iig,dy) (ur,dr) (3,2, (15)
(x3 families) i (%) (uk) (3,1,-2)
i (@ (a}) (3.1,3)
sleptons and leptons | L (7,€ér) (v,er) (1,2,-1)
(x3 families) e (&%) (eh) (1,1,1)
Higgs and higgsinos | H, H} HY Hi H? (1,2,3)
Hy| HY H; HY H; (1,2,—1)

Particles

spin 1 boson

spin 1/2 fermion

gluon and gluino

W bosons and winos

B boson and bino

g
W= wo
BO

9
W=, WO
BO

Table 7.1: Chiral and gauge supermultiplets of the MSSM, after [13]. The asterisk superscript

represents the complex conjugate of a field, and the dagger represents its Hermitian conjugate.

Only the first generation SM fermions and sfermions are shown.
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Pp = (—1)3B-L)ves (7.3)

where B is the baryon number carried by the particle, L is the particle’s lepton number,
and s is its spin. All SM particles, including the MSSM’s four Higgs bosons, have even
R-parity (Pr = +1), while all squarks, sleptons, higgsinos, and gauginos have odd R-
parity (P = —1). If R-parity is conserved, this leads to three major consequences for

SUSY phenomenology:

e The lightest particle with P = —1 must be stable. This particle is referred to as

the Lightest Supersymmetric Particle (LSP).

e Every other supersymmetric particle must decay into a state with an odd number

of LSPs (usually one.)

e Since collisions in collider experiments start with the interaction of two R-parity
even SM particles, supersymmetric particles must be produced in even numbers

(usually in pairs.)

If the LSP also has no electric or colour charge and thus interacts only weakly with
ordinary baryonic matter, it may be a WIMP dark matter candidate (see Section 1.2.)
R-parity conservation also leads naturally to conservation of baryon and lepton number,
agreeing with current experimental bounds on their non-conservation. In most discussions

of the MSSM, R-parity is assumed to be conserved [13].

7.1.3 Mass Eigenstates

The superparticles in Table 7.1 are presented in terms of their eigenstates under gauge
transformations. Each row describes a supermultiplet containing particles with identical
SU(3)c x SU(2)L x U(1)y quantum numbers. However, after the effects of electroweak

symmetry and supersymmetry breaking, the electroweak gauginos and higgsinos can
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mix, as can the squarks, leptons, and Higgs scalar bosons with the same charge. For the
squarks and sleptons, mixing of gauge eigenstates is highest for the third generation due
to the larger fermion masses involved. The term in the MSSM Lagrangian corresponding
to the mass of the stop squarks is given by
- - tr
Lstop masses = —(frtz)ms | (7.4)
tr
For the stop squarks, the off-diagonal elements of the mass matrix mt2 are proportional
to the mass of the top quark. The off-diagonal elements in the analogous matrices for
the other sfermions similarly depend on the masses of the fermions. When the mass
matrices are diagonalized to find the mass eigenstates, the mixing angle becomes large
for third-generation particles due to these large off-diagonal elements. By contrast, the
first two generations have relatively small fermion masses, leading to very small mixing
angles and thus negligible mixing [13]. The mass eigenstates for the unobserved MSSM
particles, assuming sfermion mixing for the first two generations is small, are given in

Table 7.2.

7.1.4 Supersymmetry Models

In addition to the identical gauge couplings, unbroken supersymmetry would mean that
SM particles and their superpartners would have the same mass. Obviously, if super-
symmetry exists it must be a broken symmetry, since only their SM partners have been
seen experimentally!. If broken supersymmetry is still supposed to solve the hierarchy

problem, the effective Lagrangian must take the form

L = Lsusy + Lot (7.5)

! Conversely, supersymmetry has been half-seriously described as a very successful theory, since nearly
half of the particles postulated have been discovered.
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Names Spin | Pr | Gauge eigenstates | Mass eigenstates
Higgs bosons 0 |+1| HY HY HF H; Ko, HO A° H*
1st gen. squarks 0 -1 r, g, dr, dg (same)
2nd gen. squarks 0 -1 51, 8R,Cr, Cr (same)
3rd gen. squarks 0 | -1 i1, iR, br,br i1, 1o, by, by
Ist gen. sleptons | 0 | -1 €1, €R, Ve (same)
2nd gen. sleptons | 0 -1 Bor, Br, Uy, (same)
3rd gen. sleptons 0 -1 TL, TRy Vs Ti,To, Uy
neutralinos 1/2 | -1 | B W° HC, HY %9, %3, X4
charginos 1/2 | -1 W+, I;TJ', I:Id_ i, xXa
gluino 1/2 | -1 g (same)

Table 7.2: Mass and gauge eigenstates of the MSSM, after [13].

where Lsysy has all of the gauge and Yukawa interactions and keeps supersymmetry
invariance, while all the SUSY-breaking terms are in Lg. Lo only has mass terms
and coupling parameters with positive mass dimension, and involves only the scalar and
gaugino particles. This prevents quadratically divergent radiative corrections to the Higgs
mass from appearing [13, 58]. In terms of mg., the largest mass scale associated with

Lsott, the corrections to the Higgs mass parameter are of the form

A

Am2, = meogy | ——
" %1 1672

ln(AUv/mSOft) + ..., (76)

with A being a dimensionless coupling, and vanish as mg.s — 0. If A =1, Ayy = Mp, and
the masses of the Higgs bosons are presumed to be small enough to give the observed
W and Z masses, mg is around 1 TeV at most. Since the masses of the sparticles
should be close to mgg, this may put them in a mass range which would be visible at

the Tevatron [13].
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The theoretical question of interest when defining a particular model within an MSSM
framework is how SUSY is broken. A SUSY-breaking mechanism should also help orga-
nize or eliminate the 105 free parameters which appear in the most general Ly which
describes spontaneous soft supersymmetry breaking [13]. Some of the more popular
models are minimal supergravity (mSUGRA) models, where supersymmetry is broken
by gravitational-strength interactions near the Planck scale. These mSUGRA models
reduce the number of free parameters to five. This is done through constructing a Ly
consistent with Planck scale SUSY breaking, and simplifying it by assuming the scalar
masses and couplings are flavour-diagonal and universal at the Planck scale. Other possi-
ble SUSY-breaking mechanisms which include gauge-mediated SUSY breaking (GMSB)
theories, where gauge interactions break SUSY via interactions with additional super-
multiplets of massive particles, and SUSY breaking due to extra spatial dimensions [13].

The MSSM model used to interpret the results of this analysis is inspired in part by the
results of a previous study in an inclusive jets + K7 signature carried out in CDF’s Run
I [59]. This is a very general model, which makes no assumptions about the mechanism of
supersymmetry breaking, and uses the most general set of soft supersymmetry breaking

terms allowed by the symmetries. In this model:
e The lightest neutralino x? is also the lightest supersymmetric particle.
e The four squarks § = @, d, ¢, 5 in the first two families are degenerate in mass.
e The gluino ¢ is more than 20% heavier than the squark.

There are several important consequences of these constraints. Firstly, no mSUGRA
solutions exist for these choices of squark and gluino mass, and GMSB theories have
the gravitino G as the LSP, so the MSSM model examined here does not fit into either

category.? Secondly, since squarks decay primarily to one quark and one neutralino,

*Some GMSB models have a long-lived x? being the next-to-lightest sparticle (NLSP), and decaying
slowly into v+ G. GMSB models where the ¥9 lifetime is long enough that it decays outside the detector
are phenomenologically indistinguishable from the MSSM used here.
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while gluinos generally undergo a decay chain ending in a final state containing two or
more jets and a neutralino [13], exclusive dijet + missing Er final states are expected
to dominate. This is in contrast to the run II searches using a multijet plus missing Ep
signature which are interpreted using minimal supergravity mSUGRA scenarios [60, 61].
Reference [59] used an mSUGRA model in the mg > my region, and a non-mSUGRA
MSSM model similar to the one used in this analysis in the mgz > mj region.

The MSSM model used in this analysis is characterized by several parameters. The
main ones are the masses of the sparticles of interest. These particle masses are changed
to produce several different mass spectra, as discussed in Section 7.2. The model assumes
that the squarks from the first and second generation have the same mass mg, and ignores
the third generation squarks in order to avoid having to consider mixing effects. Sleptons
are also not considered in this analysis. Likewise, since the gravitino does not enter
into the phenomenology of this non-GMSB model, it is ignored. Three other parameters
remain the same for all the mass spectra in this analysis. They are the ratio of the Higgs
vacuum expectation values at the electroweak scale (tan 3), the third generation trilinear

coupling (Ar), and the Higgsino mixing parameter (.)

7.1.5 Squark and gluino production

Since R-parity is conserved in this model, squarks and gluinos will be produced in pairs at
the Tevatron. As with their SM partners, they can be produced in pp collisions through
gluon-gluon, quark-quark, or quark-antiquark interactions.

The squark pair production processes are:

g +q — Gr+qjL (7.7)
¢ +4q; — Gr+qr (7.8)
¢ +q — Gr+qr+t (7.9)
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¢ +q — gir, + C_ijL (7.10)

G+3G — Gr+qnr (7.11)
G+4q — Gr+qppt (7.12)
%+aq — gL+ C_ij (7.13)
G+@G — Gr+anr (7.14)
9+9 — Gr+dr (7.15)
g+9 — Gr+ar (7.16)

where a trailing “4” indicates that charge-conjugate modes are included. The gluino

pair production processes are:

%+a¢ — g+g (7.17)

g+9 — §+3. (7.18)

The squark + gluino production processes are:

%+9 — Gr+g (7.19)

G+9 — Grtg (7.20)

7.1.6 Squark and gluino decay

In theories where mgz > my, the decay ¢ — ¢g is dominant. This is not the case here,

meaning that the dominant decays are

i — X+gq (7.21)

i — X+dq (7.22)
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Since the lightest neutralino is the LSP, the decay ¢ — ¢ + X" will be kinematically
favoured. For the “right-handed squarks” ¢g, this is expected to be the predominant
decay because the mass eigenstate XV is mostly made up of the gauge eigenstate B.
Other charginos and neutralinos contain the wino gauge eigenstates, to which the right-
handed squarks do not couple [13]. If a pair of ¢ are produced and R-parity is conserved,
this leads to two quarks and two neutralinos, and thus to two jets and K.

The decay products of left-handed squarks, when they do not decay directly to ¢ —
g+X?, depend on the decays of the charginos and heavier neutralinos. This may result in
the production of additional jets or leptons, since the charginos and heavier neutralinos

will undergo a series of decays. These decays include:

XN = Z4HGW xR+ X (7.23)

Xi = Z4XWHX0 R+ X5 (7.24)

Gluinos can only decay through processes involving a real or virtual squark. In this
model, since mg < mg, they will decay primarily through g — ¢g. The squarks decay as
previously discussed. This leads to more than one jet, and possibly leptons, in the final
state in addition to the Zr from the escaping xV. In models where mg > mg, the gluino

can only decay through three-body decay processes involving an off-shell squark, such as

g — q¢" — qqx? [13].

7.2 Signal Monte Carlo

The masses of the supersymmetric particles are used as input for the MSSM model in this
analysis. The chosen values for the other MSSM parameters are the same as those used in
the Run I analysis: tan g = 3.0, Ar = —500, and y = —800. Four different mass spectra
are used for this analysis. Two of the mass spectra, denoted S2 and S4, were previously

investigated in the Run I analysis, but not ruled out. Two more points (S1 and S3) on
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Spectrum | My (GeV/c®) | My (GeV/c?) | My (GeV/c?) oo (pb)

qr | Inclusive
S1 320 390 60 0.045 0.36
S2 250 450 72 0.28 1.73
S3 220 520 85 0.61 3.21
S4 120 550 89 18.0 57.4

Table 7.3: MSSM particle masses examined in this analysis. Cross-sections come from leading

order PYTHIA cross-sections.

the mg vs. my plot lying in the region not ruled out in run I and with no mSUGRA
solution possible are chosen. ISAJET [62] is then used for those masses to determine a
X} mass in a generic MSSM scenario. The squark, gluino, and neutralino masses for the
four spectra examined are given in Table 7.3. Figure 7.1 compares the squark and gluino
masses for these spectra to masses excluded by previous searches [59, 63].

PYTHIA is used to generate two samples for each mass spectrum. The first sample
contains exclusively pair production of right-handed squarks. The second sample contains
all processes which produce a pair of squarks, a pair of gluinos, or a squark-gluino pair.
This sample is called the inclusive sample. The LO cross-section calculated by PYTHIA
is also found for all eight MC samples, in both the inclusive and the RH-only cases.

While the inclusive sample has a larger total cross-section than the RH-only sam-
ple, the gluinos and left-handed squarks are more likely to be rejected by the cuts in
this analysis. This is because the neutralinos, X?, are mass eigenstates of the neutral
Higgsinos HC,, bino B° and neutral wino W° The B° and W are supersymmetric
partners of the B® and W° bosons which mix after electroweak symmetry breaking to
produce the Z° and . The %0 is mostly B° in the model examined. The ¥ are mass
eigenstates of the charged Higgsinos ﬁid and charged winos W=*. With X} being the

lightest supersymmetric particle, the § — ¢x! is kinematically possible for left-handed
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and right-handed squarks. However, due to the large (qu‘t couplings, which are not
present for right-handed squarks, left-handed squarks are likely to go through the decays
d— ¢xfand § — ¢ X%ﬂ. The charginos and heavier neutralinos produced can decay
producing leptons, causing the event to be rejected by the isolated track veto. Gluinos
decay predominantly as § — ¢¢, producing an extra jet in the event [13]. This means
events with gluinos are also less likely to pass the dijet cuts. Thus, the inclusive samples
have generally lower acceptances. Spectrum S4 is an exception, where the acceptances

in both cases are low, but the inclusive acceptance is slightly higher.

7.3 Previous squark/gluino searches at the Tevatron

A Run I CDF analysis [59] examined 84.37 pb™! of 1.8 TeV pp collisions, searching
for events with three or more high-FEr jets and Fr. These results appear in green in
Figure 7.1.

Recent analyses at Run II have also searched for squarks and gluinos in a multijet
+ Fr signature. The latest results at CDF [60], using 2.0 fb~! of data, confine the
interpretation of their results to mSUGRA models. In their models, the squarks decay
predominantly to gluinos, resulting in a higher jet multiplicity. For the CDF multijet +
K7 analysis, three different sets of cuts were used: one for two or more jets, one for three
or more jets, and one for four or more jets. A similar analysis using 2.1 fb! of data
from the D@ experiment [61] also analysed two, three, and four jets plus £ signatures

separately.
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Figure 7.1: Squark and gluino masses ruled out by previous searches [59, 63] compared to

spectra examined in this analysis.
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Chapter 8

Analysis and Results

8.1 Results from Data and Limit Calculations

As shown in Table 5.10, the result for the total background prediction is 2443 + 145 events
for the low kinematic region. With 2506 events found in the data, this corresponds to
a 0.43 standard deviation excess in the data compared to the SM prediction. In the
high kinematic region, 211 + 30 events were predicted, and 186 events were found. In
other words, the data is 0.34 standard deviations below the SM expectations. In both
kinematic regions, the results are within 0.5 standard deviations of the predictions. Since
the discrepancies are small, no discovery of new physics is possible. However, these results

can be used to place limits on possible new physics.

The number of observed events, the predicted number of background events, and
the uncertainty on the background prediction can be used to determine 95% confidence
level (CL) upper limits on the number of signal events from new physics. A non-SM
model with a production cross-section times event acceptance (Ag;,) resulting in a signal
contribution above this limit, given the integrated luminosity of the data sample used,
can in general be ruled out. This limit also depends on the uncertainty AAg;, on the

Asig for a particular model.
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AAsig (%) | A priori Upper Limit | Observed Upper Limit
7.5% 298 346
10.0% 302 351
12.5% 307 357
15.0% 314 365
17.5% 321 375
20.0% 332 386
22.5% 343 400
25.0% 356 417
27.5% 372 436
30.0% 391 459
32.5% 413 486

Table 8.1: A priori and observed 95% CL upper limits on the number of non-SM signal events
contributing to the low kinematic region candidate sample as a function of signal acceptance

uncertainty.

Tables 8.1 and 8.2 present these event limits for the low and high regions respectively
in terms of AAy,. The upper limits are calculated using a Bayesian approach with a
flat prior for the number of signal events, and gamma distributions for the priors for the
acceptance and the number of signal events [64]. The a priori limits quoted are the limits
which would have been obtained if the number of events in data had agreed exactly with
the total background predictions. Since two kinematic regions are independently tested,
the final limits in each model examined come from the kinematic region where the a
priori result leads to the most sensitive cross-section 95% CL limit.

Section 8.2 discusses the general methods used for AA calculation. Section 8.3 applies
these methods to scalar leptoquark pair production, and uses the results to interpret

this analysis in terms of production cross-section upper limits and mass lower limits for
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AAsig (%) | A priori Upper Limit | Observed Upper Limit
7.5% 63 46
10.0% 64 47
12.5% 65 48
15.0% 67 49
17.5% 68 50
20.0% 70 o1
22.5% 73 53
25.0% 76 55
27.5% 79 57
30.0% 83 60
32.5% 88 63

Table 8.2: A priori and observed 95% CL upper limits on the number of non-SM signal events
contributing to the high kinematic region candidate sample as a function of signal acceptance

uncertainty.
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scalar leptoquarks. Section 8.4 applies these methods to four sample MSSM spectra, and

compares the cross-section upper limits to those determined by PYTHIA simulation.

8.2 Uncertainties on Signal Acceptance

The uncertainty on signal acceptance for a model of new physics in this analysis combines
six sources of uncertainty: the choice of parton distribution function, the jet energy scale,
the combined effects of initial and final state radiation, the uncertainty on the luminosity
measurement, the statistical error from the Monte Carlo samples used, and the efficiency
of the clean-up cuts. These sources of uncertainty are considered to be independent of one
another, and are therefore added in quadrature to find the total uncertainty AA;,. The

same methods were used in the leptoquark and MSSM interpretations of this analysis.

8.2.1 Choice of Parton Distribution Function

By default, the Monte Carlo used in this analysis uses the CTEQS5L parton distribution
function (PDF) [65]. To determine the uncertainty on acceptance due to choice of PDF,
CTEQ6 [66] and MRST [67] PDF sets are used for comparisons. The process used is
that prescribed by the CDF Joint Physics group [70].

Since all events in the signal Monte Carlo initially come from pp interactions, the
incoming parton (quark, antiquark, or gluon) from the p and the p can be identified.

Each event is then re-weighted according to the formula

o (@, Q) - £ (25, Q)
w(zp, 25, Q) = 55, Q) [P0 Q) (8.1)

where w(z,, z;, Q) is the new weight in PDF A for an event originally generated with
PDF B, ff(mp, Q) is the PDF value for PDF P for the parton coming from the proton,

xp is the fraction of the proton momentum carried by that parton, f]f (5, Q) x5 are the
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same for the parton coming from the antiproton, and ) is the factorization scale. @) is a

process-dependent quantity, which for QCD 2 — 2 processes is

2 2 2 2
Q2:ﬁ%+m1+m2;—m3+m4 (8.2)

where m; and ms are the masses of the incoming partons from the proton and antiproton,
mgs and my are the masses of the outgoing particles (leptoquarks, squarks, or gluinos in
the possible signals considered in this analysis), and p; is the total initial transverse

momentum of the incoming partons.

With the events re-weighted, a new value of A,;, can be calculated for a new PDF. The
acceptance calculated using the default CTEQS5L PDF is compared with the variations in
acceptance when using forty different CTEQ6M PDF sets. The CTEQ6M PDF's come in
pairs, denoted as CTEQ6Mz+, where x runs from 1 to 20. The variations in acceptance
between CTEQSL and each CTEQ6Mxz+ are determined. Each variation in a negative
direction is added in quadrature, as is each variation in a positive direction. The total
uncertainty in Ay;, from these variations is found by taking the larger of these two sums,

and symmetrizing it.

The acceptance may also change if the MRST PDF sets are used. The variation in
Agig between CTEQSL and the MRST72 (an MRST PDF which uses the same «; value of
CTEQS5L) is calculated. If it is larger than the variation from the CTEQ6M eigenvectors,
the MRST72/CTEQSL variation is used instead. If the MRST72/CTEQ5L variation is

smaller than the CTEQ6M variation, it is neglected.

Finally, the variation between MRST72 and MRST75, a PDF set which differs from
MRSTT72 in choice of ag, is calculated. This variation is added in quadrature to the larger
of the MRST72/CTEQ5L or CTEQ6M/CTEQSL variations to form the final contribution
to AA,;, due to PDF choice.
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8.2.2 Jet Energy Scale

The uncertainty on Ag;, due to the uncertainty on jet energy scale [27] is calculated by
finding the relative change in Ay;, after rescaling all jets in the Monte Carlo signal sample
by a factor 10 more or less than the standard scaling (discussed in Subsection 4.2.1).
The resulting changes in the E; of the jets change the ¥ and Hyp. If the new jet energy
scale correction lowers the Er of one of the jets to below the 30 GeV threshold, or raises
a previously ignored third jet to above 30 GeV, it can also change the number of jets
counted in the event. The uncertainty is symmetrized by taking the larger of the two

relative uncertainties.

8.2.3 Initial and Final State Radiation

The emission of a gluon from either the partons in the initial state or from the quarks or
gluons produced in the final state may increase the number of jets counted, and thus cause
a signal event to be rejected by the dijet selection cuts. Uncertainty in the accuracy of
the modeling of initial state radiation (ISR) and final state radiation (FSR) in the signal
Monte Carlo is another source of AAg;,. The procedure used to evaluate the uncertainty

is based on that used by the CDF Top Quark physics group [68].

To determine the acceptance uncertainty from changes in ISR and FSR for a given
signal, two additional PYTHIA Monte Carlo samples are generated. One has less ISR
and FSR, while another has more ISR and FSR. The ISR is modified by varying the
PYTHIA parameters governing Agcp (the momentum scale used to determine the value
of the strong coupling constant «;) and the scale factor for the transverse momentum
scale of ISR evolution. Similarly, FSR is increased or decreased by changing the PYTHIA
parameters for the Q? scale of the hard scattering and for the Agcp value used in running

a, for parton showers.

The Ay, for these two new samples is compared to that of the original signal sample
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with the default ISR and FSR. The combined systematic uncertainty on Ag;, due to

uncertainty on ISR and FSR is taken to be

1 <Asig(less) — Agig N Ajig(more) — Asig> (8.3)

AAsig (ISR/FSR) - 5 Asig Asig

with Agig(less) and A (more) being the acceptances with ISR and ISR decreased or
increased, respectively.

The uncertainties from ISR and FSR can also be found individually. In this method,
four additional Monte Carlo samples are generated: one with ISR increased, one with
ISR decreased, one with FSR increased, and one with FSR decreased. The AA;;, con-
tributions for ISR and FSR are calculated much as in Equation 8.3, with each being
added in quadrature to the other contributions. For the leptoquark interpretation, this
is the method used. However, as the difference in the final AA,;, value between the two
methods turns out to be small (see Subsection 8.3.2), the simpler method is used for the

MSSM interpretation.

8.2.4 Luminosity

The uncertainty on the luminosity measurement is 6.0% [23], as previously mentioned in

Subsection 2.2.6. A 6.0% uncertainty is therefore included in AA,;, for all signal samples.

8.2.5 Monte Carlo Statistics

A statistical uncertainty on the Ay, must also be calculated due to the finite size of the

signal samples. The formula is:

- s \/NAsig(l - Asig)
A A, (statistics) = N (8.4)

where NV is the number of events in the sample.
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8.2.6 Efficiency of Clean-up Cuts

The final contribution to AAj;, considered is the possibility of differences in the efficien-
cies of the clean-up cuts between signal and Monte Carlo. (See Section 4.3 for details on
these cuts.) To calculate this contribution, the change in total yield after removing each
individual cut is examined for the signal Monte Carlo sample in question. This effect is
also examined for the data sample for three of the cleanup cuts — the requirement that
the event vertex have six or more associated tracks, the requirement that the event EMF
be above 0.1, and the requirement for tracks to be matched to the second jet. A scale
factor and associated uncertainty is assigned for each of these selection cuts, with the
uncertainty covering the possibilities that the events removed from the data are either
entirely background or entirely signal.

For the event EMF cut and the cut on the number of tracks associated with the event
vertex, the scale factor was taken to be 1.000, with a relative uncertainty taken to be the
percentage change in events in the data sample when the cut was removed, minus the
percentage difference in the signal Monte Carlo yield without that cut.

The uncertainty on the scale factor from requiring tracks to be matched to the second
jet is the percentage change in events in the data without that cut, minus the percentage
difference in the signal Monte Carlo yield, divided by two. The scale factor is 1.000 minus
the magnitude of that uncertainty.

Without the requirements that a primary vertex is reconstructed or that no isolated
tracks appear, a large number of additional background events will appear in the data. In
this analysis, the observed percentage of events removed in the Monte Carlo are assumed
to be an upper limit on the percentage of signal events removed in the data. This as-
sumption rests on the fact that events from real data are more likely to contain additional
tracks from which vertices can be reconstructed and additional energy deposition which
makes the tracks less isolated. Hence, the scale factor for the isolated track veto is taken

by finding the percent difference in Monte Carlo signal yield without the veto, dividing
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that by two, and adding it to 1.000. The uncertainty is the same percent difference,

divided by two.

In the signal Monte Carlo samples considered, the reconstructed primary vertex re-
quirement was not seen to make any difference to the number of events passing either
the low or high kinematic signal cuts. The scale factor for this cut is therefore taken to

be 1.000 £ 0.000.

For the scale factor from the selection cut on the z-position of the vertex, the results
from Reference [69] are used for all possible signals. This gives a scale factor of 0.996 +

0.001.

The scale factors from the primary vertex reconstruction cut, the six-tracks require-
ment, the |z,.| < 60 cm cut, the event EMF cut, the isolated track veto, and the second
jet track matching are all multiplied together to form the total scale factor for a given
signal. The raw Ay, from the Monte Carlo is multiplied by this scale factor, and the

total uncertainty on the scale factor is included as part of the total AA,.

8.3 Leptoquark Interpretation

To interpret this analysis in terms of cross-section and mass limits on scalar leptoquarks
decaying to quarks + neutrinos (as discussed in Chapter 6), Monte Carlo samples of pair-
produced second-generation leptoquarks are generated using PYTHIA. These samples are
generated with a range of masses between 50 to 200 GeV /2. The acceptance, uncertainty
on acceptance, and expected yield for the low and high kinematic region is calculated
for each sample. First- and third-generation leptoquark samples are also examined for
150 GeV/c? and 180 GeV/c?. Table 8.3 gives the acceptance for each leptoquark sample

examined.
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8.3.1 Expected Signal Yields

Table 8.4 shows the number of events expected in both the low and high kinematic regions,
based on the known integrated luminosity of the MET45 data sample, the efficiency of
the MET45 trigger, the acceptance determined from Monte Carlo analysis, and the scale
factor obtained from Monte Carlo. The scale factors used for the low and high kinematic
region, shown in Tables 8.5 and 8.6, were based on the results for 150 GeV /c? leptoquark
pair production. The efficiency used for the MET45 trigger came from the convolution
of the trigger efficiency plot from Figure 3.1 with the Er distribution for 150 GeV/c?
leptoquark pair production. The trigger efficiency for the low kinematic region (that
is, for an 80 GeV Fr cut) is 99.28%, while the efficiency for the high kinematic region

(where the Er cut is 100 GeV) is 99.36%.

8.3.2 TUncertainties and Event Limits

Table 8.7 shows the contributions to A Ay, for pair production of 150 GeV /¢? leptoquarks,
in both kinematic regions. The ISR and FSR contributions to AA,, are calculated
individually. Added in quadrature, the total contribution to AA;, from ISR and FSR is
8.5% and 7.0% in the low and high kinematic regions, respectively. When the simplified
method outlined in Subsection 8.2.3 which calculates the combined contributions from
two modified Monte Carlo samples rather than four is used, the total contributions are
found to be 7.2% and 3.9% in the low and high kinematic regions, respectively. As shown
in Table 8.7, the total uncertainty AAj;, changes by less than 1% with this method (0.7%
for the low kinematic region, and 0.8% for the high kinematic region). Since the event
limit is not sensitive to changes that small, the ISR and FSR uncertainties are calculated
individually in the leptoquark interpretation.

Table 8.8 shows the same calculations for AA;, in pair production of 180 GeV/c?

leptoquarks. Since AAg;, calculated from the 180 GeV /c? leptoquarks is lower than that
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found for the 150 GeV/c? case, a conservative limit can be set using the 150 GeV/c?
result for AA,;, over the entire mass range.

With an AAg;, of 13.3% in the low kinematic region and 20.7% in the high kinematic
region, the a priori 95% CL upper limits on the number of leptoquark pair events are 309
and 71 respectively. When combining this result with the Ay, for each M as given in
Table 8.3, it is determined that the low kinematic region is the more sensitive region of
the two for Mo = 140 GeV/c? and below, while the high kinematic region gives more
sensitive a priori limits for Mg = 150 GeV/c? and above. Comparing the appropriate
kinematic region’s a priori results to the event yields in Table 8.4 leads to the conclusion
that leptoquark masses between 50 and 170 GeV/c? are excluded a priori for the second
generation.

The observed 95% CL upper limits on the number of leptoquark events are 359 and 51
events, based on the low and high kinematic region results respectively. These observa-
tional limits rule out second-generation leptoquark masses between 50 and 190 GeV /c2.
Linear extrapolation between the expected number of events for 190 and 200 GeV/c?
gives a final 95% CL lower limit of 190 GeV/c? on second-generation scalar leptoquark

mass.

8.3.3 Leptoquark Generations

For the first-generation leptoquarks at 180 GeV/c? (the closest mass to the second-
generation limit for which first-generation leptoquarks were examined), the acceptance
is 1.1% larger in the low kinematic region, and 5.9% larger in the high kinematic region.
Since these discrepancies are small compared to the uncertainties on Ay, the acceptances
for first generation leptoquarks in this analysis are treated as consistent with second
generation leptoquark results. Thus, the same mass limits and cross-section limits will
be set for the first generation leptoquarks.

For third-generation leptoquarks at 180 GeV/c?, the acceptance discrepancy is larger
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— 5.6% lower in the low kinematic region, and 17.6% lower in the high kinematic region.
The acceptance is lower for these cases because the b-jets produced by third generation
leptoquark decay are more likely to produce secondary electrons or muons, making the
isolated track veto more likely to reject the event. The differences are used to rescale Ay,
for third-generation leptoquarks, changing the 95% CL limits by making the lower mass
limit smaller and the upper cross-section limit higher. The 95% CL lower mass limit is

178 GeV/c? for third-generation leptoquarks.

8.3.4 Cross-section and Mass Limits

The lower limits on leptoquark mass and the upper limits on leptoquark pair production
are given in Table 8.9 for the three generations. Figure 8.1 shows the expected and
observed 95% upper limits on the pair production cross-section of first- and second-
generation scalar leptoquarks. The theoretical cross-sections from Reference [50] at p =
2Mpg, Mg, M1g/2 are also graphed: the 95% lower limits on mass quoted in this analysis
assume j = 2Mpq, which gives the most conservative value. This figure also shows a
discontinuity in the limit at 140 GeV/c?, since the low kinematic region is a priori more
sensitive at Mo < 140 GeV/c?, but the high kinematic region is more sensitive at higher

masses.

8.3.5 Kinematic Comparisons

This analysis is a counting experiment, which is primarily sensitive to the number of
events passing a set of cuts rather than their kinematic distributions. Nevertheless, it
is interesting to examine the ; and Hy distributions for some leptoquark examples,
compared to the total background prediction and the data. Figure 8.2 compares the
Hyp distribution found in the data with that for the total SM background prediction,
and with the Hr distribution for pair production of 180 GeV/c? second-generation lepto-

quarks stacked on top of the background prediction. As with Figure 5.31, the Hp distri-
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Figure 8.1: 95% cross-section limits for 1st and 2nd generation leptoquark pair production as
a function of Mg. Comparisons to theoretical cross-sections at u = 2Mpg, Mg, MLg/2 are

also included.

bution associated with each SM background is normalized according to its contribution
in the high kinematic region. Figures 8.3 and 8.4 show the Hr and Fr distributions,
respectively, for data, the background prediction, and 180 GeV/c? second-generation
leptoquarks in addition to predicted background for the high kinematic region. Since
180 GeV/c? lies slightly below the limit on the leptoquark mass, this signal lies only

slightly above the SM prediction and the observations in the data.
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Figure 8.2: Hp data, background prediction, and signal prediction after missing E7 > 100
GeV cut. The signal is leptoquark pair production at Mpg = 180 GeV/c?, and is graphed
assuming the o at p = 2Mpg of 0.432 pb. The region to the right of the vertical line at 225

GeV represents the high kinematic region.
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Mpo(GeV/c?) | Hr > 125,Fr > 80 | Hyr > 225, % > 100
20 0.07 0.01
60 0.21 0.02
70 0.58 0.06
80 1.2 0.13
90 2.2 0.29
100 3.8 0.48
110 5.7 0.81
120 7.9 1.3
130 10.1 1.9
140 12.1 2.7
150 13.9 3.5
160 15.7 4.7
170 17.1 5.9
180 17.9 6.8
190 19.3 8.3
200 20.0 9.4
150 (1st gen) 14.1 4.0
180 (1st gen) 18.1 7.2
150 (3rd gen) 12.3 2.8
180 (3rd gen) 16.9 5.6

Table 8.3: Ay (in %) from Monte Carlo in both the low and high kinematic regions defined for
the dijet plus Fr analysis as a function of second-generation leptoquark mass. Representative

first- and third-generation results are also included.
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Mio(GeV/c?) | Hr > 125,87 > 80 | Hr > 225,F1 > 100
20 686 78
60 830 70
70 1020 108
80 1060 111
90 1026 134
100 980 124
110 868 124
120 749 124
130 604 114
140 473 104
150 364 93
160 281 84
170 213 73
180 156 60
190 120 52
200 89 42

Table 8.4: Expected number of signal events in both the low and high kinematic regions defined

for the dijet plus 1 analysis as a function of second-generation leptoquark mass.
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Event Selection Cut Data N-1 | MC N-1 | Scale Factor

Reconstructed Primary Vertex N/A +0.0% | 1.000 + 0.000
6+ Tracks used to form Vertex +02% | +0.0% | 1.000 £ 0.002
| Zysa| < 60cm N/A N/A | 0.996 £ 0.001
Event EM Fraction > 0.1 +1.0% +0.0% | 1.000 + 0.010
Isolated Track Veto N/A +2.0% | 1.010 £ 0.010

Tracks matched to 2nd Jet (|| < 1.0) | +2.8% | +1.6% | 0.994 + 0.006

Total 1.000 £ 0.016

Table 8.5: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the low
kinematic region for leptoquarks. Note that the scale factor uncertainties for the isolated track

veto and 6+ tracks used to form vertex requirements are assumed to be correlated.

Event Selection Cut Data N-1 | MC N-1 | Scale Factor
Reconstructed Primary Vertex N/A +0.0% | 1.000 + 0.000
6+ Tracks used to form Vertex +0.0% | +0.0% | 1.000 % 0.000
| Zyiw| < 60cm N/A N/A | 0.996 £ 0.001
Event EM Fraction > 0.1 +5.9% +0.0% | 1.000 % 0.059
Isolated Track Veto N/A +3.6% | 1.018 &+ 0.018
Tracks matched to 2nd Jet (|n| < 1.0) | +4.9% | +2.1% | 0.986 £ 0.014
Total 1.000 + 0.063

Table 8.6: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the high

kinematic region for leptoquarks.
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Uncertainty Source | AAy;, (Hp > 125 r > 80) | AAyy (Hr > 225, > 100)
Jet Energy Scale 3.6% 6.0%
FSR (individually) 1.6% 2.6%
ISR (individually) 8.3% 6.5%
PDFs 7.3% 16.2%
MC Statistics 1.2% 2.4%
Luminosity 6.0% 6.0%
Clean-up Cuts 1.6% 6.3%
Total 13.3% 20.7%
FSR/ISR 7.2% 3.9%
Alternate Total 12.6% 19.9%

Table 8.7: AAg;q for 150 GeV/ ¢? leptoquarks obtained from the Monte Carlo for both kinematic

regions defined for the dijet plus Zr candidate sample.

Uncertainty Source | AAy;, (Hp > 125,77 > 80) | AAsy (Hr > 225,Fr > 100)
Jet Energy Scale 5.3% 4.8%
ISR (individually) 6.8% 5.4%
FSR (individually) 1.6% 1.2%
PDFs 5.2% 11.5%
MC Statistics 1.0% 1.7%
Luminosity 6.0% 6.0%
Clean-up Cuts 1.5% 6.4%
Total 12.0% 16.3%

Table 8.8: AAg;, for 180 GeV/ ¢? leptoquarks obtained from the Monte Carlo for both kinematic

regions defined for the dijet plus Zr candidate sample.
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LQ Model Lower Mass Limit (GeV/c?) | Upper Cross Section Limit (pb)

1st Generation 190 0.307
2nd Generation 190 0.307
3rd Generation 178 0.468

Table 8.9: 95% CL lower limits on scalar leptoquark mass for the different generations along

with the corresponding upper limits on the leptoquark production cross-sections.
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Figure 8.3: Hp data, background prediction, and signal prediction for the high kinematic region.
The signal is leptoquark pair production at Mg = 180 GeV/c?, and is graphed assuming the

o at u=2Mpg of 0.432 pb.
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Missing E; for High Kinematic Region
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Figure 8.4: Missing Fr data, background prediction, and signal prediction for the high kine-
matic region. The signal is leptoquark pair production at Mrg = 180 GeV/ ¢?, and is graphed

assuming the o at yu = 2Mpg of 0.432 pb.
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SUSY spectrum | LO o (pb) | Asig (low region) | Ay, (high region)
Right-handed ¢
S1 0.045 28.0% 21.9%
S2 0.28 24.3% 12.7%
S3 0.61 20.2% 6.8%
S4 18.0 0.199% 0.016%
Inclusive
S1 0.355 8.2% 6.2%
S2 1.7 8.5% 3.7%
S3 3.2 6.7% 1.8%
S4 57.3 0.222% 0.018%

Table 8.10: PYTHIA cross-sections and Ay (in %) from Monte Carlo in both the low and high

kinematic regions defined for the dijet + Fr analysis for the MSSM spectra examined.

8.4 Supersymmetric Interpretation

The results of this analysis can also be interpreted in terms of the non-mSUGRA MSSM
model discussed in Chapter 7. Much as in the leptoquark case, cross-section limits are set
on each mass spectrum examined by determining the acceptance for each spectrum using
PYTHIA Monte Carlo samples. Cross-section limits are set for exclusive pair-production
of right-handed squarks, as well as on the inclusive production of squark pairs, gluino
pairs, and squark-gluino pairs combined. The cross-section limits found are compared
to PYTHIA’s leading order (LO) calculations. Table 8.10 gives the PYTHIA cross-sections

and Ay, values for both kinematic regions for the four mass spectra studied.

133



SUSY spectrum | LO o (pb) | Yield (low region) | Yield (high region)
Right-handed ¢
S1 0.045 26 20
S2 0.28 139 72
S3 0.61 250 83
S4 18.0 73 6
Inclusive

S1 0.355 59 44
S2 1.7 295 129
S3 3.2 433 116
S4 57.3 254 21

Table 8.11: Leading order yields from PYTHIA for SUSY mass spectra examined.

8.4.1 Expected Signal Yields

Table 8.11 shows the number of events expected in both the low and high kinematic
regions, based on the known integrated luminosity of the MET45 data sample, the effi-
ciency of the MET45 trigger, the acceptance determined from Monte Carlo analysis, and
the scale factor obtained from Monte Carlo. The results in this table assume the PYTHIA

LO cross-sections.

The scale factors used for the low and high kinematic region are calculated separately
for each spectrum. For both the inclusive and right-handed ¢ cases, the same scale
factors are used. These scale factors are calculated primarily from the inclusive samples!.

However, the isolated track scale factor is calculated using the right-handed ¢ samples.

1The scale factors for the inclusive and right-handed § samples are very close: in the S2 sample, the
inclusive scale factors come out to 1.000 & 0.049 and 0.995 £ 0.080 in the high and low kinematic regions
respectively, compared to 1.001 £ 0.0049 and 0.997 £+ 0.079 in the right-handed § samples. The same
scale factors are thus used in order to simplify the analysis.

134



Event Selection Cut Data N-1 | MC N-1 | Scale Factor

Reconstructed Primary Vertex N/A +0.0% | 1.000 + 0.000
6+ Tracks used to form Vertex +0.2% | +0.0% | 1.000 + 0.002
| Zos| < 60cm N/A N/A | 0.996 £ 0.001
Event EM Fraction > 0.1 +1.0% +0.0% | 1.000 £ 0.010
Isolated Track Veto N/A +3.7% | 1.019 £ 0.019

Tracks matched to 2nd Jet (Jn] < 1.0) | +2.8% | +0.9% | 0.990 % 0.010

Total 1.005 £ 0.050

Table 8.12: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the low

kinematic region for MSSM spectrum S1.

This is because this contribution is meant to show the fraction of events lost to the
isolated track veto in a sample which is not expected to have any leptons, and events with
left-handed ¢ or g decay may contain charged leptons from chargino decay, Tables 8.12
through 8.19 give the scale factors for the inclusive samples in the low and high kinematic

regions.

The efficiency used for the MET45 trigger came from the convolution of the trigger
efficiency plot from Figure 3.1 with the Fr distribution from the relevant S2 signal sample
(either the right-handed ¢ sample or the inclusive sample.) The trigger efficiencies for
the low kinematic region (that is, for an 80 GeV Er cut) are 98.75% for the inclusive
sample and 99.24% for the right-handed ¢ sample. For the high kinematic region (with
a 100 GeV Er cut) the efficiencies are 98.74% for the inclusive sample and 99.30% for

the right-handed ¢ sample?.

2In S3, the efficiencies for an 80 GeV cut are 98.24% for the inclusive sample and 99.26% for the
right-handed ¢ sample. For a 100 GeV cut, the efficiencies are 99.30% for the inclusive sample and
99.31% for the right-handed § sample. Since the trigger efficiency changes very little, S2’s efficiencies
are used for all four spectra.
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Event Selection Cut Data N-1 | MC N-1 | Scale Factor

Reconstructed Primary Vertex N/A +0.0% | 1.000 £ 0.000
6+ Tracks used to form Vertex +0.0% | +0.0% | 1.000 & 0.000
| Zoa| < 60cm N/A N/A | 0.996 + 0.001
Event EM Fraction > 0.1 +5.9% +0.0% | 1.000 + 0.059
Isolated Track Veto N/A +4.1% | 1.021 + 0.021

Tracks matched to 2nd Jet (|n| < 1.0) | +4.8% | +1.0% | 0.981 £ 0.019

Total 0.997 £ 0.079

Table 8.13: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the high

kinematic region for MSSM spectrum S1.

Event Selection Cut Data N-1 | MC N-1 | Scale Factor
Reconstructed Primary Vertex N/A +0.0% | 1.000 % 0.000
6+ Tracks used to form Vertex +0.2% | +0.1% | 1.000 + 0.001
| Zytz| < 60cm N/A N/A | 0.996 + 0.001
Event EM Fraction > 0.1 +1.0% | +0.0% | 1.000 & 0.010
Isolated Track Veto N/A +2.9% | 1.015 £ 0.015
Tracks matched to 2nd Jet (|n| < 1.0) | +2.8% | +0.6% | 0.989 + 0.011
Total 1.000 £ 0.049

Table 8.14: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the low

kinematic region for MSSM spectrum S2.

136



Event Selection Cut Data N-1 | MC N-1 | Scale Factor

Reconstructed Primary Vertex N/A +0.0% | 1.000 £ 0.000
6+ Tracks used to form Vertex +0.0% | +0.0% | 1.000 & 0.000
| Zyta| < 60cm N/A N/A | 0.996 + 0.001
Event EM Fraction > 0.1 +5.9% +0.0% | 1.000 + 0.059
Isolated Track Veto N/A +4.1% | 1.020 £ 0.020

Tracks matched to 2nd Jet (|| < 1.0) | +4.8% | +0.6% | 0.979 £ 0.021

Total 0.995 £+ 0.080

Table 8.15: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the high

kinematic region for MSSM spectrum S2.

Event Selection Cut Data N-1 | MC N-1 | Scale Factor
Reconstructed Primary Vertex N/A +0.0% | 1.000 % 0.000
6+ Tracks used to form Vertex +02% | +0.0% | 1.000 + 0.001
| Zot| < 60cm N/A N/A | 0.996 + 0.001
Event EM Fraction > 0.1 +1.0% | +0.0% | 1.000 & 0.010
Isolated Track Veto N/A +2.3% | 1.012 + 0.012
Tracks matched to 2nd Jet (|n| < 1.0) | +2.8% | +0.8% | 0.990 + 0.010
Total 0.998 + 0.048

Table 8.16: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the low

kinematic region for MSSM spectrum S3.
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Event Selection Cut Data N-1 | MC N-1 | Scale Factor

Reconstructed Primary Vertex N/A +0.0% | 1.000 £ 0.000
6+ Tracks used to form Vertex +0.0% | +0.1% | 1.000 & 0.000
| Zyta| < 60cm N/A N/A | 0.996 £ 0.001
Event EM Fraction > 0.1 +5.9% +0.0% | 1.000 + 0.059
Isolated Track Veto N/A +3.9% | 1.020 + 0.020

Tracks matched to 2nd Jet (|n| < 1.0) | +4.8% | +1.3% | 0.981 £ 0.019

Total 0.996 £ 0.079

Table 8.17: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the high

kinematic region for MSSM spectrum S3.

Event Selection Cut Data N-1 | MC N-1 | Scale Factor
Reconstructed Primary Vertex N/A +0.0% | 1.000 % 0.000
6+ Tracks used to form Vertex +02% | +0.0% | 1.000 = 0.002
| Zyta| < 60cm N/A N/A | 0.996 + 0.001
Event EM Fraction > 0.1 +1.0% | +0.0% | 1.000 & 0.010
Isolated Track Veto N/A +1.0% | 1.005 £ 0.005
Tracks matched to 2nd Jet (|n| < 1.0) | +2.8% | +0.0% | 0.986 + 0.014
Total 0.987 + 0.048

Table 8.18: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the low

kinematic region for MSSM spectrum S4.
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Event Selection Cut Data N-1 | MC N-1 | Scale Factor

Reconstructed Primary Vertex N/A +0.0% | 1.000 + 0.000
6+ Tracks used to form Vertex +0.0% | +0.0% | 1.000 & 0.000
| Zya| < 60cm N/A N/A | 0.996 + 0.001
Event EM Fraction > 0.1 +5.9% +0.0% | 1.000 % 0.059
Isolated Track Veto N/A +0.0% | 1.020 + 0.020

Tracks matched to 2nd Jet (|| < 1.0) | +4.8% | +0.0% | 0.976 £+ 0.024

Total 0.972 £ 0.078

Table 8.19: Scale factors and associated uncertainties used to correct the signal acceptance
obtained from Monte Carlo for measured event selection cut efficiencies in data in the high

kinematic region for MSSM spectrum S4.

8.4.2 TUncertainties and Event Limits

AA;, for the MSSM samples is calculated exactly as it is for the leptoquark case. The
uncertainty is calculated separately for each of the four mass spectra, as shown in Ta-
bles 8.20 through 8.23. The same uncertainties are used to set event limits for the
inclusive and right-handed ¢ samples. Uncertainties for the S2 and S3 spectra are also
calculated in the right-handed ¢ case. For S2, AA;, is 12.22% in the low kinematic region
and 13.77% in the high kinematic region. For S3, AA,;, is 11.99% in the low kinematic
region and 15.65% in the high kinematic region. Since the AAj;, values in the inclusive
samples are higher in both regions for both spectra, this analysis uses the AA,;, from

the inclusive samples in all cases to give a more conservative estimate.

Table 8.24 shows the 95% CL observed and a priori upper limits on the number of
events on the number of MSSM signal events contributing to the low and high kinematic
region candidate samples. When combined with the values for Ay, from Table 8.10

and the known integrated luminosity of the data sample, the a priori limits for the high
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Uncertainty Source | AAy;, (Hp > 1257 > 80) | AAyy (Hr > 225,Fr > 100)
Jet Energy Scale 8.4% 5.6%
FSR/ISR 8.0% 7.8%
PDFs 3.7% 3.9%
MC Statistics 1.5% 1.8%
Luminosity 6.0% 6.0%
Clean-up Cuts 5.0% 8.0%
Total 14.6% 14.5%

Table 8.20: AA;y for MSSM spectrum S1 obtained from the Monte Carlo for both kinematic

regions defined for the dijet plus £ candidate sample.

Uncertainty Source | AAg;, (Hp > 1258y > 80) | AAsiy (Hr > 225,Fr > 100)
Jet Energy Scale 7.8% 2.6%
FSR/ISR 8.2% 8.0%
PDFs 1.5% 8.2%
MC Statistics 1.5% 2.3%
Luminosity 6.0% 6.0%
Clean-up Cuts 4.9% 8.0%
Total 13.9% 15.6%

Table 8.21: AA,;, for MSSM spectrum S2 obtained from the Monte Carlo for both kinematic

regions defined for the dijet plus Zr candidate sample.
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Uncertainty Source | AAy;, (Hp > 1257 > 80) | AAyy (Hr > 225,Fr > 100)
Jet Energy Scale 4.3% 5.8%
FSR/ISR 7.9% 6.1%
PDFs 2.9% 13.8%
MC Statistics 1.7% 3.3%
Luminosity 6.0% 6.0%
Clean-up Cuts 4.8% 7.9%
Total 12.3% 19.2%

Table 8.22: AA,;y for MSSM spectrum S3 obtained from the Monte Carlo for both kinematic

regions defined for the dijet plus £ candidate sample.

Uncertainty Source | AAg;, (Hp > 1258y > 80) | AAsiy (Hr > 225,Fr > 100)
Jet Energy Scale 8.2% 44.4%
FSR/ISR 8.5% 12.9%
PDFs 15.9% 30.1%
MC Statistics 9.6% 33.3%
Luminosity 6.0% 6.0%
Clean-up Cuts 4.8% 7.8%
Total 23.4% 65.2%

Table 8.23: AA,;, for MSSM spectrum S4 obtained from the Monte Carlo for both kinematic

regions defined for the dijet plus Zr candidate sample.
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SUSY spectrum | A priori | Observed

Low kinematic region

S1 313 363
S2 311 361
53 307 356
54 347 406

High kinematic region

S1 66 49
52 67 49
S3 70 o1
54 490 334

Table 8.24: A priori and observed 95% CL upper limits on the number of MSSM signal events
contributing to the candidate samples for the four spectra examined. Note that these limits

apply to both the right-handed ¢ pair production and inclusive squark/gluino cases.

kinematic region gives the best (i.e. lowest) cross-section limits for samples S1, S2, and
S3. For S4, the low kinematic region give a better limit. Hence, the high kinematic

region observations are used to calculate final cross-section limits for all spectra except

for S4.

8.4.3 Cross-section Limits

The cross-section limits for the four MSSM spectra are given in Table 8.25. The ratio
of the observed 95% CL cross-section upper limits are also compared with the PYTHIA
cross-sections. For spectra S2 and S3, the ratio is less than one in both the inclusive
and the right-handed § cases, meaning that these spectra can be taken to be ruled out

at leading order. For S1 and S4, the ratio is greater than one in both cases. The ratio
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SUSY spectrum | A priori (pb) | Observed (pb) | PYTHIA (pb) | Ratio
Right-handed ¢
S1 0.15 0.11 0.045 241
S2 0.26 0.19 0.28 0.68
S3 0.51 0.37 0.61 0.61
S4 86.1 100.5 18.0 5.57
Inclusive
S1 0.53 0.39 0.36 1.09
S2 0.90 0.65 1.73 0.38
S3 1.93 1.40 3.21 0.44
S4 78.5 91.6 97.4 1.60

Table 8.25: Cross-section 95% CL a priori and observed upper limits for all four SUSY spectra,
compared to PYTHIA leading order cross-sections. The final column is the observed 95% CL

upper limit divided by the PYTHIA cross-sections.

can then be interpreted as a “k-factor” which would have to be applied to the PYTHIA

cross-sections if these spectra were to be ruled out by these results.

8.4.4 Kinematic Comparisons

Although this analysis is a counting experiment which does not attempt to analyze the
goodness of fit for any kinematic distributions, the ¥7 and Hr distributions can be
graphed against the total background prediction and the data. Figure 8.5 compares the
Hyp distribution found in the data with that for the total SM background prediction,
and with the Hp distribution for the S2 inclusive MSSM Monte Carlo. The Hp distri-
bution associated with each SM background is normalized according to its contribution

in the high kinematic region. Figures 8.6 and 8.7 show the Hr and Fr distributions,
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Figure 8.5: Hr data, background prediction, and signal prediction after missing Fr > 100 GeV
cut. The signal is SUSY spectrum S2, and is graphed assuming the PYTHIA inclusive o of 1.73

pb. The region to the right of the vertical line at 225 GeV represents the high kinematic region.

respectively, for data, the background prediction, and the S2 inclusive MSSM in addition
to predicted background for the high kinematic region. In all three figures, the MSSM
signal is graphed assuming the PYTHIA inclusive LO o of 1.73 pb. The MSSM signal is
well in excess of the data, in agreement with the result from the counting experiment

which sets the 95% CL cross-section upper limit to be 38% of the PYTHIA value.
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Figure 8.6: Ht data, background prediction, and signal prediction for the high kinematic region.
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Chapter 9

Conclusion

9.1 Summary of Results

This analysis searches for new physics in pp collisions, using 2 fb~! of data collected by the
CDF-II detector. A signature-based search is used, allowing the results to be interpreted
in a variety of models. The signature chosen is exclusive dijet production plus Zr with
additional jets vetoed. As described in Chapter 4, various cuts are applied to the data
sample to cut down on background from “fake” K arising from jet mismeasurement and

processes producing leptons in the final state.

Two kinematic regions are defined using Hr and Kt cuts. The cuts for the “low”
region, motivated by the efficiency of the MET45 trigger, are Hy > 125 GeV and Fr >
80 GeV. For the “high” kinematic region, cuts of Hy > 225 GeV and Fr > 100 GeV are
motivated by the need for the cuts to still allow estimation of the background with an
acceptably small relative uncertainty.

Data-driven estimates of the SM backgrounds for both kinematic regions are discussed
in Chapter 5. The expectations are 2443 + 145 events in the low kinematic region, and
2114£30 events in the high kinematic region. These results are consistent with the number

of events actually found in the data (2506 events in the low region and 186 in the high
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region.) This allows the results to set limits on new physics.

Two possible models of new physics to which this signature would be sensitive are
described in Chapters 6 (pair production of scalar leptoquarks) and 7 (production of
squarks and gluinos in the minimal supersymmetric model.) Chapter 8 gives the results
of this analysis in terms of 95% C.L. limits on both models. In the leptoquark case,
95% C.L. lower mass limits of 190 GeV/c® for the first and second generation, and
178 GeV/c? for the third generation are determined. The 95% C.L. cross-section upper
limits are 0.307 pb for the first two generations, and 0.468 pb for the third generation.
These leptoquark results improve on the previous best CDF mass limits by 62% to 20%
depending on generation, and improve the cross-section limits by approximately one order
of magnitude. While the third generation results are outdone by the previous DO results,
the first and second-generation results are currently the best limits available for scalar
leptoquarks decaying exclusively to quarks and neutrinos.

A non-mSUGRA MSSM model is also examined. 95% cross-section upper limits as
low as 0.39 pb for inclusive § + ¢ production and 0.11 pb for §r pair production can be
set. Comparing the results to the cross-sections from PYTHIA, these limits allow us to
rule out spectra with (Mg, Mj, MX~(1)) of (250, 450, 72) GeV/c? and (220, 520, 85) GeV /c?
at 95% C.L. to leading order.

9.2 Discussion

In this analysis, model-independent limits are set on the production of events with a
dijet + K7 signature. These limits are applied to two different models of new physics:
leptoquark production and a general supersymmetric model. Both models postulate pair
production of new particles (a scalar leptoquark or a right-handed squark, respectively)
which each decay to produce a quark and a neutral particle which escapes undetected.

Their primary difference comes from the nature of the invisible particle: in the leptoquark
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case, a massless neutrino is produced, while the neutralino produced from squark decay
is massive.

The 95% CL upper mass limit set on second-generation scalar leptoquarks is 190 GeV /c?.
However, squark production in MSSM spectrum S4, with a squark mass of 120 GeV/c?,
is not ruled out to leading order in this analysis. This is due to a much smaller ac-
ceptance in the MSSM case: A, is 0.199% for right-handed squark pair production for
spectrum S4 using the low kinematic region cuts, compared to 7.9% for pair production
of 120 GeV/c? scalar leptoquarks. The acceptance in this case is lower because so much
of the energy from the squark decay is taken up by the massive neutralino. Thus, the
events are less likely to pass the cuts set on Hrp.

However, MSSM spectra S2 and S3, with squark masses of 250 and 220 GeV/c? re-
spectively, are ruled out to leading order. This is because the leading order PYTHIA
cross-sections used are larger than those for leptoquarks. According to PYTHIA calcula-
tions, the leading order cross-sections for pair production of four degenerate flavours of
right-handed squarks is 0.28 pb for spectrum S2 and 0.61 pb for spectrum S3. This is
well above 0.220 pb, the cross-section for 200 GeV/c? second-generation leptoquarks (the
most massive leptoquarks examined in this analysis) at yu = 2M,, but this cross-section

assumes only one flavour of leptoquark.

9.3 Possibilities for Future Research

The results in this thesis have obvious extensions for additional research. The leptoquark
interpretation could be extended for different values of 3., in the same way the previous
CDF results from Reference [51] were used in References [55] and [56]. As for the MSSM
interpretation, only a small fraction of the non-mSUGRA parameter space is explored
in this thesis. These results could easily be extended to set limits on other MSSM

mass spectra. Models of new physics other than the ones discussed could give a dijet +
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B signature. The application of these results to models with both massive and massless
invisible particles producing £ shows that a variety of new models could be examined
with this signature.

The Tevatron is still running, with the CDF II detector still collecting data at the
time of writing. Over 4 fb~! has been written to tape at CDF, with approximately 8 fb !
of data-taking planned before the Tevatron ceases operation. Redoing this analysis with
a larger data sample would improve the current limits.

The methods used in this analysis could easily be used for slightly different signatures.
For example, the simple dijet requirement could be changed to require one or both jets
to be tagged as coming from b quarks. Such an analysis would be sensitive to pair
production of third-generation leptoquarks with L — bv,, or to production of H + Z
with H — bb and Z — vi.

The Large Hadron Collider (LHC) at CERN in Switzerland began operation in 2008,
and is expected to begin taking physics data in 2009. At the LHC, proton-proton col-
lisions will take place with /s = 14 TeV, compared to 1.96 TeV at the Tevatron. The
design luminosity is 103* cm™2s™! [71], compared to the current Tevatron records in the
1032 cm~2s~! range. With higher energy and, eventually, much greater integrated lu-
minosity, LHC results in jets + Fr signatures should greatly extend existing limits on

leptoquark and MSSM models.
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