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Chapter 1 

Introd uction 

Now the smallest Particles of Matter may cohere by the strongest Attrac­
tions, and compose bigger Particles of weaker Virtue. There are therefore 
Agents in Nature able to make Particles of Bodies stick together by very 
strong Attractions. And it is the business of experimental Philosophy to 
find them out. 

Newton, Opticks 

High-energy particle physics is often described as the quest for a fundamental theory. 
One can think of one theory as being more "fundamental" than a second theory if 
the first explains some or all of the predictions of the second in terms of processes at 
smaller distance scales and higher energies. 

Another sense in which a theory can be thought of as being more fundamental than 
another, is if the first theory "explains" the second; that is, if some arbitrary aspect 
of the second theory is a special case of a more general principle in the first theory. 

The Standard Model of particle physics is the most fundamental experimentally tested 
theory in either sense. It was developed in its final form in the 1960's and 1970's and 
continues to successfully predict the outcomes of high-energy physics experiments; 
the research presented in this thesis offers no exception to this trend ( unfortunately). 

However, the Standard Model only makes sense as an effective theory; that is, a theory 
that is not actually fundamental, but which is a low-energy limit of some underlying 
theory, without being dependent on the details of that underlying theory. 

Moreover, one important aspect of the Standard Model so far remains unexplained, 
namely electroweak symmetry breaking. Phase transitions occur in many places in 
physics, and can often be explained as a low-energy aspect of some more fundamental 
process. However, there is no such underlying process for electroweak symmetry 
breaking within the Standard Model; the introduction of the scalar Higgs field does 
not, in itself, explain electroweak symmetry breaking, it merely parameterizes it. 
Therefore, it is perhaps not surprising that the (most obvious) problem with the 
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2 CHAPTER 1. INTRODUCTION 

Standard Model, the '·gauge hierarchy problem", occurs in relation with the Higgs 
field. 

This problem, the "unnaturalness" of the Standard Model, will be discussed (briefly) 
in the next chapter. It so happens that the unnaturalness of the Standard Model 
strongly suggests the presence of new physics at an energy scale that is very close 
to the energies achieved with the Tevatron collider (and presumably well within the 
reach of the next collider, the LHC). Therefore, there is a general expectation that 
new physics is "just around the corner". 

Many, many models for new physics exist, and it is not possible to devise an optimal 
search strategy for all of them at once. Therefore (and possibly to reduce bias), it is 
preferable to search for new physics in a model-independent way. While the analysis 
presented in this thesis is certainly not model-independent, it uses the fact that many, 
often very different models share the prediction of a new mass resonance. Specifically, 
we search for such resonances in the dimuon channel. Since no new resonance was 
in fact observed, the various models only serve to parameterize the degree to which 
nothing was found. 

In chapter 2, an outline of the Standard Model is given, and some extensions to the 
Standard Model are described. Chapter 3 describes the accelerator complex and the 
D0 detector. 

Chapter 4 describes the simulation of both Standard Model and new physics processes 
and the detector simulation. 

Chapter 5 describes the data sample, the reconstruction algorithms, the event se­
lection and the kinematic fit. A sample of high-PT dimuon events is obtained by 
applying a number of cuts, and the simulation is tuned to match the efficiencies and 
track resolution measured on Z --> p,+ p,- data. The integrated luminosity times the 
trigger efficiency of the final sample is determined by comparing it to the predicted 
(and well-tested) Z cross section. The mass resolution is improved by a kinematic fit 
which uses the transverse energy balance in the event to constrain the muon track PT 
for each event in the final selection. 

In chapter 6, a final cut on the (fitted) invariant mass of the selected events is chosen 
in such a way that it maximizes the sensitivity to the presence of new physics for 
specific models and resonance masses. A counting experiment is performed for several 
values of the mass of a hypothetical new particle. Since no excess over the predicted 
background is observed, Bayesian credibility limits on the production cross-section 
times branching ratio of the hypothetical new particles were calculated, as well as 
limits on the parameters of new physics models. The uncertainties on the theory 
and detector simulation are taken into account. An event display of the highest 
reconstructed mass event is shown as well. 

Finally, chapter 7 gives a conclusion, some prospects of improving the result and a 
brief outlook. 



Chapter 2 

Theory 

In this chapter I will describe the central idloas behind the Standard Model and various 
possible extensions. The Drell-Van interaction, which is studied in the experimental 
part, is discussed in more detail. 

Some familiarity with the subject matter is assumed. A detailed and thorough stan­
dard reference work is [1]. 

2.1 The Standard Model 

The Standard Model is the relativistic quantum field theory (QFT) that predicts the 
strong, weak and electromagnetic interactions of elementary particles. 

Relativistic quantum field theory arises from the combination of quantum mechanics, 
Lorentz invariance and the locality of the fundamental interactions. 

The idea that nature is described by a relativistic QFT has many consequences beyond 
relativity and quantum mechanics, the most important of which may be that different 
elementary particles have to be exactly indistinguishable. 

Another consequence is that the world is symmetric under combined charge conju­
gation, change of parity (left- or right handedness) and time reversal, called CPT 
invariance. For one thing, this implies the existence of an anti-particle field for each 
particle field which transforms under CPT. 

The specific relativistic QFT that turns out to describe nature extremely well, called 
the Standard Model [2, 3, 4], is subject to other symmetry principles which will be 
discussed in the following sections. The other idea that is central to the Standard 
Model is that of renormalization and will be discussed afterwards. 

2.1.1 Gauge symmetry 

Since the gauge symmetries of the Standard Model determine its structure and predic­
tions up to a finite number of coupling constants, it can be argued that they represent 

3 



4 CHAPTER 2. THEORY 

the most fundamental aspect of the Standard Model. Indeed, the idea of local gauge 
symmetry has proven to be so powerful in the development of the Standard Model, 
that in addition most hypotheses beyond the Standard Model rely on symmetry ar­
guments; some of these models will be discussed at the end of this chapter. 

Local gauge symmetries are symmetries of the theory under continuous transforma­
tions of the fields which form a group and which are different at each point in space 
or moment in time. Gauge symmetries arise necessarily in quantum field theories 
that describe the dynamics of particles with integer spin, i.e.. bosons. By a gen­
eral argument [5], the joint requirements of Lorentz invariance and the ground state 
energy being bounded from below lead to the conclusion that a Lagrangian for N v 
spin one fields A~· .. Nv at high energies and momenta approaches the free vector field 
Lagrangian 

Nv 

L = '""" _~Fa FallV 

v ~ 4 1"// , 

a=l 

Since the four-component vector fields A~ describe the dynamics of a (massless) spin 
one particle, which is specified by two possible polarizationsl, there are many field 
degrees of freedom in this Lagrangian. However, the physical predictions of the theory 
should not depend on the superfluous degrees of freedom. The unique way to force 
this to be the case is to require that the theory is invariant under local redefinitions 
of the fields that can be written as 

(2.1) 

for arbitrary scalar fields ¢;L..Nv (where one allows for terms not contributing to the 
kinetic terms in LV), since then LV transforms as 

LV ---+ LV + total derivative 

Each gauge transformation must be an element of a Nv-dimensional continuous (Lie) 
group G. For quantum electrodynamics (QED), the quantum version of classical elec­
trodynamics, G is the Abelian Lie group U(l), and the additional terms in equation 
(2.1) vanish exactly. More generally however, and for the case of the Standard Model, 
G can be a non-Abelian Lie group and the gauge transformation is 

where labe are the structure constants of the group in question and g is a freely 
adjustable coupling constant. To make sure the Lagrangian is still gauge invariant, the 
field strength F:// gets an additional contribution glabeA~A~. This is a self-interaction 
term, which is absent in the Abelian (electromagnetic) case. Gauge theories with non­
Abelian gauge symmetry groups are called Yang-Mills theories. 

lOr it can be seen as the high energy and momentum limit of a massive vector field, which is (in 
its rest-frame) specified by three possible polarizations. 
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Formally, the other elementary particle fields 'l/Ji(X) corresponding to the fermions and 
scalars in the theory can be written as (combinations of) irreducible representations 
of G, so that under an infinitesimal gauge transformation 

Nv 

'l/Ji(X) -+ 'l/Ji(X) + L i<j.)a(x)Ta7j/(x) + 0(4;)2 (2.2) 
a=l 

where the T a are the Nv infinitesimal generators of the gauge group, with [Ta, Tb] = 
Lig!abcTc. It is clear that not every possible term in the Lagrangian will be invariant 

c 
under these transformations by itself. 

If one starts with a Lagrangian Lmatter for these fields and requires that it becomes 
invariant under gauge transformations, in order to make the kinetic terms gauge 
invariant one is forced to introduce couplings to the N v vector fields in such a way 
that each space time derivative in Lmatter gets replaced by a gauge covariant gradient, 

Nv 

8M'l/Ji(X) -+ DM'l/Ji(X) == (8M + L igA~(x)Ta)'l/Ji(X) 
a=l 

In the general case (Abelian and non-Abelian), the vector fields A~ must then trans­
form under the gauge group as 

The vector fields correspond to a special representation (called adjoint) related to the 
way the group acts on itself, 

The vector bosons are representations of the gauge group on real vector spaces, 
whereas the fermions are representations on complex vector spaces. For any com­
plex vector space there is a conjugate vector space related by the usual complex 
conjugation, and the representations on that space correspond with the anti-particle 
fields. Lorentz invariance then implies that for every interaction term its conjugate 
must be included as well, so that the sum is gauge invariant. 

In this way, specifying the symmetry group and the representations corresponding 
to all the fields in the theory determines all the possible interactions in the massless 
theory. 

We can now sketch how this works in the Standard Model. The non-Abelian Lie 
group that determines the gauge interactions of the Standard Model, up to coupling 
constants, is 

ISpin(3,1) x U(l) x SU(2) x SU(3) 
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The ISpin(3, 1) factor refers to the symmetries that are geometrical in nature, i.e., that 
come from the symmetries of space-time, the Lorentz group plus translations. It is 
therefore called the 'external' symmetry group. The fields transform under this group 
as vector (spin-I) fields or scalar (spin-O) fields in the case of bosons2 , or bi-spinors for 
fermions. In the latter case, there are always two orthogonal representations, which 
differ only in the sign they have under the parity transformations (chirality) and are 
called 'right-handed' and 'left-handed'. 

The 'internal' gauge group U(l) x SU(2) x SU(3) is a compact Lie group, that is 
to say, it is a direct product of three simple compact Lie groups, which corresponds 
to rotations in complex vector spaces. The fields in the Lagrangian are written as 
products of the irreducible representations of these three groups (and of the external 
group). The SU(3) part corresponds with the strong interactions, and the U(1)xSU(2) 
corresponds to the electromagnetic and weak nuclear interactions. 

There is a slight twist in that the U(l) and SU(2) parts do not refer directly to 
the electric and weak parts respectively (in the following, U(l)y denotes the obvious 
subgroup). Instead, another U(l) subgroup of U(l)y x SU(2) corresponds to the 
electromagnetic force (we will call this one U(l)Q). 

The electric charge Q is related to the charge under the product groups3 as Q = 
h + Y/2, where h is the charge under the 'third' component of the SU(2) group, 
acting by matrix multiplication on the defining representation as 

(2.3) 

(called weak isospin for historical reasons) and Y is the charge under the U(l)y factor 
(called hypercharge). In the same way, the adjoint representation of the 'slanted' 
subgroup U(l)Q corresponds to the physical photon, with the adjoint representation 
of U(l)y and the third component of the adjoint representation of SU(2) mixing to 
give the neutral weak vector boson, and the other two components mixing to give the 
W+ and W-. 
The electromagnetic and weak coupling strengths are therefore specified by a common 
coupling strength and a mixing angle. In this way the electromagnetic and weak forces 
are said to be unified. (The idea of unification also arises as a motivation for physics 
beyond the Standard Model. This will be discussed in section 2.3.2). 

The left-handed fermions (and right-handed anti-fermions) are combined in one rep­
resentation, whereas the right-handed fermion fields are in separate representations 

2Graviton fields, which do not enter in the Standard Model but will be discussed later, are 
described by (spin-2) tensor fields 

3The irreducible representations are specified by N numbers, where N is the number of generators, 
which correspond to the charges of the field under the group. For instance, for every integer q there 
is a unitary irreducible representation a of U(l) ( - which has a single generator) on IC given by 

oo¢ = e iq8 ¢, ¢EIC, (}ElR 

One can then define the self-adjoint operator Q¢ = -i(doo)18=O¢ = q¢. The observable corresponding 
to Q is the electric charge. Similar (but not necessarily commuting) quantities exist to specify the 
irreducible representations of the other groups. 



2.1. THE STANDARD MODEL 7 

Electroweak Stron9 

18pin(3,1) U(l)y 8U(2)L Q 8(;(3) 

( VL ) lcft-handed spin- ~ -1 2 
0 

1 '" " eL -1 c 
~ right-handed spin-~ -2 1 -1 1 '" eR 
--=< 

( ILL ) left-handed spin-~ 1/3 2 
+2/3 

3 
'" d L -1/3 "" '-
"" right-handed spin-~ 4/3 1 +2/3 3 ;:l UR 0' 

d R right-handed spin-~ _2/3 1 _1/3 3 

{ Wo 
spin-1 u(l) 1 0 1 

{* /Z 
spin-1 1 su(2) 1 (W3, W 1 , W 2 ) 

~ 
"l 

" -+1 c i:= '" c 
~ 

'<l 

(9F9' 9rb, 99'" "" ;:l 

"" spin-1 1 1 0 su(3) Cj 9gb, 9b,., 9"g' 

97'1' - 9bb' 9bb - 999) 

'" ( :: ) "" spin-D 2 1 .~ 
::r:: 0 

Table 2.1: Fermion fields in one generation, vector boson fields, their representations 
under the gauge group, as well as their charge under the unbroken U(l)Q. Omitted 
are the anti-particles of the fermions and Higgs-boson . .5u(2) etc. indicate the adjoint 
representations. 

that transform trivially under SU(2). That is to say, an element of SU(2) transforms 
a left-handed electron in a left-handed electron-neutrino and a left-handed up-type 
quark in a left-handed down-type quark, but does nothing on right-handed spinors. 
This means that the W+ and W- only couple to left-handed fermions, so that the 
weak force breaks parity maximally. 

Table 2.1 lists the force carriers and the fermions in one generation. There exist 
two more generations of fermions in the same representations, differing only by their 
masses (cf. table 2.2). 

Also omitted is the right-handed neutrino, which was traditionally not included in 
the Standard Model because a right-handed neutrino with a mass similar to that of 
the left-handed neutrino has not been observed. Because of the observation of the 
mixing (see 2.1.4) of neutrinos, it is now thought that right-handed neutrinos may 
exist after all; however, this will not be discussed here. 

There is also a spin-O field which was not yet discussed. It plays a central role in the 
Standard Model, generating the masses of all elementary particles in the theory. 
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2.1.2 The Brout-Englert-Higgs mechanism 

The conserved quantity corresponding to the U(l)Q subgroup is the electric charge, 
and we know from experiments that, indeed, it is conserved. However, the symmetry 
under the entire U(l) x SU(2) group does not obviously exist in nature. Since left­
handed electrons and neutrinos are orthogonal components of the same representation 
of SU(2), conservation of weak isospin would imply symmetry under the continuous 
mixing of left-handed electrons with neutrinos (and similarly for their anti-particles). 
However, in reality neutrinos and electrons are not exchangeable: electrons have 
electric charge while neutrinos are electrically neutral and their masses differ by, as 
far as is known today, more than 6 orders of magnitude. 

There is another thing about the massless gauge theory which would seem to be in 
disagreement with observation. We know that some fields are associated with particle 
states that have a mass: the leptons, the quarks and the weak vector bosons. However, 
a mass term for the weak vector bosons is not invariant under (2.1). 

In addition, the naive way of adding fermion masses to a theory with a non-Abelian 
symmetry, by simply putting a bilinear scalar term in the Lagrangian for the fermion 
fields, is made impossible because the two chiral fermion fields have different repre­
sentations under SU(2), viz., a right-handed fermion SU(2) singlet must combine with 
a left-handed anti-fermion SU(2) doublet and vice versa to form a scalar. 

It can however be shown that if the masses are dynamically generated, they can 
be accommodated in the theory. The way this happens in the Standard Model is 
through the same mechanism that breaks the U(1) x SU(2) group down to its U(l)Q 
subgroup, and is called the Brout-Englert-Higgs mechanism after a number of its 
inventors [3,4,6, 7,8,9, 10, 11, 12]. 

The mechanism consists of introducing two new complex spin-O (i.e .. , Lorentz scalar) 
fields which together form a defining (doublet) representation of SU(2). It self­
interacts according to a gauge invariant potential 

(2.4) 

with iP as in table 2.1. This results in a non-zero vacuum expectation value 

(<I» = (J-~2/J modulo U(l)Q 

i.e., it is not locally symmetric under the entire U(l)y x SU(2) group, but it has a 
remaining redundancy in a phase which corresponds to the unbroken U(1)Q subgroup. 

The inclusion of this Higgs field allows for a number of additional invariant terms in 
the Lagrangian. The leading fermion terms are the trilinear combinations 

'l/; R<I>'l/; L + conjugate (2.5) 

which are gauge invariant, unlike the bilinear mass terms, because of the doublet rep­
resentation of <I>; such terms are called Yukawa interactions. Expanding <I>= (~) + (Z), 
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the constant vacuum expectation value v == 246 GeV acts as a mass term, whereas 
the remaining degrees of freedom H correspond to a new predicted particle, the Higgs 
particle. The mass of the Higgs particle is an unknown (but constrained) parameter 
of the theory. 

An important difference of the interaction of the Higgs field with Dirac fermions 
compared to the gauge interactions is thus that the latter preserve chirality, whereas 
the Higgs force changes a left-handed particle into a right-handed one, and the other 
way around. Therefore, if a particle exists only in one chirality, it does not couple to 
the Higgs field and does not acquire a mass. In the traditional Standard Model, this 
is the case for the neutrinos, which were thought to be massless and hence exist only 
in a left-handed variety. 

The gauge fields which transform non-trivially under the broken part of U(l)y x SU(2) 
interact with <I> through the gauge covariant derivatives in its kinetic potential; these 
correspond to the weak vector bosons. Again, the masses are found by considering 
the terms proportional to powers of v only. 

One also finds in this way how the remaining field H couples to the fermions and 
massive gauge bosons. The Higgs field is a singlet under the SU(3) gauge symmetry, 
i.e., it does not interact through the strong force. 

This mechanism is usually called 'symmetry breaking', although it is more precise 
to say that the symmetry is hidden, since the laws of physics still have the same 
underlying symmetry. 

2.1.3 Renormalization 

In the modern view, the Standard Model is not a 'fundamental' theory in the sense 
that it could describe all interactions at arbitrarily small distance scales or at arbi­
trarily large energies. Apart from the fact that this is not testable experimentally, 
there are several theoretical arguments which preclude this idea. 

First, only the part of the Standard Model which describes the strong interaction, 
QeD, is known to be asymptotically free, i.e., the coupling constant as approaches 
zero at small distances. Only asymptotically free theories can be useful to arbitrarily 
small distances scales, since at a sufficiently large energy scale, for theories that are 
not asymptotically free all interactions become strong. Secondly, at energies of the 
order of the Planck scale 

MPlanck ~ 1.2 .. 1019 GeV / c2 

gravity becomes as strong as the other forces and needs to be incorporated in the 
theory. 

For these reasons the Standard Model is thought of as an effective field theory, which 
describes the physics of a system only up untill some large energy scale (or, equiv­
alently, short distance scale) A. At scale A the theory is defined by all interactions 
that are consistent with the symmetry group. Since, in general, an infinite number 
of such terms can be found, this only defines the theory up to an infinite number of 
coupling constants, which means such a theory is not in general predictive. 
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One can then relate the observables at the scale A to the observables at some other 
scale p, by 'renormalizing' the interactions: starting with the Lagrangian specified at 
some energy scale A by the symmetry group G and coupling constants gi with mass 
dimension bo i , one can express the coupling constants at the scale p, as a function of 
the coupling constants at the scale A, and A and p, as 

(2.6) 

using the fact that the left-hand side is dimensionless. In general, the coupling 
strengths at the scale p, will depend on all coupling strengths at the scale A. However, 
there exist special theories for which the number of physically distinguishable terms 
stays finite and fixed. These are called renormalizable theories. It has been shown 
that the only predictive theories with vector bosons that have this property are gauge 
theories [13, 14]. 

The non-renormalizable terms in the original Lagrangian are suppressed with powers 
of 1'/ A, so that at a scale p, « A, these terms become vanishingly small and only 
the renormalizable interactions remain relevant [1]. In fact, this means that at any 
scale sufficiently smaller than A, only the renormalizable interactions are present in 
the theory, so that after we calculated the renormalization flow (or 'running') of the 
various constants in the theory, a finite number of measurements at a particular energy 
which constrain these constants are enough to make predictions at any other scale 
sufficiently below A, thereby retaining predictive power in this range. 

An additional requirement is that the action of fields with energies rv p, satisfies the 
same gauge symmetries as the original action. In general, a quantum field theory with 
a bare Lagrangian that obeys certain symmetries, can have those symmetries broken 
due to quantum effects, so-called anomalies. 

In gauge theories with chiral fermions, such as the Standard Model, gauge anomalies 
arise through certain self-interactions of the vector fields mediated by chiral fermions. 
In order for the gauge theory to be renormalizable, the gauge anomalies must exactly 
vanish. Since left-handed and right-handed fermions contribute to the anomalies with 
opposite sign, this poses a constraint on the number of left- and right-handed fermions 
in the theory. 

In the Standard Model, this leads to the requirement that each generation of ele­
mentary particles has the same number of quarks and leptons. Thereby anomaly 
cancellation ties together the different forces. In grand unified theories the anomaly 
cancellation follows from the fact that the leptons and quarks are combined in one 
representation of a larger gauge group; this will be discussed later on. 

An intuitive physical picture of renormalization arises in perturbative calculations. 
Suppose one wants to calculate the measured charge q of an electron at scale p,. The 
increasing difference between q(p,) and q(A) as p, decreases are due to the increasing 
number of virtual particle-anti particle pairs in the vacuum being 'seen' over the 
relevant distance scales which screen or anti-screen the bare charge, i.e. q(p,) = 
q(A)/€(p,), where E(p,) is the running 'dielectric constant' of the medium that is the sea 
of virtual particle-anti-particle pairs. The fact that the electromagnetic and weak 
forces are governed by one coupling constant at sufficiently small distance scales but 
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differ at longer distances arises from the fact that the 'vacuum' is polarized differently 
for them. 

The fact that no processes are observed that, in the Standard Model, would be due to 
non-renormalizable interactions, can therefore be explained by the fundamental en­
ergy scale being very large compared to the energies at which we do measurements, so 
that any physics due to non-renormalizable interactions is highly suppressed. There­
fore, in the calculations of observable quantities it suffices to take only the renor­
malizable interactions into account. The requirement of renormalizability is stringent 
enough that only a finite number of such interactions are allowed, and in addition 
gives rise to additional, 'accidental' symmetries, such as lepton and baryon number 
conservation (which may be broken explicitly in models with larger symmetry groups, 
discussed below). 

Alternatively, one can make the additional assumption that the Lagrangian at the 
fundamental scale A for some reason or another only contains the renormalizable 
terms to begin with. This means that the physics becomes insensitive to A and that 
the absence of non-renormalizable interactions is exact. The accidental symmetries 
implied by renormalizability then also become exact [1]. 

In calculations, one basically attempts to calculate a quantity at some scale /-l us­
ing the 'bare' Lagrangian at scale A, and subsequently calculates counter-terms to 
account for the difference with the renormalized couplings at scale /-l. Since the calcu­
lation is done only to some finite accuracy, usually to some finite order in the coupling 
constants, it can still depend on /-l. A conceptual problem arises in that both the cal­
culated quantities and the counter-terms are sometimes infinite, so that regularization 
is needed to quantify these infinities during the calculation, finding that in the end 
the result is independent of the regularization procedure that was used. However, 
it is possible, if not practical or trivial, to calculate the renormalized terms in the 
perturbative expansion directly, without encountering any infinities [15]. 

2.1.4 Quark mixing 

Another feature of the Standard Model is the fact that the fermions are reproduced 
among three generations, exactly equal except for the masses of the particles. It is 
not known whether this structure follows from any underlying symmetry principle; it 
is, for instance, possible to build a consistent Standard Model-like theory with two or 
four families4 . 

Since the related fermions in the three generations are of the same representation of 
the gauge group, they are not necessarily independent and can be 'mixed': the mass 
eigenstate of a (free) particle is then a linear combination of the representations. 

Specifically, in the Standard Model the weak representations of the quarks are mixed5 

through the Higgs mechanism. In effect, the trilinear terms (2.5) are replaced by a 
complex matrix 

4 Although for more than 16 quark flavors the renormalization flow reverses sign and the strong 
sector is not anymore asymptotically free. 

5Lepton mixing will not be discussed here. 
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me ml" mr 

0.511 MeV jc2 105.6 MeV jc2 1.776 ± 0.0002 GeVjc2 

Mw± rw± r w±_.u±v/rtot 

80.403 ± 0.029 GeV jc2 2.141 ± 0.041GeV jc2 (10.57 ± 0.15) x 10-2 

Mz r z r z_,,+,,- jrtot 

91.1876 ± 0.0021 GeV jc2 2.4952 ± 0.0023 GeV j c2 (3.366 ± 0.007) x 10-2 

Table 2.2: Lepton masses (rounded off for typographical purposes; the relative error 
on electron and muon mass is < 10-7 ) and weak vector boson mass, full width and 
muonic decay mode branching fraction [16]. 

li~ih/PdRj + li~qLiq,*URj + conjugate, i, j = 1 ... 3 

where the i, j indices run over the generations, and u and d indicate the up- and 
down-type weak singlets. The physical eigenstates are found by diagonalizing the 
terms proportional to v, 

Since the weak interactions formally occur in the quark kinetic terms, which are 
diagonal with respect to the weak eigenstates, the weak interactions are modified to 
couple quarks of different generations. The unitary matrix VCKM = V;:vt called 
the CKM (Cabibbo-Kobayashi-Maskawa) matrix, specifies (together with the gauge 
coupling strength g) the coupling strengths of the W±. These are extra constants 
that enter the theory and are not determined through symmetry principles. 

2.1.5 Phenomenology 

We have seen that the symmetries and renormalizability ofthe Standard Model dictate 
its structure up to a number of constants. Specifically, these are 19 parameters, which 
can be counted as the 3 coupling constants, the Higgs mass and self-coupling, the 3 
lepton masses and 6 quark masses, and the 4 quark mixing angles, as well as a quantity 
es , related to the the topology of the QCD vacuum. The relative masses and widths 
of the gauge bosons are predicted by the Standard Model. While it is believed that 
the masses of baryons are predicted by QCD, they can not be calculated (not counting 
lattice calculations) and are determined experimentally. 

Table 2.2 lists the lepton masses and vector boson properties. 

The electromagnetic and weak nuclear forces are weakly interacting, in the sense that 
cross sections and other observables can be calculated to good accuracy by taking into 
account only the leading terms in a perturbative expansion in the coupling constants. 
A specific example of this will be presented in the next section. 
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The strong force is described by the unbroken SU(3) theory. At low energies, the 
strong force is strongly coupled. The result is that free quarks are not seen at lower 
energies, but only inside hadrons, because the force between two quarks increases with 
separation rather than decreases; this is called confinement. One important effect of 
confinement in collider physics is that whenever a light quark or gluon is produced in 
a hard collision, it will shower (by emitting gluons which decay into quark-anti-quark 
pairs, etc.) and form a narrow jet of colorless combinations (hadrons and mesons). 

Conversely, at high energies, QCD approaches a free field theory. Highly energetic 
quarks and gluons inside colliding hadrons can scatter off each other like free particles. 
One way in which this happens in particular at proton-anti-proton colliders is through 
the Drell-Yan interaction, which is discussed in the next section. 

2.2 The Drell-Van interaction 

I will now turn to a specific process that occurs in hadron colliders such as the 
Tevatron (see next chapter), namely, the Drell-Yan production of lepton pairs. [17] 
By this process, a quark of one (anti- ) hadron and an anti-quark of the other hadron 
annihilate to produce a lepton and its anti··particle in a neutral current with a high 
invariant dilepton mass. 

Such hard scatters are not at all the most prevalent events at a hadron collider. Most 
elastic collisions produce only particles with a low energy. However, for such processes 
long range effects are dominant, and the cross section becomes essentially incalculable 
in perturbation theory. Fortunately, the hard scatters are not only easier to detect and 
to calculate, but they also are the most likely place to find new physics (that is to say, 
physics not accommodated in the Standard Model). The hard scattering processes 
that occur most frequently are 2 ---+ 2 QCD events. The Drell-Yan processes studied 
here have the additional experimental advantage of being relatively clean events with a 
clear signature of two high energetic muons, which leads to high detection probability 
which partly offset the relatively low production cross section. Thus, these type of 
processes are ideal for discovering new neutral currents. 

To lowest order, the Drell-Yan process is described by the resonant production and 
decay of a neutral vector boson, a Z or virtual photon. It may receive additional 
contributions from new neutral vector bosons that are predicted by a slew of theories 
extending the Standard Model (see next section), the search for which are the subject 
of this thesis. The Drell-Yan type processes therefore describe both the production 
of the particles searched for and the most important, irreducible background to this 
search. 

Most of the material in the following section was compiled from [18]. 

2.2.1 The Drell-Yan production of muon pairs 

The leading order contribution to the Drell··Yan production of muon pairs is depicted 
in figure 2.1. 
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Y*(M) 

Figure 2.1: Leading order contribution to the Drell-Yan production of lepton pairs. 

To a first approxim~tion, at high M2 the cross section is given by the lowest order 
electroweak q ij --+ II amplitude convoluted with the quark distributions in the proton 
and anti-protons. This is an immediate consequence of the asymptotic freedom of the 
strong force: at high energies, the quarks behave as free particles inside the proton 
and parton-parton interactions can be ignored. 

Far below the ZO-pole, the hard scattering sub-process cross section is given by 

to lowest order in the fine structure constant 00, where s = (PI + P2)2 is the four­
momentum of the virtual photon, which by momentum conservation equals the dilep­
ton invariant mass squared, Nc is the number of colors of the initial state quarks (i.e., 
three). The factor IjNc comes from the fact that the initial state quark and anti-quark 
must be of the same color, since the weak vector bosons are colorless. 

The sub-process differential cross section dcif;2 for the production of a muon pair with 
mass M is given by 

The rapid falling off of the cross section with the invariant dilepton mass is the most 
striking (if not particularly exciting) phenomenological feature far away from the 
Z-pole. On the Z-pole, 

i.e., a Breit-Wigner resonance shape with the narrow width of r z (see table 2.2). The 
peak cross section is 
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with 

Vq = Ig - 2Qq sin2 Bw , Aq = Ig 

(where Ig is the charge of the quark under weak isospin (cf. equation 2.3) and Bw is 
the weak mixing angle), neglecting the width of the Z. 

To obtain the leading Drell-Yan production cross section, the electroweak amplitude 
8'(Pl,P2) must be multiplied by the probability fq(xddxl of finding a quark with 
momentum Pl = X1P1 in one hadron and fir(x2)dx2 of an anti-quark with momentum 
P2 = X2P2 in the other hadron, where P1,2 are the total momenta of the incoming 
hadrons. Then we integrate over the momentum fractions and sum over the quark -
anti-quark pairs. 

(J'DY = L J dx1dx 2fq(Xl, jJ,~)fij(X2' ,"~~)8'qij--->P+P- (X1P1, X2 P2, Q2/Jl~' Q2/Jl;,J 
q 

Q is the characteristic scale of the hard scattering; this is usually taken to be the mass 
of the vector boson which mediates the scattering. The dependence on the ultraviolet 
(i.e. high-energy, short-range) renormalization scale jJ,R comes from the fact that 8' is 
calculated at some fixed order in the coupling parameters. 

The factorization scale jJ,F is in some sense the infrared (i.e. low energy, long range) 
analogue of the renormalization scale jJ,R, and in a perturbative calculation it is related 
to infrared divergences rather than ultraviolet divergences. Infrared divergences arise 
if one tries to calculate the contributions involving gluons emitted by the quark or 
anti-quark that are soft (low energy, hence long range) and collinear (emitted almost 
along side the quark). Because the partons are interacting strongly at low energies, 
perturbation theory can not be used to calculate such processes. The divergence of 
the perturbation series in the soft/collinear limit can be understood to corne from the 
fact that in this limit, a vanishing amount of energy is required to emit an on-shell 
(since massless) gluon. On-shell propagators imply propagation over long distances, 
but at distances of the order of the hadron size, ~ 1 fm, non-perturbative confinement 
and hadronization takes place, which makes the apparent divergences disappear. 

It would seem that perturbation theory is therefore useless to calculate processes that 
are sensitive to infrared physics. However, the situation is slightly better for infrared 
safe quantities, which are insensitive to long distance effects, and for factorizable 
quantities, of which the Drell-Yan cross section is an example. The latter have the 
property that the long distance effects can be absorbed in an overallnon-perturbative 
factor, which can be determined experimentally. 

Specifically, one can show that all infrared divergences that arise in the calculation 
of the subprocess cross section 8'qij--->I+I- can be absorbed in the parton distribution 
functions (PDF) f q , which can be determined from inelastic scattering experiments. 
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The idea is that the hadron structure as seen by an incoming particle is obtained from 
an unknown, 'bare' quark distribution, and the probabilities of this quark to interact 
with the other partons in the hadron, calculated perturbatively. The long-range 
effects, which can not be calculated perturbatively, are absorbed in the 'bare' quark 
distribution above some scale /-LF. The factorization scale thus determines the scales 
at which one chooses to separate long-distance effects from short-distance effects. 
Measuring the hadron structure at /-LF and comparing with the 'renormalized' quark 
distribution calculated to a particular accuracy gives enough information to obtain the 
hadron structure at any scale with that accuracy, analogously to the renormalization 
procedure in the Standard Model at large. 

In practice, one often sets the renormalization and factorization scales equal. 

In the approximation that the partons have vanishingly small transverse momentum 
relative to the direction of the parent hadron in the infinite momentum frame, the lep­
ton and anti-lepton are produced exactly back-to-back in the plane transverse to the 
direction of the incoming proton. However, in reality the partons do have some finite 
distribution within the proton. Since the distribution of partons inside the proton can 
not be calculated from first principles, it has to be determined experimentally. A mea­
surement by the CFS collaboration from fixed-target pN collisions at Vs = 27.4 GeV 
measured it to be Gaussian distributed with (kT) = 760 MeV [18]. Therefore the lep­
ton - anti-lepton pair is on average not produced exactly back-to-back and the boson 
will have a, on average small, transverse boost. 6 

Moreover, the inclusive qq -+ ,* /Z + X process receives additional contributions 
of higher order in the coupling parameters, ego from 2 -+ 2 processes where the 
incoming partons scatter strongly, i.e. q + q -+ 9 + ,* / Z and q + 9 -+ q + ,* / Z. Such 
contributions enhance the cross section at high transverse vector boson momentum. 

K-factors A process such as the Drell-Yan process may be calculated to some finite 
order in a coupling constant. The orders are denoted by LO (leading order), NLO 
(next to leading order) and so on. Often, a process may be implemented to some 
order in a simulation, say LO, but be already known to a higher order, for instance 
NNLO. The predicted LO cross section from the simulation, with a parton distribution 
function measured with respect to a fixed order as well, can then be scaled to the 
cross section at the higher order, neglecting the kinematical details of the difference 
between the LO and NNLO predictions; the scale factor is called the "K-factor". See 
section 4.2 for more details. 

2.2.2 Experimental measurements 

The Drell-Yan and Z boson cross sections have been measured by many experiments 
on different setups. For a 1993 overview, see [21]. 

6Conversely, a measurement of the Z PT distribution constrains the kT distribution; in the analysis 
of this thesis, the corresponding parameters in the simulation of the Standard Model and new physics 
prediction are 'tuned' to match the measured boson PT distribution in Z ---+ e+ e- decays. See section 
4.2 for details. 
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Figure 2.2: D0 Run I result for the differential inclusive dielectron production cross 
section [19]. The 68% uncertainty intervals are shown for the data points. The last 
three bins, which have no events, show the 84% C.L. upper limit on the cross section 
corresponding to the upper end of the error bars in the preceding bins. Also shown 
is the prediction of the SM at NNLO, and SM + contact term process (this plot was 
published in a paper on the limit on leptoquark interactions), at LO corrected with 
a NNLO K factor. 
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Figure 2.3: CDF Run I Drell-Yan dimuon production cross section extracted from 
the combined 1992-1993 and 1994-1995 data [20]. The solid line is the NLL (next-to 
leading logarithmic) QCD prediction using the MRS (A) PDFs. The dashed line is the 
LO QCD prediction with a K factor to account for higher order effects, calculated 
with the CTEQ 3L PDFs. The dotted line is the NLL QCD MRS (A) prediction 
without the contribution from Z exchange. 
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At the Tevatron Run I (see next chapter) the first results were obtained on the Drell­
Van differential cross section at and above the Z-resonance in p j5 collisions at VB = 
1.8 TeV. Figure 2.2 shows the D0 results in the electron channel, figure 2.3 shows the 
CDF results. 

2.3 Extensions to the Standard Model 

Even although, as to date, the Standard Model and its calculable derivatives predict 
correctly the result of many high energy experiments (a significant deviation being 
the discovery of neutrino mixing), and some to an unprecedented precision, there are 
physical reasons why we are certain that the Standard Model can not describe physics 
to arbitrarily small distance scales. 

One is that it does not include gravity. Therefore, when the gravitational force be­
tween two particles becomes strong, the Standard Model breaks down. This happens 
at a comfortably small distance scale known as the Planck scale, corresponding to an 
energy MPlanck '" 1019 GeV. 

Another physical reason to suspect the Standard Model can not be the complete is 
the gauge hierarchy problem, explained below. 

Other reasons to look for extensions to the Standard Model are mentioned as well. 
Simply put, the fact that it describes such a multitude of observations, yet can be 
constructed from only a few principles, while at the same time being quite rigid in the 
kind of modifications that are allowed, suggests that the few aspects that do allow for 
arbitrary or not severely constrained modifications could in an extended theory also 
follow from underlying symmetries. 

2.3.1 Naturalness 

An effective theory with respect to a scale A is said to be 'natural' if the values of 
its free parameters are not sensitive to the physics on distance scales smaller than 
A. Unfortunately, the Standard Model ceases to be natural for the description of 
processes with energies larger than around 1 TeV [22, 23J. The reason is the large 
difference between the electroweak breaking scale and the Planck scale. 

The electroweak breaking scale is of the order of v IX mH (/1), with /1 «A. mH (/1) 
multiplies a renormalizable term in the effective Lagrangian, and depends in some 
complicated way on all fields of energies /1' with /1 < /1' < A, but depends on the 
physics beyond A only through the values of the couplings and masses mH(A), A(A), 
g(A), mq(A), etc., up to effects of order A-I. Similarly, the value of mH(A) only 
depends on the physics beyond A. 

The leading corrections to mH (or in fact to the mass parameter of any scalar field) 
are of the form 

m't-(/1) = m't-(A) + A2(CIA(A) + ... ) 
Dividing (2.7) by A2 , we get 

(2.7) 
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The Ci depend on the physics between tL and A in some complicated way, whereas 
the dimensionless term mt (1\l/1\2 depends only on the physics beyond the scale A. 
The requirement that the first and the second term cancel to 26 orders of magnitude 
therefore amounts to a "conspiracy" between the low and high energy physics. This is 
deemed "unnatural", because we expect the physics at large distances to follow from 
the physics at small distances, and not the other way around. 

This does not mean that any small parameter is unnatural. If there exists some 
approximate symmetry, forming a group with all other symmetries in the theory, 
that becomes exact (at the quantum level) if some parameter a approaches zero, 
all corrections to a must necessarily be proportional to a itself. In that case no 
cancellations are necessary (because there really is a "conspiracy"). 

One could hope that there is such an approximate symmetry protecting m H. However, 
the only symmetry consistent with gauge symmetry is a symmetry under transforma­
tions 

<I>(x) ---+ <I>(x) + O(x) 

which would imply that the Higgs field is an unphysical degree of freedom, since a 
gauge can be chosen in which it vanished at each point in space-time. 

Therefore, the Standard Model with mH ,~ A is 'unnatural' and one speaks here of 
the gange hierarchy problem, The unnaturalness of the Standard Model is therefore 
a hint that it will be modified at a scale that is much lower than MPlanck, not more 
than an order of magnitude larger than v [23]. 
Experimental constraints favor a light Higgs mass, which leads to a relatively light 
scale of new physics. However, electroweak precision measurements match the Stan­
dard Model very well and therefore seem to favor a large scale for any new physics 
that modifies the relevant low-energy observables, Therefore, the new physics has 
to be weakly coupled and affect the low-energy observables only through radiative 
corrections, 

An attractive way of modifying the Standard Model is by embedding the gauge group 
in one simple gauge group. However, in general these models introduce other gauge 
hierarchies. Such extensions are detailed in the next section. 

Another theory, in which the gauge hierarchy arises naturally, is the Randall-Sundrum 
model, on which limits are presented in this thesis, and which is discussed at the end 
of this chapter. This model postulates an extra space dimension, where the apparent 
relative weakness of gravity is caused by the fact that it propagates in a larger space 
than the gauge fields. 

In theories with super-symmetry an extra (hidden) symmetry between fermions and 
bosons forces the higher order contributions to mH to vanish exactly (up to super­
symmetry breaking terms), so that mH(j1.) = mH(A). While super-symmetry is the 
most popular extension of the Standard Model, it will not be discussed further because 
it is not directly relevant for the searches presented here. 
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Figure 2.4: Evolution of the inverse of the three coupling constants in the Standard 
Model, where al,2,3 are the electromagnetic, weak and strong couplings respectively. 
The width of the lines represent the error in the coupling constants. The evolution 
of the couplings was calculated to second order [24]. 

In 'little Higgs' theories, also described in more detail later, the Higgs particle arises 
as a pseudo Nambu-Goldstone boson associated with a spontaneously broken global 
symmetry, so that its mass is protected and the hierarchy is no longer unnatural. 

2.3.2 Extended Gauge groups 

Motivation 

The motivation for an extended gauge group is twofold. 

First, if one follows the renormalization flow towards higher energies there is an energy 
A GUT rv 1015 GeV at which all three effective coupling constants are nearly (but not 
quite) equal; see figure 2.4. That they do so rather than cross at entirely different 
scales, or not at all, can be seen as a hint that at AGUT the three forces combine into 
one force with one coupling strength, corresponding to one gauge group G which is 
broken down to U(l) x SU(2) x SU(3) below A GUT , analogously to the way QED fits 
into the electroweak part of the Standard Model. Gravity becomes strongly coupled 
at the Planck energy, which is 'only' 2 - 3 orders of magnitude larger than A GUT ' 

Secondly, the way in which U(l) x SU(2) x SU(3) can be embedded in larger simple 
groups provides additional relations between the different representations under the 
subgroups and can therefore be said to 'explain' these relations, which appear to be 
'coincidental' in the Standard Model. I will sketch how this works. 

U(l) x SU(2) x SU(3) has a so-called 'normal' subgroup that acts trivially on all fields 
in the Standard Model. It is isomorphic to Z/6 (the integers modulo 6), so that the 
smallest symmetry group of the Standard Model is in fact U(l) x SU(2) x SU(3)/(Z/6). 
This group has the nice property that it is in fact isomorphic to a subgroup of SU(5) 
which has a representation as matrices that can be written as 
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where 9 is 3 x 3 and h is 2 x 2 (see, for instance, [25]). One might call it S(U(2) x U(3)). 
This formulation suggests that the 'true' gauge group of the Standard Model is SU(5). 
In fact, it was shown by Georgi and Glashow [2] that SU(5) is the smallest suitable 
Lie group in which the Standard Model group fits. The only other group that allows 
complex representations, which are needed for chiral fermions, is SU(3) x SU(3), but 
this group cannot accommodate representations with relatively 'fractional' charges, 
needed for the quarks to have multiples of 1/3 of the electron charge. 

The Georgi-Glashow SU(5) model 

While the simplest SU(5) model, the Georgi-Glashow model, is ruled out by experi­
ment, it serves as a good example of a Grand Unified Theory (GUT). One can write 
down an SU(5) gauge theory in the manner indicated in the previous section. One 5 
and one 10 dimensional chiral representation together with their duals suffice for all 
fermions and their anti-particles in one generation: 

0 fY u9 u r dr 

-r -u 0 ub u9 d9 

(dr ,d9,db,e+,v)R, -u9 -b -u 0 ub db 
_u r -u9 _ub 0 e+ 

_dr -d9 -db -e+ 0 L 

Nice features of this theory are that it automatically gives an explanation for the fact 
that the quarks have an electric charge of 1/3 relative to the leptons, since this follows 
directly from the fact that the trace over the 5-dimensional representation must be 
zero. The theory is also anomaly-free, and does not need new fermions. 

In addition to the Higgs field, one has to introduce extra scalar fields analogous 
to the Higgs field which acquire a vacuum expectation value that breaks SU(5) ----> 

U(l) x SU(2) x SU(3)/(Z/6) at some energy scale ACUT. The new gauge bosons, 
which correspond to the broken part of S"[(5), thereby acquire a mass of the order of 
ACUT. 

There will be 52 - 1 gauge bosons, (32 - 1) + (22 - 1) + (1) of which are identified 
with the 8 gluons, 3 weak bosons and the photon respectively. The other half are new 
predicted gauge bosons which mediate diquark and lepton-quark interactions because 
they transform both under the adjoints of SU(2) x U(l) and SU(3). 

These kind of processes lead to baryon (B) and lepton (L) number violation, which 
were 'accidental' symmetries in the Standard Model, in the sense that they are broken 
only by non-renormalizable interactions. A consequence of this is that the SU(5) 
model predicts a finite proton lifetime of [26] 
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1 mi 
Tp ~ -2---5-

(X(S) mp 

where (X(5) is the SU(5) coupling constant and mx is the mass of the gauge bosons 
of the broken part, proportional to the SU(5) breaking scale. The experimental limit 
Tp 2: 1033 years [16] gives mx 2: 1020 GeV. However, for reasons outlined above, the 
GUT scale should be smaller than the Planck scale MPlanck "'" 1.2.1019 GeV. 

The theory also predicts a value of the ratio of the electromagnetic and weak nuclear 
force. This is found by requiring that at or above the unification scale ACUT' the 
theory is described by one coupling, which fixes the relative strength. The ratio at a 
lower energy is then found by renormalizing the GUT values. It turns out that the 
predicted value is ruled out by(but quite close to) the measured one (sin e~ "'" 0.21 
vs. the measured value of 0.23120(5) ). 

Larger groups 

It is clear that the Georgi-Glashow model is therefore experimentally excluded. In 
addition, the theory still suffers from an explicit large hierarchy mx 2: 1012 mw, 
which means that this theory is unnatural, like the Standard Model itself. Moreover, 
it does not include a right-handed neutrino, the existence of which is indicated by the 
observation of neutrino mixing. Arguably, another deficit is that two representations 
are needed to fit all the particles, rather than one. 

For these reasons, when conceiving of GUTs one is forced to consider larger gauge 
groups. These larger groups necessarily introduce representations with new fermions. 
Moreover, any such further enlarged gauge symmetry introduces additional neutral 
massive gauge bosons in addition to the Z. 

For instance, the next larger interesting group is SO(10). There, all fermions of a gen­
eration plus a right-handed neutrino fit in one irreducible 16 dimensional chiral spinor 
representation of SO(10). Because of the right-handed neutrino, neutrino masses can 
be accommodated in this theory. 

The new neutral gauge boson comes from the extra Abelian subgroup which fits into 
SO(10) besides the Standard Model group. This can be seen through the maximal 
subgroup decomposition SO(10) ::) SU(5) x U(l). The new U(l) symmetry corresponds 
to the conservation of baryon number minus lepton number, B - L. 
Even larger groups can be considered, which introduce more new gauge bosons and 
new 'exotic' fermions. For instance, super-string theories favor the exceptional group 
E6 which has a maximal decomposition E6 ::) SO(10) x U(1). The breaking pattern 

E6 --+ SO(10)xU(1),p --+ SU(5)xU(lhxU(1),p --+ SU(3)xSU(2)xU(1)yxU(lhxU(1),p 

gives rise to a physical Z' which is a mixture of the two new U(l) gauge bosons, 

Z'(e) = z,pcose' + Zxsine' 
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Commonly considered choices for the mixing angle 8' are 0, arctan J375 and 1r /2, 
called Z1j;, Z1J and Zx respectively. These models do require some extra fermions and 
need fine tuning to avoid the electroweak precision bounds. 

In the research presented in this thesis, only the phenomenology of the extra neutral 
gauge bosons is studied, not the effects of possible extra fermions. 

2.3.3 Generic U(l) extension 

Motivated by the above, one can also look at generic extensions of the Standard Model 
group with a new neutral spin-1 (gauge) boson. The new particle is generally called 
Z'. Free parameters7 are the Z' mass ]\.;1Z l, the angles which determine the mixing 
between the Z' and the Standard Model Z, and the gauge couplings of the extended 
gauge group. The generic Z' Lagrangian can then be written as [16] 

where F('), ]\.;1 Z(tl are the Z(,) field strength and mass, Cw and Sw are the cosine and 
sine of the weak mixing angle. The mass terms are assumed to be generated by a 
symmetry breaking mechanism, as in the Standard Model, with the term proportional 
to bM~zl due to scalar field condensates that are charged under both groups. 

The last ('kinetic mixing') term is only gauge invariant for the case that the extended 
gauge group is Abelian, since for non-Abelian extensions F~l/ is not gauge invariant 
by itself. The effect of this term is to change the Z - Z' mixing and the U(l)' charges 
of all fields [27]. However, in most analyses, as in the searches presented here, X is 
taken to be zero, even for Abelian extensions. 

The mixing angle between the Z and Z', 8z-z', is related to the entries of the mass 
matrix as 

2,)M'iz' 
tan2ez _z ' = +O(X) 

Mj~, - M~ 

The Z - Z' mixing has the effect of modifying Z-pole observables. Low-energy mea­
surements and electroweak precision measurements (discussed below) severely con­
strain mixing to be very small. 

The couplings to fermions are described by 15 new parameters in the theory corre­
sponding with the charges Zf under U(l)' , however, the charges must obey certain 
relations so that the U(l)' anomalies cancel (or in the case there are extra exotic 

7In theories with additional symmetries these parameters can be constrained, for instance in 
super-symmetric GUTs, super-gravity or theories motivated by string theory, but these will not be 
discussed here. 
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fermions that the U (1)' anomalies and the anomalies of the exotic fermions under the 
SM group cancel). Under mild assumptions it can then be shown that far above the 
Z mass the cross section for Z' production in p j5 collisions with a decay to two muons 
is given by [28] 

where Wu,d are the parts of the hadronic structure function which do not depend on 
any coupling, and 

contain all dependence on the Z' couplings to fermions, with gz being the U(l)' gauge 
coupling and Z f the fermion charges. 

Many anomaly-free solutions for the Z f exist. In [28], four classes of one-parameter 
solutions are found where the charge under the U(l)' is generation-independent. 

One solution is the U(l)B-L model, where the fermion charges are proportional to 
B - L, baryon number minus lepton number. This symmetry occurs in the left-right 
symmetric models, which requires a right-handed neutrino for each generation, whose 
existence is indicated by neutrino mixing. If extra fermions are allowed, a larger class 
of one-parameter solutions exists for which the fermion charges are proportional to 
B - xL (where x is an unconstrained rational number). For these models, the Z - Z' 
mixing vanishes at tree-level, which is desirable because it avoids the constraints from 
electroweak precision data. 

For another one-parameter set of solutions, U(1)10+xg, the fermion charges commute 
with the representations of the SU(5) group; it can arise from the breaking pattern 
E6 -+ SU(5) x U(l).p x U(lh: mentioned above. The specific cases U(lh, U(l).p and 
U(l)7J correspond to x = -3,1, _1/2 respectively. 

Another set of solutions is U(l)d+xu, where the left-handed weak quark doublets are 
neutral under the new group, but the right-handed quark singlets carry a charge, with 
the ratio of the UR charge to the d R charge given by -x. 
Finally, the most general generation-independent solution with no extra fermions 
that are charged under the SM group is U(l)Q+xu, where the charges are a linear 
combination of the hypercharge Y and B - L. 
A model that is often used as a 'benchmark' in searches is the so-called Standard 
Model-like Z' model or sequential Standard Model (SSM) Z', for which the couplings 
of the Z' to the Standard Model fermions are identical to those of the Z boson. This 
is an ad-hoc model; the extension is not, by it self, gauge invariant8 , and is used 
mainly for reasons of convenience. However, it can be used as a starting point for 
model-independent limit setting, which is what is done here. 

8There are models with extra dimensions in which a sequential Z' arises as a resonance of the 
Standard Model Z [29]. 
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limit on Mz~s" (GeV /c2
) limit on Mz~ (GeV /c2 ) Experiment/author Type 

>850 >740 CDF [32] pp with Z' --t e+e-
>780 >640 D0[33] pp with Z' --t e+e-

>680 (not given) D0[34] p P with Z' --t /1+ /1-

>1305 >545 DELPHI [30] e+e-with Z' --t f J 
>1018 >680 OPAL [31] e+e-with Z' --t f J 
>1500 >781 Cheung [35] Combined electroweak precision 

Table 2.3: Present 95% confidence limits on the mass of a hypothetical heavy neutral 
vector boson [16]. 

Existing experimental constraints 

In general, any measurement of neutral currents is sensitive to the existence of a Z' 
through mixing and direct production. Generally speaking there are two ways in 
which the Z' can be constrained: indirectly, by fits to electroweak precision data, and 
directly, by a search for production and decay. The limits are summarized in table 
2.3. 

Above the Z resonance, but with Vs < MZ', strong indirect constraints on the exis­
tence of a Z' arise through measurements of asymmetries and leptonic and hadronic 
cross sections. The strongest of such constraints comes from the Large Electron­
Positron (LEP) Collider, with the best limit on the mass of a hypothetical Standard 
Model-like Z' (Mz, ) coming from a Delphi analysis at Vs = 130 - 207 GeV [30]. SSM 
The most stringent constraint on Z - Z' mixing comes from electroweak precision fits 
at OPAL [31] at 

-0.00422 < eZ-Z~SM < 0.00091 

for a Standard Model-like Z'. 
The best limits on the direct production of a Z' with a large mass compared to 
Mz come from searches for dilepton resonances at the Tevatron proton-ant i-proton 
collider, of which the present analysis is an example. While the limits on MZ~SM from 
electroweak precision fits exclude a much larger range, this does not hold for general 
Z' models. As a comparison the limits on the mass of the aforementioned Z~ are 
given as well. 

2.3.4 Little Higgs 

A special class of theories with larger symmetry groups are the little Higgs models 
[36]. Here, the symmetry groups and breaking pattern are chosen in a special way to 
protect the gauge hierarchy. In these models the Higgs particle is a pseudo-Nambu­
Goldstone boson associated with a continuous global symmetry that is broken at a 
scale As "-' 10-30 TeV. Its mass is protected because it is proportional to the breaking 
scale of this global symmetry. The radiative corrections to mH by Standard Model 
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particles are cancelled by new particles with masses'" 1- 3 TeV that contribute with 
an opposite sign at the I-loop leveL 

The "littlest" Higgs model [37] is the simplest example of such a theory. It has a 
continuous global symmetry group SU(5), and a [SU(2) x U(I)]l x [SU(2) x U(I)b 
gauge symmetry group which is a subgroup of the global symmetry group SU(5). 

At the scale As, the SU(5) multiplet 2; acquires a non-zero vacuum expectation value 

2;0 ex f . 
( IT 

1 IT) 

where IT is the 2 x 2 identity matrix. The vacuum expectation value f is related 
to the breaking scale as As '" 47r f. This breaks the global symmetry group SU(5) 
down to SO(5), which results in 14 new particle degrees of freedom. Under the SM 
electroweak group these transform as a real singlet, a real triplet, a complex doublet 
and a complex triplet. 

The 4 degrees of freedom in the real singlet and the real triplet become the 
longitudinal components of the gauge bosons associated with the broken part of the 
full gauge group, which thereby acquire a mass M '" gf '" 1 - 3 TeV (where g is the 
gauge coupling strength).This breaks the gauge group 
[SU(2) x U(I)]l x [SU(2) X U(I)]2 to the diagonal subgroup SU(2)L x U(I)y, which 
is the Standard Model electroweak gauge group. 

The gauge and Yukawa couplings that break the SO(5) symmetry induce a potential 
of the form of equation (2.4) for the remaining pseudo-Nambu-Goldstone bosons. The 
neutral part of the complex doublet gets a non-zero vacuum expectation value v which 
results in the electroweak symmetry breaking. 

In addition, a new set of heavy fermions is introduced which have their couplings 
chosen such that their quadratic corrections to the Higgs mass cancel those of the 
top/ anti-top quarks. 

One (or in some little Higgs models, two) of the new heavy gauge bosons is a new 
neutral massive gauge boson, Le., a Z', associated with the extra SU(2) or U(I) gauge 
groups; there is also a W', associated with the broken part of the subgroup. The Z' 
couples left-handedly and universally to all Standard Model fermions with a coupling 
strength gv = -gA '" ~ cot (j T3, where (j is a mixing angle and T3 is the charge under 
the new group. The production cross-section through a Drell-Yan process is then 
proportional to the partial width 

f(qq' ---+ Z') = £ (g~ + g~) MZ' ex cot2 (j 
127r 

Figure 2.5 shows the dependence of the branching ratios on the mixing angle [38]. For 
cot (j ~ 0.5 the branching ratio to leptons is nearly independent of cot e. For cot e ;s 
0.5 the BR to fermion-anti-fermion pairs drops sharply and other decay channels 
dominate. 
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Figure 2.5: Branching ratios of the Z' into SM particles in the littlest Higgs scenario, 
as a function of cot e, neglecting final-state mass effects [38]. 

2.3.5 Extra dimensions 

A different approach is taken by a number of models with extra (space) dimensions. 
The primary motivation for this approach is again to resolve or hide the gauge hier­
archy. 

The central idea is that gravity appears to be weak (i.e., the Planck mass appears 
to be large) because there exist one or more extra space dimensions in which only 
gravity propagates, i.e. gravity waves propagate in a (3 + n) dimensional space but 
the Standard Model fields are localized on a 3 dimensional surface in the full 3 + n 
dimensional space9 . 

In the models discussed here, the extra space dimensions are very small compared 
to the 4 normal dimensions, so that the effective strength of gravity at macroscopic 
scales can remain unmodified. 

Large extra dimensions 

The first proposal [39, 40] that exploits this effect, was the theory of large extra 
dimensions or the ADD-model lo . Here, the n 2 1 extra dimensions are chosen to be 
compactified to a finite volume, and the 4 dimensional metric does not depend on the 
extra coordinates. This means the Einstein-Hilbert action in 4 + n dimensions, 

- - 1 

(where lvl4+n is the (reduced) 4+n-dimensional Planck mass (M4+n = M4+n/ (87r) 2+n ), 

g4+n is the determinant of the 4 + n -dimensional Lorentz metric and R is the scalar 

gIn the minimal models discussed here; more generally, they may propagate in all dimensions but 
be suppressed outside the 3 dimensional surface to satisfy experimental contraints. 

lONo limits are derived for this model in this thesis, but it is summarized here by way of introduc­
tion. 
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curvature) gives rise to an effective action for the 4-dimensional gravity field 9 of the 
form 

where the integral over the extra dimensional coordinates yl...n has simply become the 
volume of the extra dimensions, Vn . From this, one can concludell that the Planck 
mass in 4 dimensions, M p1 is related to the one in 4 + n as 

- 2 - 2+n 
Mpl = VnM4+n 

Therefore, the true Planck scale M4+n can be of the order of the electroweak scale 
mH ,...., 1 TeV if the volume of the extra space is large enough. For compactification 
on a torus so that Vn = (27r R)n where R is the radius of the extra dimension, one 
gets 

For n = 2 and M4+n ,...., 1 TeV this works out to R ,...., 1 mm which is just excluded 
by (among others) direct measurements of gravity; for n > 2 the size of the extra 
dimensions is too small to be detected by precision gravity experiments. For a review 
of direct measurements, see [42]. 

Although the gauge hierarchy has apparently disappeared from the theory, requiring 
that M4+n ,...., 1 TeV does give rise to a new hierarchy, namely that Vn- 1 « M 4+n . 
This hierarchy has to be stabilized in some way, but this would supposedly rely on 
some dynamical theory of quantum gravity. 

Warped extra dimensions 

Another approach is taken by the Randall-Sundrum (RS) model [43], where the ge­
ometry of the extra dimensions is chosen such that no new hierarchy arises. The 
extra dimensions are compactified to an 8d'3'.2 orbifold, i.e., a circle with opposite 
points identified. The fixed points of '3'.2 on 8 1 are the location of branes with equal 
but opposite tension; the Standard Model fields are localized on the negative tension 
brane, whereas gravity is localized on the 'hidden' positive tension brane. The solu­
tion of the Einstein equations in vacuum gives the following solution for the metric 
describing the space, 

(2.8) 

with y E [0, 7r R], the Standard Model brane located at the y = 7r R and the other at 
y = O. The curvature of this 5-dimensional space is R5 = -20k2, i.e., it has constant 
negative curvature; such spaces are called "Anti-deSitter" spaces. Unlike in the ADD 
model, the 4-dimensional metric depends on the extra coordinate y. 

11 [41 J presents a physical and more intuitive derivation using Gauss' law for gravitation. 
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The action for the Higgs potential (see (2.4)) in 5 dimensions, after integrating over 
the y-coordinate, looks like 

where v is the vacuum expectation value of the Higgs field. Rewriting this in the 
canonical form by substituting H ---+ e7rkR h we get 

The effective value of the Higgs v.e.v. for the 4-dimensional theory is then Vi 

e-7rkRv. The effective 4-dimensional Planck scale Mp1 is related to the true 5-
dimensional Planck scale M5 as 

This means that large hierarchies can be avoided, i.e., 1 TeV ~ Mp1 ~ M5 ~ V ~ k if 

This has been shown to be a 'natural' hierarchy, which can be realized without fine­
tuning. Therefore, in the RS model the hierarchy problem truly disappears; all masses 
are of the order Mp1 , but on the Standard Model brane they appear to be ~ 1 TeV 
because they are scaled by a "warp" factor e-7rkR ~ ~. 

M p1 

The next question is what the effective 4D action for the 5-dimensional graviton looks 
like. Although the graviton is described by a 5D massless spin-2 field, qualitatively 
the effective 4D action is similar to that of a 5D massless scalar [44]. The action for 
such a field is 

Because in the 5th coordinate y the field is constrained by the geometry of the extra 
dimension to be periodic, using Fourier decomposition the y-dependence of <I> can 
be written in terms of an orthonormal basis of periodic functions Xn(Y) as <I> = 
l:n Xn(Y)4Jn(x) with Jo7rR 

dy XnXm = 6nm · 
The equations of motion for the fields Xn(Y) derived from this action can then be 
written as 

which have a solution in terms of the Bessel functions J2 , }2, with 

(2.9) 
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where Xn is the n-th zero of the Bessel function J l , J l (xn) = 0, Xn = 0,3.38,7.02 ... 
The effective 4D action for the fields ¢n is then 

J dx4~ L (f}!1¢f}~¢ - m;¢2) 
n 

Thus, this theory describes one massless scalar field ¢o and an infinite number of 
massive scalar fields ¢n. From equation (2.9) we see that the masses mn are also of 
the order of '" 1 TeV. 

These scalar fields are the analogues of the RS gravitons e[n]; the massless graviton 
e[O] is the normal graviton that mediates gravity and the rest are massive spin-2 
resonances. The theory has 2 free parameters; these are usually taken to be the mass 
of the lightest massive graviton, Mell] and M_k • 

PI 

A realization of the RS model in string theory restricts the value of M_k to be greater 
PI 

than 0.01 (see [45]). Requiring the curvature of the extra dimension to be less than 
the 5-dimensional Planck scale restricts Mk to be less than ~ 0.1 (see [46, 47]). 

PI 

The width of the n-th resonance is given by 

where p is a constant that only depends on the number of decay channels that are 
open. 

For Mk less than 0.1 the lightest massive resonance has a width of not more than a 
PI 

couple of GeV. 

The RS graviton fields h~] interact with the Standard Model fields by coupling to 
the energy-momentum tensor, 

At the Tevatron, the resonances are produced through qq ---+ e[n] and gg ---+ e[n] and 
can decay to e[n] ---+ fI+fI-, gg, ii, qq. Discovering and measuring the properties of 
the first resonance e[l] would allow the determination of all parameters in the model 
[45]. 

Existing experimental constraints 

The most stringent constraint on the presence of a RS graviton comes from a direct 
search at D0 with 1 fb- l of data in the combined e+e- and ii channels [48], which 
excludes a massive graviton with Mell] < 300 GeV jc2 for M_k = 0.01 and Meil] < 

PI 

900 GeV j c2 for M_k = 0.1. 
PI 



Chapter 3 

Experimental Setup 

3.1 Tevatron 

The Fermilab Tevatron Collider is the highest energy collider currently in operation. 
The first large scale super-conducting synchrotron, it was commissioned in 1983 in 
proton-only fixed target mode, but since 1985 it operates as a proton-anti-proton (p p) 
collider. The first physics run ("Run 0") took place between 1988 and 1989 with only 
one of the currently two detectors in operation, namely CDF ("Collider Detector at 
Fermilab"). The D0 detector started taking data in Run I of the Tevatron, which 
took place between 1992-1996. During this period of data-taking the center-of-mass 
energy was 1.8 TeV and the total integrated luminosity recorded by each experiment 
was 120 pb -1. After a five year shutdown, during which the accelerator chain and both 
detectors were upgraded, the Tevatron resumed operation and data-taking in early 
2001 at a center-of-mass energy which was approximately 9% higher compared to that 
of Run I. Both beams now have an energy of 980 GeV, resulting in a center-of-mass 
energy of yS = 1.96 TeV for Run II. The numbers of bunches of protons and anti­
protons used in the Tevatron were increased from 6 to 36 and the beam intensities were 
much higher than in Run I. This led to considerably higher instantaneous luminosities. 
Run II began in early 2001 and is split into two parts, Run IIa and Run IIb. Run IIa 
finished in April 2006, and all data used in this thesis were collected during this run. 
Both detectors were upgraded to operate at the higher instantaneous luminosities 
expected in Run lIb, which began in June 2006. 

Figure 3.1 shows the peak instantaneous luminosity achieved during Run IIa and 
the beginning of Run lIb up till autumn 2007; figure 3.2 shows the weekly and run 
integrated luminosity. 

A chain of accelerators perform proton and anti-proton production, pre-acceleration, 
accumulation and storage. Figure 3.3 shows a schematic overview of the accelerator 
chain. An overview of the (anti- ) proton production and acceleration processes will be 
given in the following sections. A more detailed description can be found in [50]. 

The final acceleration takes place in the Tevatron, which is a circular super-conducting 
magnet synchrotron with a radius of about 1 km that accelerates protons and anti-
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Figure 3.1: Peak instantaneous luminosity (i.e. the luminosity at the beginning of a 
store) delivered by the Tevatron during Run IIa and the beginning of Run IIb [49J 
and the same averaged over 20 stores. 
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Figure 3.3: The Fermilab accelerator chain. 
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protons from 150 to 980 GeV. The 4.2 Tesla dipole and quadrupole magnets are cooled 
to 4.6 Kelvin with liquid helium. During physics data taking there are 36 bunches 
of protons and 36 bunches of anti-protons going around the ring, arranged into three 
'super-bunches' respectively, consisting of 12 bunches each. Within a super-bunch, 
the bunches are spaced 396 ns apart. The beams are accelerated to 980 GeV each in 
the same beam pipe, but in opposite directions, and are brought to collision at two 
designated points in the accelerator, called BO and D0, which are the locations of the 
CDF and D0 detectors respectively 

The Tevatron Collider is located on the Fermilab site in the west suburbs of Chicago, 
Illinois. 

3.1.1 Proton Source 

The pre-accelerator produces negatively-charged hydrogen ions (H-) and boosts them 
to an energy of 750 keY for insertion into the linac. H- ions are easily produced 
with a surface plasma source (SPS). SPS devices [51] produce H- ions through the 
interaction of plasmas, consisting of protons, ionized hydrogen molecules, or heavier 
positive ions, with cathode surfaces containing absorbed hydrogen atoms. H- ions 
are pulled through the plasma from the cathode to the anode for collection. The 
magnetron source used at the Tevatron is a particular type of SPS . 

Before insertion into the linac, the H- ions are accelerated to 750 keY with a Cockcroft-
Walton type generator [52]. This is a device which charges capacitors in parallel using 
an AC voltage source, and then discharges them in series through the use of diodes. 

The Linac [53] is a two-stage linear accelerator, which accelerates the 750 keY H- ions 
up to 400 MeV. The first stage, which was part of the original 200 MeV Linac (built 
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in 1971), accelerates the ions to 116 MeV. The second stage, a more modern, side­
coupled accelerator that replaced the high energy portion of the original accelerator 
in 1993, accelerates the ions up to 400 MeV. 

From the Linac, the ions can go to one of three destinations: two are dump lines that 
allow for measurements of either the momentum spread or the transverse emittance, 
and the third line goes to the Booster [54]. 
The Booster is the first synchrotron that the particles encounter, consisting of a 
sequence of dipole and quadrupole magnets and 17 RF cavities in a 151 meter circle 
that accelerate particles from 400 MeV to 8 GeV. Injection is done via a multi­
turn charge-exchange injection [55], which is the reason that H- ions are used in the 
beginning of the accelerator chain. After debunching the H- ions from the Linac to 
minimize their momentum spread, the H- beam is merged over multiple turns with 
the proton beam that is already in the booster, and the electrons are stripped by a 
carbon foil. 

The second synchrotron is the Main Injector [56], a ring of 3.3 km circumference with 
20 RF cavities for particle acceleration and a series of dipole and quadrupole magnets 
for beam focusing and steering. The Main Injector not only accelerates protons from 
the booster (or anti-protons from the anti-proton source) from 8 GeV to 150 GeV for 
injection into the Tevatron, but it also accelerates protons to 120 GeV for use by the 
anti-proton source in creating 8 GeV anti-protons. The Main Injector also has uses 
for neutrino experiments, but these will not be discussed here. 

During normal collider operations, at first the protons from the Booster are transferred 
to the Main Injector. Seven of the 84 8 GeV bunches of the Booster are transferred 
in a single batch to the Main Injector, accelerated to 150 GeV and then coalesced 
into a single super-bunch. This super-bunch is transferred to the Tevatron and the 
process is repeated until 36 proton bunches have been transferred to the Tevatron. 
Then 8 GeV anti-protons are transferred from the anti-proton source to the Main 
Injector. Four groups of anti-protons are transferred at a time, each group containing 
several bunches. These groups are coalesced into 4 bunches, accelerated to 150 GeV, 
and transferred to the Tevatron. This is done 9 times for a total of 36 anti-proton 
bunches. 

3.1.2 Anti-proton source 

For anti-proton production [57], a full batch of 84 proton bunches is accelerated to 
120 GeV in the Main Injector. This beam is diverted to a nickel target, producing 
a shower of secondary particles. A dipole magnet acts on the resulting particles, 
bending the negative particles which have energies of 8 GeV into another line. At 
this point, the momentum spread is large. It is necessary to reduce this momentum 
spread prior to injection into the Tevatron. This is done through bunch rotation and 
adiabatic debunching in the Debuncher, a triangular 8 GeV synchrotron. From there, 
the anti-protons are 'stacked' in the Accumulator, another 8 GeV synchrotron. 

They are placed in an orbit which is '" 80 mm outside the orbit of anti-protons that 
may already exist in the Accumulator, captured in 84 bunches, moved to the end of an 
existing stack and slowed down through stochastic cooling (where the displacement or 
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energy difference of an ensemble of particles relative to the ideal orbit is "picked up" 
at one point in the ring, amplified and corrected by fast electric pulses in a "kicker" 
at another point in a negative feedback loop) until all bunches are in the same orbit 
as the original stack. This process takes about 30 minutes and is repeated until the 
desired anti-proton stack in the Accumulator is achieved. 

The stacking efficiency of the Accumulator depends on the amount of already stacked 
anti-protons. Therefore some fraction of the particles are transferred to the Recycler 
[58], which was designed to store anti-protons. The Recycler has no special features 
except that it uses mostly permanent magnets. It stores anti-protons from the Accu­
mulator to allow a higher production and stack rate in the latter, and is located along 
the ceiling of the tunnel of the Main Injector. The Recycler cools the anti-protons 
stochastically, similarly to the Accumulator, until the intensity reaches 200 x 1010 anti­
protons in the Recycler. At this point, stochastic cooling is inefficient and electron 
cooling is used to further cool the anti-protons. This works by transferring momen­
tum from the anti-protons to relatively "cooler" electrons, which are driven at the 
same energy as the anti-protons and injected in a very concentrated beam on top of 
the anti-protons. The anti-protons transfer momentum to the electrons, giving cooled 
anti-proton bunches. The electron beam is removed when cooling is complete. The 
Recycler stores anti-protons until needed for injection into the Tevatron. 

Only after the transfer of the 36 proton bunches from the Main Injector to the Teva­
tron main ring are the anti-protons transferred; first from the Accumulator and the 
Recycler to the Main Injector and then after acceleration to 150 GeV, to the Teva­
tron. The reason for transferring the anti-protons after the protons is to keep the 
anti-protons safe as long as possible, because of the significantly larger operating 
expense to produce anti-protons compared to the more simple proton acceleration. 
As soon as all 36 anti-proton bunches are in the Tevatron beam pipe, the energy is 
increased to 980 GeV per particle during normal operations. The 36 proton and 36 
anti-proton bunches are grouped in three superbunches with a 7 ILS separation. The 
bunch to bunch separation time is 396 ns. A proton bunch contains about 2.4 x lOll 
protons, the anti-proton bunch about 2 to 5 times less, depending on the number of 
available anti-protons - the number of particles per bunch is limited because of the 
repelling electric forces between them. The rms bunch length is a = 37 cm. The 
beams are normally stored for up to 36 hours. 

After acceleration, the low-beta magnets (see figure 3.4 for their position relative to 
the D0 detector) are ramped up, focusing the proton and anti-proton beams into the 
interaction zones in the D0 and CDF detectors. The electric fields are then removed 
from the separators near the collision halls, allowing collisions to occur. 

As the beams are brought into collision, the beam halo must be reduced to avoid 
damage to detectors near the beam and also to reduce background. This is done with 
scrapers, which are simply steel blocks placed very near the beam to remove halo 
particles through interaction. A second block is used, slightly farther away from the 
beam, to block particles that are created through interaction of beam halo with the 
first block. After scraping is complete, luminosity monitoring and physics data taking 
begins. 

During a store, the beam intensity and therefore the luminosity drops exponentially, 
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since the particle loss rate is approximately proportional to the particle flux. The old 
beams are dumped if the Tevatron luminosity drops below 1031 cm-2s-1 or as soon 
as enough anti-protons are stacked in the Accumulator or Recycler. 

Alternatively, the beam circulation can be stopped unintentionally if a magnet quenches. 
A quench is the local break-down of superconductivity in a magnet coil, triggered by, 
e.g., a temperature fluctuation of the liquid helium coolant. This can result in an 
accidental particle loss; the magnetic field in the quenched magnet will break down. 
Since this is in general slow compared to the circulation frequency, the beams can be 
dumped in time to avoid further damage. An unnoticed change of the beam orbit can 
result in the quenching of a large number of magnets. During '01 -' 03 the average 
number of quenches per month was about 15; in '04 -' 06 this number dropped to 
around 7. The typical recovery time is a few hours. 

3.2 The D0 Detector 

The D0 detector [59] (figure 3.4) is a multipurpose detector designed to detect parti­
cles arising from proton-ant i-proton collisions occurring at the D0 intersection point 
of the Tevatron. It operates with an average data-taking efficiency of around 85% 
(see figure 3.5). 

Its outer dimensions are 20 x 12 x 12 meters and it weighs about 5500 tons. It has 
a symmetric design of concentric sub-detectors centered around the collision point. 
The innermost detector is the central tracking system which consists of a silicon 
microstrip tracker (SMT) and central fiber tracker (CFT). A 2 Tesla solenoid provides 
a field which allows determination of the momentum of charged particles through the 
bending radius of their reconstructed tracks. The central tracking system is enveloped 
by a sampling calorimeter. Outside the calorimeter are the muon spectrometers with 
a toroid magnet. The sub-detectors are described in more detail in the following 
sections. 

Coordinate System 

The three-momenta of particles or jets reconstructed in the detector are usually de­
scribed in a Cartesian coordinate system oriented with the "z"-axis pointing along 
the proton beam, the "y"-axis pointing vertically upwards and the "x"-axis pointing 
horizontally away from the center of the Tevatron ring. Alternatively, cylindrical co­
ordinates are used with the symbols ¢ and e denoting the azimuthal and polar angles 
respectively, with ¢ = 0 pointing along the x-axis and e = 0 pointing along the beam 
pipe in the +z direction. If the coordinate system is centered at the center of the 
detector one speaks of "detector" coordinates, while if they are centered at the hard 
interaction (primary) vertex one speaks of "physics" coordinates. 

A useful parameter for physics analyses is the pseudo-rapidity, 7], defined as 

e 
7] = -10g(tan(-2)) 
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Figure 3.5: Daily, lO-day and monthly data-taking efficiency for Run IIa (until April 
2006) and the beginning of Run IIb; the data used in this thesis were collected during 
Run IIa. The data-taking efficiency is defined as the ratio of the recorded luminosity 
to the delivered luminosity. 

which approaches the true rapidity y = ~ In ~~~: for high energies where the masses 
of particles become negligible and E ~ IPl. This is a convenient parameter for hadron 
colliders because the shapes of rapidity distributions are invariant under Lorentz 
boosts in the z-direction, and the longitudinal momentum of the initial partons in a 
hard scattering is not known. 

In addition, since the particle multiplicity is approximately constant as a function 
of the rapidity in the parton-parton c.o.m. frame, Ycm = -2

1 In ~ (i.e., in the ap-
X2 

proximation that on average the momentum fraction Xi carried by a hard-interacting 
parton is equal for protons and anti-protons) the multiplicity of high energy particles 
is approximately constant in lab-frame rapidity, too. 

Interaction region 

The interaction volume of the proton and anti-proton beams has an (approximately) 
ellipsoidal shape with a typical width in the X and Y directions ofax,y ~ 30 /.lm and a 
length in the z-direction of a z ~ 25 cm (consistent with a bunch length of ~ 37 cm). 
The position of the interaction region ellipsoid is not completely stable, because of 
changes of the beam optics due to maintenance or upgrades, or during stores, which 
can cause the interaction region to shift by distances on the order of 100 /.lm. 
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Figure 3.6: Luminosity detector with photo multiplier tubes. 

3.2.1 Trigger system 

Every second 1.7 million bunch crossings occur in the D0 detector, but the data of 
only around 50 of these can be written to tape. The data of one bunch crossing is 
called! an "event". Most collisions are elastic collisions or low-energy interactions 
(called minimum bias interactions), and the purpose of the trigger system is to filter 
these out and retain only data from hard interactions that are interesting in some 
way. 

The D0 detector uses three layers of triggering. The Level 1 trigger system must 
reduce the incoming rate of 1. 7 MHz down to a design output rate of 10 kHz, with 
3.311s of processing time per event. It is a hardware-based system because of the 
high input data rate it must handle and the tight timing required, and uses a reduced 
form of the detector readout, using only information from the luminosity system, the 
central fiber tracker, the calorimeter and the muon chambers. 

The Level 2 trigger system reduces the rate by a factor of 10 to 1 kHz. It is based 
on both special hardware and embedded microcontrollers. It uses the Levell results 
with the addition of data from the silicon microstrip detector. Since the L2 trigger 
system has more time to spend on the events than the L1 trigger on the events, it 
can implement more sophisticated algorithms and make more correlations between 
the detectors. 

The Level 3 trigger system generally reduces the accept rate to approximately 50 
Hz, which is written to tape, but the accept rate can increase to 100 Hz during high 
instantaneous luminosity times at the beginning of a store. The L3 trigger is software­
based, running on a computer farm, with access to the full information of the events 
and does partial reconstruction of the events with algorithms similar to those used 
offiine. 
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3.2.2 Luminosity monitors 

The Luminosity Monitor (LM) [60] is used to determine the luminosity (C) at the D0 
interaction point by detecting inelastic pp collisions2 . The luminosity detector consists 
of two arrays of 24 plastic scintillation counters and photo multiplier tubes (PMT). A 
schematic drawing of an array is shown in figure 3.6 (left). The location of the PMT 
is marked by solid dots. The luminosity detectors are located at z = ±140 cm, figure 
3.6 (right), between the silicon tracker and the forward calorimeter. The scintillation 
counters are 15 cm long and cover a pseudo-rapidity region of 2.7 ::; 1171 ::; 4.4. To 
detect an event of the elastic and inelastic scattering reference process, both luminosity 
detectors have to fire. Background from beam-halo is suppressed by requiring that 
the z-coordinate of the interaction vertex be within 100 cm of the detector center. 
The vertex z-coordinate Zvertex is calculated as Zvertex = cj2(C - t+), where t± is the 
time-of-flight measurement at the detectors at ±140 cm. 

The luminosity is measured over periods of '" 1 minute called "luminosity blocks"; 
the variation of the instantaneous luminosity during this short time can be neglected. 

The luminosity is calculated in the following way [61]. Expressed as 

C=~ 
E {Tine! 

where R is the event rate, E is the efficiency (including the geometric acceptance) 
of the LM and {Tinel is the inelastic cross-section as measured by other experiments. 
Since the LM can only determine whether at least one interaction occurred in a beam 
crossing, the average number of interactions per crossing is determined by counting 
the fraction of empty crossings instead, and assuming a Poisson distribution for the 
number of interactions in a given crossing. The inelastic cross-section used by D0 
and CDF is 60.7 ± 2.4 mb [62]. 

3.2.3 Central Tracking System 

The central tracking system measures the momentum, direction, and the sign of the 
electric charge for charged particles produced in a collision. A solenoid provides a 
nearly uniform 2 Tesla magnetic field parallel to the beam axis. Charged particles 
leave a pattern of localized charge deposits called "hits" in the layers of the track­
ing detectors, and these hits are used to reconstruct a curved trajectory called a 
"track". The curvature of the track is proportional to the electric charge divided by 
the transverse momentum. 

The central tracking system consists of the silicon microstrip tracker (SMT), the 
central fiber tracker (CFT), the solenoid, and the forward and central pre-showers. A 
cross section of the central tracking region is shown in figure 3.7. 

1 In some usages, an "event" may instead refer to the data of one hard scatter, with a bunch 
crossing having multiple "events". 

2The luminosity monitors are also used for selecting diffractive events. 
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Figure 3.7: Cross section of the central tracking region in the D0 detector. 
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The combined transverse momentum resolution is about (2 + 0.15pT )%, with PT in 
GeV. The impact parameter resolution in the r - ¢ plane is better than 15 p,m for 
tracks with apT> 10 GeV / c (at 7) = 0). 

Silicon microstrip tracker 

The silicon microstrip tracker (SMT) [63] is a silicon detector which uses reverse-biased 
p-n junctions to create a depletion zone in the silicon, with an electric field across. 
When a particle passes through the semiconductor material, electrons and holes are 
created which are quickly collected at the opposing electrodes. This provides a signal 
of the incidence of the particle, while the fact that the electrodes collecting the charges 
come in narrow strips ('microstrips') provide a spatial measurement. 

The SMT consists of three modules: six barrels (in the z-direction) instrumenting 
the central detector along the z-axis, twelve "F-disks" inserted vertically along the 
barrels and four "H-disks" covering the forward (17)1 2': 2) regions. Barrels primarily 
measure the r - ¢ direction, while disks m€msure the r - z and r - ¢ direction. 

The length of the barrel region is 76 cm, chosen because the length of the interaction 
region in z is (J = 25 cm. The SMT provides tracking and vertex reconstruction 
for almost the full 7) range of the calorimeter and muon detectors. A 3-dimensional 
drawing of the SMT is shown in figure 3.8. 

Barrels and disks have 300 p,m n-type silicon wafers onto which narrow p-type strips 
are implanted, with a pitch of 50 p,m. Some wafers have n+ -type strips on the reverse 
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Figure 3.8: The silicon microstrip tracker. 

side, stereoscopically aligned at 90° or 2° relative to the p-type strips to give a hit 
resolution along the z-axis of 35 f-Lm and 450 f-Lm, respectively. For this reason, the 
double-sided barrels also allow r - z measurements. The inner four barrels each have 
four double-sided layers, while the outer two barrels have 2 double-sided layers and 
2 single-sided layers. The layers are spaced to achieve an axial position resolution 
of rv 20 f-Lm. F-disks are made of twelve double-sided wedge detectors with strips 
aligned at stereo angles of ±15°. H-disks are made of 24 single-sided wedge detectors 
glued back-to-back with strips aligned with stereo angles at 7.5°. The H disks provide 
coverage out to 1771 < 3. 

There are almost 800,000 readout channels to the SMT. The signal to noise ratio is 
between 12 : 1 - 18 : 1, depending on the detector type. 

Central Fiber Tracker 

Surrounding the SMT is the CFT [64], which provides tracking in the region 1771 < 1.7. 
It consists of scintillating fibers on eight concentric cylinders from 20 to 52 cm from 
the beam pipe. The two innermost cylinders are 1.66 m long, while the outer six 
cylinders are 2.52 m long. The CFT has 77,000 readout channels. 

The fibers are arranged in overlapping layers of doublets of fibers. Each doublet 
consists of two layers that overlap by half a fiber width. This gives a track cluster 
resolution of 100 f-Lm per doublet layer. Each of the 8 cylinders has two doublet layers, 
with the outer doublet aligned at a stereo angle of ±3° . 

Charged particles passing through scintillating fibers cause the emission of light at 
340 nm through rapid fluorescence decay. To increase the mean free path length of 
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the resulting photons, fibers contain wave-shifting dye which absorb light at 340 nm 
and re-emit light at 530 nm. This increases the propagation length to 4 m, which 
is more than enough to travel to the end of the scintillating fiber. One end of the 
fiber is optically connected to a clear fiber waveguide, which carries the light to visible 
light photon counters (VLPCs) where photons are converted to electronic pulses. The 
other end of the scintillating fiber is coated with aluminum to reflect the light to the 
other end of the fiber. 

The operation of VLPCs is based on the phenomenon of impurity band conduction, 
occurring whcn a scm icon duct or is heavily doped with shallow donors or acceptors. 
The impurity atoms are then so close together that the electrical transport may occur 
by charges hopping from impurity site to impurity site. 

The VLPCs reside in cassettes partly placed in a liquid Helium cryostat located 
directly beneath the D0 detector and operate at a temperature of 9 K. The VLPCs 
have a fast response time, a quantum efficiency of greater than 75% and a high gain 
of 22,000 - 65,000. They are capable of detecting single photons: the doublet hit 
efficiency is over 99.0% for cosmic muon tracks, with an average light yield of 8 
photo-clectrons per MIP (minimally ionizing particle). 

One important feature of the CFT is its fast speed. Signals from the axial doublets 
are used for Levell triggering in the central track trigger (L1CTT). The L1CTT also 
sends the tracks it finds to the L1MUO system for matching to muon candidates and 
the L2STT for finding tracks using the SMT. 

Solenoid 

Momentum and charge sign measurements improved significantly in Run II with the 
addition of a highly uniform 2 T axial magnetic field [65]. This is maintained with a 
super-conducting solenoid surrounding the tracking region, fitting inside the central 
bore of the calorimeter. The solenoid is 2.73 m in length and l.42 m in diameter. This 
magnetic field is maintained with a large 4825 A current. The solenoid is constructed 
of two types of super-conducting high-purity aluminum stabilized multi-filamentary 
Cu-NbTi Rutherford cable maintained at 4.7 K in a cryostat. 

Preshower 

To compensate for the material in front of the calorimeters (i.e., the tracker, solenoid 
and supports), preshower detectors were installed outside of the central tracking sys­
tem. Their purpose is to aid electron and photon identification, by providing both 
extra tracking to match tracks with calorimeter showers and an energy measurement. 

Three layers of fibers make up the central pre-shower (CPS), with one layer parallel to 
the beam and the other two arranged at stereo angles of ±20°. The forward preshower 
(FPS) covers the range l.4 < 1771 < 2.5 and is mounted on the outer surface of the 
end calorimeter cryostat. It has two layers of scintillators at opposing stereo angles 
of 22°, a layer of lead with a thickness equivalent to 2 radiation lengths, and another 
two layers of scintillators with the same stereo angles. 
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Figure 3.9: Cut-out view of the D0 calorimeter. 

3.2.4 Calorimeter 

The calorimeter (figure 3.9) measures the energy from showers produced by particles 
that are absorbed in the calorimeter. The calorimeter [66] measures the energy, 
and aids with the identification primarily of electrons, photons, taus, and hadronic 
particles, all of which shower in the calorimeter. Muons with energies between 5 and 
100 GeV (see figure 3.10) are minimally ionizing particles and typically deposit an 
energy of 2 - 3 GeV along their track in the calorimeter. Neutrinos typically do not 
interact with the D0 detector at all. 

In the calorimeter, electrons and photons produce electromagnetic showers; due to 
interactions with matter, electrons emit photons in a process called Bremsstrahlung, 
and photons in turn produce electron-positron pairs. The electromagnetic shower 
reaches a maximum when the average electron energy approaches a critical energy 
below which electrons lose more energy by ionization than by bremsstrahlung, and 
when the photons no longer have enough energy for pair production. After the shower 
maximum, the shower decays exponentially. 

The thickness of detector materials is usually expressed in terms of the radiation 
length X o, which is the length for an electron to have its energy reduced by a factor 
of lie through radiation loss; the mean path photons travel before pair-producing 
electrons is approximately ~Xo[67]. 

Hadronic particles and jets also shower when interacting with matter, though the 
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Figure 3.10: Stopping power (=-(~~)) as a function of muon momentum for muons 
in copper [16]. 

shower progression is more complex [68]. The interaction length (.AA) or mean path 
between interactions that are not elastic or diffractive, provides a scale for the shower 
development. Hadron showers develop over a longer distance than electromagnetic 
showers, especially for high atomic number materials. The D0 calorimeter is a com­
pensating calorimeter, for which the hadron to electromagnetic signal ratio is close to 
one. 

The D0 calorimeter is divided into a central calorimeter (CC), which covers up to 
1771 < 1, and two end calorimeters (EC) extending all the way to 1771 ~ 4. The section of 
the calorimeter closest to the interaction region, known as the electromagnetic (EM) 
section, is designed to measure electromagnetic particles. The outer two sections are 
the fine hadronic (FH) and coarse hadronic (CH) sections. 

The D0 calorimeter consists of alternating layers of absorber plates (see figure 3.9), 
mainly made of uranium, and readout cells, with an active medium of liquid argon in 
the gaps between them. To achieve a similar energy response in each section of the 
calorimeter, different materials are used for absorber plates. The EM section uses 3-4 
mm thick depleted uranium plates with a total radiation length of about 20 Xo. The 
FH section uses 6 mm thick plates made of a uranium-niobium alloy. The CH section 
uses 46.5 mm copper plates in the CC and stainless steel plates of the same size in the 
EC. The calorimeter is located within a cryostat that maintains the temperature at 
80 K. The total thickness of the hadronic calorimeter is about six nuclear interaction 
lengths .AA in the CC and up to nine in the EC. 

The radiation length and the interaction length of the absorber plates is short, so 
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the particles are stopped in a relatively short distance. The liquid argon in between 
is ionized by charged particles passing through it and the charges are collected by a 
readout cell. 

Readout cells consists of copper readout pads covered in a resistive epoxy. An electric 
field is created between the absorber plate and the readout pad by holding the ab­
sorber plate at ground and holding the resistive surface of the pad at rv 1.6 keY. The 
gap between absorber and readout is 2.3 mm, and the maximum time for electrons 
to drift across this gap is approximately 450 ns; therefore the calorimeter readout is 
slow compared to the inner detectors. 

The segmentation of the readout layers into cells means that the location of the 
showers can be determined as well as their energy. The coverage for a readout cell in 
the CC is roughly tlTJ x tl¢ = 0.1 x 0.1, except in the third layer of the EM section 
(where the shower maximum for electrons and photons is expected to occur) which 
has cells with a coverage area of 0.05 x 0.05 for enhanced precision. 

The pseudo-rapidity region 0.8 < ITJI < 1.4 is not well covered due to gaps between 
the EC and CC sections of the calorimeter. To improve the energy resolution in 
this region, a single-layered scintillation detector is installed in the gap between the 
EC and CC cryostats. This detector is called the inter-cryostat detector (lCD). The 
segmentation is the same as in the liquid argon calorimeter. 

3.2.5 Muon system 

Muons deposit very little energy in the calorimeter, making them difficult to detect 
and identify there. A dedicated muon system is used, therefore, to identify muons, 
provide approximate locations, momenta, and charges of these muons, and allow for 
fast triggers based on the presence of high energy muons likely to have come from the 
interaction region. The muon system [69] is placed outside the calorimeter because all 
particles predicted by the standard model other than muons (except neutrinos) are 
typically absorbed in the D0 calorimeter. Muons with energies up to a few hundred 
GeV interact primarily through ionization rather than bremsstrahlung. Figure 3.10 
shows the energy loss for muons (in copper). A muon needs about 1.6 GeV of energy 
to exit the calorimeter [69]. 

The muon system was designed to detect the energy loss of muons as they pass 
through the detector. It is a spectrometer consisting of drift tubes and scintillators. 
The central and forward systems each have dedicated 1.9 Tesla toroidal magnets. The 
purpose of the magnets is to to measure the momentum of muon locally. They run 
at a lower current than in Run I as a cost-saving measure, because the momentum of 
muons is primarily measured in the central tracker now. Together with the iron in the 
shielding assemblies, the toroid also returns the magnetic field lines of the solenoid 
magnet. The average energy loss of a muon across the toroidal magnet is 1.7 GeV. 

The central region of the muon system covers up to hi < 1, while the forward regions 
cover 1 < ITJI < 2. Both regions have an A-layer of drift tubes and scintillators placed 
outside the calorimeter and inside the muon system toroids. Both regions also have 
B- and C-layer drift tubes and scintillators located outside the toroids. Figure 3.11 
shows the arrangement of the wire chambers and scintillators. Note that the bottom 
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Figure 3.11: Exploded view of the muon system wire chambers (top) and scintillators 
(bottom) [59]. 
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of the detector is not fully instrumented, because that is where the support structure 
for the detector is located. 

The purpose of the drift tubes is to accurately measure the position of the muons 
(and for triggering). Each drift tube has a wire running lengthwise down the center, 
held at a positive voltage with respect to the tube walls. Multiple drift tubes are 
arranged in larger chambers that contain one or more layers of tubes arranged side 
by side. The chamber contains a freely circulating gas, in which electrons are formed 
through ionization as a muon passes through it. These electrons move toward the 
sensing wires, causing further ionizations, and the resulting avalanche of electrons is 
detected by the electronics connected to the wire. 

The purpose of the scintillators is to have a fast readout for accurate timing, rejecting 
cosmics, matching wire chamber hits with bunch crossings, and for triggering as well. 
As charged particles pass through, the scintillating material in these detectors emit 
photons, which are carried by wavelength-shifting materials to photo multiplier tubes 
for detection. The PMTs send an electrical pulse to the muon scintillator front-end 
boards located in crates inside the detector, where it is used to determine the time that 
the muon passed through the scintillator. The signal is calibrated to be registered, 
on average, at 0 ns for a hit coming from the p j5 collision. 

The central scintillators are rectangular in shape, while the forward scintillators are 
trapezoidal in shape. Both have a ¢ segmentation of rv 4.5 0 and a time resolution of 
rv 2 ns. 

The drift tubes in the central region are housed in proportional drift tube (PDT) 
chambers, (see figure 3.12) while those in the forward regions have Mini Drift Tube 
(MDT) chambers. The Band C layers have three rows, or "decks", of cells each, 
while the A layer has four decks, except along the bottom of the detector, where it 
has three decks. Approximately 55% of the central detector is covered by three layers 
of PDTs, and 90% by at least two layers. The wires are arranged parallel to the 
toroidal magnetic field, which is in the y direction for the PDTs on the sides, and in 
the x direction for the top and bottom PDTs. 

The PDTs have a drift cell width of 10.1 cm and a maximum drift time of 500 ns 
while the MDTs have a cross section of only 9.4 x 9.4 mm2 and a maximum drift 
time of 60 ns. The PDTs use Ar (80%), CH4 (10%) and CF4 (10%) gas while the 
MDTs use only the latter two (90%, 10% respectively). 

For each muon hit, the drift chambers provide several measurements: first, the drift 
time to the anode wire, which gives the axial distance of the muon hit from the wire. 
Secondly, because neighboring cells are connected, the difference in the arrival time 
of the hit between a hit cell and a neighboring cell can be measured; this gives the 
approximate lengthwise position on the wire. The single cell hit resolution perpendic­
ular to the wire is about 1 mm. The central muon system has a momentum resolution 
of i7(p)/p = 0.36 (p - 3.1) / p EB 0.03 p (where the momentum p is in GeV) [70J and 
the forward muon system of rv 20%. 

The performance of the muon system is stable over time to about 1 %. Of the installed 
drift tubes, 98.6% (central) and 99.7% (forward) are active, for scintillators this is 
99.8% and 99.9% respectively 
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Figure 3.12: Central muon system PDTs. (a) shows the end view of the 3-deck (B 
and C-layer) extrusion. (b) shows the end view of the 4-deck (A -layer) extrusion. The 
figure below shows the end view of a single cell, including the cathode pad. 
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Figure 3.13: Central muon PDT readout pads viewed from above. 
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Additionally, in some cases the charge deposition on the inner and outer vernier pads 
can be measured: on two sides of each PDT cell are cathode pads, which collect 
the ions. Each cell side has two tapered pads, arranged as an inner and outer pad. 
The inner and outer pads on each side of the cell are joined, giving a total of two 
pads per cell. Because the pads are tapered, the ratio of the charge collected on 
each pad contains information on the position at which the charge was created, i.e., 
in the z-direction. The geometry of the pads shows a periodic structure with a 
wavelength of approximately 61 cm (see figure 3.13). In the A-layer, all of the PDT 
cells have instrumented pads, whereas in the B- and C-layers only 10% of the pads 
are instrumented. 

More information on the muon reconstruction is presented in section 5.2. 

Muon triggers 

The analysis presented in this thesis looks at muons, and the selected events are 
required to have triggered one of the many single- or dimuon triggers available (see 
section 5.1.3). Muons are triggered at Levell, either by combinations of raw PDT, 
MDT and scintillator hits in a specified number of layers and regions, or by matching 
scintillator hits to tracks reconstructed by the central track trigger at level 1 (L1CTT). 
Triggers including a match to a L1CTT track usually involve a cut on the transverse 
momentum of the track. 

At level 2, muon triggers repeat the L1 reconstruction with more precision, now using 
MDT and PDT hits that are fully reconstructed using the drift time and wire ¢ 
position, to reconstruct 3-dimensional tracks separately in each layer of the muon 
system, then combine them into muon tracks. 



Chapter 4 

Simulation 

A simulation was run in order to estimate the acceptances and efficiencies. The 
expected particle content, kinematic distributions and reconstructed quantities are 
calculated, both for Standard Model processes that can contribute significantly to 
the selected sample (background) and for the new physics processes that are searched 
for (signal). The simulation factorizes into a prediction of the elementary particle 
interactions from the Standard Model or an extension of it, and a description of the 
detector acceptance and efficiency for the particle content of a given event. 

Because the calculations of the final probability densities involve integrals over a very 
large phase space, they can not possibly or practically be done exactly. Instead, the 
answers are estimated by randomly sampling a large number of simulated collision 
events from the production probability distributions in a calculative method called 
"Monte Carlo". This process is factorized analogously to the way the physical process 
factorizes in the real world. 

Generator First, the interactions are randomly produced according to the pre­
dicted scattering cross sections. Initial- and final state radiation and parton showering 
are simulated separately, analogously to the way these processes factor out in QCD 
(see section 2.2). These calculations are together called the 'event generation'; here, 
PYTHIA v6.3 was used [71]. 
In principle, for each generated event, PYTHIA calculates a possible total set of outgo­
ing particles that are produced in a beam crossing, given a specified number of hard 
subprocesses and final state particles, plus the cross section for that event. 

This includes the initial- and final state radiative corrections and parton showers as 
well as the effects of "underlying" events, which are the subprocesses involving the 
hadron remnants not involved in the hard scattering subprocess. 

For each sample, the hard scatter interaction subprocess cross section was calculated 
to leading order (LO) in the coupling constants and convoluted with the CTEQ6L1 
parton distribution functions (also calculated to LO) which are compiled by the CTEQ 
collaboration[72, 73]. 
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Detector Simulation Secondly, the detector response is simulated with a detailed 
detector material simulation, called dOgstar [74] (the version from the p17 release was 
used), which uses GEANT3 [75], in combination with a simulation of the electronics 
called dOsim [76] . 

To estimate the effects of multiple interactions and pile-up, for each event the PYTHIA 
output is overlayed with zero-bias (i.e., random crossing) raw (detector level) data, 
which was taken in special runs. The combined output is then processed by the 
reconstruction algorithm (p17 version of dOreco), in the same way as the data is. 

4.1 Monte Carlo samples 

To estimate the expected background, all Standard Model physics processes expected 
to contribute non-negligibly to the pre-selected data sample were simulated. The 
samples include processes where jets are produced due to initial state QeD radiation 
(indicated by (+J ets) ). 

4.1.1 Background samples 

The following samples were used: 

• ,*/Z - f1+f1- (+Jets) with M'Y*/z > 15 GeV/c2 

where M'Y* /z = vrs of the Drell-Yan hard interaction. This simulates an irreducible 
background. 

Here the main contribution comes from events where the tau and anti-tau decay 
as T+ - vr v"f1+ and T- - vr v"f1- (each with a branching fraction of", 17%) 
respecti vely. 

• w - f1V (+Jets) 

Here, a second (anti-) muon can come from a heavy quark jet . 

• t t - inclusive 

Muons are produced either in bottom quark jets or in the decay of a W boson. 

Table 4.1 lists the total number of generated events after the removal of duplicate 
events (which can Occur through mistakes in the production process) and of events 
that were overlaid with zero-bias events which did not pass data quality requirements 
(see section 5.1.1), as well as the (leading-order) PYTHIA cross-section for all samples. 
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Production Decay # events LO (Y x B.R. (pb) 

"(* / Z p,+p,- +X 15 < M'Y*/z < 60 l.94M 363 

60 < M'Y* /z < 130 2.80M 180 

130 < M'Y*/z < 250 384k l.35 

250 < M'Y* /z < 500 953k 0.114 

500 < M'Y*/z 47.4k 4.57xlO-3 

"(* /Z T+T- +X 15 < M'Y*/z < 60 388k 363 

60 < M'Y* /z < 130 927k 180 

130 < M'Y*/z < 250 380k l.35 

250 < M'Y*/z < 500 94.9k 0.114 

500 < M'Y* /z 54.3k 4.57xlO-3 

W p,v+X 3.04M 1912 

tt inclusive 558k 7.0 

Table 4.1: Generated background samples, production and decay channel(s), with the 
number of generated events after removing duplicates and leading order total cross­
section times branching ratio for the given channel(s) (calculated with PYTHIA 6.3). 
M'Y*/z is given in GeV/c2

. 

Other backgrounds 

Remaining physics processes that can contribute to the background and/or the Z peak 
normalization are muons from cosmic events and muons from "(* / Z ---+ b b with muons 
originating from the bottom quark jets. Cosmic events are removed by a combination 
of tight cuts (see section 5.4.5). It will be argued that the remaining contribution 
from "(* /Z ---+ bb decays in the final selected samples is negligible (see section 5.4.3). 
Therefore these processes are not simulated. 

4.1.2 Signal samples 

Standard Model-like Z' model 

To estimate the acceptance times selection efficiency for signal events and its de­
pendence on the Z' mass parameter, about 10000 events were generated for each of 
10 samples with the Z' mass taking values between 400 and 1000 GeV / c2 . Because 
interference effects between the Z' and the Standard Model "(* /Z are negligible in 
this mass range (see section (2.3.3)), instead of generating the full "(* /Z/Z' signal, 
only the Z' resonance is generated and the signal plus Standard Model differential 
cross-section is simply taken as the direct sum of the Z' resonance plus the Standard 
Model "(* / Z background. 
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Figure 4.1: Generated boson mass distributions for the Standard Model-like Z' , for 
M z ' = 400 (a), 600 (b), 800 (c), and 1000 (d) GeV/c2 . 
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For the Standard Model-like Z' model, the width of the Z' is that of a Z boson with 
a mass !vIz< 

which is negligible compared to the reconstructed mass resolution for NIz' » !vIz. 
Figures 4.1(a) to 4.1(d) show the generated differential cross-sections for a few Z' 
mass points. 

While for two-particle initial states the Z' resonance, like the Z resonance, would give 
a symmetric, Breit-Wigner line shape (if we ignore the effect of photon radiation), the 
effect of the parton distributions on the observable resonance shape is to relatively 
enhance the low-mass tail and suppress the high-mass tail (see, eg., [71, p. 99]). 
This effect becomes more pronounced the higher the Z' mass is, compounded by the 
increasing Z' width. 

Randall-Sundrum Model 

The same procedure was followed for the Randall-Sundrum model. Only the lightest 
massive resonance e[l] is simulated and searched for. This is conservative because 
the sensitivity to the full range of resonances e[n] would be higher. The difference is 
small because of the decreasing production cross section and increasing width, and the 
fact that for all mass points except MCIl I = 200 GeV / c2 , no upper mass cut is used 
(see 6.1.1). Moreover, existing searches put a limit on the lightest resonance as well. 
Several samples with different boson mass MCIlI were produced, with k/MPlanck 

0.01 fixed. Figures 4.2 show the generated boson mass distributions. 

4.2 Corrections and uncertainties 

NNLO QeD K-factor 

A mass-dependent QCD K-factor, defined as 

KNNLO(MDY) = CTNNLO (CTEQ6.1M)/CTLO(CTEQ6L1) (MDY) 

is applied to both the Standard Model,*/Z ----+ JL+JL-, 7+7- backgrounds and the 
Z'signal. Here, CT(NN)LO((N)LO pdf) is the (next to-next to) leading order Drell-Yan 
cross section [77] computed with a parton density function measured relative to a 
leading order (CTEQ6L1) or next to leading cross section (CTEQ6.1M). A linear 
interpolation is used to obtain a K-factor with errors for continuous values of the 
Drell-Yan mass. 

Errors on the (normalized) Drell-Yan production cross sections due to uncertainties in 
the parton distribution functions were calculated in [78] by adding in quadrature the 
variations of the (differential) cross-sections calculated with each of 40 CTEQ6.1M 
(normalized) error functions, following the prescription of [72]. The same prescription 
was followed to calculate the error on the signal acceptance; see section 6.2.2 for more 
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Figure 4.2: Generated mass distributions for the Randall-Sundrum model, for Me[ll = 
200 (a), 400 (b), 700 (c), and 1000 (d) GeVjc2 . 
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Figure 4.3: K NNLO as a function of the Drell-Yan mass. The solid error band rep­
resents the uncertainty on the NNLO cross section due to the PDF uncertainty; the 
dashed error band represents the same PDF uncertainty on the ratio of the cross 
section to the Z peak cross section. 

details. Figure 4.3 shows the K-factor and it uncertainty as a function of M,*/z. 
Because the Standard Model background is normalized to the Z peak in data (see 
section 5.4.1), the quantity of interest there is the uncertainty on the NNLO cross 
section divided by the NNLO Z cross section. 

The PDF uncertainty on the NNLO Z' cross section is the same as the uncertainty 
on the NNLO ,* / Z cross section. 

The error on the NNLO Z and W± cross section due to higher-order corrections was 
also estimated in [78] by simultaneously varying the factorization and renormalization 
scales between 0.5 M , * /Z and 2 M , * /Z' They are on the order of 0.3% and 0.2%, 
respectively. 

NLO EW corrections 

The full NNLO (QCD), NLO (EW) Drell-Yan cross section has not been calculated 
yet at the moment of writing. Instead, the 0 (a) radiative corrections to the LO q q 
cross-section were calculated with the HORACE event generator [79]. Figures 4.4 
show the resulting K(EWLfactor, defined as 

K~~';;) = O'NLO EW, LO QCD(CTEQ6L1)/O'LO EW, LO QCD(CTEQ6L1) 

calculated with the CTEQ6L1 LO PDF (hence not including photon-induced correc­
tions) with the following cuts on the muons applied: 
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EW) Drell-Yan cross-section, omitting photon-induced corrections, calculated using 
the HORACE event generator. (a) shows the full range, (b) the interval around the 
Z mass. Also shown is an ad-hoc piecewise continuous polynomial fit. 

• 1771 < 2 

• PT > 10 GeV/c 

The inclusion of this correction to the Drell-Yan background (and similar ones for 
the signal processes) influence the analysis by the normalization to the Z peak, the 
calculation of the expected background 1 and the signal acceptances and cross-sections. 
However, in the following, the electroweak K-factor is not applied, because 

• it is a priori not obvious whether indeed 

(EW) (QCD) ( K NLO . K NNLO . (:!Lo EW, LO QCD CTEQ6L1) :::::0 CTNLO EW, NNLO QCD(CTEQ6.1M), 

• the uncertainties on this quantity were not calculated, 

• the correct K~~6) for the Z' models was not calculated. 

Instead, the results with the NLO EW correction factor applied are presented in 
appendix A, as an indication of the possible size of this effect. The results presented 
in the main body, without the NLO EW correction, can be directly compared to 
earlier analyses which also do not apply this correction. 
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Figure 4.5: Fractional difference between data and default (a) / tuned (b) PYTHIA 

versions for the differential cross-section of the Z boson as a function of PT(Z); (c) 
shows the function in equation (4.1) fitted to the fractional difference between tuned 
and default PYTHIA versions as a function of generated PT(Z) for different mass 
ranges. The data in these plots is a sample of selected Z --> fj+ fj- events from 
146.9 pb -1 of early Run IIa data with 60 < MpJ" < 130 GeV / c2 . Reproduced from 
[80]. (d) shows the ratio of the default and the reweighted Monte Carlo invariant 
dimuon mass distribution for the entire ,* /Z sample. 
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15 < M'"Y*/z < 30 GeV/c2 30 < M'"Y*/z < 60 GeV/c2 

Po 1.618 ± 0.011 1.441 ± 0.008 

Pl 2.692 ± 0.044 GeV 2.387 ± 0.041 GeV 

P2 -0.389 ± 0.006 GeV- 1 -0.365 ± 0.007 GeV-1 

P3 0 0 

60 < M'"Y* /Z < 130 GeV /c2 M'"Y*/z > 130 GeV/c2 

Po 1.332 ± 0.007 1.261 ± 0.005 

Pl 1.798±0.128 GeV 1.760± 0.123 GeV 

P2 -0.357 ± 0.010 GeV- 1 -0.384 ± 0.010 GeV-1 

P3 0.0194 ± 0.0057 0.0100 ± 0.0054 

Table 4.2: Parameters of the reweighting function (4.1) for different ranges of M'"Y*/z, 

Z PT reweighting 

As the default version of PYTHIA does not correctly describe the Z PT spectrum in 
data [80], the PYTHIA output is reweighted according to the description of [80] (as im­
plemented in a standard software package, the ZPtReWeighting tool in caf_mc_utH). 
A 'tuned' parameter set for PYTHIA, which results in a modified distribution of k 1-

(the effective transverse momentum of the partons, cf. 2.2.1), was derived to match 
the Run-I PT(Z) measurement in the Z -+ e+e- channel [81]. The following function 
was then fit to the ratio of the differential cross-section dda of the 'tuned' PYTHIA 

PT 
output to the default, 

(da/dpT)tuned pythia 

( da / dPT ) default pythia 
( 4.1) 

and table (4.2) lists the resulting function parameters plus statistical errors for several 
ranges in M'"Y* /z. Figures 4.5 show the ratio between the measured (unfolded) Z PT 
spectra in PYTHIA Monte Carlo and data. 

While in [80] the fit was derived for M'"Y* /z up to 250 GeV /c2 , for this analysis the 
same weights are applied to M'"Y*/z > 250 GeV/c2 as were derived for 130 < M'"Y*/z < 
250 GeV /c2 . 

lThe effect on the number of expected background events is in fact not very large, because the 
main source of background are Z-decays with a reconstructed/fitted dimuon mass that is (much) 
higher than the true value, rather than Drell-Yan events with a true invariant mass» M z . 



Chapter 5 

Experimental Analysis 

With the simulated backgrounds and signal in place, the first step of the search for 
heavy resonances in the dimuon spectrum consists of defining a data set and a number 
of selection cuts which reduce (known and unknown) backgrounds, but preserve signal, 
in order to increase the sensitivity of a counting experiment to the presence of a signal 
(see the next chapter). 

The main background comes of course from '/* /Z -+ p,+p,- decays, which have similar 
characteristics as the signal events except for the invariant mass (and, depending on 
the model, the opening angle between the muons). Because of this, the cut on this 
quantity is optimized explicitly - this is presented in the next chapter. 

Since the amount of signal events for which M"" ~ Mz is negligible compared to the 
expected background, the measured Z peak cross section can be used to determine 
the effective luminosity around the Z peak, assuming the Z cross section is known. 

The first cuts described below are efficient (loose) cuts requiring at least two muon 
objects in the event with matched high-PT central tracks, one of which is required to 
be isolated. The efficiencies of these cuts were measured independently on Z -+ p,+ p,­
decays using a tag-and-probe method. 

Additional loose cuts further reduce backgrounds and increase the quality of the event 
sample. The efficiencies of these cuts are determined by looking at the number of Z 
events in the complement samples (the samples of events which fail one cut but pass 
all other cuts). Backgrounds which are not included in the simulation are shown to 
be negligible after these cuts. 

5.1 Data Set 
This analysis is based on the entire "RunIIa" dataset, which was taken between April 
2002 and February 2006. 

Skim In order to process more quickly the large amount of data included in the 
entire dataset, events are tagged during reconstruction, which allows one to 'skim' 
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Trigger Lists Run Range delivered (pb-1 ) recorded (pb-1 ) rec. + DQ (pb- 1 ) 

v8 - v1O.3 160582 - 173101 100.4 84.3 52.6 

v1O.3 - v13 173352 - 194597 364.7 337.0 304.1 

v13 194567 - 208500 463.1 425.6 374.8 

v14 207217 - 215670 416.8 389.1 332.0 

pre-shutdown 541.2 490.2 411.6 

post-shutdown 803.7 745.7 652.8 

Total 1345 1236 1064 

Table 5.1: Delivered and recorded integrated luminosity before and after data quality 
requirements, per trigger list, totals before and after the 2004 shutdown (run number 
200000), and total. 

over the data. The skim 1 definition used for this analysis requires 2 loose muons with 
a central track PT > 10 GeV (see below for definition). Because the skim definition is 
included in the selection, the skimming efficiency is not taken into account separately. 

5.1.1 Data Quality 

Runs that are marked bad for the calorimeter, SMT, eFT or muon systems, because 
of some problem with the (sub )detector,are removed from the data using standard 
tools. Events and luminosity blocks (see 3.2.2) which had been marked as displaying 
known patterns of calorimeter noise were removed as well. Together these data quality 
requirements remove about 13% of the initial data sample (see table 5.1). 

5.1.2 Luminosity 

Table 5.1 lists the delivered luminosity, the recorded luminosity and recorded with 
data quality requirements, per trigger list, in total and before and after the 2004 
shutdown (a trigger list is a combination of triggers used in contiguous runs). The 
integrated luminosity, as measured by the luminosity system, was determined for the 

IThe Common Sample Group skims that were used correspond to the following SAM dataset 
definitions for the ROOT-tuples: 

• CSG_CAF_2MUhighpt_PASS3_p17.09.06 

• CSG_CAF_2MUhighpt_PASS3_p17.09.06b 

• CSG_CAF_2MUhighpt_PASS3_p17.09.03 

The suffixes denote the version of the dOreco program that were used to reconstruct the events in 
that part of the skim. The ROOT-tuples were created with TMBAnalyze p18. 05.00. In addition, 
duplicate events that occurred due to mistakes in the reconstruction process were removed from 
the skim. Versions caCdq v02-01-01 and dq_defs v2006-11-30 were used to apply data quality 
criteria. 
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2MUhighpt skims for an unprescaled trigger which was used during the entire data 
taking period; the trigger that was used is JT_125TT. 

These numbers are not used in the calculation of the cross-section limits, but only as 
a consistency check to the calculation of the integrated effective luminosity. 

5.1.3 Triggers 

To ensure the highest possible trigger efficiency, the events are required to have fired 
any single nmon or dimuon trigger in a trigger list (a trigger list is a collection of trigger 
requirements). These triggers typically require a number of PDT and/or scintillator 
hits, muon tracks, and possibly a (matched) track. A few triggers in v14 require an 
isolated track at level 3. Table B.1 on page 124 lists all used triggers per trigger list 
period. 

Since the expected contribution from signal (i.e., Z' decays) is negligible for events 
with an invariant dimuon mass around the Z mass, assuming a known Z peak cross 
section the Monte Carlo can be normalized to the measured Z cross section in order 
to find the effective luminosity Leff = acceptance· efficiency· L. This is explained in 
section 5.4.1. 

5.2 Muon Reconstruction 

Offline muon objects are identified by using information from the muon detector 
system, in combination with the central tracker and/or the calorimeter. 

For each layer of the muon system, an attempt is made to fit hits into track stubs 
called segments. Where segments can be matched together, they are fitted into a 
local muon track. 

For muon segments with A-layer hits in the central region of the muon detector 
(1771 < 1), PDT pad information is used to improve the resolution in the ¢ direction 
(see below). 

Various muon object quality definitions exist, and are detailed in [82]. They differ 
with respect to the number of required drift tube and scintillator hits and the number 
of layers in which hits occur. For maximal efficiency, this analysis uses only 'loose' 
muons that are matched to a central track. A central track-matched muon object is 
called 'loose' if it satisfies at least one of the following hit requirements: 

• One A-layer scintillator hit and 2 A-layer wire hits; or 

• One BC-layer scintillator hit and 2 BC-layer wire hits 

In addition to the loose hit requirements, the muons are required to have their scin­
tillator hit(s) occur within 10 ns of the beam crossing time, to reject cosmic events 
and ensure nominal tracking efficiencies. This does not remove all cosmic muons in 
the sample, but the muon ID efficiencies are measured relative to this cut. See the 
discussion in section 5.4.5 for further cuts to reject cosmic muons. 
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Octant (T (no pads) (cm) (T (pads) (cm) 

1 10.14 ± 0.098 5.32 ±0.046 

2 9.70 ± 0.092 5.23 ± 0.045 

3 10.06 ± 0.097 4.94±0.039 

4 9.88 ± 0.098 4.66±0.039 

5 10.18 ± 0.097 4.63±0.038 

6 10.65 ± 0.12 7.93±0.20 

7 10.31 ± 0.12 8.46 ± 0.11 

8 10.47 ± 0.10 5.24±0.046 

Table 5.2: (T of a Gaussian fitted over 1-l±3(T of the difference between the reconstructed 
muon track position in the direction along the wire at the A-layer and the extrapolated 
central track position, per octant, with and without using the PDT pad information. 
Only muons with at least 2 good pad readouts are considered. Errors are statistical 
only. 

PDT pad reconstruction 

The muon segment position is precisely measured in the directions orthogonal to the 
drift chamber wires (thus, parallel to the beam direction), but not in the direction 
along the wires. A rough estimate is obtained by using the position of the scintillator 
(with a length of approximately 60 cm) and from the delay between signals measured 
in two adjacent, connected PDTs ('axial time') (see section 3.2.5). 

Inside a PDT, charge is collected on an inner cathode pad and an cathode outer pad 
(see section 3.2.5). Because the pads are tapered, the ratio of the charge collected by 
the two pads provides information on the position along the wire. Since the tapered 
geometry of the pads is repeated 11 times along the wire, there is a remaining 11-fold 
ambiguity. This ambiguity can be resolved by comparing the position measurements 
of more than one deck and the scintillator / axial time measurements. 

By using the pad information, the estimate of the local muon track position is im­
proved (but note that in this analysis, the muon track position is used only for match­
ing the muon to a central track). In order to assess the position resolution improve­
ment obtained by using the pad information, a sample of Z ----- I-l+ I-l- events was taken 
from Run IIa data. The reconstructed muon object position was then compared with 
the position of the central track, extrapolated to the A-layer. 

The events were selected requiring two muon objects, with at least 1 scintillator and 
2 wire hits in the A-layer and at least 1 scintillator and 3 wire hits in the B+C layers, 
matched to central tracks with a PT > 15 GeV / c, and an invariant dimuon mass 
between 70 and 110 GeV / c2 . One of the two muons was required to be well within 
the nominal geometric acceptance for the PDTs. To make sure the muon was matched 
to the right track, no other tracks were allowed to be within a cone of b.R( 7], ¢) < 0.5 
(see below for definitions). 
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Table 5.2 lists the position resolution in each octant of the central muon system, before 
using PDT pads and after, for muons that had at least 2 good pads read out; this 
happens in about 65% of the muons, except for octants 6 and 7 where it happens only 
for about 50%. Octant 6 and 7 are the bottom octants in which some instrumentation 
is missing due to the presence of the support beams in the 'bottom hole'. 

5.2.1 Central track matching 

The loose muons are required to be matched to a central track. The central track 
can have hits in both the SMT and the eFT, or be eFT-only. The central track 
resolution is much better than the local muon track resolution. 

Even for tight muons (with wire and scintillator hits in every layer and a converged 
local muon track fit), the local muon track PT resolution for muons with a PT ~ 
10 GeV is around 25% (WAMUS, wide-angle or central part of the muon system) or 
20% (FAMUS, forward part of the muon system), for muons with a PT ~ 40 GeV it is 
around 40%. The loose muons required for this analysis may have a local muon track 
which is not fit through all layers (and hence have a significantly worse local muon 
PT resolution) or which did not converge for some reason. Since the muon PT is taken 
from the central track, the more efficient loose muon definition can be used without 
worsening the resolution (and hence the sensitivity). In addition the analysis is less 
sensitive to the degree of accuracy to which the muon system geometry is modeled in 
the detector simulation. 

Muons are matched to central tracks by considering all possible matches between 
muons (both local muon tracks and single segments) and central tracks propagated to 
the muon system, and also all matches between central tracks and muons propagated 
to the central track's point of closest approach to the center of the detector. The 
unique match with the lowest X2 (of all 5 track parameters) is used. No cut on the 
matching X2 is performed. The track matching efficiency is typically on the order of 
99%, [82]; it is however not considered separately from the muon ID efficiency. 

The track that is matched to the muon object, also loose, is required to have a distance 
of closest approach (dca) to the primary vertex of at most 0.02 cm if the track has 
at least one hit in the SMT, or 0.2 cm if it is a eFT-only track. These are loose 
cuts; the typical resolution for muons coming from Z decays are 20 p,m and 500 p,m 
respectively 

5.2.2 Efficiency measurements 

The muon ID group has measured the loose muon identification times track matching 
times cosmic veto efficiency and the loose track efficiency, as well as the isolation 
efficiency on Z -+ p,+ p,- data found in a selected sample from the same dataset used 
for the analysis, using a tag-and-probe method. The details can be found in [82]. 

To measure an efficiency with the tag-and-probe method, one requires the control 
or "tag" muon to satisfy tight selection criteria, designed to filter out all but the 
Z -+ p,+ p,- events, on both the muon object and the track. 
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Figure 5.1: Loose muon ID efficiency in data as a function of the muon (a) pseudo­
rapidity and (b) azimuthal angle at the A-layer of the muon system, and both (c). 
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The "probe" object is then required to pass all criteria except the one of which the 
efficiency is being measured; also, the event topology should match that of a Z ----+ 
M+ 11- event. One then looks at the fraction of events in which the "probe" object 
passes that selection as well. 

When measuring the muon ID x track matching x anti-cosmic timing efficiency, as 
the "probe" one requires a second track satisfying the same criteria as the "tag", 
and the tracks are required to be back-to-back in the transverse plane only and be 
isolated in the calorimeter and in the tracker (see below). The efficiency is measured 
as a function of muon 71 and cP. The results for data are shown in figures 5.1 

When measuring the track reconstruction times Idcal (distance of closest approach) 
cut efficiency, the "probe" is a muon object which is well separated from the "tag" 
muon, has a local muon transverse momentum PTlocal > 15 GeV and a scintillator 
hit time difference I~tl < 6 ns relative to the "tag" muon. The tracking efficiency is 
measured as a function of the z-position of the track at the (3-dimensional) distance 
of closest approach to the primary vertex. The results for data are shown in figures 
5.2. 

The efficiencies are measured on data and on Monte Carlo. Because the Monte Carlo 
does not reproduce the measured efficiencies accurately, it is reweighted with param­
eterized correction factors; these are presented in section 5.3. 

5.2.3 eFT-only track correction 

CFT-only tracks, i.e., central tracks with no hits in the SMT, are corrected using 
the run-average beam spot position and uncertainty. (The beam spot is the region of 
interaction between the colliding beams.) 

The reason that the primary vertex is not used to correct tracks (with or without 
SMT hits) is that a typical high-PT dimuon event has only a few tracks coming from 
the true primary vertex (namely, the central tracks of the two muons). Therefore, the 
primary vertex position and error can be biased towards the muon track vertex. 

The run-average beam spot position is reconstructed (using the AATrack package 
[83]) using from each event the vertex with the maximal track multiplicity, with at 
least 3 tracks. A given run must have at least 5 events with such a vertex for a beam 
spot measurement to be made. 

For each eFT-only track, the distance of closest approach to the beam spot, dcabearn, 
is computed as 

dcabeam = r dca, signed - (X beam + ~Xbeam . z) . sin cP + (Ybeam + ~Ybeam . z) . cos cP 

where rdca, signed and z are the track's signed radial impact parameter (rdca, signed = 
r dca . sign( cPposition - cPdirection) and z-coordinate at the distance of closest approach 
to the center of the detector, cP is the track azimuthal angle, x, Ybearn is the position 
of the beam spot at z = 0 cm and ~x, Ybearn is the slope of the beam. The track 
curvature is then corrected as 
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Figure 5.3: Relative additional resolution a'jpT (see equation (5.1)), (a) pre-shutdown 
and (b) post-shutdown. Central muons with I 77CFT I = 0, forward muons with 
I 77CFT I = 1.6. 

where q is the charge and PT the transverse momentum, a r ...!!..... is the correlation 
PT 

between the curvature and the radial impact parameter and arr is the uncertainty on 
the latter. 

For runs for which, for whatever reason, no beam position measurement was found in 
the beam spot database, the measurement from the nearest run in the same store is 
used instead, since the beam position does not in general experience significant shifts 
during a store. This happens in only 47 events out of 6 runs in the final sample. 

In the Monte Carlo, the center of the detector is used as the beam spot position. 

5.3 Muon track PT resolution correction in Monte 
Carlo 

The detector simulation uses an idealized geometry of the tracking system and some of 
the dead material is not implemented in the simulation. Because of this, and possibly 
other unknown effects, the resolution of the transverse momentum of the muons is 
overestimated. Therefore, the muon transverse momentum is 'smeared' to fix the 
detector simulation. This correction becomes large for highly energetic muons (see 
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A (10-3 GeV- 1 ) B (10- 2 ) 

central, pre-shutdown 1.7 ± 0.1 (stat) ± 0.1 (syst) 0.9±0.3 (stat) ±0.4 (syst) 

2: 1 SMT hits post-shutdown 2.1 ± 0.2 (stat) ± 0.4 (syst) 1.2±0.2 (stat)±0.3 (syst) 

forward, pre-shutdown 2.3 ± 0.4 (stat) ± 0.5 (syst) 1.5±0.6 (stat) ±0.7 (syst) 

2: 1 SMT hits post-shutdown 3.1±0.4 (stat)±0.6 (syst) 1.7±0.5 (stat)±0.5 (syst) 

no SMT hits pre-shutdown 2.7±0.3 (stat) ±0.3 (syst) 2.1±0.6 (stat)±l.1 (syst) 

post-shutdown 2.8 ± 0.6 (stat) ± 1.0 (syst) 2.5 ± 0.9 (stat) ± 1.1 (syst) 

Table 5.3: Muon smearing parameters, defined in equation 5.1. 'Shutdown' refers to 
the 2004 shutdown. 

figure 5.3) and the uncertainty on the track resolution is one of the main systematic 
uncertainties on the background prediction. 

The smearing procedure consists of replacing, for a given muon in an event, the 
reconstructed (or corrected, cf. section 5.2.3) q/PT of the central track matched to the 
muon with the 'smeared' q/PT which is sampled from the following distribution, 

q AG Bvcosh TfG - + 1 + 2 
PT PT 

(5.1 ) 

where q is the reconstructed charge, PT is the original reconstructed transverse mo­
mentum, Tf is the reconstructed track (physics) pseudo-rapidity and G1,2 are two 
independent normal distributions. 

In order to derive the values for the parameters A and B, the predicted reconstructed 
widths of both the Z and J /1/J resonance were compared with the resonance width 
observed in dimuon data. The parameters are derived for muons with hits in the SMT 
and with either ITfcFTI < 1.6 ('central') or ITfcFTI > 1.6 ('forward'), where TfCFT is the 
(detector) pseudo-rapidity of the track at the outermost layer of the CFT (at a radius 
of 51.43 cm); and for muons without hits in the SMT. In addition, the parameter 
values were derived separately for data taken before and after the fall 2004 shutdown 
(see figure 3.2), since it was observed that the track resolution changed significantly 
over the shutdown [82] (for unknown reasons). For each period, the parameters are 
determined on three separate samples, with the two selected muons either both with 
SMT hits and both central, both with SMT hits and one muon forward, or with one 
muon with SMT hits and one without. Table 5.3 lists the parameters derived for each 
muon type and period. 

Figure 5.3 shows the relative additional resolution 
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Figure 5.4: (a) Reconstructed Monte Carlo dimuon invariant mass distribution, nor­
malized to the Z peak in data (markers), and the uncertainties on the normalized 
distribution due to the statistical plus systematic uncertainties on the muon resolu­
tion, cf. table 5.3 (dashed lines). The error bars represent the statistical uncertainty 
on the number of (weighted) Monte Carlo events in a bin. 
(b) The same distribution after the kinematic fit described in section 5.5. 

5.3.1 PT resolution uncertainties 

The statistical and systematic uncertainties on the smearing parameters are taken 
into account as a systematic uncertainty on the expected background. Systematic 
uncertainties that were taken into account are effects due to the variation of the 
fit ranges around the Z and J /iJI peaks, variation of the shift of the reconstructed 
invariant mass, variation of the muon and track quality requirements and PT cut. 

Figure 5.4 shows the uncertainty propagated to the invariant mass distribution for 
the combined Monte Carlo background sample. This uncertainty is one of the largest 
systematic uncertainties, but it is reduced after a kinematic fit, which will be described 
in section 5.5. 

5.4 Event selection 

The signal final state is expected to contain opposite-sign muons with high invariant 
mass coming from the same vertex. The dimuon system is expected to be boosted 
in the longitudinal direction because of the boost of the parton-parton system, but 
the muons are expected to be roughly back-to-back in the transverse plane in the 
majority of the events. The muons are expected to be isolated, i.e., they leave little 
energy in the calorimeter and have few or low-energetic tracks around them, but a 
highly energetic muon can radiate and thus be non-isolated in the calorimeter. 
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In the following, the Standard Model Monte Carlo (described in the previous chapter), 
with the aforementioned KCQcDLfactor and Z PT corrections applied, is weighted with 
parameterized muon, track and isolation efficiency corrections as described above. 
The corrected background Monte Carlo is normalized to the number of Z events in 
data, counted with a binned likelihood fit, described here. 

A series of one dimensional selection cuts is applied. As a verification of the simulation, 
the efficiency of each cut on Z ---+ f1+ ,e events is compared between the Standard 
Model Monte Carlo and data. 

5.4.1 Z peak fit 

The number of Z events is estimated by a binned likelihood fit on the dimuon invariant 
mass distributions around the Z mass. The fitted function is a Breit-Wigner resonance 
shape plus exponential falling background convoluted with a single (shifted) Gaussian 
with mean ~ and width u, i.e., 

f(m; Asignal, A bkg , ~, U, 8) 

dx--e 2 a 100 1 _1(X-Ll.)2 

o V27fu 
x (A . e-s.(Mz-m+x) 

bkg 

+ Asignal· r~ + (Mz
l
_ m + x)2) 

where Mz and rz are the Z boson mass and width respectively (and are kept fixed). 
The number of Z events is counted as the integral over the "peak" part of the function 

l Mz +.6.+5.a 
N z = dmf(m; ... )IAbkg=O 

Mz+.6.-5·a 

The fit error on this quantity is then computed as the fit error on the integral over 
the complete (peak and background) function, keeping the size of the interval fixed 
at lOu. 

In sections 5.4.2ff., we will make a number of selection cuts. For the events failing the 
cut, the dimuon invariant mass will be shown with a fit to the Z peak as described 
above. The results of the fits are shown with a dashed error band corresponding 
to the (approximate) lu confidence intervals of the fit. Also indicated are N z and 
the efficiency E relative to N z measured on the events passing all cuts (see below). 
The Monte Carlo histograms depict the mass distributions for all background sam­
ples, corrected to reproduce the muon ID, track reconstruction and muon isolation 
efficiencies as described above. 

The selection efficiency on Z ---+ f1+f1- events for each single cut (other than the muon 
ID, track ID and isolation efficiencies, of which the efficiencies are estimated using the 
tag-and-probe method) is estimated by counting the number of events coming from 
a Z decay that fail only that cut. The selection efficiencies are measured on the data 
as 
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N z , pass E=----'--"---
N z , fail + N z, pass 

where N Z, fail is the number of Z events failing that specific cut but passing all other 
cuts and N z, pass the number of Z events passing all cuts. The uncertainty on E is 
then calculated simply by error propagation of the independent fit errors I:l.N Z, fail, 

I:l.Nz,pass 

this neglects all correlations, and is therefore an upper limit. 

The efficiencies in data and their uncertainties are found to be compatible with the 
same quantities calculated on the Monte Carlo,. 

Normalization 

The normalization n is calculated, for the measured and predicted invariant mass 
distribution after the kinematic fit, as 

where 

NZ,data n = --'-:-=:-
0' eff( Z) 

Here the Monte Carlo Z -> /1+/1- event selection efficiency EMC (Z) is determined 
with the binned likelihood fit to the Z peak in the full Standard Model Monte Carlo 
(i.e., including all samples). O'z-+p,+p,- is the inclusive theoretical NNLO (QCD) Z 
production cross section times branching ratio [78], 

where the positive and negative errors due to the PDF uncertainty and the factoriza­
tion / renormalization scale errors are indicated (see section 4.2). 

The uncertainty on the normalization is calculated as 

(I:l.± )2 = (I:l.NZ,data) 
2 

+ (I:l.± N Z ,data)2 + (6' )2 n (Z) O'eff 2 klll.fit. 
O'eff O'eff 

where I:l.NZ,data is the fit error, 6kin.fit. = In(reconstructed) - n(kin. fit.)1 is the dif­
ference of n calculated for the fits to the reconstructed mass distributions with the 
normalization calculated for the fits to the mass distributions after the kinematic fit, 
(see section 5.5) and 
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been applied, for events with MI"l" > 40 GeV / c2 . 

~±CTeff = J ~EMc(Z)2 + ~±CT~->I"+I"~ 

where ~EMc(Z) is the fit error. 

The final result is then 

NZ,data = 78561 ± 1144 

(see figure (5.22(a))), resulting in 

n = 1.15 fb- 1 ± 0.025(fit) ± 0.014(reco-kin.fit)~g:g~~(theory), (:~g:g~~ total) 

This number is compatible with the integrated luminosity as measured by the lumi­
nosity system (see table 5.1), .c = 1.064 ± 0.064 fb- 1 for a high trigger efficiency, as 
expected (the most probable value of the trigger efficiency is 1). 

5.4.2 Track quality 

• number of eFT hits ;::: 6 

Figure 5.5 shows the number of eFT hits of events passing all other cuts. As can be 
seen when the reconstructed width of the Z peak for events exclusively failing this 
cut (figure 5.6) is compared with that of the selected events (figure 5.19) (14.0 GeV 
vs. 7.2 GeV) the invariant mass resolution for these events is considerably worse than 
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for events with at least 6 hits in the CFT. In addition, the mass resolution is not 
well modeled in the Monte Carlo (even after the correction described in 5.3). The 
efficiency of this cut (on data) for events in the Z peak is 99 ± 0.5%. 

5.4.3 Isolation 

Of the selected muons, one muon in a muon pair is required to be isolated in the 
tracker and in the calorimeter. This cut suppresses muons coming from heavy quark 
jets, since these will have tracks and energy deposits coming from other particles in 
the jet close to the muon track. 

Although neither muon in a signal event is expected to originate from a jet, only one 
muon out of a muon pair is required to satisfy these isolation criteria. This is because 
at higher energies, it becomes increasingly likely that at least one muon will lose a 
significant amount of energy in the calorimeter by Bremsstrahlung, which means that 
a tight isolation cut on the second muon would lead to a loss of sensitivity. 

Specifically, it is required that, first 

L Ip~raCk) I < 2.5 GeV (5.2) 
L:l.R<O.5 

Here, the sum is over the (other) tracks within a cone of ~R(track, muon track) < 0.5 
around the muon track, where ~R( ¢, rt) = J ~¢2 + ~rt2 and ~(¢, rt) is the difference 
with the muon track angle; this sum is called the "track halo". Secondly, 
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Figure 5.7: (a) Track halo (cf. equation (5.2) ) and (b) calorimeter halo (b) (cf. 
equation (5.3)), for events passing the cuts on other quantities. 

E!;cll) < 2.5 GeV (5.3) 
O.1<6R<0.4 

where here the sum is over the calorimeter cells with a hollow cone of 
0.1 < LlR(track, cell) < 0.4 around the muon track extrapolated to the calorime­
ter; this is called "calorimeter halo". Figures 5.7(a) and 5.7(b) show the track and 
calorimeter halo for events passing all other cuts. 

Efficiency determination The efficiency of the isolation cut was determined by 
the muon ID group [S2] with the tag-and-probe method, similar to the way the muon 
ID and tracking efficiencies were determined (cf. section 5.2.2). The "tag" muon was 

required to have L:~R<O.5Ip~rack) I < 2.5 GeV and L:O.l<~R<O.4IE~ell) I < 3.5 GeV. 
To ensure that the background from heavy flavor quark decays was negligible, the 
dimuon invariant mass M,tlt was required to lie between SO and 110 GeV. 

The dependence of the efficiency on the number of jets with an ET > 15 GeV is 
taken into account when applying the efficiency correction (see figure 5.S(a)). There 
is a small muon PT dependence for PT > 20 GeV / c (see figure 5.S (b)) but it is well­
modeled in Monte Carlo [S2]. 

Remaining non-isolated background 

An estimate of the remaining non-isolated background (mainly Z --> b b ) can be 
made by fitting the selected Z peak plus non-isolated background shapes to events 
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Figure 5.8: Isolation efficiency for Z ----+ /1/1 data as a function of (a) the number of 
jets with ET > 15 GeV and (b) muon PT. 

marginally passing the isolation cut, in the following way. 

Figure 5.9(a) shows a fit (with the sum of two exponentials) to the invariant mass 
distribution of events in which both muons fail both isolation criteria. This is used to 
model the shape of the non-isolated background. It can be seen to fall more steeply 
with increasing dimuon mass than the Drell-Yan background. 

The Z peak shape is fitted on events where one muon passes both isolation criteria 
and one muon fails one isolation criterion (figure 5. 9(b)). While the exponential 
background term has the same shape as for the non-isolated subsample, the Z peak 
is wider and more shifted. (This is largely because of the '" 50% of these events for 
which the second muon fails the calorimeter isolation but passes the track isolation. 
These might be due to the second muon radiating off a photon, which means the 
reconstructed muon track will 'miss' some of the muon's energy. Figure 5.9(d) shows 
the invariant mass distribution for both subsamples.) 

Figure 5.9(c) shows the mass distribution of events where one muon fails both isolation 
criteria and the other passes them both, fitted with the sum of the background and 
signal functions. By extrapolation, it can be seen that the amount of non-isolated 
background in the signal regions (M ;:;: 300 GeV /c2 ) is negligible. 

5.4.4 Topology 

• .6.z < 3 cm 

The distance between the tracks along the beam direction at the origin is required to 
be less than 3 cm. This is a loose cut (cf. figure 5.10(a)) to make sure the muons are 
coming from the same vertex. Figure 5.11 shows the invariant mass of events failing 
exclusively this cut. The efficiency of this cut measured on Z events is 99.5 ± 0.4% . 

• .6.R(¢,TJ) > 0.1 
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Figure 5.9: Invariant dimuon mass for events in which (a) both muons fail both 
the calorimeter and track isolation cut (these events are not included in the final 
selection); (b) one muon passes both isolation cuts and the other fails either the 
calorimeter or track isolation cut; (c) one muon passes both isolation cuts and the 
other fails both isolation cuts. 
(d) shows the invariant mass for eventtl as in (b) for which M > 40 GeV / c2 , 

separately for the events where the second muon fails the track isolation cut (dashed 
line) and the calorimeter isolation cut (solid line). (The events shown in (b), (c) and 
(d) are included in the selection.) 
The dotted line in figure (c) shows the fit of figure (a), while the solid line is the peak 
pl us background line of figure (b). 
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Figure 5.10: (a) D.z, after all other cuts have been applied. (b) D.R(c/J, 77), after all 
other cuts have been applied. Both for events with M > 40 GeV / c2 . 
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Figure 5.11: Dimuon mass for events exclusively failing the cut on D.z, data (a) and 
Monte Carlo (b). 



5.4. EVENT SELECTION 

40 

I 

I I 
I II \ I 

10 I ! 1, t I 
II ,.I HIt 

.\l.I~ -{l.1 -{l.os 0 0.05 

30 

20 

(a) (b) 

0Prehmm3 

1000 

800 

600 

400 

! ! 

(c) 

Entries 8150 
Constant 967 
Mean 0.00175 
Si rna 0.0132 

79 

Figure 5.12: Sum ofthe pseudo-rapidity of the two muons for events exclusively failing 
the timing cuts, with respectively (a) both muons having at least one SMT hit, (b) 
one muon having at least one SMT hit and the other none, or (c) both muons having 
no SMT hits, respectively 

This cut mainly removes events where one muon is reconstructed twice. It is almost 
completely correlated with a number of other cuts; in the 136298 events passing the 
muon ID, track and isolation cuts, 14552 dimuon pairs fail the I:lR cut, but only 6 
events fail it exclusively. 

The muon pairs failing the I:lR cut are mainly non-isolated ones, and/or occur in 
events where a good muon pair is accompanied by a third muon that is very close to 
one of the other two. Of course the dimuon invariant mass of pairs failing this cut is 
much smaller than M z , so in the end it merely serves to 'clean up' the complement 
samples of the other cuts, and does not remove any signal events nor changes the 
normalization. 

5.4.5 Cosmic muons 

Another background comes from muons originating from cosmic showers, where the 
same muon is reconstructed as two muon-matched tracks as it traverses the detector. 
A cut on the difference between the scintillator hit times of both muons, in each layer 
respectively, removes most cosmic events. However, some cosmic events can pass this 
cut, since the loose muon definition allows one or more scintillator misses. In order to 
be able to keep the more efficient loose muon definition but remove all cosmic events 
from the selection, a tight cut on the polar angle between the muons is applied in 
addition to the cuts on the timing. 

Since for a cosmic event the same muon is reconstructed twice, the two reconstructed 
muon objects should be exactly back-to- back. Muon pairs produced by a Drell-Yan 
type process will generally be back to back in the transverse plane, but not in the 
longitudinal plane, due to the boost of the parton-parton system. Therefore, a cut on 
the polar angle between the muons will tend to remove cosmic events but not signal 
events. 
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Figure 5.13: Time difference between (a) A-, (b) B- and (c) C-Iayer scintillator hits 
for events passing the cut on T/1 + Tl2 and where both muons have a scintillator hit in 
that layer. 

Specifically, a Gaussian distribution is fitted to the distribution of the sum over the 
pseudo-rapidities of the two muons, for events failing one of the timing requirements. 
Events within ±5o- of this Gaussian are then rejected by this cut. Conversely, the 
timing cut is derived on events passing the cut on TIl + Tl2 by fitting a Gaussian to the 
time difference between scintillator hits of each muon in the same layer, and events 
outside ±5o- are rejected. (This procedure is iterated between the two cuts, and the 
selection stabilizes after a few iterations.) 

The cut on the polar angle is derived and applied separately for events with none, 
either or both of the muons having at least one hit in the silicon tracker respectively. 
The ~t cuts are derived and applied independently for the difference between the 
times of scintillator hits in the A, Band C layer, for events where both muons have 
a scintillator hit in that layer. 

Figures 5.12 shows the TIl + T/2 distributions with the fits and cut values, while figures 
5.13 shows the ~t distributions with the fits and cut values. 

In addition, each individual muon was required to pass the standard cosmic timing 
cut of ±10 ns in the A- and BC-Iayer (as part of the loose muon quality requirement). 
This cut is almost completely redundant with the cut on the time difference. It is 
applied anyway because the muon ID and tracking efficiency corrections were derived 
for muons passing this cut. Figure 5.14 shows the invariant mass distribution for 
events failing only this cut; its efficiency for Z events is 98.1 ± 0.4%. 

Figure 5.15 shows the invariant mass distribution for events failing only the ~t cuts; 
the efficiency of this cut for Z events is consistent with 100%. Figure 5.16 shows the 
invariant mass distribution for events failing only the TIl + Tl2 cuts; the efficiency of 
this cut for Z events is 99.0 ± 0.3%. 

Figure 5.17 shows the invariant mass distribution of events failing only (all) the anti­
cosmic cuts; no Z peak can be found in this sample. 
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Figure 5.14: Dimuon mass for events exclusively failing the cut on the individual 
muon scintillator hit times. 
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Figure 5.15: Dimuon mass for events exclusively failing b..t cut, with both muons 
passing cuts on the individual muon scintillator hit times (scintillator hit times within 
±10 ns of beam crossing time). 
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Figure 5.16: Dimuon mass for events exclusively failing 7)1 + 7)2 cut. 
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Figure 5.17: Dimuon mass, events exclusively failing both the timing and 7)1 + 7)2 cuts. 
(b) shows the region around the Z peak. 
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Figure 5.18: (a) Fraction of events with opposite sign muons in a given mass bin, for 
events failing exclusively anti-cosmic cuts, 
(b) Round markers: invariant mass distribution of events in final selected sample with 
like-sign muons; crosses: fraction of like-sign cosmic events times selected events, per 
bin. 

5.4.6 Charge 

While the signal event final state is expected to contain two oppositely charged muons, 
no cut on the charge of the muon is in fact applied. On the one hand, the expected 
remaining Standard Model like-sign background cross section is negligible at higher 
invariant dimuon mass relatively to the Drell-Yan cross section, while on the other 
hand the probability that the charge of the muon is wrongly reconstructed increases 
with the PT of the muon. To assess the efficiency of a possible charge cut on the 
selected events, one can look at the fraction of cosmic events (failing the 1'171 + T/21 and 
scintillator timing cuts, see figure 5.17) that are opposite sign, as a function of the 
reconstructed dimuon mass. Since these muon 0 bjects are actually likely to be a single 
muon from a cosmic shower reconstructed twice, their charge should be opposite from 
each other. From figure 5.l8(a), it can be seen that the fraction of correctly measured 
track curvatures drops for a reconstructed dimuon mass above ~ 200 GeV / c2 . 

The dimuon charge reconstruction efficiency for cosmic muons can be used to obtain an 
estimate of the expected number of like-sign events in the final sample, assuming that 
all cosmic events are in fact opposite-sign events. Figure 5.l8(b) shows the invariant 
mass distribution of like-sign muon pairs in the final selected sample (round markers) 
as well as, per bin, the fraction of like-sign events in the cosmic sample times the 
number of selected events in that bin (crosses). These can be seen to ( roughly) agree 
at high reconstructed dimuon mass. Of course, the charge reconstruction efficiency is 
possibly less good for (out-of-time) cosmic events than for events in the final selection, 
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which would mean that the number of expected like-sign events in the final selection 
should in fact be lower. 

The total number of selected like-sign events with M > 80 GeV / c2 is 165 ± 13 whereas 
the estimated expected number is 216!~b3 2. 

5.4.7 More than 2 muons 

In the case that an event has more than one dimuon pair (i.e., combination of two 
muons) which passes all the cuts, the two 'most isolated' muons are selected, i.e., the 
two muons for which the sum of the track halo and calorimeter halo (see section 5.4.3) 
is the smallest. This occurs in 45 events in the final sample, out of which 18 have two 
muon pairs passing all cuts (most of those have two reconstructed muons which do 
not pass the /:;.R cut together and are likely to be one muon that was reconstructed 
twice), and 26 events have exactly 3 muon pairs passing all cuts (of which 24 have 3 
muons passing all cuts). 

Assuming this last signature comes from ,* / Z ---+ JL+ JL- decays where a third muon 
comes from a heavy quark jet, the number of such events in the selected sample gives 
an upper limit for the expected number of selected W ---+ JLV events where the second 
muon comes from a heavy quark jet. Assuming that> O-jet branching fraction is the 
same for Z's as for W's and neglecting muon selection efficiency correlations, 

a(W ---+ JLv) 2.416 
N(W);S ( + _) N>l M pair/P 2nd M = -4 6 ·26/0.56 = 464 ± 91 (stat.) a Z ---+ JL JL 0.2 1 

where P 2nd
M 

is the conditional probability for the second muon in a Z ---+ JL+ JL- event 
to be identified (calculated on the ,*/Z Monte Carlo sample). 

For comparison, the expected number of selected W events using the Monte Carlo 
simulation is 263. Since this background is difficult to predict theoretically, such a 
discrepancy is not unexpected. In either case, this background is expected to be small. 

5.4.8 Final sample 

The final data sample contains 94160 events, which is 1.2% of the number of events 
passing the data quality requirements. Table 5.4 shows the number of events pass­
ing each consecutive cut and complement sample size for cuts in the the final event 
selection. Figure 5.19 shows the reconstructed invariant mass for all dimuon pairs in 
selected events with a mass around the Z peak. As in previous plots, the distribution 
is fitted around the Z peak with the generator-level Breit-Wigner plus an exponential 
background term, convoluted with a non-central Gaussian. In the limit setting, the 
Monte Carlo normalization will be determined using the result of the kinematic fit, 
described below. 

2Here and in figure 5.18(a) the statistical error corresponds with the shortest 68.3% Bayesian 
confidence interval given that the fraction of like-sign events has to lie between 0 and 1; see [84] for 
details. 
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Selection N passing % of prevo % of total 

Initial 9741062 

Remove bad runs and lbns 8348914 85.71 ± 0.01 85.71 ± 0.01 

Event quality cuts 7866831 94.23 ±0.01 80.76 ±0.01 

Single- or dimuon trigger 5087418 64.67±0.02 52.23 ±0.02 

Muon out of bottom hole 5076839 99.79 ± 0.00 52.12 ± 0.02 

Muon detector 17]1 < 2 5073216 99.93 ±O.OO 52.08 ± 0.02 

Loose quality muon 5005377 98.66 ± 0.01 51.38 ±0.02 

Muon matched with central track 4980138 99.50 ±O.OO 51.13±0.02 

Idcal < 0.02 (SMT), 0.2 cm (no SMT) 3751288 75.32 ± 0.02 38.51 ±0.02 

(corrected) muon PT ~ 15 GeV Ie 2886218 76.94±0.02 29.63 ± 0.01 

2nd muon out of bottom hole 2708814 93.85 ±0.01 27.42 ± 0.01 

2nd muon detector 17]1 < 2 2676184 98.80 ± 0.01 27.09 ± 0.01 

2nd muon Loose quality 1516259 56.66 ± 0.03 15.35 ± 0.01 

2nd muon matched with central track 1347656 88.88 ± 0.03 13.64 ±0.01 

2nd muon passing DCA cuts 1088776 80.79 ± 0.03 11.02 ± 0.01 

2nd muon PT ~ 15 GeV I e 136298 12.52 ± 0.01 1.40 ±O.OO 

Fail at most one of the following cuts 119302 87.53 ± 0.09 1.22 ± 0.00 

~ 6 CFT hits 118248 99.12 ± 0.03 1.21 ± 0.00 

6.R(cp,7]) > 0.1 rad 118242 99.99 ± 0.00 1.21 ±O.OO 

Track 6.z > 3 cm 117382 99.27± 0.02 1.21 ± 0.00 

at least one isolated muon 106792 90.98 ± 0.08 1.10 ± 0.00 

anti-cosmic cuts 94160 88.17±0.10 0.97 ±O.OO 

Table 5.4: The number of events passing each cut, starting from the 2MUhighpt skim. 
The last partition shows the final dimuon selection cuts; 119302 events fail at most 
one of these cuts; 118248 of those pass the nCFT cut, 118242 of those pass the 6.R 
cut as well; etc. The final selected sample passing all cuts contains 94160 events. 
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Figure 5.19: Reconstructed dimuon mass for events in final selection, data (a) and 
Monte Carlo (b). 

5.5 Kinematic fit 

In the final sample, the predominant remammg background in the signal regions 
(Mit," :::: 300 GeV / c2 ) comes from Z ---t p+ p- events where one or both muons has a 
central track that has been reconstructed with a too high transverse momentum. This 
is caused by the fact that the track resolution is approximately Gaussian in --L rather 

PT 
than in PT while the cross section drops exponentially at invariant masses above the 
Z mass, in addition to possible non-Gaussian effects. 

The total transverse energy in the event is expected to add up to zero. The leading 
order contribution to the hard scatter has two muons that are almost exactly back-to­
back with little hadronic recoil in the event, but higher order corrections can lead to 
events where the dimuon system has a non-zero transverse PT (more in section 2.2). 

The track momenta measurements are improved by a kinematic fit against the total 
recoil energy of the vector boson, as measured by the calorimeter. The reconstructed 
muon track polar angles are kept fixed in the fit, as little improvement over the track 
angle measurement can be expected. 

Specifically, for each event the following function is minimized over the fitted muon 
using the MIGRAD method in MINUIT: 

2 (_ _) = """' PTli - PT, + PT pT - PTI PT2 
[ (

1/ (ceca) 1/ .) 2] ((Z) (Tl') ,_ + _ ') 2 
X PTl,PT2 ~ ~ (1/ (ceca») (Z) 

i=1,2 PTi ~PT (JET) 

Here, 
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Figure 5.20: (a) Mean and (b) sigma of a Gaussian fit to the Z PT distribution per 
3.2 GeV bin in the calorimeter missing transverse energy, fitted with the function in 
equations (5.4) and (5.5) respectively, (r*/Z Monte Carlo). 

• P~:co) is the reconstructed track PT of the i-th muon, 

• PTl + PT2 denotes the vector sum over the vectors with length PT1.2 in the 
direction of the reconstructed muon PTl,2, 

• ~(l/p("cco») is the resolution on l/p (Mo) as a function of 1/ (,eco) T't Tt, PTt , 

• p?) ($T) is the PT of the vector boson as a function of the missing transverse 
energy 

• ~p~Z\$T) is the resolution on this quantity, as a function of the missing trans­
verse energy 

5.5.1 Recoil parameterization 

To estimate the recoil, the transverse calorimeter energy in the event is measured by 
adding vectorially the energy in calorimeter cells. Energy deposited in cells in the 
coarse hadronic (CH) layer of the calorimeter is not added, because energy in those 
cells is mostly from noise. An exception is made if a CH cell overlaps with a "good" 
reconstructed jet3 . The calorimeter cell energy is corrected for the electromagnetic 
energy scale for cells which are part of reconstructed photons and electrons, and for 

3"good"/"bad": jet ID criteria aimed at removing jets that are due to noise, "hot cells" etc., and 
reflect the noise characteristics and geometry of the detector. For details of jet reconstruction, jet 
quality and correction, see [85] 
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the jet energy scale for cells in "good" jets. "Bad" jets are removed and their energy 
is not added to the total. 

To account for the energy loss of the muons, the energy deposited in a 0.1 cone in 
R(¢,7)) around each muon was subtracted. 

The correlation of the corrected missing transverse energy in the calorimeter, itT, 
with the true (generator-level) vector boson transverse momentum P>;) is derived 
for the same Monte-Carlo samples that are used to simulate the "(* / Z background. 
These have zero-bias overlay and are reweighted to match the Z PT distribution in 
Z ---+ e+ e- data (see section 4.2). The dependence on the missing transverse energy 

of the mean P>;) (itT) and one standard deviation width fj.p>;) (itT) is parameterized 
with suitably chosen functions, namely, 

(5.4) 

(Z») Po itT 
fj.PT (itT = vI it it2 + P3 + P4 . itT + PI T + P2 T 

(5.5) 

which are fitted to the mean and width of Gaussian distributions fitted to the P>;) 
distribution for each 3.2 GeV bin in itT, as shown in figure 5.20. 

5.5.2 Track resolution parameterization 

The track PT-resolution as reproduced by the 'smeared' simulation was parameterized 
as a function of PT. Different parameterizations were used for muons without SMT 
hits, central muons with SMT hits and forward/backward muons with SMT hits, and 
for each of these again for Monte Carlo smeared to match the pre-shutdown and post­
shutdown data (see section 5.3). Figure 5.25 on page 92 (at the end of this chapter) 
shows the used parameterizations. 

5.5.3 Results of the kinematic fit 

Figure 5.26 on page 93 shows the kinematic fit pull distributions on "(* / Z Monte 
Carlo. From the fact that these distributions are close to being normal, it can be 
inferred that the uncertainties were reasonably well modeled and that the constraint 
is close to being Gaussian. 

Figures 5.27 show the difference of the true (generated) vector boson mass with the 
reconstructed mass and with the fitted mass, respectively, again for "(* / Z Monte 
Carlo. It can be seen that the number of events with a severely overestimated dimuon 
mass is reduced significantly after the fit. 

In order to compare the fit pull on data and on Monte Carlo, we can compare the 
distribution of the following quantity, 

PT, reco - PT, fit 

VlaAt - fj.2(PT) I 
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Figure 5.21: Pull difference distributions for central (a, d) and forward (b, e) muons 
with SMT hits, and muons without SMT hits (c, f). Data (open circles) and Standard 
Model Monte Carlo (line) with muon resolutions 'smeared' to match pre-shutdown 
(a-c) and post-shutdown (d-f) data. 
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Figure 5.22: Binned likelihood fit on the dimuon Z resonance for events after final 
selection, after the kinematic fit, for data (a) and Monte Carlo (b). 
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Figure 5.23: Dimuon mass for events in final selection before (a) and after (b) the 
kinematic fit, data (open circles) and Monte Carlo (line). 

where PT, fitjreco are the measured muon PT before and after the fit respectively, Ufit is 
the fit error and /}.(PT) is the track PT resolution. Figures 5.21 on the previous page 
show the distributions in data and Monte Carlo; they can be seen to agree quite well. 

Figures 5.22 show a binned likelihood fit to the Z peak for data and Monte-Carlo after 
the kinematic fit. The number of counted Z decays and normalization are indicated 
as well. It can be seen that the overall mass resolution at the Z peak is slightly 
improved. In addition, the number of Z decays as counted with the fit is slightly 
increased after the fit as well. 

There is a small difference of 1.25% between the Monte Carlo normalization before and 
after the fit, which is likely due to remaining differences in the track and calorimeter 
energy resolutions in data and Monte Carlo. This is added as an additional systematic 
uncertainty on the background prediction (see section 5.4.1). 

Finally, figure 5.23 shows the full mass distribution after the fit. As expected, the (ab­
solute) agreement between data and Monte Carlo is much better after the fit, because 
the dependence on the knowledge of the track resolution is reduced. Accordingly, the 
systematic uncertainty on the Standard Model background due to the track resolution 
uncertainty is also reduced (see figure 5.4(b)). 

Figure 5.24 shows the ratio of data events over the expected number of background 
events, before and after the fit, with the systematic uncertainties on the expected 
background taken into account (for a description of the systematic uncertainties, see 
section 6.2.2). The difference between data and prediction in the 280 GeV/c2 bin is 
1.5u(stat. + syst.) after the fit. 
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Figure 5.24: Ratio of the number of data events to the number of background Monte 
Carlo events in a bin, as a function of the (reconstructed or fitted) dimuon invariant 
mass. The dashed line solid line shows the result before the fit, the solid line the 
result after the kinematic fit. The gray band represents the systematic plus statistical 
uncertainty on the ratio (the uncertainty on the last bin exceeds the axis limits). 
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Figure 5.25: Sigma of a Gaussian fit to the true muon l/PT per bin in the central track 
reconstructed l/PT for central (a, d) and forward (b, e) muons with SMT hits, and 
muons without SMT hits (c, f). The plots are for Monte Carlo events with the muon 
resolutions 'smeared' to match pre-shutdown (a-c) and post-shutdown (d-f) data. 
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Figure 5.26: Fit pull distributions for central (a, d) and forward (b, e) muons with 
SMT hits, and muons without SMT hits (c, f). ,* / Z Monte Carlo with muon resolu­
tions 'smeared' to match pre-shutdown (a-c) and post-shutdown (d-f) data. 
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Figure 5.27: Difference of the generated vector boson mass with the reconstructed 
(closed squares) and with the fitted (open circles) dimuon mass respectively, for events 
with at least one selected central (a, d), or else forward (b, e) muon with SMT hits, or 
with both muons without SMT hits (c, f). ,* jZ Monte Carlo with muon resolutions 
'smeared' to match pre-shutdown (a-c) and post-shutdown (d-f) data. Errors are due 
to Monte Carlo statistics only. 



Chapter 6 

Search for new heavy gauge 
bosons 

Having obtained estimates for the Standard Model (SM) background and the effective 
luminosity, the final step in the analysis essentially consists of counting the number of 
events in data and comparing this with theory. This is called a 'counting experiment'; 
the quantity of interest is the total cross-section and the relevant statistic is the 
number of observed events. 

A range of models of new physics is investigated. To calculate the acceptances for 
the Z' models, the Standard Model-like Z' Monte Carlo samples described in section 
4.1.2 were used; for the Randall-Sundrum model, the samples described in 4.1.2 are 
used. 

A final selection cut on the invariant dimuon mass is made, and chosen such that it 
maximizes the sensitivity to the presence of a signal. 

Since no significant excess over the expected Standard Model background is observed, 
a Bayesian 95% credibility limit on the signal cross section is calculated, taking into 
account systematic uncertainties on the effective luminosity and background. These 
limits are interpreted as a limit on the Z' mass. The expected limit and its variation 
are calculated as well. The limits for the Standard Model-like Z' cross section are also 
interpreted as limits for the Z' in Littlest Higgs scenarios, and in a model-independent 
way. The limits for the Randall-Sundrum model are interpreted as limits on Melli 

and k/MPlanck. 

6.1 Counting experiment 

The new physics models all involve the resonant production and decay of a new 
particle Z' with a cross-section us, which depends in some model-dependent specific 
way on the mass Mz, and other parameters. These models therefore predict an excess 
of events above the Standard Model background rate. We test these hypotheses by 

95 
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looking at the observable N R: the number of events counted in a chosen region R 
of the event variable space, and compare it with the expected distributions for the 
number of SM events, B R . R is specified by the (pre)selection cuts described in the 
previous chapters, plus one more selection cut on the dimuon invariant mass, which 
is chosen independently for each generated signal Monte Carlo sample. 

Specifically, the hypothesis Has being tested is that N R is distributed according to a 
Poisson distribution as 

(N I H ) = -BR-SR (BR + SR)NR 
P R as eN' 

R· 
(6.1) 

Here, BR is the expected (most probable) number of background (Le., Standard 
Model) events in R, SR is the number of signal events in R. 
The number of signal events is related to the signal cross section as 

The signal cross section Us depends on the resonance mass A1z , and other parameters. 
For Us -+ 0 we recover the Standard Model hypothesis H a, which is the null hypothesis 
against which we test, 

BNR 
p(NR I Ha) = e- BR NR , 

R· 

The quantity .ceff(R) is the effective luminosity for R, i.e., 

(6.2) 

where .c is the integrated luminosity for the data sample and E(R) is the acceptance 
times trigger efficiency times selection efficiency. 

As described in section 5.4.1, .ceff is calculated with respect to the Z cross-section, 

.ceff(R) = NZdata . Esel(R) 
EMc(Z) . UZ __ I-'+I-'-

where (~zdata is the normalization to the theoretical Z production cross 
fMC °O'z_/-L+P-

section times branching ratio and Esel(R) is the (corrected) selection efficiency for the 
signal. 

The selection efficiencies are calculated on the Monte Carlo simulations described in 
4.1.2 as 

(R) 
_ 2:{XiER} Wi· Ci 

Esel - --=;---'----
2:{x,} Wi 

(6.3) 

where Wi are the Monte Carlo event weights and Ci are the efficiency correction factors. 
The calculated efficiencies are listed in table 6.1 for the SM-like Z' model and table 
6.2 for the RS model. 
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A discovery of a signal of new physics can be claimed if the probability of observing 
at least N R events is sufficiently small given the null hypothesis 

00 

LP(NR + slHo) < a 
8=0 

where p(N RIHo) is given by (6.2). a is the chosen significance level of the test; in the 
following, it is set to correspond to three standard deviations of a one-sided normal 
distribution, i.e., a ~ 1.3· 10-3 . 

A discovery will therefore only be claimed if more events are observed than the min­
imum number needed for discovery, 

(6.4) 

If, on the other hand, fewer than Nmin events are observed, we can attempt to put 
an upper limit on the number of signal events that could still have contributed to 
N R. Because there is always a finite possibility that N R events are observed for any 
value of CJs, one chooses a desired credibility level (CL) for the upper limit, such that 
1- CL is the plausibility that the true value of CJs lies in fact above the claimed upper 
limit. Here we make the conventional choice of CL = 95% (or about 1.65CJ). 

Whether or not a signal can be excluded at a certain credibility level depends of 
course on the choice of the selection criteria R. The selection cuts described in the 
previous chapter were not optimized other than that they were chosen to be efficient 
(except the anti-cosmic cuts); heuristically, this makes sense because the number of 
signal events is expected to be small in comparison with the number of Drell-Van 
background events for any value of these cuts, while other remaining backgrounds are 
negligible. 

However, this is not true for the cut on the invariant mass of the selected muon pair 
MI"w This cut, 

Mlower < MI"l" < Mupper 

is therefore optimized to maximize the sensitivity to the presence of a signal over the 
Drell-Yan (and other remaining) background. 

It is a priori not clear how sensitivity should be defined and what is then the optimal 
choice for M1ower, Mupper. Common approaches include: the choice that leads to the 
highest significance in the case of a discovery, the largest expected range of discovery 
for a given model, or the largest expected range for exclusion in case there is no signal. 
These are not in general identical choices, and can lead to counter-intuitive results in 
pathological cases. 

Here, the definition of [86] is used instead, which avoids these complications. The 
argument from that paper is summarized and applied in the following. 
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6.1.1 Sensitivity Optimization 

Let 1 - (3a(R; O-s, MZI, ... ) be the power of the test (6.4). This is the probability of 
discovering the signal at a significance level a in the case that Has is actually true, 
i.e., that a new gauge boson actually exists. The "sensitivity region" of an experiment 
is defined as the region in the space of signal parameters (o-s, MZ" ... ) for which holds 
that 

1 - (3a(R; O-s, MZI, ... ) > CL (6.5) 

where CL is the chosen confidence level (95%). In words, the sensitivity region of an 
experiment is the region in parameter space for which the probability to observe a 
signal at a significance level a when that signal indeed exists is greater than or equal 
to the confidence level chosen for the exclusion limits. 

That is, if the true values of the parameters are such that equation (6.5) holds, there 
is a probability of at least CL that a discovery will be made at a significance a. If, 
on the other hand, no discovery is made, at least this region can be excluded at a 
credibility level equal to or greater than CL. 

Thus equation 6.5 describes the values of the signal parameters for which the exper­
iment is "sufficiently sensitive" to definitely give an answer, either as a discovery, or 
as an exclusion at a predefined CL. 

The "optimal" sensitivity is then reached for the choice of R (in this case, the choice 
of Mlower and Mupper) which leads to the largest sensitivity region. 

In all models under investigation the cross section o-s decreases monotonically with 
Mz,; also, the effective luminosity is only dependent on MZ', and is calculated for a 
number of discrete points in Mz,. Therefore, the problem is reduced to finding for 
each mass point the choice of Mlower and Mupper which leads to largest sensitivity 
range in 0-. 

Since the power of a counting experiment increases monotonically with the number 
of signal events S, equation (6.5) is satisfied if 

for some number of events Smin which only depends on BRand the choice of a and 
CL. Both S Rand B R depend on the choice of (Mlower, Mupper), but since the signal 
effective luminosity is independent of O-s, this can be simplified to 

The maximal sensitivity is then obtained for the choice of Mlower and Mupper which 
leads to the lowest value of O-min. 

Smin can in principle be calculated from (6.1) or computed numerically, but this leads 
to unworkable complicated expressions. Instead, in [86] an expansion orders of a and 
CL was fit to the exact answer. This leads to the following approximate expression 
for Smin, 
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Figure 6.1: (a) Standard Model background (open circles) and Standard Model-like 
Z' with Mz' = 400 GeV /c2 (squares), fitted with the functions (6.8) and (6.7) re­
spectively; (b) E/Srnin (equation (6.6)) as a function of J\;l!ower and Mupper around the 
maximum with the other variable held fixed. 

Here, a and b are the number of standard deviations corresponding to one-sided 
Gaussian tests for a (317) and CL (95% ~ l.65(7) respectively 

The quantity that has to be maximized is then 

Ernass (M M ) -S. lower, upper 
rnm 

(6.6) 

where Emass is the efficiency of the cut on the invariant mass. The difference with the 
exact calculation is negligible. 

Comparing the quantity (6.6) with a more usual quantity (a measure of the expected 
significance in the presence of a signal), S/VB, one can see that maximizing (6.6) 
will lead to a higher efficiency. The difference is larger for the case that the number 
of background events is small. This is in itself desirable because S / VB diverges when 
B ----> 0, so that maximizing it biases to low efficiency for small number of background 
events. For B ----> 00 the two expressions converge. 

Mass cut optimization 

To find the maximum of the expression (6.6), suitable functions are fitted to the signal 
and background distributions. The signal distributions were fitted with the following 
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Figure 6.2: (a) Standard Model background (open circles) and the lowest mass gravi­
ton excitation in the Randall-Sundrum model with MOIII = 200 GeV / c2 (squares), 
fitted with the functions (6.8) and (6.7) respectively; (b) E/Smin (equation (6.6)) as 
a function of Mlower and Mupper around the maximum with the other variable held 
fixed. 

ad-hoc expression, 

(6.7) 

where L is the Landau distribution with median J-lz and width al, and G is a Gaussian 
distribution with mean J-lg and width a g. The background with the sum of two 
exponentials, 

(6.8) 

As an example, figures (6.1) show the result for a Standard Model-like Z' model with 
M z' = 400 GeV / c2 and figures (6.2) for the Randall-Sundrum model with MOIII = 
200 GeV / c2 . Also shown are graphs of the quantity S around the maximum. The 
results are qualitatively similar for all mass points and the differences of the fitted 
optimal cut with the binned result are small. 

For all models, the actual solution has Mupper --7 00, the only exception being the 
200 GeV / c2 Randall-Sundrum model, where the optimum lies at Mupper = 268 GeV / c2 • 

Tables (6.1) and (6.2) show Mlower for each Z' and Randall-Sundrum sample respec­
tively. 



6.2. BAYESIAN CREDIBILITY LIMITS 101 

6.2 Bayesian credibility limits 

The 95% Bayesian upper credibility limit on the signal cross section is calculated for 
each mass point under consideration. 

In the absence of a signal, the credibility of the true value of the signal cross-section 
(J (in the following, the subscript S is implicit) to lie in the range ((J, (J + d(J), given 
the number of observed events N, is the posterior likelihood density L((JIN), with 

where 

7r(N) = J P(NI(J)7r((J)d(J 

is a normalization factor, independent of (J. 7r((J) is called the 'prior density'. In the 
following, it is taken to be uniform in (J, 

, O:s; (J < (Jmax 

, otherwise 

with (Jmax large enough so that P(NI(Jmax) is arbitrarily small for any value of N. This 
is not the least informative (or Jeffrey's) prior for p.d.f. (6.1), but it has the advantage 
that the coverage is equal to the classical ("frequentist") definition of coverage. 

P(NI(J) is given by the Poisson distribution p(NI(J, Leff' B) of equation (6.1), convo­
luted with the p.d.f.'s for Leff (called 7r(l)) and B (called 7r(b)); 

P(NI(J) = J J p(NI(J, b, l)7r(l)7r(b)dbdl 

where 7r(l) and 7r(b) are are given by two-sided truncated Gaussians, 

exp ( _ ~ ((l-(J~eff)) 2) 
exp ( _ ~ ((l-(J~eff)) 2) 

° ,l < ° 
where (J + and (J _ are the positive and negative systematic uncertainties on Leff' quoted 
below, and N is a normalization constant. Similarly, 

exp ( _ ~ ((b:;:)) 2) 
exp ( _ ~ ((b:;:n) 2) 

° 

, b? B 

,0:S;b<B 

, b < ° 
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with 0"+ and 0"_ the systematic uncertainties on the expected background B. 
The upper 95% credibility limit on the signal cross-section, O"upper, is then found by 
solving numerically 

lCTupper P(NIO")dO" = 0.95 

I.e., finding O"upper so that there is a plausibility of 95% that the true value of 0" lies 
inside the one-sided interval [O,O"upperj. 

Expected Limits 

In addition, the expected limit is calculated; specifically, the mean upper limit on the 
signal cross-section one would expect to find in the absence of a signal, 

Bn 
(O"upper, exp ! = L e- B 

-;;JO"upper(n, B, Leff) (6.9) 
n 

where O"upper(n, B, Leff) is the upper 95% CL on the signal cross-section for n observed 
events, and n is distributed as in (6.1) with 0" --+ O. 

The (positive and negative) systematic variations on the average expected limit due to 
the systematic uncertainty on the expected number of observed events, 
~ tyst) (0" upper, exp !, are then calculated as 

\ Of ( '"' -(B±!:l±B) (B ± ~± B)n ) 
(O"upper,exP/T~(syst) O"upper,exp! = L e , O"upper(n,B,Leff n. 

n 
(6.10) 

where ~± B is the total positive/negative systematic uncertainty on the background, 
described below. 

The variation around the average expected limit due to random fluctuations of the 
stochastic variable n, the number of observed events, is given by 

2 ) '"' _ B B
n 

) 2 ~(stat) (O"upper, exp = L e -, (O"upper(n, B, Leff - (O"upper, exp !) n. 
(6.11) 

n 

6.2.1 Systematic uncertainties on signal efficiency 

The systematic uncertainties on the muon identification, track reconstruction and 
isolation efficiencies were described in the previous chapter. Since the Monte-Carlo 
is normalized to the Z peak, only the dimuon mass-dependent systematic effects are 
taken into account, i.e., 
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M z ' Mlower Emass(%) Etot(%) lnllon 10 isolation track PDF Total 

400 317 71 31 ±0.5% ±O.I% ±O.I% +0.3% +0.7% 
-0.2% -0.6% 

500 399 63 27 ±0.6% ±O.I% ±0.2% +0.3% +0.7% 
-0.3% -0.7% 

600 481 57 25 ±0.6% ±O.I% ±0.2% +0.4% +0.8% 
-0.6% -0.8% 

650 514 55 23 ±0.7% ±O.I% ±0.2% +0.8% +1.1% 
-0.6% -0.9% 

700 566 51 22 ±0.7% ±O.I% ±0.2% +0.7% +1.0% 
-1.0% -1.2% 

750 588 51 22 ±0.7% ±O.I% ±0.3% +1.0% +1.2% 
-1.6% -1.7% 

800 618 48 20 ±0.5% ±O.I% ±0.2% +1.3% +1.4% 
-2.0% -2.0% 

850 643 48 20 ±0.6% ±0.2% ±0.2% +1.7% +1.8% 
-2.4% -2.5% 

900 669 45 18 ±0.6% ±O.I% ±0.2% +2.4% +2.5% 
-3.3% -3.4% 

1000 718 37 13 ±0.7% ±O.I% ±0.3% +4.9% +4.9% 
6.3% 6.4% 

Table 6.1: For each mass point in the Standard Model-like Z' is shown the lower 
mass cut, the mass cut efficiency fmass, the total signal selection efficiency Etot and 
the relative uncertainties on the total signal selection efficiency. 

Melli Mlower Emas" (%) Etot (%) muon 10 isolation track PDF Total 

200 178 67 29 ±0.6% ±O.I% ±O.I% +0.8% +1.0% 
-1.1% -1.3% 

300 238 80 34 ±0.7% ±0.2% ±0.2% +0.3% +0.8% 
-0.8% -2.0% 

400 321 70 29 ±0.8% ±O.I% ±O.I% +0.6% +2.0% 
-0.4% -0.8% 

500 405 64 27 ±0.8% ±O.I% ±O.I% +1.5% +1.7% 
-1.0% -2.3% 

600 498 57 23 ±0.7% ±O.I% ±0.2% +0.1% +0.8% 
-0.2% -0.7% 

700 569 56 24 ±O.7% ±O.I% ±0.2% +1.4% +1.6% 
-0.8% -1.1% 

800 642 55 23 ±0.7% ±O.I% ±O.I% +2.1% +2.2% 
-0.6% -0.9% 

900 688 56 23 ±0.7% ±O.I% ±O.3% +0.6% +1.0% 
-1.6% -1.7% 

1000 749 54 22 ±0.7% ±0.1% ±0.2% +0.8% +1.1% 
1.9% 2.0% 

Table 6.2: For each mass point in the Randall-Sundrum model is shown the lower 
mass cut, the mass cut efficiency f mass , the total signal selection efficiency Etot and the 
relative uncertainties on the total signal selection efficiency. For Meill = 200 GeV / c2 , 

the dimuon invariant mass is also required to be below Mupper = 268 GeV / c2 • 



104 

~ 1.006 
..0 
~ 1.004 

~ 
~ 1.002 

>< 
~ 

..0 
g 0.998 
E-
U 
W 0.996 

0.994 

0.992 

o 

CHAPTER 6. SEARCH FOR NEW HEAVY GAUGE BOSONS 

~ 
..0 
CI 

1.015 ~ 
E-
~ 
\J) 

;:::,. 
>< 1.01 
~ 

..0 
CI 
~ 1.005 E-

~ 

0.995 
5 10 15 20 25 30 35 40 0~~5~-'-;-1'A'-0~1;',,5~2:-\0;'-'-'-';:2~5~3;-";;0~""35~-'-;'i,40 

xx xx 
(a) (b) 

Figure 6.3: For each error set CTEQ6.1.xx is shown the ratio of the total selection 
efficiency to the central value (CTEQ6.1M, xx=O) , for an 800 GeVjc2 Z' (a) and an 
800 GeV j c2 RS graviton (b). 

where N± is the Monte Carlo normalization (see section 5.4.1) calculated for the 
Standard Model Monte-Carlo with the positive or negative systematic, and E± is the 
signal efficiency with the same systematic. 

PDF uncertainty 

The uncertainty on the signal efficiency due to the PDF uncertainties was calculated 
following the prescription of [72]. The CTEQ collaboration provides a collection 
of 2 x 20 error sets with the CTEQ6.1M PDF. These represent a basis of "barely 
tolerable" fits, which have a X2 = X6 + T2, where X6 is of the optimal fit (i.e., the 
CTEQ6.1M PDF) and T is the "tolerance" which is chosen to be T '" 10. For more 
details see [72]. 

Each of the 40 CTEQ6.1 error sets CTEQ6.l.xx (xx = 1 ... 40) is summed over, 
counting the squared, respectively positive and negative, differences with the central 
value estimate of the efficiency. 

40 

2: (Esel(CTEQ6.l.xx) - Esel(CTEQ6.1M))2 
xx=l 

summing over the PDF error sets for which Esel(CTEQ6.l.xx) > Esel(CTEQ6.1M), and 
summing over the other sets for ~PDFEsel. Here, the central estimate 
Esel(CTEQ6.1M) is given by equation 6.3, and the displaced values Esel(CTEQ6.l.xx) 
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M z' PT resolution PDF 
MClll PT resolution PDF 

400 -3.0% +5.1% -3.4% +2.4% 

500 -4.7% 
200 -1.7% +2.6% -1.7% +1.2% 

+5.5% -3.8% +2.6% 

600 -7.1 % +8.1% -4.0% +2.8% 
300 -1.4% +3.0% -2.7% +1.9% 

650 -6.0% 
400 -3.1 % +4.7% -3.4% +2.4% 

+9.1% -4.1% +2.8% 

700 
500 -4.9% +6.3% -3.8% +2.6% 

-9.3% +9.2% -4.2% +2.9% 

750 
600 -6.1 % +8.8% -4.1% +2.8% 

-8.2 % +13.1% -4.4% +3.0% 

-10.1 % +11.3% 
700 -9.9% +8.8% -4.2% +2.9% 

800 -4.4% +3.0% 
800 -11.4 % +12.2% -4.4% +3.0% 

850 -11.4% +12.2% -4.4% +3.0% 
900 -10.0% +8.3% -4.5% +3.0% 

900 -10.5% +9.0% -4.5% +3.0% 
1000 -10.0% +9.9% -4.6% +3.0% 

1000 -9.5 % + 10.8% -4.5% +3.0% 

Table 6.3: Uncertainties on number of background events for each mass point, (a) 
Standard Model-like Zl and (b) Randall-Sundrum model. 

are calculated with scaled Monte Carlo weights w~ = Wi . ~i~i~%~·.~·.~j where the 
W's are the appropriate PDF weights. 

Tables 6.1 and 6.2 list these systematic uncertainties for the Zl and RS models respec­
tively. As an example, figures 6.3show for each error set the ratio of the computed 
efficiency to the central value, for an 800 GeV / c2 SM-like Zl and an 800 GeV / c2 0[11. 
The first is not dominated by one error set in particular, but for the RS model the 
PDF error is dominated by CTEQ6.1.30 (the error set CTEQ6.1.30 is driven by the 
gluon density, which is not well constrained at high x). This picture is qualitatively 
similar for Zls and O[lls of other masses. 

6.2.2 Systematic uncertainty on background 

The following systematic uncertainties on the number of background events are taken 
into account: 

• The uncertainty on the normalization, 

taken from the Z peak fit error, the error on the theoretical Z peak cross 
section and the difference between the normalization with and without using 
the kinematic fit (see 5.4.1). 

• The uncertainty on the normalized invariant mass distribution due to the sta­
tistical plus systematic uncertainties on the muon resolution (figure 5.4(b)); see 
5.3.1. 
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• The uncertainty on the normalized Drell-Yan cross section due to the PDF 
uncertainty (see figure 4.3). 

All systematic uncertainties are taken to be uncorrelated. If instead the uncertainty 
on the normalized Drell-Yan cross-section due to the PDF uncertainty is taken to be 
fully (positively) correlated with the error on the signal efficiency due to the PDF 
uncertainties, the resulting cross-section limits are ;S 1.5% better than the found 
result (depending on the mass point); the difference on the found mass limit on the 
Standard Model-like Z' is negligible. 

The results are summarized in tables 6.3. 

6.2.3 Limits on Standard Model-like Z' cross section 

Mz' Mlower Nabs Nbkg £eff(fb -1) 0" upper (fb) 0" upper (exp.) (fb) 

400 317 36 31 5+7.5% 
· -6.5% 308+0.7% · -0.6% 56 45~~~ 

500 399 12 127+7.9% 
· -7.6% 

267+0.7% 
· -0.7% 32 35 ± 12 

600 481 5 59+9·9% 
· -9.4% 24.9+0.8% -0.8.% 24 28 ± 9 

650 514 3 45+10.7% 
· -8.6% 

234+1.1% 
· -0.9% 21 27 ± 9 

700 566 1 3 1 +10.8% 
· -11.2% 

21 7+1.0% 
· -1.2% 17 26 ± 9 

750 588 1 25+13.5% 
· -10.4% 

220+ 1.2% 
· -1.7% 17 24±8 

800 618 1 21+12.7% 
· -12.0% 

202+1.4% 
· -2.0% 19 25 ± 8 

850 643 1 1 8+13.5% 
· -13.1% 198+2.8% · -2.5% 20 24±8 

900 669 1 15+10.7% 
· -12.3% 176+2.5% · -3.4% 23 26 ±8 

1000 718 1 11+12.3% 
· 11.5% 135+4·9% · 6.4% 31 32 ± 10 

Table 6.4: Summary of results for Standard Model-like Z'. 

The result of the calculations described before are shown in table 6.4 and figure 6.4. 
Shown is the computed upper 95% credibility limit on the cross-section as a function of 
the Z' mass. In the same figure the cross-section times branching ratio of a Standard 
Model-like Z' was plotted. The lower 95% credibility limit on the SM-like Z' mass is 
838~~ GeV / c2

, where the error is due to the error on the signal cross-section coming 
from the PDF uncertainty relative to the Z peak cross section [78J (see figure 4.3).1 

Also shown is the cross section of a Z' in the littlest Higgs scenario (with the same 
acceptances as a SM-like Z') for cot () = 1. The mass limit for this model is MZH > 
863 GeV/c2. 

IThe effect of the variation of the cross section limit with the Z' mass was neglected in the 
calculation of this error, because for M z ' between 830-843 GeV/c2 the cross section limit happens 
to be nearly constant. 
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Figure 6.4: 95% credibility limit on Standard Model-like Z' cross-section as a function 
of the Z' mass, and the average expected limit, the systematic uncertainty on the 
average expected limit and the systematic + statistical uncertainty. Also shown is 
the Standard Model-like NNLO Z' cross section times branching ratio, the error due 
to the PDF uncertainty and the (LO) Littlest Higgs Z' cross section times branching 
ratio for cot e = 1. 
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6.2.4 Limits for generic Z' models from extended gauge groups 

For a generic Z' model with an extra U' (1) extension to the Standard Model gauge 
group (see 2.3.3 for details), the production cross-section times branching ratio can 
be expressed as [28] 

where Wu,d are the parts which do not depend on any Z' coupling, and were calculated 
for each M z' point under consideration using the CTEQ6.1M structure functions2. 

The parameters Cu and Cd contain all dependence on the Z' couplings to fermions. 
Therefore, assuming the signal acceptance is independent of Cu,d, an upper limit 
on the SM-like Z' cross-section as a function of M z' corresponds to a limit in the 
(cu , Cd) plane, which can then be interpreted as a limit for any generic Z' model. The 
dependence of the signal acceptance on Cu,d was investigated in [28] and found to be 
small. 

Figure 6.5 shows the result. Also indicated are the regions in the (cu , Cd) plane 
corresponding to specific classes of models described in 2.3.3; the limit on the masses of 
the Z'ljJ, Z1) and Zx (see section 2.3.3) were 665 GeV/c2, 654 GeV/c2 and 790 GeV/c2 

respectively. 

6.2.5 Limits on Randall-Sundrum model 

Melli Mlower Nabs Nbkg Leff(fb -1) () upper (fb) () upper (exp.) (fb) 

200 178 236 222.4+5.8% -5.3% 
293+1.0% 

· -1.3% 167 135::::~ 
300 238 112 948+6·1% · -5.6% 336+0.8% · -1.0% 115 72+25 

-24 

400 321 33 300+7·3% · -6.5% 291+1.0% 
· -0.8% 54 47±16 

500 405 12 11 7+8·5% · -7.7% 266+1.7% · -1.2% 34 34+12 
-11 

600 498 4 52+10.5% 
· -8.7% 233+0.8% · -0.7% 23 28:::~0 

700 569 1 30+10.5% · -11.7% 238+1.6% · -1.1% 15 23±8 

800 642 1 18+13.5% · -13.1% 226+2.2% · -0.9% 17 21±7 

900 688 1 13+10.2% 
· -11.9% 233+1.0% · -1.7% 17 19±6 

1000 749 1 09+11.5% 
· -11.9% 222+2.2% · -2.0'7< 19 19±6 

Table 6.5: Summary of results for the Randall-Sundrum model. 

The same calculations were done for the Randall-Sundrum model and are summarized 
in table 6.5. Figure 6.6 shows the 95% credibility limit on the presence of the lightest 
massive Randall-Sundrum graviton as a function of Melli, the expected limit and the 

2Code kindly provided by M. Carena [28]. 
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M=900 GeV/e2 

M=800 Ge V /e2 

M=700 GeV/e2 

M=600 GeV/e2 

M=500 GeV/e2 

10-5~~~~~=-~~~~~~~~~~~~ 

10-6 10-5 10-4 10-3 10-2 10-1 1 

Figure 6.5: Excluded regions in (cu , Cd) plane; the area above the curved lines for 
fixed M z ' is excluded. Also indicated are the regions of the (cu , Cd) plane allowed for 
certain model types; the thick solid line at Cu = Cd covers the B - xL models, the area 
between the thin solid lines covers the q + xu models, and the area above the dashed 
line covers the 10 + x5 models and the entire plane covers the d - xu models (see 
section 2.3.3 for an explanation). Also indicated are the specific E6 inspired models 
Z,;;, Z'1 and Zx. 
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branching ratio as a function of the e[l] mass, and average expected limit. Also shown 
is the cross section in the RS model for different values of the parameter kj Mp1 . 
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RS cross section for several values of k/ NIpl . Here, the variation of the width of the 
RS resonance was neglected; this is a good approximation because the reconstructed 
width is (by far) dominated by the mass resolution for k/ NIpl between 0.01 and 0.1. 

The difference of the limit for MOlll = 300 GeV/c2 with the expected limit is 1.70-; 
this can be compared to the 'excess' of data events over the expected Standard Model 
background for a reconstructed dimuon mass of around 280 GeV / c2

, as can be seen 
in figure 5.24. 

For k/NIpl = 0.1 the limit is at MO[l] > 693 GeV/c2
. 

Figure 6.7 shows the observed and expected limits in the (MOlll. Mk ) plane. 
, Pl 
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Figure 6.7: Observed and expected 95% credibility limit on (Mel!], Mk ). The area 
PI 

above the curve is excluded. 
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Figure 6.8: Lego plot showing the angle and transverse energies of reconstructed 
objects in the event with the largest dimuon invariant mass. 

6.3 Highest mass event 

Here we look in some detail at the event (run 213675, event 67615820) that had the 
highest reconstructed dimuon mass after the kinematic fit. Figure 6.8 schematically 
shows the configuration of the reconstructed objects and their transverse energies. 
Figure 6.9 shows a frontal view of the D0 detector, showing reconstructed tracks 
extrapolated to the muon system and calorimeter objects. 

As events in hadron colliders go, this event is relatively clean. Although a large 
number of low energy tracks were present, only three tracks had a PT > 10 GeV / c, 
the (by far) most energetic of which were matched to muon objects. One muon object 
(J.ll) was reconstructed from a large number of hits in all three layers, while the central 
track of the second muon object (J.l2) was matched only with forward scintillator hits, 
also in all three layers. J.l2 thus satisfied the "loose" selection criteria that were used 
in this analysis, but not tighter requirements due to a number of missing hits in the 
muon system. Looking at figure 6.9 we see that the extrapolated central track and the 
matched calorimeter object point in the direction of the crack between two octants, 
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, 

, wire hit 
I scintillator hit 
o forward pixel hit 

r----h50cm 

Figure 6.9: X-Y view of the D0 detector. For a detailed description, see the text. 
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which may explain why the MDTs are missing some hits for this muon. 

The muon objects were matched with extremely straight central tracks which were 
very nearly back-to-back (.6.<;01,2 = 3.12) in the transverse plane, exactly what one 
would expect from a high mass dimuon event. However, the track of /-11 had a recon­
structed transverse momentum of p~e1co) = 628 GeV / c while the track of /-12 was recon-

structed with only P~~2co) = 209 GeV; c, even though no other high-energy objects were 

reconstructed. The resulting reconstructed dimuon invariant mass was 1140 GeV / c2 . 

Note that at p~eco) = 628 GeV/c the predicted (inverse) track resolution for a track 
with SMT hits is 2: 100% (see figure 5.25), so that an error like this is not unexpected 
at these energies. The missing calorimeter ET (omitting the muons) was only 8 GeV. 

Consequently, after the kinematic fit the fitted track PT'S were p~~) = 312 GeV / c 

and P!f:~ = 306 GeV/c respectively, with a fitted PT(Z) = 10 GeV/c and a resulting 

dimuo~ invariant mass of 975 GeV / c2 . 
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Chapter 7 

Conclusion & Outlook 

We have used 1 fb- l of high-PT dimuon data taken by the D0 detector to look for a 
new heavy mass resonance. Since no significant excess over the Standard Model back­
ground was found, upper limits on the production cross-section times the branching 
ratio to muons were calculated for several models of new physics. 

We set a lower 95% credibility limit on the mass of a hypothetical Standard Model-like 
Z' decaying to muons of 838~~ GeV j c2 . These cross section limits were interpreted 
as limits on the mass and couplings for generic models with an extra gauge boson; the 
limits on the mass of the Z,p, Z1) and Zx bosons that arise in various E6 grand unified 
theories were constrained to be 665 GeV j c2 ,654 GeV j c2 and 790 GeV j c2 respectively 

We also set a limit for a spin-2 resonance predicted by the Randall-Sundrum model. 
The mass of the lightest massive graviton in the Randall-Sundrum model was con­
strained to be Melli> 693 GeVjc2 for kjMpl = 0.1 at a 95% CL. 

These are the most stringent limits on rJ(pp ---> Z' + X) x BR( Z' ---> fJ+ fJ-) and 
O'(pp ---> C[l] + X) x BR(C[l] ---> fJ+fJ-) from direct searches to date. 

As can be inferred from figures 6.4 and 6.6, the results are limited by statistics. 
Assuming the systematic uncertainties are unchangedl , the (mean) expected limit on 
the mass of a hypothetical SM-like Z' (assuming no new physics) would be 907 GeV j c2 

with 4 fb -1 of data, which is about the amount of data on tape by the time of writing, 
or 955 GeV jc2 with 8 fb-lof data, which the Tevatron is expected to have delivered 
by the end of 2010. 

After that time the limits set by the LHC experiments might be much better, due 
to the larger energy range and luminosity available; a Standard Model-like Z' with 
a mass up to 2.5 TeV j c2 could be excluded with 1 fb -1 of LHC data and one with a 
mass up to 5 TeV j c2 with about 200 fb -1 of LHC data [87, 88]. 

Similar direct searches have been done in dielectron and dielectron plus diphoton data 
at D0 and CDF [32, 33, 48] (see table 2.3). For models with generation-independent 
fermion couplings, these analyses resulted in more stringent limits on the presence of 

IThe largest experimental systematic uncertainty comes from the uncertainty on the track reso­
lution, which would be reduced by at most ~ 30% with increased statistics (see table 5.3). 

117 
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heavy resonances, or similar limits with less data, because of the higher acceptance 
and better mass resolution that can be achieved for these channels. In addition, the 
search for RS gravitons in the e+ e- + II channel has the advantage of the double 
branching ratio of the (spin-2) gravitons to photons. 

Apart from the accumulation of more data, the inclusion of additional channels, and 
the combination with CDF searches, one possible way of improving this analysis 
would be to use the dimuon decay angle in addition to the dimuon invariant mass as 
a discriminating variable; this would however introduce additional model dependence 
to the limits. 



Appendix A 

Results with EW corrections 

The Drell-Yan background processes are reweighted to match the cross-section with 
NLO electroweak corrections included, as described in section 4.2. This changes the 
total Z cross-section and thus the normalization of the Monte Carlo. It also changes 
the shape of the Drell-Yan backgrounds. 

The second effect turns out to be small. Although the Drell-Yan background is much 
reduced at the Monte Carlo truth-level, the effect on the reconstructed background in 
the signal regions is small because the main source is not high-mass Drell-Yan events, 
but rather Z events with a misreconstructed mass, for which the overall weight does 
not change because of the normalization to the Z peak. 

The signal Monte Carlo shape would in principle also change. However, it is argued 
in [28] that the NLO electroweak corrections to the Z' cross section are substantially 
smaller than the correction to the Standard Model neutral current. Moreover, the 
change in the width of the reconstructed mass distribution is dominated by resolution 
effects and the efficiency has only a small dependence on the invariant mass. Therefore 
the overall effect is likely to be small and the selection efficiency is assumed to be 
unchanged. 

While the optimal mass cuts do change slightly after the EW correction, the changes 
are all ;S 5 GeV /c2 and are neglected as well. Since the systematic uncertainty due 
to the muon track resolution uncertainty on the normalized reconstructed Drell-Yan 
background depends mainly on the value of the mass cut (again, because the back­
ground is mainly due to misreconstructed Z events), the relative systematic uncer­
tainties are also left unchanged. 

Figure A.I show the Z peak before and after the kinematic fit, figure A.2 the complete 
mass spectrum. 

Table A.I summarizes the result and figure A shows the 95% credibility limit on the 
presence of a Standard Model-like Z'. 
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Figure A.l: Binned likelihood fit on the dimuon Z resonance for events in final selec­
tion before (a) and after (b) the kinematic fit, Monte Carlo. 
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Mz' 

400 

500 

600 

650 

700 

750 

800 

850 

900 

1000 

Mlower Nobs N bkg .ceff(fb -1) CL 95%(fb) (exp.) 

317 36 29.1 -7% +8% 31.1 -8.1% +6.0% 64 45±15 

399 12 11.7 -9% +9% 27.1 -5.6%+6.6% 34 34±11 

481 5 5.5 -11%+11% 25.1 -5.2%+6.3% 25 27±9 

514 3 4.1 -10%+12% 23.6 -6.0% +7.1% 21 26±9 

566 1 2.8 -13 % +12% 21.9 -6.2% +7.4% 17 25±8 

588 1 2.3 -12 % +16% 22.1 -6.7%+8.0% 17 23±8 

618 1 1.9 -13 % +14% 20.5 -7.0%+7.9% 19 24±8 

643 1 1.6 -15%+15% 20.4 -7.2%+8.2% 19 23±8 

669 1 1.3 -14 % +12% 18.3 -7.4% +8.4% 22 25±8 

718 1 1.0 -13 % +13% 14.8 -4.7% +6.6% 28 28±l0 

Table A.1: Summary of results for Standard Model-like Z'. 
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Figure A.3: 95% credibility limit on Standard Model-like Z' cross-section as a function 
of the Z' mass, and the average expected limit, the systematic uncertainty on the 
average expected limit and the systematic + statistical uncertainty. Also shown is 
the Standard Model-like NNLO Z' cross section times branching ratio and the (LO) 
Littlest Higgs Z' cross section times branching ratio for cot e = 1. 
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Appendix B 

Triggers 

Table B.1 shows all triggers used, per trigger list period (see table 5.1 for the integrated 
luminosity per trigger list). This is simply the collection of all single- ("MU.*") and 
dimuon ("DMU.*" and "2MU.*") triggers used in RunIIa. The nomenclature changed 
halfway v13. Triggers may typically require a number of hits in the muon system, 
hits in the central tracker at Level 1, a muon track and possibly a central track at 
Level 2. Some triggers require a track match at level 3. A few triggers in v14 require 
an isolated track at level 3 ("ITK"). Many of the single muon triggers are prescaled, 
especially at the higher luminosities with later trigger list versions. 
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Trigger Lists 

v8 - v10.3 

vlO.3 - vI2 

vI2 - vI3 

vI3 

vI4 

APPENDIX B. TRIGGERS 

Trigger 

2MU~A~2L2, 2MU~A~L2ETAPHI, 2MU~A~L2MO, 2MU~CA~2L2L, 

2MU~CA~2L2L~2TRK, 2MU~C~2L2~2TRK, 2MU~C~2L2~TRKLO. 

2MU~ W ~L2MO~2TRK2, MUN~ W ~L2M5~TRKIO, MUW ~ W ~L2MO~2TRK3, 
MUW ~ W ~L2MO~TRKlO, MUW ~ W ~L2MO~TRK4, MUW ~ W ~L2M5~TRKlO, 
MU~2TRK3~L2MO, MU~A~L2MO, MU~A~L2M5, MU~A~L2~NOFZ, 

MU~W~L2LO~TRK2, MU~W~L2MO~2TRK3, MU~W~L2MO~TRKlO, 

MU~W~L2MO~TRK3, MU~W~L2M5~TRKlO 

2MUW~A~2L2~L3L, 2MU~A~2L2, 2MU~A~L2ETAPHI, 2MU~A~L2MO, 

2MU~A~L2MO~L3Ll5, 2MU~A~L2MO~TRKlO, 2MU~CA~2L2L~2TRK, 

2MU~C~2L2~2TRK, 2MU~ W ~L2MO~2TRK2, MUW~A~L2M3~L3LI5, 
MUW ~A~L2M3~TRKlO, MUW ~L2MO~2TK3~MM, MUW ~L2MO~TK4~MM, 
MUW ~ W ~L2MO~2TRK3, MUW ~ W ~L2MO~TRKlO, MUW ~ W ~L2MO~TRK4, 
MUW ~ W ~L2M3~L3L15, MUW ~ W ~L2M3~TRKlO, MUZ~A~L2M3~L3L15. 
MUZ~A~L2M3~TRKIO, MUZ~ W ~L2M3~L3Ll5, MUZ~ W ~L2M3~TRKlO, 
MU~2TRK3~L2MO, MU~A~L2MO, MU~A~L2M3~L3Ll5, MU~A~L2M3~TRKlO, 

MU~A~L2M5, MU~W~L2M3~L3Ll5, MU~W~L2M3~TRKlO 

2MUW~A~2L2~L3L7, 2MU~A~2L2, 2MU~A~2L2M, 2MU~A~L2ETAPHI, 

2MU~A~L2MO, 2MU~A~L2MO~2L3MO, 2MU~A~L2MO~L3L15, 2MU~A~L2MO~L3L6, 

2MU~A~L2MO~TRKlO, 2MU~A~L2MO~TRK5, 2MU~CA~2L2L~2TRK, 

2MU~C~2L2~2MM, 2MU~C~2L2~2TRK, 2MU~ W ~L2MO~2TRK2, 
MUW ~A~L2M3~TRKlO, MUW ~L2MO~2TK3~MM, MUW ~L2MO~MM4, 
MUW ~L2MO~TK4~MM, MUW ~ W ~L2MO~2TRK3, MUW ~ W ~L2MO~TRKIO, 
MUW ~ W ~L2MO~TRK4, MUW ~ W ~L2M3~TRKIO, MUZ~A~L2M3~L3L15, 
MUZ~A~L2M3~TRKIO, MUZ~ W ~L2M3~L3L15, MUZ~ W ~L2MLTRKIO, 
MU~2TRK3~L2MO, MU~A~L2MO, MU~A~L2M3~L3L15, MU~A~L2M3~TRKIO, 

MU~A~L2M5, MU~W~L2M3~TRKlO 

DMUI~lLIMM2, DMUl~2LM2, DMUl~2LM2~LM5, DMUI~LM15, DMUl~LM5~TK5, 

DMUl~LM6, DMUl~TK5, DMUl~TK8, DMU2~2TAML~ VX, DMU3~2TAM~ VX, 
MUHl~LM15, MUHI~TKlO, MUHl~TKlOH, MUHl~TK12, MUHl~TK12~TLM12, 

MUH2~2LMO~TKIO, MUH2~LMIO~TK12, MUH2~LM15, MUH2~LM3~TK12, 

MUH2~LM4~ITKlO, MUH2~LM6~TK12, MUH3~2LMO~TKlO, MUH3~LMlO~TKI2, 

MUH3~LM15, MUHLLM3~TKIO, MUH3~LM4~ITKlO, MUH3~LM6~TK12, 

MUHCLM15, MUHCTKlO, MUH4~TK12H, MUH5~LM15, MUH5~TKlOH, 
MUH6~LM15, MUH6~TKIO, MUH6~TK12~TLM12, MUH7~LM15, MUH7~TKlO, 

MUH7~TKI2, MUH7~TKI2H 

DMUlHI, DMUI~ILIMM2, DMUI~2LMOMMOTLM3, DMUl~2LM2~LM5, DMUI~2LM6, 
DMUl~2TK3TK5TLM3, DMUl~ITKIO~ILM6, DMUl~LMI5, DMUI~LM5~TK5, 

DMUl~LM6~TK12, DMUI~TKIO~2LM3, DMUI~TK8, DMUI~TK8~TLM8, 
DMU2~2TAML~ VX, DMU3~2TAl'vC VX. DMUA~lLIMM2, DMUA~2LMOMMOTLM3, 
DMUA~2LM6, DMUA~2TK3TK5TLM3, DMUA~ITKIO~ILM6, DMUA~LM6~TK12, 

DMUA~TKIO~2LM3, DMUA~TK8~TLM8, MUIATX~mp3~pfl, MUHI~ILM15, 

MUHI~ITLMIO, MUHl~LM15, MUHl~TK12~TLM12, MUH2~ILM12~ITK12, 

MUH2~LMlO~TKI2, MUH2~LM4~ITKIO, MUH2~TILM5~ITKIO, MUH3~ILM12~ITK12, 

MUH3~LMIO~TKI2. MUH3~LMCITKlO, MUH3~TILM5~ITKIO, MUH4~ILM12~ITK12, 
MUH4~ILM12~Itk12, MUHCTILM5~ITKIO, MUH5~LM15, MUH5~TKIOH, 

MUH6~LM15, MUH6~TKI2~TLM12, MUH6~TKI2~TLMM12, MUH7~LMI5, 

MUH7~TKI2, MUH7~TK12H, MUH8~ILM15, MUH8~ITLMIO, MUH8~TKI2~TLM12, 

MULO 

Table B.1: Triggers used per triggerlist period. 
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Samenvatting 

Voor het onderzoek dat hier gepresenteerd is, werden lib -1 van geselecteerde hoge 
transverse momentum dimuon data bekeken, welke verzameld waren met de D0 detec­
tor. Deze waren verkregen uit proton-antiproton botsingen in de Tevatron versneller 
te Fermilab bij een energie van VB = 1.96 TeV. 

In deze data werd gezocht naar resonanties bovenop het Drell-Yan spectrum met een 
invariante massa veel hoger dan de Z boson massa. Zulke resonanties worden voor­
speld door verschillende modellen van nieuwe fysica; in dit werk werden de bevin­
dingen gelnterpreteerd voor Standaard Model-achtige Z' modellen, generieke U(l) 
extensies van het Standaard Model, "little Higgs" modellen en het gekromde extra 
dimensie model van Randall en Sundrum. 

Door de schone eigenschappen van de dimuon eindtoestand kon de reduceerbare 
achtergrond grotendeels verwijderd worden door een combinatie van snedes van welke 
de efficlentie bepaald werd op de Z --> p,+ p,- piek, waarvan de werkzame doorsnede 
en massa bekend zijn. Om de achtergrond van Z --> p,+ p,- gebeurtenissen met een 
veel te hoog gereconstrueerde dimuon massa te reduceren werd een kinematische fit 
uitgevoerd, gebruikmakende van het gegeven dat de totale transverse energie in een 
botsing op moet tellen tot nul. 

Het gevonden massa spectrum werd vervolgens vergeleken met de verwachte verde 1-
ing, met inachtneming van de systematische onzekerheden op de Standaard Model 
werkzame doorsnede, de detector efficlenties en de transverse momentum resolutie. 
Hierbij werd voor elk model en Z' massa onder beschouwing een eindselectie op de 
invariante dimuon massa gemaakt die de gevoeligheid van een tel experiment voor de 
aanwezigheid van een signaal maximaliseert. 

Aangezien er geen significant overschot op de voorspelling werd gevonden, zijn er 
bovenlimieten gesteld op de productie van een hypothetisch nieuw boson maal de 
vervalbreedte naar dimuonen voor elk van de modellen, uitgezet tegen de massa van 
het hypothetische nieuwe deeltje. Voor een Standaard Model-achtige Z' werd een 
onderlimiet op de massa gevonden van MZI > 838 GeV jc2 ; voor het Randall-Sundrum 
model werd een onderlimiet gevonden van Melli> 693 GeVjc2 voor kjMpl = O.l. 
Hiermee werden de tot op heden meest beperkende limieten op l7(pp --> Z' + X) X 

BR(Z' --> p,+p,-) en !7(pp --> C[l] + X) x BR(C[lJ --> p,+p,-) gesteld. 
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