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Abstract

The lifetime of the/\g baryon (consisting ofi, d andb quarks) is the theoretically
most interesting of alb-hadron lifetimes. The lifetime Gt\g probes our understanding
of how baryons with one heavy quark are put together and hew diecay. Experimen-
tally however, measurements of th% lifetime have either lacked precision or have been
inconsistent with one another.

This thesis describes the measuremem\g)flifetime in proton-antiproton collisions
with center of mass energy of 1.96 TeV at Fermilab’s Tevatoltider. Using 1070t
60pb~! of data collected by the Collider Detector at Fermilab (CDF}Jemn sample of
about 3000 fuIIy-reconstructed\g — N\{T decays (witt\{ subsequently decaying via

A — p"K~mth) is used to extract the lifetime of tmiﬁ baryon, which is found to be
CcT(AD) = 4228+ 13.8(stat) + 8.8(syshum.

This is the most precise measurement of its kind, and is ee#terithan the current
world average. It also settles the recent controversy degguthe apparent inconsistency

between CDF’'s other measurement and the rest of the world.
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Chapter 1

Theoretical Motivation

The lifetime of the/\g baryon is a topic of considerable recent interest. For yihane
has been a long-standing discrepancy between experinmataurements of th’éeg life-
time and theoretical predictions. This thesis describegasurement of tha? lifetime
that leverages a large sample of fuIIy-reconstrua's%d—> AT decays. The data were
collected by the Collider Detector at Fermilab (CDF) using @ Hisplaced Track Trigger
(TTT). The TTT produces a very clean sample that offers st\venes larger statistics
than other triggers for the same integrated luminosity. el@v, because the trigger selects
events based on the presence of displaced tracks, thenifelistribution is biased. The ef-
fect of the trigger selection bias on lifetime measurembatsbeen extensively studied [1]
and is well understood. The measurement described heresogbisticated Monte Carlo
techniques to correct for the trigger bias so that the fifetcan be accurately extracted.

This thesis is organized as follows. The theoretical bamligd and motivation for
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measuring the lifetime dl\g are presented in this Chapter. A description of the accelerat
and particle detector — the experimental apparatus usethéomeasurement is given in
Chapter 2. The general issues and formalism for the lifetirmasurement are explained in
Chapter 3. The data samples are described in Chapter 4. Chajscitbes the details of
the fit that is used to extract tmﬁ lifetime from the data. The result of the fit is given in
Chapter 6. Chapter 7 describes the estimated systematidainties for the measurement.
Finally, the results are summarized and discussed in Ch8pter

By taking advantage of a higher statistics sample and refimgget bias corrections,
this analysis is the most accurate measure oi\l@ﬁéifetime to date, shedding light on the
long standing discrepancy between the world average of thasmed\g lifetime and its

theoretical predictions.

1.1 Standard Model of Particle Physics

Before moving on to the details involved in a lifetime measugat, a brief introduction
to the Standard Model of particle physics is in order. Morempeehensive introductions
can be found in most particle physics texts (for example, Refees [2] - [5]).

The Standard Model of Particle Physics is the most sucdetbsfary to date for de-
scribing fundamental particles and their interactionsca@kding to the Standard Model, all
matter is built from a small number of fundamenggjn'= 1/2, particles called fermions.

Fermions interact via the exchange of, integral spin, gauggons. The fundamental

1Spin is a quantum number that describes the intrinsic angudenutum of a particle.

2
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fermions consist of only sixjuarksand sixleptons(and their anti-particle$) Fermions
are grouped together in three generations with correspgrnetrticles exhibiting similar
physical properties and behavior. Table 1.1 summarizeteth@ons included in the Stan-

dard Model.

1.1.1 Fundamental Particles

Leptons include three charged particles; the lightese$amiliar electron€), followed
by the muon ), and the heaviest, the tat)( Each lepton has-1 electric charge and the
same spin of 12.

In addition to the electrically charged leptons, there ée three neutral leptons called
neutrinos (denoted by). First postulated by Pauli in 1930 to account for the migsin
energy and momentum being carried away in nucedecay (.e. the radioactive decay:
n— pt 4 € +Ve), Neutrinos weren’t measured directly until 1956 by Cowan Reines
[10]. Each of the charged leptons has an associated neuwtrihe same “flavor”ice. ve,
vy, andvy).

In contrast to leptons, quarks all have fractional eleattiarges of either-2/3 or
—1/3. In addition to spin and electric charge, quarks also hawex&ra degree of freedom

that is referred to asolor or color charge Quarks come in one of thremlors red,

2In addition to matter, the Standard Model also includesnaaitier. Antimatter particles are identical
to matter particles in all respects save charge. For exartieantimatter version of the electron is called
the positron, which has the same properties as the electrowith a charge of+1 (i.e. e"). With the
exception of the positron, antiparticles are generallyotieth by a line over the particle symbol. For example
the antiparticle equivalent of the bottom quabkis denoted and pronouncedi-bar”.
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Quarks Symbol | Charge | Mass (MeV/c?)
up u +2 | 15-3

down d -3 |3-7

charm c +2 | (1.254+0.09) x 10°
strange s —% |95£25

top t +2 | (174+£33)x 10°
bottom b —% | (4.20£0.07) x 10°
Leptons

electron e -1 0.511

electron neutring Ve 0 <2x10°°

muon vl -1 1057

muon neutrino Vu 0 <0.19

tau T -1 177690+ 0.20

tau neutrino Vi 0 <182

Table 1.1: The fundamental fermions. Charges are in unitseodbsolute electron charge.
Masses listed are taken from Reference [8]. Because of Eisfaimous equation re-
lating energy to mas€E = mc?, particle masses are generally quoted in units of energy
divided by the speed of light squared. An electron volt, e\the amount of energy given

to an electron that is accelerated across a 1 Volt potentiaV = 1.60217646x 1019
joules. Masses are generally expressed in millions orobiliof electron volts, MeXt?

and GeV/c? respectively.
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Meson Quark Content | Mass (MeV/c?)

s ud 13957018+ 0.00035
K+ us 493677+ 0.016

K*0 ds 896.00+0.25

Dt cd 18693+ 0.4
D*(2010* cd 20100+0.4

I/ cC 3096916+ 0.011

BT ub 52790+ 0.5

B° db 52794+0.5

B? sb 53675+ 1.8

Table 1.2: Quark content of select mesons that are refedandhis text. Masses are all
guoted from Reference [8].

green, and blue. Theolor of quarks is not literal, but rather a convention of labeling
three color charges. The physical parallel with color cofma® the fact that in light, red,
green, and blue light combine to make white, or colorleggtli In the standard model,
stable combinations of quarks are required to be colorkeisthle configurations consist of
either three quarks of different colors (called baryonsyjuark/antiquark pairs of matching
color/anti-color (called mesons). Patrticles that are nddpiarks are collectively referred
to as hadrons. Tables 1.2 and 1.3 list the quark content ah#s®ns and baryons that are

used in this text.
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Baryons Quark Content | Mass (MeV/c?)

p uud 93827203+ 0.00008
A(1232FF uuu 12316

N°(1520 uds 151954+1.0

NG udc 228646+0.14

A udb 56249

Table 1.3: Quark content of select baryons that are refeceircthis text. Masses are all
quoted from Reference [8].

1.1.2 Interactions

In the Standard Model, interactions between fundamentalites take place via the
exchange of gague bosons. Different bosons transmitieatiate each of the four funda-
mental forces in nature; electromagnetism, strong nuchezak, and gravity. Properties of
the different force carriers are summarized in Table 1.4.

The electromagnetic force is responsible for most extredeaun physics. It is the force
responsible for binding electrons to nuclei in atoms. Tleetebmagnetic force is mediated
by a massless, spin-1, boson called the phoypth@t couples to any particle that has an
electric charge. The field theory used to compute the cresgess for electromagnetic
processes is called quantum electrodynamics (QED). QEDasad the most accurate
physical theories ever constructed. Predictions agrdeexperimental measurements to a
precision of 101° making QED second only to special relativity (which cutheis tested

to 1021 in its predictive accuracy.
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Force Boson JP | Mass (GeV/c®) | Relative Strength
Strong Nuclear | Gluon @) | 1~ 0 1
Electromagnetig Photon () | 1~ | < 6x 10~ 7eV/c? 1072

W 1~ | 80.403+0.029
Weak Nuclear 107

Z0 1+ | 91.1876+0.0021
Gravity Graviton | 2+ unobserved 1039

Table 1.4: The four forces in nature and their correspondengge bosons. The relative
strength depends on the particles involved so the numlstesllin the table are approxi-
mate. The masses are quoted from Reference [8].

The strong nuclear force is responsible for binding quanks hadrons. This force is
also responsible for binding protons and neutrons insidatam’s nucleus. The strong
force is mediated by massless, spin-1 bosons called gluprikat couple to any particle
with color. The colorless leptons are un-affected by thergjrforce, while quarks, which
have color are. In strong interactions, color charge hadeaaoalogous to that of the
electric charge in electromagnetic interactions. Unliketpns though, gluons themselves
also carry color charge and couple directly to other glu&ah gluon carries both a color
and an anti-color charge. There are eight types of gluonesponding to each of the
states in a color octét The field theory used to compute strong force interactismsiled
guantum chromodynamics (QCD) which will be described in nu@®il in Section 1.3.

The weak nuclear force is responsible for nuclPatecay. The weak nuclear force

3There are three possible values for the color charge; RedGFRen (G), and Blue (B). These three
colors can be combined in eight states with non-zero coloe. dight possible combinationisg( gluon state
vectors) are|RG >, |RB >, |GR>, |GB >, [BR>, |BG >, %|RR—GG >, and%|RRjL GG - 2BB >
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is responsible for all flavor-changingd. p— e or b — ¢) interactions. The weak force
is mediated by three massive bosowst, W—, andZ® where the superscript denotes the
electric charge of each type. Since the bosons are very vea@4j, = 80.2GeV,Mz =
91.2GeV [8]) the weak force has an extremely short range.

Gravity is by far the weakest force at sub-atomic distan@descand its effects are
negligible in particle interactions. Gravity is not debserd by the Standard Model and is
included here only for completeness. The existence of alesssspin-2 boson called the
graviton has been postulated as the mediator of the grawvitdtforce but it has not yet
been observed. Developing an effective quantum theory,ran@Unified Theory, that
includes gravity, along with the other three fundamentetds, is still one of the primary

goals in modern Physics.

1.2 Feynman Diagrams

Feynman diagrams are used to represent quantum field thalerylations pictorially.
This section is meant as a brief introduction to the diagrantsthe interactions that they
represent. More complete introductions can be found, fangte, in References [2] - [5].

An example Feynman diagram is shown in Figure 1.1. In a Feprdreggram, particles
are represented by lines of various type that corresponfereht fundamental particles.
Solid lines represent fermions and wavy or dashed linesresept bosons. Arrows on

lines show the direction of matter flow. In Figure 1.1, timasdorward from left to right
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I

d
b £ C
d . d
u > u

Figure 1.1: An example of a Feynman diagram. This diagraustilates one possible
mechanism for\g decaying toA{ Tt . In the decay, the bottom quark decays weakly to a
W~ boson and a charm qua/~ then decays to an anti-up and a down quark.

along the horizontal axis. Particle lines that run “backivartime” represent antiparticles
moving forward in time. External lines.€. lines at the far Right and Left of the diagram)
represent real, observable particles while internal lohegsict particles that cannot be ob-
served without possibly changing the process. These @itparticles are said to bartual
particles. Points where lines connect to other lines remteisteraction vertices. At each
vertex, energy, momentum, and charge are conserved.

Feynman diagrams are purely symbolic and do not represtralgarticle trajectories.
Each diagram rather symbolizes a complicated matrix-at¢iwaculation that contributes
to the amplitude for the physical process being represerf@d a given interaction, an
infinite number of diagrams can be drawn; and the sum of aBiptessFeynman diagrams
gives the physical amplitude for a process. Fortunatelypyercase of QED, as the diagrams
become more complex.€¢. as the number of vertices increases) the contribution to the
physical amplitude decreases and the calculations coavemdly. Thus, by evaluating

only the leading order diagrams, a good approximation fer ghysical amplitude can
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generally be obtained.
Feynman diagrams are used in this text to illustrate howobotjuarks are produced
at the Tevatron (Section 2.1). The diagrams are also useédoritle interactions that

contribute to lifetime differences measuredihadrons (Section 1.3.2).

1.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) describes strong force irtterecbetween colored
objects, and in principle, can be used to calculate the ptiegeof hadrons. However,
unlike QED, in QCD, contributions from higher-order Feynnthagrams contribute sig-
nificantly to the cross-section making the computationsassible to calculate analytically.
Strong force interactions are more complicated than @e@gnetic interactions because
in addition to quark-quark interactions via the exchangglwbns, gluons also interact with
other gluons.

In QCD, the strong interaction parameteg, that quantifies the coupling of the strong
force, is not a constant, but increases as a function of thiamtie between interacting
particles. This property is known as “asymptotic freedorAt.short distancesi.g. high
energy), the strong force between two quarks is weak. As igtarcce between quarks
increasesi(e. low energy) asincreases quickly and the strong force makes it impossible t
separate the quarks. This property, known as “confinemstitiei mechanism that confines

guarks to hadrons and makes it impossible to observe fra&gju&/hile color-less leptons

10
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can exist freely, quarks, because of the influence of thagtiarce, apparently cannot.

For short distance (high energy) interactions, quarks &mehg behave as free particles.
Becauseisis small in this regime, it is possible to use a perturbatigaasion in powers of
O to calculate QCD predictions. This approach, known as peative QCD, has resulted
in some of the most precise tests of QCD to date. However, tendiss increase (energy
decreases) it becomes impossible to calculate and pre@ibt€fects because witins > 1,
the calculations simply do not converge.

The QCD confinement scaldgcp ~ 400MeV/c?, is the typical energy at which QCD
becomes non-perturbative. The interaction of quarks irdadreis inherently low energy —
whereds is of order unity. In this case, symmetries of QCD may be exgtbio predict the
properties of particle interactions. There are severahous for predicting QCD results
at low energies that include; lattice QCD/N expansions, and effective theories. Lattice
QCD uses a discrete set of space-time points and heavy ogligink propagators to reduce
continuum path integrals to numerical computations whauhloe performed on supercom-
puters. Such simulations are time-intensive, and eachlsarap take years to complete.
The /N, or large-N expansion, derives an expansion for QCD pragzeiripowers of AN,
which is treated as a small parameter. In the limit of largéhd,expansion becomes more
and more accurate. In the case of QCD, where N is only 3, theshigfter terms serve
as corrections to the large N limit. Effective theories agoplify QCD calculations by
expanding in other small parameters. For example, chindligmtion theories begin by

assuming that the light quark masses are zero, while heaank gffective theories assume

11
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an infinite mass for the heavy quarks.

1.3.1 Heavy Quark Effective Theory

The QCD treatment of quark-quark interactions simplifiesiicantly when one of
the participating quarks is much heavier thegcp. In this case, the momentum exchange
between the heavy quark and the ligipiectatorquarks is small, the recoil of the heavy
qguark is negligible, and the heavy quark can be treated adia sburce of electromagnetic
and color fields. In the limit of an infinitely heavy quark masise interactions of the
light quarks are independent of,. In reality, the mass of the heavy quark is finite, and
corrections to the infinite-mass limit can be applied by exfdag in powers of\qcp/Mo.
This method for computing QCD predictions is known as a Heawgr® Effective Theory
(HQET).

Using HQET, the weak decay of the heavy quark can be treatieghendent of the light
spectator quarks. The heavier the quark, the more apptephie heavy quark approxima-
tion becomes and smaller lifetime differences are predibttween hadron species.

In the simple spectator model, we can write the decay Wjdthfor a B meson as;

/\QCD) ! (AQCD) 2 (/\QCD) 3
+AIl —— | +A + A +...
o 1( my 2\ m Umy

To first order {.e. O(Agcp/My)), the heavy quark is a static source of color field which

GZM?
r(b) = 1s§2ng

Veb|?- (1.1)

decays as in the spectator model, with no interaction wighdloud of light quarks and

4The decay widthl", of a particle is inversely proportional to the lifetine,” 0 1/t

12
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gluons. At this order, the theory predicts thatkathadron species decay at the same rate
and have the same lifetime.

Measurements confirm that the varidukadrons in fact decay differentrates. Ex-
periments have been precise enough for some time now tdyckamonstrate that the
spectator model is incomplete @Aqcp/My). Measurements show thBtlifetimes fol-

low the general lifetime hierarchy of
1(BT) > 1(B°) ~ 1(BY) > T(AQ) >> 1(Bg) (1.2)

Because of their lighter mass, charm hadrons exhibit eveatgrdeviations from the sim-
ple spectator quark model. Lifetime ratios for several ohand bottom hadrons are listed
in Table 1.5. In order to make more accurate lifetime préohst, Equation 1.1 must be
calculated beyond the leading order.

Precise lifetime and mass measurement8 idecays are the most powerful way to
constrain QCD predictions. This is the essence of the measumadescribed in this thesis;
a more accurate measure @A\2) will help constrain the QCD effects that can obscure
or confuse indirect searches for physics beyond the Stdndadel. It is increasingly
more important to understand non-perturbative QCD cortiobs as the search for physics
beyond the Standard Model continues. Without a trustwartbgel of QCD effects at low
energies, it is difficult to identify effects that are beyaihe predictions of the Standard

Model.

13
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Lifetime ratio Theory Prediction | Measurement
TT(([SZ)) Pauli Interference dominant ~~ ~ 2 2.536+0.019
TT(('SS;)) without Weak Annihilation | 1.0—1.07
% with Weak Annihilation 09-13 1.219+0.018
ey QCD sum rules 1.08+0.04
TT((’S%)) quark model matrix elements  ~ 0.5 0.488+0.015
TT((';;)) Pauli Interference in(B™) 1+£0.05 | 1.071+0.009
ues QCD 1/m, expansion | 1.0+0(0.01) | 0.961+0.019
i QCD 1/m, expansion | 0.95+0.05 | 0.904+0.032

Table 1.5: Lifetime ratios of charm and bottom hadrons. Themtetical predictions are
guoted from Reference [14] while the experimental lifetirmagas are calculated or quoted
from Reference [17]. Pauli Interference and Weak Annitolatare described in detail in
Section 1.3.2.

14
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1.3.2 The Origin of Lifetime Differences

Lifetime differences betweeln hadrons manifest themselves only when Equation 1.1
is calculated usingD(/\QCD/mb)2 and higher order corrections. M(/\QCD/mO)Z, the
Fermi motion of théb quark and interactions between its spin and that of the tiglgtees
of freedom enter. Lifetime differences between mesons angolns appear at this order.
Baryons, surrounded by two light quarks in a spin O cloud, deware quickly than mesons
that interact with a spin /2 antiquark cloud. As a result, baryon lifetimes are predidb
be about 2% shorter than that of the mesons [11].

At O(/\QCD/mO)3, diagrams involving spectator quark interactions appeseveral
mechanisms are responsible for the lifetime differencethiatorder, namely; Pauli In-
terference (PI), Weak Annihilation (WA), and for baryonse& Exchange or Scattering
(WE). Although suppressed by an additional power gind, these effects dominate the
differences in lifetimes because of a favorable phaseesfaator [12].

A diagram illustrating Pauli Interferencel’kﬂ — AT is shown in Figure 1.2. There
are two mechanisms for the decay; internal and external esiom of a W. The two final
states are indistinguishable, resulting in quantum mechhbinterference in the calculation
of the decay rate. The destructive interference, caused lxy Ifelieved to prolong’\g
lifetime, relative toB® by as much as 3%. Pauli Interference is also believed to be the
dominant mechanism behind tBe” — D lifetime difference [14].

Weak Annihilation, is shown for the case Bf in Figure 1.3. In Weak Annihilation,

the constituent quarks of a meson annihilate to form a Vikvaln the case of 8, with

15
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d d @
U
d
d w-
wW- b c
b ¢ d d
u u u u

Figure 1.2: Diagram illustrating Pauli Interference. Thagdams sholeg — NI decays
via two different mechanisms. The two final states are imdjsishable which results in
guantum mechanical interferencewhen calculating theydexta.

constituent quarkbu, the amplitude is proportional ¥, so the effect is expected to be
very small. Many interactions in the Standard Model are dlesd by a 3x 3 matrix called
the Cabibbo-Kobayashi-Maskawa (CKM) matrix. The elementhefmatrix are external
parameters of the Standard Model that must be measured. Thien@rix can be written

as,;

Vud Vus Vub
VekM = | Veg Ves Veb |-

Via Ms Vb

where the elements of the matrix describe the coupling eEtwarious quark transitions.
For example, a vertex wherebaquark decays to 8~ and ac quark is proportional to
Vep. Similarly the vertex at which a quark decays to W™ ands quark is proportional to

Vg5 [15]. For reference, the measured values of the matrix aiésri8] are;

0.97377+0.00027 022574+0.0021  (4.31+0.30) x 10°3

Vekm = 0.230+0.011  Q957+0.017+0.093 (41.6+0.6) x 1073
(7.4+08)x 103 (406+27)x 1073 > 0.78

Weak Annihilation only affects the lifetime of mesons, seff} lifetime is not altered

16
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by this mechanism. The effect of WA is larger in the charmeystwhere it contributes
to decays oD+, but notD® because the weak interaction does not coepie u in the

constituentl quarks ofD°.

b c
q
w+
q
u S

Figure 1.3: Diagram illustrating Weak Annihilation.

Weak Exchange, or Weak Scattering, is showrBo+~ D1 and/\g — A\{TU in Fig-
ure 1.6. Because this processaicity-suppresseth Mesons, but is not in baryons, it is
expected to be the mechanism most responsible for a sbltﬁtdéfetime compared ta@°.
Helicity is the spin projection on the momentum of a partentel is defined aldl = %c‘r p.

A process is said to be helicity-suppressed when, becausgiroflignment, the decay is
not favored quantum mechanically. It is believed that WS Mthel\g lifetime by as
much as 7.5%. Helicity suppressionWfexchange is present in pseudoscalar mesons for
the same reason that the degay~ ev is suppressed. The helicity assignment¥of A
interaction are left-handed for particles and right hanide@ntiparticles. Left-handed he-
licity, or a helicity of —1/2 occurs when the spin and momentum vectors are in opposite
directions. Right-handed helicity, refers to the situatdren both the spin and momentum

vectors are in the same direction. For weak exchangeBf, &° decays toc andu as
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shown in Figure 1.6. A cartoon illustrating the desiredd¢isficonfiguration for the decay
of a spin-0 particle is shown in Figure 1.4. This conflictshaibe configuration where
the W couples to a left-handed quark and a right-handed quark, since both particles
must be left-handed for the spins to add correctly. Mesomaytethen are said to be helic-
ity suppressed. In contrast, Figure 1.5 illustrates therfa helicity configuration ir;l\g
decays.

U—» < C

&

Figure 1.4: A cartoon illustrating Helicity suppressionBf decays. The direction of
the u andc quark momentum is given by the narrow arrows. The bold arras/e the
momentum lines represent the spin direction. The spBf-8&s shown decaying at rest.
For spin to be conserved, both the quark and anti-quark areresl to have left-handed
spins, this configuration is disfavored by the W coupling tHieddecay is said to beelicity
suppressed

Yol

PNy Sl
A

Figure 1.5: A cartoon illustrating the favorable helicityndiguration inl\g decays. Again
the quark direction is indicated with the narrow arrows whiie bold arrows represent the
spin direction. The spin/2 /\8 is shown decaying at rest. For spin to be conserved all of
the decay products are required to have left-handed spims.cbnfiguration is favored by
W coupling and the decay is not suppressed.

Recently, sub-leading spectator effects that appe@t/abcp/ my)# in the HQET, have

been included in the calculation & lifetime ratios. The theoretical predictions for the
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Figure 1.6: Diagrams illustrating Weak ExchangeB8r— D* 1t and/\g — AT decays.

lifetime ratios thus calculated are [7];

B+
BT _ 1064002
T(Bq)
B _ 1004001
T(Bq)
T(A9
() — 0.88+0.05
1(Bq)

The ratiot(AD)/1(B?) has been the source of theoretical scrutiny since earlyealc
lations predicted a value larger thar®0, almost & higher than the world experimental
average at that time. However most of the theoretical patidics of the lifetime ratio cen-
ter around M4 [16]. Some theorists believe that the lowest value of ifieérhe ratio that
can be accommodated in the context of the HQET corresporaisaiio of 088. A larger
deviation than this would imply a failure of the conventigr@CD description of hadrons
and require a new paradigm for describing baryonic strectur

The experimental world-average foi\?) in 2007, and the values that contribute to that
average, are shown in Figure 1.7. Assuming a valugB?) = 1.530+0.009ps [17], the

values oft(A) that correspond to a lifetime ratio of@8 and 094 are 1346 and 1438ps
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respectively. For several years, experiments repor(é(g) lower than those predicted
by theory. In late 2006, CDF reported a value that was as mudwo dsgher than the

experimental world average [9].

/\b Lifetime Measurements

00 200 300 400 500 600 [um]
T 11 1T 11 | T TTT | T T T | T T T J T T T
ALEPH A, 1+ A1l ——e— 1.21+ 0.11
+0.24
OPALA, | . 1.29" 27+ 0.06
DELPHI A, | — et 1.17 5+ 0.05
CDF Runl A, | et 1.32+ 0.15+ 0.07
DO Runl (Abazov 05C) »——o— 1.22 )22+ 0.04
DO Runll A, | 1.28" 2%+ 0.09
+0.083
CDF Runll (hep-ex/0609021) —— 1.5937°°°+0.033
CDF Runll J/y A Prelim. s 1.580+0.077+0.012
PDG 3006 1.230 +0.074
| | | | | | | | | | |_ | | | | | | |

N\, lifetime [ps]

Figure 1.7: A summary of recemg measurements compared to the world average [8]. Re-
cent CDF measurements suggest a Ion@eﬂifetime than has previously been measured.

On the quark level, there exists a single lifetime fob guark. Differences in the
lifetimes of weakly decaying B hadrons, thus provide a pdwerardstick for evaluating

the impact of QCD hadronization. B decays offer a nice labyafor studying QCD. By

20



CHAPTER 1. THEORETICAL MOTIVATION

more accurately measuring/\D), theorists can use the result to constrain nonperturbative
QCD effects to provide a better model of hadronic behaviortdBétadronic models will

help to identify physics effects beyond the predictionshef tandard Model in the future.
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Chapter 2

Experimental Setup

In order to measure the lifetime ﬂfg a large sample of the particles is require!dgI
baryons are not commonly found in nature; they are heavycpestthat rapidly decay
into lower-energy particle states. To produce the baryoresneeds a high-energy particle
accelerator like Fermilab’s Tevatron. To measA@ decays, one needs a sophisticated
particle detector like the Collider Detector at Fermilab (GDPBescriptions of both the
accelerator and detector are given in this chapter. Mogelddtdescriptions of the Tevatron

and CDF can be found in References [19] and [20] respectively.

2.1 bb Production at the Tevatron

The simple model of a proton is of three quarks (twand oned) bound together by

the strong force. However, as described in Section 1.3,dhkepicture is more compli-
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cated. Hadrons are composed of three classes of partoesiceadjuarks — the constituent
quarks of the hadron; virtual gluons; and sea quarks — qaatkjuark pairs produced by
virtual gluons. All of these pieces, collectively referredas “partons”, carry part of the
total energy and momentum. The hadron momentum is notlaliséd equally among all
partons. Measured parton distribution functiofi$(x) give the probability that parton
carries a fractiorx of the total momentum of the hadran

At the Tevatron, protons and antiprotons collide with a eerdf mass energy of
v/S= 1.96TeV. At these energies, the collision time and distance betvpegtons is so
short that they may be treated as free particles — this piwpperQCD is referred to as
asymptotic freedom as described in Section 1.3. In this pagarbative QCD and the par-
ton distribution functions may be used to determine theiptessteractions. Very rarely is
the entire momentum of the proton and the antiproton inviblwea collision. More com-
monly, only one parton from the proton and one from the aotgr will interact, via the
exchange of virtual bosons.

There are many ways in whicrbh_)pair can be produced. Figure 2.1 shows the lowest,
or leading order, QCD production mechanisms. The leadingrarechanisms are those
with the fewest possible number of quark-gluon or gluomeglinteractions. In leading
order production, theb pair are the only outgoing products so they move away frorh eac
other with equal and opposite momenta in the center-of-rfrasse. The leading order
production dominates fogq pairs when the quark mass, is comparable to, or larger

than, the average momentum carried by the partons. At Tevatnergies, this is only true
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of tt production. Forbb production, next-to-leading order production mechanjssash

as those shown in Figure 2.2 also play a significant role. B&these mechanisms has
an additional quark-gluon or gluon-gluon connection tHaaleading order mechanisms,
resulting in a final state with I;ﬁpair and a gluon. The gluon may take a significant portion

of the energy.

(b)

g b
Figure 2.1: Feynman diagrams of the leading ofateproduction mechanisms. Diagram

(a) shows flavor creation through quark annihilation wheeecan be any quark flavor. Dia-
grams (b) and (c) are both examples of flavor creation frororgfusion.

As described in Section 1.3, confinement keeps quarks amshglibound in hadrons.
After abeair is produced, the strong force organizes the quarks g into colorless
hadrons. This process is usually achieved by the creati@uditionalqq pairs from the
vacuum in a process callddagmentationor hadronization For high energy gluons or
b quarks, many fragmentation particles may be producedjrigad a collimated “jet”
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(a)
q b
g
q b
(c)
g b
g
g b g

Figure 2.2: Feynman diagrams of the next to leading obtbeproduction mechanisms;
each of these processes have an additional final state ghebtheee vertices. Diagrams
(a) and (c) are both examples of flavor creation. Diagrams(Bpiexample db production
through flavor excitation. Diagram (d) illustrates an iatgtion called gluon splitting.

of hadrons whose total energy is equal to the energy of thialimuark or gluon. The
fractionsfy, fq, fs, fc, andf,\g give the likelihood for é-quark to first produce au, dd,
ss, cc, or diquark-antidiquark pair respectively. Dependingloedg produced, thé quark
will hadronize into aB™, B?, BY, or AQ. TheBc is produced so rarely that the production
fraction fc has not yet been measured. The fractifpns: fy have been measured at both

ete~ andpp colliders to be about 394 1.0%. A recent CDF measurement of the relative
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production fractions [18] finds;

f
- = 1.054+0.018stat)’9523(syst) +0.082BR)

fq
f
—*r = 0160:0008(stat)*§3i(syst) G5BR
u d
fro
- ibfd = 0.281+0.012stat) 0958 (syst) 10128 BR).

The three errors on each measurement are due to statisticialdtions (stat.), systematic
uncertainties (syst.), and uncertainties due to measunsnoéthe branching ratios on the
decays of the given hadrons (BR). Using these numibdradrons will be produced in the

following ratio; B : B?: B : A =36:34:11: 19.

2.1.1 Topology of abb Collision

When two partons interact to producebla quark pair and possibly also a gluon, the
two b quarks and the gluon fragment to produce other hadrons. &haants of the orig-
inal proton and antiproton also hadronize to form other de&s states, producing more
hadrons that are not related to theuark production. These hadrons are collectively re-
ferred to as thainderlying event In addition, there may be more than opp collision
in a bunch crossing. At the very highest luminosities, thaeg be as many as 5-1fp
interactions per crossing. Since the proton and antiprotmrches in the Tevatron are quite
long (about 30 cm) multiplgp interactions are typically far enough apart that they can be
distinguished. Background hadrons from otlp@rcollisions are referred to as a “pile-up

event”. The topology of &b event at CDF is shown in Figure 2.3. An event display from
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an actual event is shown in Figure 2.4. The cylindrical symmynaf pp collisions motivate
the design of the CDF detector as described in Section 2.3. bt layers of tracking

detectors are used to track charged particles as they thaeeigh CDF.

. antiprotons
b-hadron + its jet P

b-bar hadron
+ its jet

underlying
event

protons

Figure 2.3: Cartoon of a typicd»l;collision at CDF.

2.2 The Accelerator

Fermilab’s Tevatron accelerates bunches of protons angratans each to 980 GeV.
An electron volt (eV) is the amount of energy given to an etacthat is accelerated by a
voltage difference of 1 Volt and is equivalent t0217646x 1012 joules. The particles
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Figure 2.4: An event display from an actual collision evenC®F. The display shows
the xy-plane (with the Tevatron beam going into the page). Layéthesilicon tracking
detector are shown as dark blue lines that encircle thesailipoint. Most of the tracks
originate from a single point called the Primary Vertex (P@}her tracks are displaced
from the PV. Some of these displaced tracks are from the defdang-lived particles€.g.
/\8 ) that are created at the PV and travel some distance befoagidg.

collide with a center of mass energy aB6 TeV. The initial Run Il integrated luminosity
goal was 2 inverse-femtobarnf~1) with a long-term (Run lib) goal of as much ast8 1.

A barnt is a unit for measuring particle cross-sections. 1 barnledql@?*cn?. In the
Spring of 2008, the Tevatron has achieved a record instaatenluminosity of 22 x
10%2cm2s7 1.

Physicists developed the term "barn” during World War Il lghscattering neutrons off of uranium
nuclei, which were described as being as "big as a barn.” @med-barn ¢b) is equal to 10*° barns.
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Luminosity is a measure of particle interaction, specificie chance that a proton
will collide with an antiproton. The higher the luminositire greater the chance of quark

production. Luminosity is given by;

_ fBNgNg F(o.)’ 2.1)

~ 2m(0% + 03) [
wheref is the revolution frequency is the number of bunches, ahg (Np) is the number
of protons (antiprotons) per bunch (typicalli3.0 for protons and % 10'° for antipro-
tons). o, ando denote the rms beam sizes at the point of interacttors a form factor
that depends on the ratio gf, the bunch length, arél', the beta function, at the interaction
point. The beta function is a measure of the beam width, apdojgortional to thex and
y dimensions of the beam. The limiting factor for achievingthiuminosity is the number
of available antiprotons.

Fermilab uses a series of sequential accelerators to dtgatworlds highest energy
beam of protons. Figure 2.5 gives a schematic represemtafithe accelerators in the
Tevatron chain. The Cockcroft-Walton pre-accelerator e the first stage of accelera-
tion by creatingH —, hydrogen gas ions, consisting of two electrons and oneprothe
ions are accelerated by a positive voltage and reach anyenéigb0,000 electron volts
(750 keV). The ions next enter a linear accelerator (Linhaj ts approximately 500 feet
long. Oscillating electric fields accelerate the ions to Alllon electron volts (400 MeV).
Before entering the next accelerator stage, the ions areg#s®ugh a thin carbon foil to
strip the electrons and leave only the positively chargedoms. At this point, the protons
enter the Booster; a circular, synchrotron acceleratorubas magnets to bend the beam
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FERMILAB'S ACCELERATOR CHAIN
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Figure 2.5: Schematic view of the elements in the Tevatraelacator chain.

of protons in a circular path. The protons travel around thesBer about 20,000 times,
repeatedly experiencing electric fields that accelerageptirticles. The protons exit the
Booster with an energy of 8 billion electron volts (8GeV) [21]

The next phase of acceleration takes place in the Main lmj@diere protons accelerate
from 8GeV to 150GeV before they are injected into the Tevatéaditionally, high-energy
protons from the Main Injector are used to make antiprotons.

To produce antiprotons, the Main Injector sends 120GeVomoto the Antiproton
Source, where the protons collide with a nickel target. Tdlkstons produce a wide range
of secondary particles that include antiprotons. The s#agnparticles are focused using

a lithium lens and antiprotons are filtered using a pulsednatagRoughly one antiproton
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is created, and successfully captured, for every 500,0€i@ent protons. Upon creation,
antiprotons are stored in the Accumulator until a sufficieminber (abouf80— 200) x
1019 have been collected, at which point, they are sent to thenNMaector, where they
too are accelerated to 150GeV.

The Main Injector shares its tunnel with a recent Tevatragra@e called the Antiproton
Recycler. The Recycler was originally designed to store uldeal antiprotons that return
from the Tevatron. The Recycler has never been used this wiaybuserves as an 8GeV
antiproton storage ring between Tevatron collider stofHse Recycler reduces the time
required to accumulate a sufficient antiproton store fofi@n collisions.

The final accelerator in the chain is called the Tevatron twinsca circular ring with
a radius of one kilometer. The Tevatron receives 150GeVopsoand antiprotons from
the Main Injector and accelerates them to 980 GeV(or nearly Tera electron volt (1
TeV) hence the name “Tevatron”). At this energy, the protand antiprotons travel just
200 miles per hour below the speed of light. 36 bunches (arddpof positively charged
protons, and 36 bunches of negatively charged antiprotartde through the Tevatron in
opposite directions. Each particle bunch is about 1 metey Wath a circular width of a few
millimeters. Particle bunches are focused, and made taeddlt two places on the Teva-
tron ring; at the centers of the 5000-ton CDF and DO deteclarschieve high luminosity
at the two detector sites, the particle bunches are areddcas “squeezed” by supercon-
ducting quadrapole magnets called Low Beta magnets, to & widdpproximately 3am

and collided.
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2.3 The Collider Detector at Fermilab

The Collider Detector at Fermilab (CDF) is a general purposken®idal detector ca-
pable of precision charged particle tracking, fast prayectalorimetry, and fine grained
muon detection. The detector has been designed to makesipre€CD, electroweak,
and heavy flavor physics measurements as well as searchdiic,eew particles and new
physics. The experiment is run by a multi-national collabon of over 800 physicists
from more than 50 participating institutions. A cartoon loé tCDF detector is shown in
Figure 2.6.

The detector was designed to be nearly cylindrically symimeround the beam and
symmetric front to back with respect to the nominal beanradgon point. The tracking
systems are located within a super-conducting solenoidhetabat provides a 1.4 Tesla
field in the direction of the beam. The momentum and chargeackéed particles can be
determined by their deflection in the magnetic field. A Tinid=bight (TOF) system is
located directly outside (radially) of the tracking systeifOF information is combined
with momentum information from the tracking system to aighanticle identification. The
calorimeter systems are located outside the solenoidahetaand are used to measure
electron and photon energies, jet energies, and net tnaeseaergy flow. Calorimeter
systems are also used to identify electrons and photonsndei@ction systems are located
on the exterior of the detector and are used for triggerirgyfanidentifying particles as

muons.
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Figure 2.6: Three dimensional diagram of the CDF detectoe Tévatron beam-pipe is
shown running through the center of the detector. The innstmetector, shown in light
blue and green, is the silicon tracking system. The COT, shawellow, is surrounded
by a cylindrical magnet, shown in pink. The electromagnatid hadronic calorimeters are
shown in orange and dark blue respectively. The outermdstties, shown in green and
light blue are the muon detectors. The detector is about 18mn&all and 20 meters long.

2.3.1 From Detector Hits to Particle Tracks

Efficient and precise charged particle tracking is critfioalmost of the measurements
done at CDF. The tracking system reconstructs charged lgaragectories that traverse the
tracking volume. The tracking system is comprised of a @¢htimber, called the Central
Outer Tracker (COT), and a silicon based tracking system cisegbof three sub-detectors;

The inner-most Layer Zero Zero (L0O0), the Silicon Vertex &gor for Run 1l (SVX II),
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and the Intermediate Silicon Layers (ISL). All of the trawfisystems are enclosed by a
superconducting,.4T, solenoidal magnet that is 2.8m in diameter and 3.5m |&ingure

2.7 is a cartoon of the tracking systems.
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Figure 2.7: Tracking systems of CDF

In a uniform magnetic field, like the one produced by the CDEsoid, the trajectories
of charged particles are bent to form a helix. The curvatdirhe helix depends on the
electric charge of the particle and is inversely proposdidn the particle’s momentum.

Before describing each of the tracking systems in detailaif bre useful to first describe

how information from each system is combined to form tracks.
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2.3.1.1 Definition of Common Tracking Variables

There are two commonly used coordinate systems used at CDFR:tAs@a coordinate
system(x,y,z) where the origin is located at the center of the beam pipe eéncénter
of the detector. The positiveaxis is along the beam in the direction of proton motion.
The positivex-axis points toward the outside of the Tevatron ring. Theitp@sy-axis
points straight up, perpendicular to the Tevatron ring. 3éeond coordinate system that is
commonly used is a polar coordinate syst@rf, @) wherer is the distance from the beam,
0 is the polar angle made with respect to thaxis andpis the azimuthal angle.

Five track parameters are used at CDF to describe the haligattory of a charged

particle [22];

e do: The signed impact parameter of the track, defined as thandistof closest ap-

proach to the beam..

Zp: Thez-position of the track at its point of closest approach toldbam.

C: The half-curvature of the tracki = % wherep is the radius of the circle made

by projecting the track trajectory on thg-plane.

@o: The azimuthal angle of the track at the point of closest @g@ghn to the beam.

cotd: The co-tangent of the polar ang,of the track the point of closest approach

to the beam. Sometimes denoted\as

Other variables that are often used at CDF (and in many otlggr-dmergy collider
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experiments) are;

e n=—In[tan(8)]: whered is the polar anglen is known as pseudorapidity.
e Er = E - sinB: Transverse energy.

e pr = p-sinB: Transverse momentum (component of the particle’s monmeixo-

jected onto the transverse plane).

e Ly The distance a particle travels in the transverse plama fh@ primary vertex

before decaying.

ny~mC_

o ct=—p—:ct is the proper decay length of a particiais the particle mass arwis

the speed of light.

2.3.1.2 Reconstructing Tracks

Tracks are reconstructed using data taken by the COT andrsitiacking systems.
Because the COT is at a larger radius from the interaction réiok tensity there is lower
than in the silicon. Track reconstruction generally bedipgooking for clusters of hits in
the COT. Hits from different COT superlayers are linked int@igtht segments, and the
segments are joined into tracks. Tracking in the silicoroisedusing COT tracks as seeds.
A tracking “window” is defined using the point of a COT trackistersection with the
outermost layer of silicon. All silicon hit clusters withthe window are attached to track
seeds one at a time; the track is then refit using the updateddrmation. The track fit for
each layer of silicon is used to define a new tracking windawtlie next layer of silicon.
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This process continues until all silicon layers have beamcbeed. It is possible to have
multiple silicon tracks from a single COT track seed if morartlone valid combination
of silicon hits is found. The best track is chosen based orxthef the track fit and the
number of attached silicon hits. This algorithm is referti@ds “Outside-In” (Ol) tracking.
After the OI tracking algorithm is run, some unattachedceili hits may remain. A
stand-alone silicon tracking algorithm has been develdpedconstruct tracks using only
these unattached hits. This algorithm is particularly ulsif the forward region of CDF

where there is no COT coverage.

2.3.1.3 Track Refitting

Tracks reconstructed from detector information are nalyda be used in an analysis
until a couple of important corrections are applied. FiMultiple Coulomb Scattering
(MCS) in the COT volume must be considered. MCS is a statistieatuption of the
scattering angle of a particle as a result of many smallaatéwns with atomic nuclei. MCS
has the highest impact on particles with low energy. Formsttacted COT tracks, ignoring
MCS results in underestimated track parameter errors. Asraatmn, the elements of the
track covariance matrix are rescaled using the prescnigfieen in Reference [23].

Second, the energy loss of a particle due to interactiortshwaith the active and passive
materials in the detector must be accounted for. As a paises energy its momentum
decreases, and thus the curvature of the track changesthpagrticle’s path. The original

track reconstruction assumes the same curvature alongtine kength of a track. Energy

37



CHAPTER 2. EXPERIMENTAL SETUP

loss per unit length in a material is also dependent on the ofarticle being tracked,
as the interaction cross-sections change for differertiges. Different corrections are
applied for pion, kaon, and muon track hypotheses using m&ailfitter [24] when tracks
are refit. Additionally, corrections to the magnetic fieldtire tracking volume and the

silicon geometry are also applied [23].

2.3.2 The Tracking System

This section provides a description of the detector systbatprovide the hit informa-

tion required to track particles as described in the prev/grction.

2.3.2.1 Silicon Tracking

The inner-most tracker, LOO, was added to the original CDFpfjrade design to im-
prove the impact parameter resolution of the tracking syste00 consists of 48 single-
sided silicon wafers mounted directly to the Tevatron begre.pThe wafers come in two
widths; 8.4 and 14.6 mm wide, and are mounted in an overlgpdiB-sided pattern as
shown in Figure 2.8. The inner (outer) wafers are mountel (13%5) cm from the Teva-
tron beam. The silicon wafers are each 7.84 cm long, but actredally bonded in pairs to
form 15.7 cm long sensors. The entire length of the LOO detést0.9 m.

Each LOO silicon wafer consists @Fdoped strips implanted on andoped substrate.
The strips have a pitch of i and a width of im. The strips are readout through AC

coupling to an insulated conductor above the doped signgl 9t00 consists of 13,824
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Figure 2.8: LOO silicon tracker.

individual readout channels.

The next tracker, radially outward from LOO, is five layerssdicon that comprise the
SVX Il detector as shown in Figure 2.9. The SVX Il detectorerebles a series of five
concentric cylinders that surround the beam pipe and LO@h Eglinder is divided into
3 barrels length-wise. Like LOO, each cylinder, or layerSafX Il consists of 12 silicon
wafers, or ladders, that are each 29 cm long.

The silicon sensors in SVX Il are all double-sided. The bulitenial is nearly pure
silicon with 60-65um pitch, 14um wide, p-doped, strips running axially down one side.
Depending on the layer, the other side of the sensor corgfistsloped, stered, strips
that are arranged at a®angle, or at a small angle relative to the length of the wafke
pattern for the five layers of SVX Il from the inside-out is’99(°, —1.2°, 9(P, and 12°.
The spacing of the stereo strips for each layer is@#1125.5um, 60um, 143um, and 65
um with strip widths of 20um for 9P strips and 15um for small angle stereo strips. All

SVX Il channels use readout electronics similar to that d Litat are mounted directly to

2Stereo strips provide information on the z-position of ttaek.
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Figure 2.9: SVX Il silicon tracker. Left: an end-view of thédyers of the SVX |l detector.
Right: a 3-D view illustrating the three-barrel structurelod detector.

the silicon wafers. SVX Il consists of 405,504 individuahd®ut channels.

Outside of the SVX Il is one more Silicon sub-system calledI®L. The ISL provides
another layer of tracking between the SVX Il and the large C&f chamber. As in SVX
I, the sensors that make up the ISL are double-sided siliafers. The strip pitch on both
sides of the ISL is 112m and uses the same readout electronics as the SVX Il. One side
of the ISL sensors are axial strips while the other side us¥ssinall angle stereo strips.

The ISL consists of 5 barrels as shown in Figure 2.10. Theraebarrel of the ISL
consists of silicon wafers that are staggered at a radii é@tv22.6 cm and 23.1 cm from

the beam. On either end of the ISL are two concentric barteésjnner with sensors at
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radii between 19.7 cm and 20.28 cm and the outer composedsbiseat radii between
28.6 cm and 29.0 cm from the beam. The two barrels at eitheroétige ISL provide

tracking at highr where, because of poor coverage, the acceptance of the CQW. is |

Figure 2.10: ISL silicon tracker. Left: end-view of the ISRight: The barrel structure of
ISL. The barrels on either end consist of two layers of silioohile the central layer is a
single layer.

2.3.2.2 Central Outer Tracker

Outside the Silicon Tracker is a large cylindrical drift off@er called the Central Outer
Tracker (COT). The COT is 310 cm long, covering a radius of 48¥a@ 132.3 cm from
the beam. The COT provides tracking for particles with pseagbidity as high as 1.1
(In| <1.1).

The COT consists of 96 radial sense wire layers organized8risuperlayers” of 12
wires each. Superlayers 1, 3, 5, and 7 consist of wires teatranted at a stereo angle of
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+3° relative to the beam while superlayers 2, 4, 6, and 8 conbistres that are parallel
to the beam. Each superlayer is dividedpimto “super cells”. A super cell consists of
one wire plane surrounded by a field plane on either side. A& wiane in a super cell
consists of 12 sense wires, 13 potential wires, and 4 fiedghisly wires. Figure 2.11 shows
the cell layout for superlayer 2. Super cells are mountedhatrayle of 38 with respect
to ther“direction; providing better left-right hand curvaturersidj resolution during track

reconstruction.
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Figure 2.11: Cell layout of the COT. Left: The nominal layout &uperlayer 2. Right:
end-view of 1/6th of the COT wire planes.

Critical to the performance of the COT is low drift time. Driiitrte is a measure of how

long it takes an ion to drift to a sense wire after being preduo the chamber. A mixture
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of Argon/Ethane (50:50) is used in the COT to achieve a maximufintime of 177ns over
the Q88cm, maximum drift distance in the COT.
CDF also has precise calorimeter and muon tracking systesmsité not relevant for

this analysis, but, for completeness, they are describ&gpendix A.

2.3.3 Trigger Systems

Tevatron collisions at CDF occur every 396ns or at a rate. ®¥/PHz. The maximum
rate at which recorded events can be written is only aboutz7Sthce only a small fraction
of the collisions can be recorded, CDF uses a three-levedisyst digital electronics to

select events with signatures that indicate the presenicgenésting underlying physics.

2.3.3.1 Level-1 Trigger

The Level-1 trigger stores data in a pipeline capable ofirgjodetector information
for up to 42 beam crossings. Simultaneously, data from the, C&ldrimeters, and muon
systems are analyzed using custom hardware to find paracdksand jets.

Hit information from the four axial layers of the COT is senetoustom piece of hard-
ware called the eXtremely Fast Tracker (XFT) where tracks article jets are roughly
reconstructed. The reconstructed tracks from the XFT atelrad to muon and calorimeter
information using look-up tables by the extrapolation KTRP).

Based on the rough, Level-1, tracking information, a denisgtomade regarding the

physics quality of the event based on the presence of vapartgle types (ie electrons,
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Figure 2.12: CDF data flow schematic.

muons, photons, and jets), missing energy, and transvessgentum. If the event is de-
termined to be sufficiently interesting, the event is stoneahe of four, Level-2 buffers for
further reconstruction. The accept rate at Level-1 is Behito about 40kHz by the speed of

the Level-2 trigger. About.5% of the total bunch crossings are accepted by Level-1.
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2.3.3.2 Level-2 Trigger

Level-2, uses a combination of custom hardware and softwade® a more sophisti-
cated event reconstruction than was possible at Level-ZliZprocessing begins as soon
as an event passes Level-1 and is written to one of four, L2beiffers. Level-2 combines
the Level-1 trigger information with data from SVX Il and tbalorimeter shower-max de-
tectors, in order to more precisely reconstruct an event.

At the heart of the CDF trigger system is the silicon DAQ. Alidé of the silicon
tracking sub-systems use the same, SVX8&gd-timelesseadout chip. Each chip is able
to store hit information for 128 channels in a 46 capacitalag storage ring. The chip
is said to badead-timelesbecause it is capable of integrating the charge on one dapaci
while reading from another. This mode of operation is cruicidhe CDF trigger system
and allows CDF to use the silicon hit information to make teigdecisions at Level 2.

Tracks from the XTRP are combined with SVX II hit informatianthe Silicon Vertex
Tracker (SVT). The SVT is capable of quickly reconstructihg 2-D trajectory of tracks
measured at CDF. The SVT is particularly important for Baehysics program at CDF.
Hadrons that include a bottom quark have a relatively Iciegjihe (on the order of 10'%s),
and, at the Tevatron, are produced with enough momentunatelta few millimeters
before decaying. Because of this long lifetime, the decagyets of ab hadron will be
displaced (ie have a large impact paramedgrfrom the primary vertex of the interaction.

By triggering on displaced tracks, identified by the SVT, CDFapable of triggering

3Level-2 dead-time occurs when all four of the Level-2 bufare full and Level-1 accepts another event.
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on events that are rich in heavy flavor physics. This capggli CDF is central to our
measurement of thAB lifetime. Displaced tracks are illustrated in Figure 2.2ldhe
impact of the displaced track trigger on this measuremedisisussed in more detail in
Section 3.3 and Chapter 4.

The global Level-2 decision is made based on informatiomftbe SVT, calorimeter,
and muon systems. The average Level-2 processing time3@us The Level-2 accept
rate is set, by the capability of Level-3 to accept eventapbaut 6081z. When an event is
accepted by the Level-2 trigger, information from the entletector is read for that event

and passed to Level-3.

2.3.3.3 Level-3 Trigger

When an event is accepted by Level-2, the hit information fadirdetectors is read and
sent to the Level-3 processor farm by the Event Builder. ThenEBuilder is a small farm
of Scanner CPUs which assemble the event data from the vatetastor sub-systems.

The L3 farm is composed of 16 sub-farms; each sub-farm cimgisf 10-15 process-
ing nodes and one converter node. A converter node recdieesvent from the Event
Builder and distributes the event to the next available @msaein its sub-farm. Each con-
verter node has multiple event buffers, so that new eventbeaeceived while distributing
others. The processor nodes are PCs running Level-3 reaotistr software, which fully
reconstructs the event and checks all possible triggesgzfore making the final trigger

decision. Events that don't pass Level-3 are discardedgvaticepted events are sent to
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Figure 2.13: CDF trigger system block diagram.
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the Consumer Server Logger (CSL) where events are monitokavatien to disks for

permanent storage. The accept rate at Level-3 is about 75 Hz.
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Chapter 3

Methodology

3.1 Measuring the time of a particle’s decay

In a detector with perfect resolution and without a triggexsbthe distribution of the
proper decay tim€ (or, equivalently, of the proper decay lengtti) of an unstable particle
with true lifetime, T (andcrt) follows a simple exponential distribution. For a givé\ﬁ
candidate, the probability of observing a proper decaytlent in the intervallct’, ct’ +
cdt’] is P(ct')cdt/, where

1 o
P(ct') = aeﬁt. (3.1)

is the Probability Density Function (PDF). The proper deleagth,ct’, is defined in terms
of perfectly measured quantities to be

;L L;(y~ MppcC

ct' = 3.2
o (3.2)
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WhereLg(y is the decay length projected in the transversseplane), p; is the transverse
momentummppg is the true mass of the unstable particle (from Reference §8jic is
the speed of light.

In practice, theobservedoroper decay lengtltt, is defined in terms of quantities that

have measurement errors (indicated by un-primed varigbles

Lxy-mc
or

ct= (3.3)

As the detector does not have perfect resolution, we neexiaiassion equivalent to Equa-

tion 3.1 forct from Equation 3.3 to account for this difference.

3.2 Detector Resolution

In a real detector, the measurementgf has a finite resolution, and thus each mea-
surement oftt’ has an uncertaintg.;. This smearing of the truet’ which results in the
measured valuet is accounted for by convoluting the measured lifetime witlurgction
that describes the detector resolufiohe resolution functioniR(ct, oc; ct’), is the PDF
of the measuredt ando; given the true value oft’. With this addition, the PDF for the

measured proper decay length distribution becomes

1 -«
P(ct|oc) = ae% ® R(ct, 0ct; ct). (3.4)

LIn this analysis, thet resolution is modeled by a sum of two Gaussians.
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The probability density functioR(ct|o), is a one-dimensional conditional PBfhat pre-
dicts the probability of observing this value f giventhe value ofo. In order to obtain
a proper two-dimensional PDF for bothando¢; based on the conditional probability, the
O¢t distribution (PDF) must multiphyP(ct|o¢t). So the full two-dimensionatt-o¢; PDF
becomes;

P(ct,o) = P(ct|ow)-P(oc)

1 o
- Ee?t@@R(ct,Oct;Ct’)-P(oct) (3.5)

whereP(0¢) is the distribution ob; observed in data.

The error onLyy, OLxy (and therefore also.; due to Equation 3.3), as reported by a
vertex-constrained kinematic fit, is usually underestedafl here are two reasons for this:
one is the imperfect knowledge of the resolutions of silibiis®. The other cause for the
underestimation of the errors on the track parameigrg, andZy (which propagate to the
errors on the secondary vertex) is the small probabilityther pattern recognition to pick
up a wrong hit €.g. in a dense track environment ). This would result in tailshie track
parameter distributions even if the silicon hits on tracid perfect errors.

To account for these effects, tlg; estimated by a vertex-constrained kinematic fit, is
multiplied by an additional scale fact@;. One can estimate the value of this scale factor
by comparing the truet’ obtained from the MC truth information in tbmg — N\ TU signal

Monte Carlo with thect measured in the same event. Figure 3.1 shows the samél

2The conditional PDF is implemented via the RooFit toolkingsRooProdPdf with the optional Condi-
tional(pdfSet,depSet) statement [46].

3We are using Gen 5 pattern recognition; the silicon hit netims were re-done in Gen 7 and the resolu-
tions are larger, in particular on LOO.
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distribution €t’ — ct) /o) fit with a single Gaussian resolution function (Left) ancbablle-
Gaussian resolution function (Right). It is clear from théte that the double-Gaussian
resolution provides a better resolution model. Based ondhbaltr of this fit, a double-

Gaussian resolution function is used to model the deteesmiution in this analysis;
R(ct,0ct) = f-Gaus$S; - oct) + (1 - f) - Gaus$S, - Oct),

Where the relative fractionf = 0.76, and the scale factor width§; = 1.107 andS, =
1.508 are all parameters obtained from the fit shown in Figufie(Right).

Throughout the analysis, the same fraction and relativeéhsidre used to model the
resolution. In particular, when generating the SVT efficierand fitting the/\g signal
Monte Carlo sample (described in Section 4.3.1) the valuesrodd from the fit in Figure
3.1 are used. When fitting data, it is impossible to measuretthesolution directly as
done for the Monte Carlo; this is usually done via the promaikdeom the combinatorial
background, but in this sample the peak has been removedebywb Track Trigger.
Instead, a global scale fact&;, is used to scale. The value of the narrow Gaussian is
set toS;; while the broad Gaussian is scaled in order to maintain theegsalative widths
betweers; andS,; as measured in the Monte Carlo. The choic&gfs somewhat arbitrary
and is treated as a source of systematic error. It will be shitvat the measurement is not

sensitive to large variations in the choiceSf.
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. f . ’ ct_res_sbsub
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Figure 3.1: Thest(AD) pull (ct’ — ct) /o) from HQGenAY — AT signal Monte Carlo.

(Left) The distribution is fit with a single Gaussian resaut (Right) The distribution is
fit with a double Gaussian.

3.3 Trigger Efficiency

In addition to the detector resolution, the Two Track TriggETT) introduces a bias
on the observed proper decay length. Let us consider a serplaple from everyday life:
imagine if the average length of a human life was measurewwsigroup of only people
who graduated college and who hadn't yet retired from thas] The selection of the
sample introduces a very strong bias on both the lower andrugue of a person’s age.
Similarly, the TTT selects events with two displaced trasksch removes both the events
with short proper decay lengths, and those with very longsorEhe resulting lifetime
distribution is no longer exponential and this cruciallpdadramatically) complicates the
extraction of the lifetime.

In order to correct for the trigger selection bias, an efficiefunction,ertr(ct), is
introduced. To first order, the efficiency function dependly @n the observedt of each

event and is computed using tlﬁg — A1 signal Monte Carlo sample described in
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Section 4.3.1.
With the addition of theo scale factoiS;; and the efficiency functiorgrt7(ct), the

joint two-dimensionatt — oy PDF becomes

P(ct,0¢t; St) = P(ct|Oct, St) - P(Oct) - €TT7(CH). (3.6)

Several Monte Carlo based methods for computing the trigifjeremcy are described
in Reference [1]. In all cases, a sample of simulated sigremtsvare used to model the
effect of the trigger and analysis cuts on measuring therike The efficiency function is

of the form;

Histo™ T T(ct)

5, eXHCH, o) © R(CH, o) 3.7

hrrr(ct) =

The numerator is thet distribution of the realistically simulated signal eveafter
all the trigger (and also offline cuts that may have impacthengroper time distribution
or O¢ ) cuts have been applied. The denominator is computed inolfeving way; for
each event that enters the histogram at the numerator, ltbeiftg quantity is added to the

content of each bin of a second histogram (with same numbanefof the numerator);

ri = f(X,0ct) (3.8)

whereag; is the uncertainty oot of the event we are considering,is thect corresponding
to the center of théth bin, andf (xj, 0¢t) is thenormalizeddistribution given by the con-
volution of an exponenatial (with lifetimetyc) with an appropriate resolution function
centered at zero with a width equaldg;. The ratio is the TTT efficiency as a function of
ctrepresented as a histogrdmr 7.
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In other CDF measurements of the lifetime-related quastitigng the TTT data, the
efficiency histogramhytt(ct), computed using Equation 3.7, was fit with an arbitrary
function (preferably one that is analytically integralitepbtain a parameterized efficiency
function ertr(ct). We find that, due to differences in both the event selectiwh the
properties of the decayg.g, a much shorter charm lifetime), the functional forms used
in previous lifetime analyses do not adequately describelmtribution; leading to biases
and instabilities in the final lifetime fit results. So, instieof parameterizingr T, we use
a smoothed version of the numerator in Equation (3.7), diiidy the same denominator,

and use the resulting histogram directly;

H iStO-srr%—(-)rotheéCt)

yiexpct,ctMC) @ R(ct!, o)

errr(ct) = (3.9)

This method has the advantage of avoiding systematic euera inadequate choice of
parameterization to model the efficiency shape. Howevecesihe shape of the smoothed
distribution is arbitrary, we must now numerically inteigrahe PDF in Equation 3.6 in
order to normalize it to unit area, making this approach aataiponally much more ex-

pensive.

3.4 Roadmap Towards a Lifetime Measurement

Let us now pause and review the ingredients of a lifetime oreasent in a sample of
fully reconstructed’\g events collected with a displaced track trigger. Equatidght&s
two partsertr(ct) andP(ct|ogt, Sit)P(0ct). Each part is discussed in detail below.
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3.4.1 Building Confidence inertr(ct)

The TTT mangles the original exponential distribution obger times. However, by
computing the TTT efficiencygrtr(ct), with great precision, it is possible to disentangle
the effect of the trigger on the measured proper time digiobh and compute the lifetime
of AQ correctly.

The TTT efficiency,ert1(ct), is the probability that a given decay of th% baryon
passes the trigger. It depends og(since we use the measuretland not the truet’)
but only very weakly. However, the TTT trigger efficiency éapls crucially on both the
kinematics of the decay and the behavior of the SVT trigger.

ertr(ct) is derived using realistic Monte Carlo simulation. A varietiychecks are
performed to compare the data and MC. Whenever a disagreemémirid that stems
from our lack of knowledge of production and decays/\@fbaryons, the Monte Carlo is
reweighted to look like the distributions observed in dafae reweighting of the Monte
Carlo is described in detail in Section 4.3.1.

In particular, the quantity called i gCode is important in identifying whether the decay
kinematics of the particulakg candidate is simulated well (see Section 5.5t5).gCode
is a number used to classify the events in our sample acaptdinvhich of the stable
daughter tracks satisfy the requirements of the TTT. Thetfat each ri gCode sample
results in a measured lifetime that agrees with the inputejadonfirms that both the decay
kinematics and the detector simulation are at least camgistith each other for different

categories of decays. Thei gCode study builds confidence that t(ct) is correct within
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the assigned systematic uncertainties.

Furthermore, a dedicated study, usihg) — ppdecays, has been performed to quantify
the accuracy of the SVX Il and SVT simulation. The detailshi$ study are documented
in Section 7.2.2. No significant discrepancy is found betwie actual data and the SVT
model used in the simulation. However, due to limited stiagdor thel /Y — ppstudy, the

SVT model is actually the leading source of systematic uag#y for this measurement.

3.4.2 Building confidence inPy(ct, O, St)

The producP(ct|oct, Sit) - P(0ct) is less controversial. However, two concerns need to

be addressed:

1) & is only roughly known. It is not possible to meas&e directly in our sample
because it does not have the so-called ‘prompt’ peak [25}ofpt peak is produced
by events that decay very close to the Primary Vertex. In ampe, this peak
is removed by the TTT requiring displaced tracks. Howeves,dystematics due to
unknownS; is small; large variations &z (spanning the range from 1.1 to~ 1.5)
produce very small (sub-micron) changesf\ﬁ) lifetime, as is shown in Section 7.

Thus, any choice d&; in a broad range is acceptable.

2) ct andog are correlated, sincg;; depends on the kinematics of the decay (namely
angles w.r.t. the flight path). However, this dependencedaho; andct does not

need to be represented as the joint two-dimensional PDEEduld also be modeled
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by a dependence of the scale factorain St = S¢(ct). However, because of (1)
above, the changes in the distributionagf do not really influence the value of the

AQ lifetime.

Therefore, if the claims made in this section are supporteeMidence, both parts of
Eqg. 3.6 are correct within the assigned systematic errasyae can proceed with a mea-

surement of\g lifetime. The following sections demonstrate all of theseps specifically.
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Data Samples

This chapter describes the data and Monte Carlo samplesrthased in this analysis.
Approximately 3,000\8 decays are reconstructed from CDF data that was collectecove
span of about 4 years. The details of the CDF data samplesamges, triggers, and criteria
used to reconstruct th’eg candidates are given in Sections 4.1 and 4.2. This anallggis a
relies heavily on a simulated data sample to correct fortilgger bias on measuring the
lifetime as described in Section 3.3. The techniques usgdrterate the Monte Carlo data
sample from which the trigger correction is derived are dbsd in Section 4.3. Finally,
Section 4.4 describes a sampleB¥— D*~1t" decays that are used as a crosscheck to

develop confidence in our lifetime fitting procedure.
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4.1 AP Run Periods

The present analysis is based on events collected by the CieEtolefrom February
2002 through February 2006, with an integrated luminositg e 1070+ 60 pb ! before
good run criteria are applied. We apply the same good ruar@ias the CDBs mixing
analysis [28]; these criteria reduce the number of recuo&“td/\g by about 8%. The
stripped sample described in detail in Ref. [32] is used f@r @éimalysis. This sample is a
combination of the compressed all-hadronic datadgtd0d, xbhdOh andxbhd0i . We use
the B_CHARM SCENA andB_CHARM HI GHPT flavours of the two displaced track trigger for
this measurement. There also exists a dataset with daté whss on th& CHARM LOAPT
trigger configurations. Events in this dataset which pass8ti€HARM LOWPT but not the
B_CHARM SCENA trigger configuration may be added to this analysis in ther&uto increase
the/\g statistics. We also discovered that there are some duplicatents present in this
sample — events in the run ranges from 186040 to 211539 whéerk pwrocessed twice
and thus contain exactly the sam candidates. The second instance of these events was

removed from the analysis.

4.2 N Reconstruction

The stripped sample was produced with very loose cuts amzhsérmicted with the

Universal Finder [41]1 We added in the Layer-00 (L0O) silicon hits and also used Even

we reconstructed\g from a xbhdOh subset of the data using three different pazkathe Universal
Finder, the JpsiXMods [42], and the BottomMods package. [Hg] significant discrepancy in tmag yields
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by Event Primary Vertexing. The tcl inputs for the UniverBatder track reconstruction
are shown in Appendix B. To reconstrucl\ﬂ candidate, the selection module loops over
three tracks, assumed to be proton, kaon, and pion cangliddtese tracks must each pass

basic track quality requirements:
e Atleast 5 hits each in 2 axial layers of the Central Outer Tea¢kOT)
e Atleast 5 hits each in 2 stereo layers of the Central OuterKBraCOT)
e Atleast 3r@hits in the Silicon Vertex Tracker (SVXII)

Additionally, each track must have an impact parameigrfom the primary vertex of less
than 0.1 cm and a transverse momentum of more than 500/MeRhe proton candidate is
additionally required to have a transverse momentum gréaae the pion candidate, and
greater than ® GeV/c. Once these tracks are selected, a kinematic fit is perfbrrsiag
CTVMFT to constrain the tracks to a common vertex. If this fit is sestd, the following

cuts are applied to thia{ candidate:
e X3 <30
e pr(A\) >4.3GeV/c
e 2.269< |M(pKm)| < 2.301 GeV/c?.

If the above criteria are satisified, the program enters p meer the fourth track. This

track, assumed to be a pion candidate, must again pass tuadikyccuts and have an

or signal between the three methods was found.
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impact parametex. 0.1 cm, with a transverse momentupyj of > 2.0 GeV/c. Another
kinematic fit constrains this track along with the previgl§tcandidate vertex to form the
AQ candidate vertex. For this fit, the mass of thi€rt candidate is constrained to tig

mass from the PDG [8]. The requirements on m@scandidate are:

Xgy < 30

4.8 < |M(pKmm)| < 7.0 GeV/c?

pr(pKrmm) > 6.0 GeV/c

—0.007< ct(A{) < 0.028 cm (w.r.t toAD vertex)

ct(A) > 0.025 cm.

These are the basic requirements to reconstrukﬁ eandidate from the stripped sample,
not the final analysis cuts. Cut optimization of th% sample is described in detail in
Reference [32]. The final cuts determined by this optimizaetind applied in this analysis
are listed in Table 4.1. Using these cuts on the stripped statgle gives a\g A
yield of 2927+ 58 candidates in the signal region/hﬂ() € [5.565, 5.670] GeYc?, with

the A2 mass plot shown in Figure 4.1.
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Variable Cut value
B_CHARM SCENA
pr(T,) > 2 GeV/c
pr(p) > 2 GeV/c
pr(p) > pr(m")
pr(K7) > 0.5 GeV/c
pr(mh) > 0.5 GeV/c
ct(AD) > 250um
ct(AD) /0t > 10
|do(AD)] < 80um
ct(AE — AD) > —70um
ct(AE — AD) <200um
Im(pK=1th) — m(A$ )ppa| | < 16 MeV/c?
pr(AD) > 6.0 GeV/c
pr(Ad) > 4.5 GeV/c
Prob(x3p) of AQ vertex fit | > 0.1%

Table 4.1: Analysis cuts determined # reconstruction.
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Figure 4.1:/\8 mass fit from Ref. [32]. The solid blue line is the total fit. Thenpary
background components are listed in the legend and explaagetail in [32].
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Quantity Cut value
Q(trk1) x Q(trk2) <0

pr(trkl) + pr(trk2) | > 5.5GeV/c
pr(trkl) > 2.0GeV/c
pr(trk2) > 2.0GeV/c
|20(trk1) — z0(trk2)| | < 5.0cm
|DOsy1(trk1)| [0.012 0.1jcm
IDOsy T(trk2)| [0.012,0.1]cm
Pr(svT(trkl) > 2.0GeV/c
Pr(svT (trk2) > 2.0GeV/c
A@(trkd,trk2) [2°,90°]

Table 4.2: Cuts used for offline confirmation of the Scenaridwo Track Trigger
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4.3 Monte Carlo Generation

All Monte Carlo samples are generated in the CDF Il analysiménaork, and involve

the successive use of the following steps (performed bemifft executables):

Event Generation (cdfGen): This phase begins with an event generator which creates an
event. The Monte Carlo samples in this analysis use eithd?YTéHIA [33], BGen-
erator [34], or HQGen [35] software packages. After the gatien, a decayer pro-
gram runs to simulate the decay of the generated partialesamples use either the
EvtGen [36] or QQModule [37] software packages. At this pdilhadrons may be

forced to decay only in a specified channel, such%s» AT NS — pKTL

Detector simulation (cdfSim): This phase runs a detailed simulation of the CDF Il detec-
tor using the GEANT software package [38]. The CDF Il detestowulation oper-
ates at the level of hits for all detector components exdeptalorimetry, where the
shower evolution is computationally prohibitive. Howeveire tracking, especially
the hits in the silicon detector, are simulated at a veryildetdevel, and include
the strip-to-strip variations in performance as well asgéeeration of random noise
throughout the detector. The output of cdfSim looks likedh&ut from the CDF Il

data acquisition system.

Trigger simulation (TrigSim++): The detector-like event information is then fed to a trig-
ger emulation system developed at CDF. TrigSim++ runs as amt &lter, transmit-
ting only those Monte Carlo events that would pass the regiern system.
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Event reconstruction (ProductionExe): Events that pass the trigger simulation are pro-
cessed with the standard CDF Il production executable. Atdstage, the hits in
the muon chambers (CMU, CMP, and CMX) are reconstructed anddiimko muon
stubs. Hits in the COT are reconstructed and linked into CO3k#&aCOT tracks are
extrapolated and matched with the muon stubs. The othéssteae also extrapolated
into the silicon detector where silicon hits are attachetthése tracks. The output of

ProductionExe has the same format as the final CDF Il data.

Analysis reconstruction (Universal Finder): Finally, the Monte Carlo data is recon-

structed by the same analysis code used to reconstruct ¢hg dede in data.

4.3.1 A} Signal Monte Carlo Sample

As outlined in Sec. 3.4.1, the TTT efficienaft1(ct), is obtained from the Monte
Carlo simulation. In order to ensure that this procedure tanftuenced by fluctuations,
the Monte Carlo sample dﬁg — A1 decays from whiclertr(ct) is derived needs to
be very large. A signal sample was produced using the Heaask@enerator (HQGen)
package, which directly producbshadrons following a known kinematic distribution. For
this purpose we used a custqmﬂ(/\g) spectrum, measured and described in Reference
[27]. The resultingl\g hadrons are decayed, simulated, and reconstructed asheesscr
above. After the trigger and offline reconstruction setacttuts are applied, there are

approximatelyone millionevents. This sample is the starting point for the re-wenghti
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Re-weighting is a process used to sculpt a Monte Carlo disitoibtio look more like
the same distribution observed in the data. Kinematic agee¢ between Monte Carlo
and data is critical to correctly measuring the Iifetime"@t The Monte Carlo has been
re-weighted with respect to thed Dalitz fractions,/\g polarization, trigger track pairs
(trigCode), ande(/\g) to match the distributions observed in the data. A desompbif
the re-weighting in each variable follows. After re-weiigigt, a sample of about 23000
signal Monte Carlo events remain. Several plots compariegkihematics between the

re-weighted Monte Carlo and sideband-subtracted dataea gi Appendix C.

4.3.1.1 Primary Vertex Errors

When reconstructing\g — N1 decays in data, event-by-event primary vertexing
is used to better constrain the primary vertex position awodenaccurately estimate the
associated errors. In the HQGen Monte Carlo sample, thi®apptis not possible because
the sample lacks the prompt tracks required to do the ewertsbnt primary vertexing. In
order to simulate event-by-event primary vertexing in thent& Carlo, the distribution
of PV errors, inx andy, from sideband-subtracted data are used to generate Pks erro
when reconstructing the Monte Carlo. Figure 4.2 comparedigtabution of errors from

sideband-subtracted data and Monte Carlo.
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Sideband Subtracted oy, | pv_xerr_shsub Sideband Subtracted oy, | pv_yerr_sbhsub
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Figure 4.2: The distribution of primary vertex errorsxrLeft) andy (Right). Sideband-
subtracted data is shown in blue with errors. Monte Carloreffr@d) are generated based
on the distributions observed in sideband-subtracted data

4.3.1.2 A{ Dalitz Fractions

A{ decays via the following four dominant Dalitz modég; — pK*, Ay — ATTK™,
A$ — A(15201t, and the non-resonant! — pK~1t". The branching fraction for each
mode has not been measured very accurately and conseqtlentlycertainty on each
fraction is quite large. The latest branching fractions tadr associated errors, from the
PDG [8], are given in Table 4.3. The sample is weighted to tietep PDG fractions. The

uncertainty in the Dalitz fractions is treated as a systengator.

4.3.1.3 AQ Polarization Re-Weighting

The Monte Carlo programs in use, namely HQGen, Pythia and &vt@o not have
provision for/\g polarization. In an effort to take the true non-zero valughefpolarization
into account we re-weight the Monte Carlo to look like datddiwing the prescription

described in Reference [45].
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N{ Decay Mode | Branching Fraction

pK* 227 +  7.1%
A+FK— 122 +  54%
A(1520 Tt 255 +  85%

pK-Tt" non-res | 397 + 113%

Table 4.3: PDG\{ branching fractions

The angular distribution 01\8 — A{ decay chain are best described using the follow-

ing two variables:

e O,;: the angle between the! momentum iM\D rest frame and theX production

plane,” defined by\g’s momentum in the lab frame and the beam direction.

e Oy is the angle between the proton/Ad rest frame and theX¢ production plane,”

defined as the plane containing m%amd/\;r momenta.

We do not attempt to extract the tmﬁ polarization from data, since these two distributions
in /\8 — A{TU decays are only sensitive to the product/\ﬁfpolarization and the decay
asymmetry ofAl decays,a a¢- Instead, we re-weight the distribution of €&@g: and
cos©p from the Monte Carlo to match the sideband-subtracted data.

Fig. 4.3, shows the distributions match very well in the cak®,.. In the case of
Op, the Monte Carlo is re-weighted to better match the distigbubbserved in data. The

uncertainty in the re-weighting is considered as a sourcsystematic error.
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A\ production angle [ proton production angle |
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Figure 4.3: Left: Data (points) and Monte Carlo (red histograog©,; ) distribution.
Right: Data and Monte Carlo raw (red), and re-weighted pradnatlistributions for
cogOp). In the case otogOp), the Monte Carlo has been re-weighted to better match
the distribution observed in data.

4.3.1.4 Trigger Track Re-Weighting

The Two Track Trigger (TTT) requires a pair of stable traakdite. The kinematics
of the decay can be very different depending on which pairtable tracks satisfy the
requirements (listed in Table 4.2) of the TTT. The ded&y;» AT, ;A — pK™ T4 has
four stable tracks that can be combined into four uniquektpadrs capable of satisfying the
TTT. Each event is examined to determine which allowed ppof trigger tracks satisfied
the TTT. The distribution of tracks which satisfy the TTTesgtlon is shown in Figure 4.4.
The Monte Carlo is re-weighted to match the distribution igfger tracks observed in data.

The uncertainty in the re-weighting is considered as a soofsystematic error.

4.3.1.5 pr(A) Re-Weighting

As previously mentioned, the Monte Carlo is generated usirmglsaomn(Ag) VS.
pT(/\g) spectrum described in Reference [27]. However, the Monteo@&r@/\g) spec-
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| Trigger Composition |
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Figure 4.4: Distribution of track-pairs that sastify theTliequirements in data (points with
error bars) and the Monte Carlo (red) before re-weightinghBeack pair is assigned a bit
as shown in the legend. For example, bin 9, shows the numberenits where the, o
and p,K track combinations both simultaneously satify the triggeuirements. (We note
an excellenta priori agreement of the two distributions, considering how little know

about the/\g decays.) The Monte Carlo is subsequently re-weighted (ltue)atch the
distribution observed in data.

trum does not completely agree with what is observed in the, @apecially in the turn-on.

Therefore, the turn-orp(r(/\g) < 10GeV/c) of the spectrum in Monte Carlo is re-weighted
to match the data. The data, original, and re-weighted M@atdo spectra are shown in
Figure 4.5. The uncertainty in the re-weighting is consdeas a source of systematic

error.
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Figure 4.5: pT(/\g) distribution from data (points), original Monte Carlo (re@nd re-
weighted Monte Carlo (blue).
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4.4 Cross-CheckB? — D* 1™ Sample

As a cross-check of our fitter, a sampleB¥— D*~1t" events is fit with a simplified
lifetime model described in Section 5.6. TB& sample used is the same as that used for
the recent CDF measurementi, B* andB lifetimes [30], [31].

The event selection and reconstruction used foBthe: D*~1t" sample is described in
detail in Reference [29]. The sample consists of events staated irkbhd0d, xbhdOh,
andxbhdOi datasets. The sample consists of abeut6,500 fully and partially recon-
structedB® decays. For our cross-check, only the fully-reconstru¢ted [5.225 5.331))

candidates+ 4000) are considered. TH¥ 1" mass distribution is shown in Figure 4.6.
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Figure 4.6:B° — D*~ 1t mass distribution fromtbhd0d, Oh, and0i data.
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Chapter 5

Fit Description

A two-step process is used to obtain the lifetime of/Nﬁebaryon. In the first step, the
sample composition is determined using a binned maximuetiti&od fit of the invariant
mass distribution of tha/ 11~ candidates. The chief objective of the first stiEp fnass fit
is to determine the composition of tie T~ sample. In addition to the signal, there are
several background components whose fractions are estatilvia the mass fit.

The mass fit is described with the following likelihood;
NP
—In L(m):—NTZIn—~Pr'n(m)—NTInv+v (5.1)
[ Ny

wherev is the expected number of events predicted by the RpHs the total number of
events in the samplenis the invariant mass df{ T~ candidates, the indéxsums over alll
signal and background componer®(m) is the invariant mass distribution of each of the
components normalized to the unit area (so each is a propbapility density function
(PDF)) andN' is normalization of each of the components. This is an exaérittelihood
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fit with a number of external Gaussian constraints. The nbizationsN' are floating as
fit parameters, and the main result of the mass fit is the fet®find their errors. Tha)
mass fit is described further in Section 5.5.1.

In the Second step, the sample composition is fixed and therfthia/\g lifetime is
performed. The lifetime fit is an unbinned maximum-likeldabfit in ct andog. Only
events in the\Q signal region are used in the lifetime fit. The mass PE$mM), from the
mass fit are integrated over the signal mass region, andptiedtiby the correspondiny’
to obtain the sample composition in teignal region. This yieldsNéig, or the number of
events for each signal and background component in thelsiggian.

The likelihood of one event is a sum over several fit compa)eraf two-dimensional

distribution functions;

L(ct,00) = Y Nyg- Py(Ct{0ct) - P, (Oct)- (5.2)

|
HereP, is the probability distribution oft — a product of the proper time of tife) decay,
t and the speed of light. P(ijct is the probability distribution of the error oct. In this
fit, all values ofNiSig are fixed, and thé\ lifetime is the sole parameter allowed to float.
Moreover, several of the background components do notiborerto the signal region and
are ignored in the lifetime fit.

Distributions used to modet, ando; are either defined parametrically or are obtained

from templates derived from Monte Carlo or data samples, ssudsed in the following

sections.
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5.1 Mass Templates

In general, the templates used to model the mass probes#ite derived from data and
Monte Carlo samples. The observed mass distributions dreretiodeled parametrically
with functions which are then fit to Monte Carlo distributipnsare modeled as histograms

and simply smoothed.

5.2 Proper Decay Length Templates

The majority of the proper decay length PDREg(ct|o) from Equation 5.2 are broken
into a product okt 77(ct), obtained using the procedure outlined in Sec. 3.3, andagtan
ical function, as given in Equation 3.6. Only one shape — tmhinatorial background —
is completely modeled by a histogram @ffrom events in the upper-sideband), smoothed

using the kernel-estimating algorithm provided by RooHiechRooKeysPdf [26].

5.3 og Templates

The templates foo are derived directly from the data that is being fit. Only two
ot distributions are used for any of the several PDF componamtsent in the lifetime
fit. P5, describes the distribution of errors for tlmg signal andB meson background
components anél’}}ct describes the combinatorial background. It has been shioatrttie

O distributions for signal\g andB decays are very similar in the inclusive realistic Monte
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Carlo (see Figure 5.1, Rightlps , is obtained from the sideband-subtracted data mggte

is taken directly from the upper-sideband.

‘ AJ - A. T ct Error Distributions in Data | ‘ Sideband-subtracted Oct ‘

> . PL:si 2
Zo.12 ‘ } P : Signal PDF 24 +# _ oct(/\b)
Qo [ + P :Background PDF S L — 0
s | g 3 (B")
So0.10k L] 00.12[ ct
o1 || : + i
o 3 + C
008 S 01 i i
L ,L -e- i 008; + +
0.06 w H ‘ ! | r i
i 1 0.06
0.04f " +] i + ¥
i Tl 4L 0.04F
002l 41 i g +
- 7: o T [ l r + :t:
i n Pe, T 0.02[ + +.
O'OO j L \7.77.: L ‘ L L L L ‘ L L L L ‘ L L L L :.‘:7.7‘7:\‘: L L : | | :b::\.: ‘ | | | | ‘ | | | | ‘ ‘A.T:‘:‘:.:‘:.:I":#:.:
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o (A [em] o

Figure 5.1: Left: ThePS, distribution from the sideband subtractaf] andB meson de-
cays (black) and the combinatorial backgrouﬁgiCt (red). Right: The distribution of
from sideband subtracte’u%e AT (black) andB® — D*~1tt (black) data events. The
agreement betweeBand/\ distributions is good, and is the basis for using the s&je
distribution for both the\? andB® components of the fit.

5.4 Efficiency Distribution

The TTT efficiency distributions, used in each fit, are coredutrom realistic signal
Monte Carlo samples using Equation 3.9.

A comprehensive description of each lifetime fit; includitig shapes used for the
proper decay templatesg: templates, and efficiency distributions is given in thedaiing

sections.
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5.5 Lifetime Fitin A) — Af1r Decays

5.5.1 Ap— A{TT Mass Fit

TheAD mass fit is a one-dimensional, extended likelihood fit witu&@dan constraints
as described above. All normalizations are allowed to ftbatjgh they may be constrained
to an external number, or to another component. /i@ components are divided ac-
cording to the number aftablédaughters. The mass fit is composed of the following 12

shapes.

1. B Meson Four-Trackdecays starting withB® or Bs that have exactly four charged

stable daughters and exactly zero neutral stable daugiMetly BY — D*1r, this
forms a lumpy peak below the signal mass mean position. Haiges(Figure 5.2) is

derived from realistic signal Monte Carlo usiRgoKeysPdf smoothing.

2. B— /v,X: B meson semi-leptonic modes. The lepton in question mustdisest
and hence modes decaying vikepton are excluded from this category. This shape
(Figure 5.2) is derived from a QuickSim Monte Carlo sampleng$tooKeysPdf

smoothing.

3. B Other all other decay modes starting wilY, B* or Bs. This shape (Figure 5.3) is

derived from the QuickSim sample usiRgoKeysPdf smoothing.

Particles that do not decay inside the CDF detector are derei to be stable. For example, muons are
taken to be “stable”.
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4, /\g — N{1r: the signal mode. This shape is modeled by a Gaussian PDF plus
exponential-like tails on both sides to account for the lkggmn effects. (The tails
are implemented as exponential decay PDF using a Gaussiantien model.) The
mean position of the Gaussian PDF and the mean position shtleared decay PDF
are taken to be the same, as are the standard deviations Glatesian PDF and
Gaussian resolution model. The amount of tails is deterdhioghe fit to the signal-
only /\8 — A¢TT sample based on Pythia, since the extra hits from fragmentat
tracks allow for a more realistic description of the patteznognition mistakes in

COT which cause the tails.

5. AQ Four-Track Similar to theB four-track decays. These afg decays that have
exactly four charged stable daughters and exactly zeroaleihble daughters. This
shape resides more or less entirely withm & the signal mass mean position, as
shown in Figure 5.4). It is derived from a QuickSim Monte Cadonple on account
of its low statistics in the realistic simulation and em@®&poKeysPdf smoothing.

It is expected that the overall normalizaton of this shapemsill, however with a
large systematic uncertainty — neither of the decay modascthmprise this shape

has been observed, so all their branching fractions aresgaes

6. /\g — IvyX: /\g semi-leptonic modes. Similar to tigesemi-leptonic category. De-
cays proceeding witih leptons as a primary daughter are excluded. This shape (Fig-

ure 5.4) is defined parametrically. The distribution frora thclusive realistic Monte
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10.

11.

Carlo,/\g — N\ X, sample is fit with a Gaussian plus an exponential with a €atof

the high mass range.

. /\8 — A{K™: the Cabbibo-suppressed mode. Shifted down from the signabm

mean position by approximately the difference between tbe pnd kaon masses,
this shape (Figure 5.5) is derived from the realistic Montdd&asingRooKey s Pdf

smoothing.

. /\8 — A¢p~: this mode is separated from the otmag decays on account of the

poor knowledge of its relative branching ratio. The shapguife 5.5) is defined
parametrically by fitting the realistic simulation with a @sian plus an exponential

with a cutoff in the high mass region.

. /\8 — Zd, 2 also separated from othétg decays on account of the poor

knowledge of its relative branching ratio. This shape (Fegb.6) is derived from

realistic simulation usingooKeysPdf smoothing.

AL Bump: mainly composed o — A*X. This shape was also originally included
in the ’/\8 Other’ category but was separated because of the poor kdgevlef its
relative branching ratio. This shape (Figure 5.6) is derifrem realistic simulation

usingRooKeysPdf smoothing.

/\8 Other all other decays originating from? , which are not alredy included in
one of the other categories. This shape (Figure 5.7) is el@rixom the realistic
simulation usingRooKeysPdf smoothing.
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12. True Combinatorial Backgroufidmodeled by a single falling exponential PDF. In

the Al 1T invariant mass fit, the decay constant in the exponentiabagifig. Thect
part of this component is determined by fitting the data saraplthe upper sideband

region,m(AITT) > 5.7 GeV/c?.

Candidates per 22 MeV
B B
Y [=2] o] o N Y [«2]
o o o o o o o
T

[N)
o

6.0 6.5 + —=o
m(A¢ 1) (GeV)

o
TTT

50 55 50

" L —
Rt 10 (GeVy?

Figure 5.2: LeftB Four-Track realistic simulation distribution. RighB — /v,X Quick-
Sim distribution.

20OtherB — Dt mass fits used at CDF usually employ a parameterization ohataot + exponential
to describe the combinatorial mass shape. This shapegeasudtmore quickly falling background below
the main Gaussian peak. That shape includes the combmlatackground of theD” meson because the
definition of other shapes does not include the contributfattecays that do not decay tB*, but contribute
to the ‘D” combinatorial background. In our analysis, we explictiglude in non-combinatorial components
the/\g andB decays that contribute # sidebands. After comparing those components andtheidebads,

we do not have evidence that the shape of the true combiabbatkgroundi(e. in which at least one track
is fake) is not a simple exponential.
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Figure 5.3:B Other QuickSim distribution
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Figure 5.4: Left:A\p Four-Track QuickSim distribution. RightA\, — #v,X realistic simu-
lation distribution.
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Figure 5.5: LeftA — A{K™ realistic simulation distribution. Right\] — A p realistic
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Figure 5.6: LeftA] — Z{ T realistic simulation distribution. RightA] — A¢™* realistic
simulation distribution.

?
22200
42000
51800
o
1600
[}
%1400
=}
51200
c
1000
800
600
400
200

50 58 6.0 55 70
mAL T0) (GeV)

Figure 5.7:/\p Other realistic simulation distribution.
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5.5.1.1 Fit Constraints

Because several background shapes are quite similaBeeami-leptonic andxg semi-
leptonic) and since all of the normalizations are allowedldat in the fit, it is necessary
to constrain the ratios of several normalizations to imprét stability. The constraints
described below appear g8 penalty terms in the extended negative log likelihood. For
brevity, the categoriesall mesonsandall baryonsare defined as the sum of all categories

starting withB and/\g respectively. The following constraints are imposed omtlass fit:

1. B Four-Track Candidated he normalization of this component is based on the num-

ber of B® decaying to a kaon and three pions (including, for examiﬂe,—» D),
which is observed in thaZ tsample when the mass of the proton candidate track has
been replaced by, The fit of the invariant mass of suéh— - -- — K3mcandidate

is given in Figure 5.8. The total numberBf- - -- — K3rtcandidates obtained from

A data this way still needs to be scaled up to accomodatB tieflections which

do not fit theK3mt signature. This scale factor is obtained from the inclusi@
simulation and is found to be 1.75. As the events fromBhe - -- — K3rminvariant
mass distribution come from thig! tsample itself, we do not consider the statistical
error from theB mass fit. However, the scale factor based on the MC simulation
depends on PDG branching ratios [8], and we do use their cadbilative error of

0.0906. The number dB four-track events are constrained to

NeFour—Track = 1356+ 125
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Figure 5.8: The fit of the invariant mass Bf— K3rt candidates. This distribution is
computed from thé\{ Tt mass distribution where the mass of the proton candidaté,tra

from A — pKr, has been replaced by the mass of a pion.

2. B Semi-Leptonic Candidates to Al Meson Candidates The value of this con-

straint is obtained from the Generic Realistic sample. Theaive error comes from
the measurement of tH&® semi-leptonic branching fraction. Using the PDG value,

one obtains the error on the ratio®semileptonic to alB meson events of.012.

NB—%\H

= 0.195+0.002

Nallmesons

3. AD Semi-leptonic Candidates f — A tCandidates The amount ofA] semi-

leptonic events is pinned down to tmg — A Ttsignal itself, using Reference [39].

After taking the efficiencies into account, we get

N/\g—»fvT

Naro
Ny

=2.87+0.53.

—A¢pi
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4. Total Number ob-baryon CandidatedVhile the total contribution of variou8 me-

son decays is relatively straightforward to estimate framknown branching frac-
tions measured at thigfactories, there is a considerable uncertainty in estimdtie

total number of/\g decays that end up in ol tsample.

We therefore adopt the following strategy: we subtractAfiesidebands, and that
way remove almost all contribution froBirmeson decays, as well A% decays that
do not produce &, or those that do, but intoA; which does not decay tpKrt
From Figure 5.9 we measure @T6A/ candidates in the data. Next, we extrapolate
the A mcombinatorial background (composed of tyg-and faken—from-/\g pairs)
from the upper sideband back to lower masses (see Figurg Bdlbulate the total
amount ofrefrom-AQ combinatorial background and subtract that too from tha are
of the A/ -sideband-subtracted distribution. We subtract aboud28@/\/ , fakeTt
events, which leaves us with about 380A¢ candidates. What remains is the total
of /\8 decays from our sample which decayp X, with Af — pKr That number
needs to be multiplied by a correction factor dd4, which takes into account tM‘%
decays that do not result ivi X, AZ — pKr. Following this procedure, we obtain
the total number 07\8 candidates as 2872. We assign the uncertainty ef5%

to this overall/\g yield. This is motivated mainly by the lack of understandofg
the/\g branching fractions. The nopKrtbaryon contribution is determined largely
by the/\g branching fractions with large uncertainties, since méshem have not

be observed and are mere theoretical estimates. Therdfertotal number 07\8
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candidates in the mass fit is constrained to

Npo_. anything= 28 272+ 1,414
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Figure 5.9:m(pKm) distribution. We fit the signal distribution with a Gaussiand the
background with a straight line. We count31,000A{ candidates in our data sample.

5. AD — A{K™ to AD — AT Events This constraint is based on the prediction made

from [40] for the ratio ofB — D1tB — DK events. We use the following constraint.

N0 A+i—
o ART  0.0740.021
N9 ¢

6. /\8 — NA{'p: we again use the results from [40]. to constrain the ratiN,ggLAgp to

Npo_n¢n The relative error is taken from the uncertainty®n- Dp decays.
N/\O*}/\+
P — 0.56+0.10
N/\gq/\gn
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Figure 5.10:m(A{ ) distribution for Al sideband subtracted data. The upper sideband
of this distribution is fit with an exponential in order to iesate the number of trués ,
fakestcandidates we have.

7. /\8 — A*X: The hadronic branching ratios used in the generation ofrttiesive
real Monte Carlo samples were, in many cases educated guéssese complete
description of these branching fractions and the generatiothe Monte Carlo sam-
ple can be found in [40]. Conservative branching ratio urdeties for/\g — N\*X
are+150% and-70% which, when we average positive and negative uncegajnt

propagates te-0.21.

8. AD Four-Track Similar toAY — A*. We use a relative uncertainty #0.005 which

represents errors af100% and-50% on the original branching ratios.

9. A) — ZcmandAD — it Similar to A — A$*X. We use a relative uncertainty of

+0.17 which represents uncertainties#t50% and-70% in the original branching
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ratios.

5.5.1.2 A)— A{TT Mass Fit Results

Using the previously described background templates andtnts, we obtain the
mass fit shown in Figure 4.1. The results of this binned, eladrikelihood mass fit are
shown in Table 5.1. The pulls from the constraints descriéigove are listed in Table
5.2. The signal window is defined to g A1) € [5.5655.670GeV/c?. This choice
was made to correspond to the bin boundaries closest toghal shass mean position plus
or minus three times the standard deviation of the signé#iilbligion. Similarly, the upper
sideband is defined to (A 1) € [5.8,7.0GeV/c?. The normalizations returned from

the fit in the signal window are listed in Table 5.3.
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Parameter | Fit Value | Error

Npo adme 3152 63
NAongk- 357 41
N/\gFour—Track 394 55
Nao_ 5, 3621 1043
NA9_ngp- 1987 307

Npo s | 1256 | 185
Npo - ndox 838 | 187

Nyoomer | 14734 | 1162

NeFour—Track 1271 78
Na_v,x 558 241

Ng: other 1050 | 989

Ncombinatorial 2160 94

m(A) 5.6135 | 0.0004

Table 5.1: Results of the binnéd mass fit on the entire fit range; from 4.8 to 7.0 Ge¥
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Constraint | Pull (x?)

Total Baryons| 1.367
N — NEKT | 2.058
A — tvy 3.248
N four-track | 3.77
AD— NE*X | 1.346
N — A{p | 0.7058
N — 3 | 1.456
B four-track | 4.545

B— /v, 0.05638

Table 5.2: The(? pulls on the mass fit constraints.
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Normalization Value

N, 29049+ 57.9 (82%)

8~>/\éﬂ_
NBFourfTrack 2505:t 154 (7%)

Npo_nék- 1386+ 15.9 (4%)
Ncombinatorial 1162+5.0 (3%)

NAo 5 27.0+7.8 (< 1%)
NA® other 7.24£6.8 (< 1%)
Ng:other 35+0.3

Npo e | 0.763917+0112236
N, x 0.643348+0.27741

Npo_nex | 0.097918£0.0217996

NquAép_ 0.026504 A4 0.00408758

Table 5.3: Normalizations for all backgrounds in th% signal windowm(A ) €
[5.565,5.670GeV/c?.
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5.5.2 AJ— A1 Lifetime Fit

Based on the mass fit results listed in Table 5.3, only 7 of thesnfih components
contribute appreciably to the signal composition in ttﬁesignal window. Therefore, the
lifetime likelihood is composed of only 7 components; tha—> AZTU signal and 6 other
backgrounds.

The PS

5, and cht models are obtained from the data as described in SectiorB518

templates are shown overlaid in Figure 5.1 (Left).

Theo. dependence on the mass of fRgrt candidate was investigated by separating
the upper-sideband into two regions and comparingohalistribution from each. The
resultis shown in Figure 5.11. As a further check, the avecagndocfor m(Ad 1T ) slices
of the signal (Figure 5.12 and the upper-sideband (Figur8)3vere computed. There is
no evidence to suggest that there is any correlation betthean; andm(A 1T).

The /\8 — A{TT Monte Carlo sample described in Section 4.3.1 is used to ctempu
the TTT efﬁciency,s’T\%T(ct), for the /\8 components of the likelihood. Approximately
270000 events are used to compute the efficiency. The propey diexagth distribution,
and the derived TTT efficiency distribution are shown in Fegb.14.

A separate efﬁciencﬁ(}T(ct), is computed for th& — four track component of this
fit using a Bgenerator sample B? — Dt decays reconstructed Atg — N{TT. Ap-
proximately 80000 events are used to compute the efficiency. The propey decgth
distribution and the deriveB® TTT efficiency are shown in Figure 5.15. For comparison,

the A2 andB efficiencies are shown overlaid in Figure 5.16.
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Only the signal region is used when fitting for the lifetim&. dome lifetime fits, the
upper sideband is included explicitly, and the parametrapse of the combinatorial back-
ground is allowed to float in a combined signal plus sidebagibn fit. We chose not to
follow this approach in favor of a less complicated, faster We have studied changes
to the shape of the combinatorial background alongcthexis. Since the ratio of thAB
signal to combinatorial background in the signal regionkiewt 30 : 1, the shape of the
combinatorial background lifetime has sub-micron inflleepa the final lifetime fiti(e.,

on the order of @ — 0.3 um), and is therefore negligible.
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Figure 5.11: Left: comparison af¢ distribution for two regions of the upper-sideband
(pure combinatorial backgroundyn(A{T) € [5.8,6.5] GeV/c*(red) andm(A{TT) €
[6.5,7.0] GeV/c?(black). There is no evidence for any dependencegfin the com-
binatorial background om(Af1t). Right: comparison o€t for the same two regions
of the upper sideband. The low-mass region (red points) (he region nearest to the
/\8 — AT mass peak) differs slightly from the high-mass region (blpoints). The
low-mass region is however larger in terms of the overalhmadization, so the modeling
of thect shape of the background underneath/Nﬁe—> AZ T main mass peak is not very
affected. The effect on the blinded fit due to changes of tlekdraund shape is at the
sub-micron level.
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Figure 5.12: Profile histograms of anda; in slices ofm(A{ 1) in the signal window.
The points on both figures represent the averaget ¢b¢) for each mass slice, and the
error is the RMS of the distribution. RMS is used in order to @ade the shape of the
distribution which is, by nature a two dimensional disttiba.

The general form of the likelihood used in the lifetime fit isen in Equation 5.2. The
normalizations used for each component are those liste@leT5.3. ThePy and Ps,,

distributions for each component of the fit are describedvel

1. /\8 — A¢TC Signal Comprised of’\g events that decay inth? and a pion, with the

A{ decaying (eventually) into a proton, a pion and a kaon.
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__ [Mean ct vs mass (RMS) |

AARATEEE

60 ' ' 6.5 70
m(A.T) GeV/c?

0.06

0.05

<ct> (cm)

0.04

0.03

0.02

_ [ Mean g, vs mass (RMS) |
0.0032 :

0.0030
0.0028
0.0026
0.0024
0.0022
0.0020
0.0018
0.0016

0.0014 6.0 6.5 7.0

m(A 1) GeV/c?

<o,> (cm)

Figure 5.13: Profile histograms of andao; in slices ofm(A{ 1) in the upper-sideband.
The points on both figures represent the averaget ¢b) for each mass slice, and the
error is the RMS of the distribution.

e P4: The parametric proper decay length model described in@est2;

NO
Pa(ct|oct) = explct, ct) @ R(ct, Oat) - x5 r(ct).

The/\g lifetime, T, is the only parameter left floating in the lifetime fit.

e P : P from sideband-subtracted data.

2. B — four tracks Comprised ofB meson events (excluding semi-leptoicdecays

and those covered by the “othBrdecay” component described below) that decay
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Figure 5.14: Top: thet distribution for/\g — A{TT HQGen Monte Carlo after trigger

0
and analysis cuts have been applied. Bottom: /KE@TT efficiency distributiona/T\bTT(ct)
computed applying Equation 3.9 to the HQGen sample destnb8ection 4.3.1.

into exactly four charged stable daughters and exactly zeutral stable daughters.

e P3: The same parametric model used to model/\ﬁesignal is also used here
with a slight modification. When reconstructing a candidatis,assumed that
we have a trué\] decay andn(AD) is used to compute the candidatets On
an event-by-event basis, we don’t know if we are reconstiga trueAd or

B decay and all events get computed using the\g mass. To compute the
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Figure 5.15: Top: thet distribution for B-GeneratoB® — D1t reconstructed ad? —

N, e-?OTT(ct), after trigger and analysis cuts have been applied. Bottdme:/\'@ TTT
efficiency distribution computed applying Equation 3.9.

correctct for a trueB°, one needs to use the corr®t mass. Therefore, in

place of the'\g lifetime, in the PDF, we make the following substitution;

- _ M(AD)

= —2~ - Tpo.
m(B) &

The B? lifetime is fixed to the value from the PDG [8], and scaled by ttio

of /\8 to B masses to correct for thég mass hypothesis used when incorrectly
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Figure 5.16: The/\g and B? efficiencies shown super-imposed on one another for
comparison.

reconstructing a truB decay as a\g.
~ 0
PCZI(Ct|GCt) - eXF(CL CT) ® R(Cta cct) : S$TT(Ct)'

e P2 : Ps_ from sideband-subtracted data.

3. Cabibbo suppresseﬁlg — N{K~ Comprised ofl\g events that decay td/ and a

kaon, with theA{ eventually decaying to a proton, a pion and a kaon.

P3: These are puneg decays and therefore use a model identical to the signal.

e P3 : P from sideband-subtracted data.

4. Combinatorial BackgroundComprised ofl\g candidates reconstructed with a true

A¢ and a fake pion.

e P%: The lifetime shape is derived directly from candidatesimupper sideband
(5.8 <m(A{1) < 7.0) of data. The candidates are fit with a Landau distribu-
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tion, as shown in Figure 5.17 (Left). The model is manuallyteezero for
proper times less than@5cm to mimic the analysis cutt(A2) > 0.025cm

The resulting model foP is shown in Figure 5.17 (Right).

o P3.: cht from the upper-sideband of data.

5. AJ — four tracks Comprised ofAQ events (excluding\] — AT, AS — AZK,

and/\g semi-leptonic decays) that decay into exactly four chaggatile daughters

and exactly zero neutral stable daughters.

e P3: These are again puveg decays and therefore use the same model as the

signal.

e P> : P, from sideband-subtracted data.

6. /\8 — lyX: /\8 events that have a stable lepton éor ap as opposed to 8 as one

of the direct daughters.

PS: The smoothed histogram shown in Figure 5.18 (Left), useuddel this
background is derived from inclusive realistic Monte Cafin special atten-
tion is given to the loss of momentum associated with the eteated neutrino
in these decays. For the lifetime fit, only events in the digress window, near
the/\g mass peak are considered. Neutrinos from these decaysatauogt no

momentum and their effect can be neglected.

e P8 : P from sideband-subtracted data.
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7. OtherAQ Decays All Other A2 events that are not already included in another tem-

plate.

e P/: The smoothed histogram shown in Figure 5.18 (Right) is @erifrom

inclusive realistic Monte Carlo.

e P/ : PS, from sideband-subtracted data.
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Figure 5.17: Left: The Landau fit to candidates in the uppéelsand of data. The fit
probability is 0835. The model is manually set to zero fitr< 0.025 cm. The resulting
combinatoriakt template is shown on the Right.
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Figure 5.18: Left'j\g semi-leptoniact template. Right: Othei\g decaysct template.
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5.5.3 Lifetime Fit Cross-Check I: Toy Monte Carlo

With all of the fit templates and lifetime likelihood ingredits in place, we can test
the fitter using Toy Monte Carlo. Toy Monte Carlo samples areegeied by sampling the
total lifetime probability distribution function to geree distributions for each of the fit
variables (in our caset andogToy Monte Carlo allows one to quickly generate similar
but statistically independent datasets. Toy generatigreiformed using RooFit's “Ac-
cept/Reject” method using the distributions of our combihkelihood as input. Events
for ct, andog are generated separately by RooFit's Accept/Reject methiod tise fol-

lowing algorithm.

1. Start by finding the maximunymax, Of the PDF in a given variable by random sam-

pling.
2. anumbek, from the domain of the variable is generated using a unifdistribution.
3. auniform random numbere [0, ymay| iS generated.

4. if PDF(x) > r, X is accepted; otherwise it is rejected.

The same Toy generation method is used to evaluate the inpagistematic errors as
described in Section 7.

To test the stability of thé\g lifetime fit, 500 Toy experiments of 3700 events (statis-
tics similar to those found in the signal window of data) wgemerated and fit. In each
case, signal and background components were generatezlsartie proportion as that ob-
served in data (see Section 6. Toy data were generated/ﬁlgillifgtimes of 3500, 40Q0,
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4500, and 500um. In all cases, the Toy fit results are consistent with thetihfetime,

with pulls consistent with D. The distributions are given in Figures 5.19 through 5.22.

[ Systematic: ct distribution | ct_hist [ Systematic: pull distribution ] pull_hist
Entries 500 Entries 500

F M 0.03495 -0.
E - Rneﬂasn 0.0009752 © 100 - gﬂef‘sn Oooigggg
=T Underflow 0 0 L Underflow 0

F Overflow 0 N - Overflow 0
2 X2/ ndt 16.45/16 2 80— X2/ ndf 2.008/10
hol r Constant 62.1+3.5 () B Constant 101.5+5.6
— F Mean 0.03493+0.00004 | Q. N Mean -0.09851+ 0.04428
(ORI = Sigma 0.0009357  0.0000326 0 I Sigma 0.98+0.03
o F 2 60
2] o o L
c 30 £ L
g r = 40—

r () I
= o [
8_ E ﬁ 20
X 10 L
u F I

L ! oL ! ! ! oL L L

0530 0.035 0.040 0.045 0.050 0.055 0.060 5 -4 3 2 1 0 1 2 3 4 5

Figure 5.19: Left:The distribution of lifetime fit result® doy Monte Carlo samples. The
Toy was generated with a lifetime of (AQ) = 350.0um. Right:The pull distribution from
the Toy fits. The pull is defined as (input - measured)/errdne Tesult shows a small
deviation from a mean of 0 and has a width consistent with 1.
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Figure 5.20: Left:The distribution of lifetime fit result® doy Monte Carlo samples. The
Toy was generated with a lifetime of(/\g) = 4000um. Right:The pull distribution from
the Toy fits. The pull is defined as (input - measured)/errdne Tesult shows a small
deviation from a mean of 0 and has a width consistent with 1.
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Figure 5.21: Left:The distribution of lifetime fit result®id@oy Monte Carlo samples. The
Toy was generated with a lifetime of(/\g) = 4500um. Right:The pull distribution from
the Toy fits. The pull is defined as (input - measured)/errdne Tesult shows a small
deviation from a mean of 0 and has a width consistent with 1.
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Figure 5.22: Left:The distribution of lifetime fit result® doy Monte Carlo samples. The
Toy was generated with a lifetime of(/\g) = 5000um. Right:The pull distribution from
the Toy fits. The pull is defined as (input - measured)/errdne Tesult shows a small
deviation from a mean of 0 and has a width consistent with 1.
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5.5.4 Lifetime Fit Cross-Check II: Realistic Signal Monte

Carlo

As a second check of tha lifetime fit, one can fit realistic Monte Carlo samples.
The large Monte Carlo sample that is used to compute the TTdiexffty provides a good
circular check of the fit. Because the sample is so large, #iistital error on the fit result
is very small making the cross-check very sensitive.

Additionally, two smaller Monte Carlo samples were genetatéh cr’(/\g) equal to
325 and 50Am. These samples were re-weighted to match the data usisgtie method
described in Section 4.3.1. After re-weighting, the @@5and 50Qim samples consist of
around 22500 and 31500 events respectively.

By using three independent Monte Carlo samples, with diﬂteﬂgriifetimes, one can
probe the sensitivity of the fitting method to the value of ilmgut Monte Carlo lifetime.
The expectation, from previous lifetime analyses [1] id tha efficiency should be inde-
pendent of the lifetime of the Monte Carlo from which it is dexd.

The lifetime fit on signal Monte Carlo is much simpler than thefi real data because

it only includes signal events. The fit likelihood consist®oe, signal component;
L(ct,04) = Py(ct|oc) - PS5 (0t) - €r77(Ct).

Because there are no backgrounds competing with the sigaatg\the signal mass
window is relaxed slightly tan(A 1) € [5.54,5.72]GeV/c? to include nearly all of the
available events.
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cht is obtained from thas distribution in the signal mass window for each of the
three samples (Figure 5.23). Similarly, an TTT efficiencgaesnputed from each Monte
Carlo sample using Equation 3.9 wher®C corresponds to thﬁg lifetime with which the
sample was generated. The efficiency computed from:lt(fmg) = 368um sample is the
default efficiency used when fitting the data. The efficiemfiem each sample are shown
in Figure 5.24 and shown overlaid in Figure 5.25.

Using the three Monte Carlo samples and the three TTT effigiémactions, the 9
possible lifetime fit combinations are constructed and etext The results of each fit are
given in Table 5.4 and shown graphically in Figure 5.26. Icases, the fits are consistent
with the generated Monte Carlo values. The largest exceptoa seen when fitting the
368um sample. Because this sample is so large, the statisticalierach fit is very small.
The 325 and 50@n TTT efficiencies are generated from much fewer events te&ars.
Because they are based on fewer events, these models dekeribelerlying physics less
accurately than the efficiency generated from more eventseriWised to fit the smaller,
325 and 50Am samples, even the low statistics models provide an aectitat\When
applied to the large 3¢8n sample though, the shortcomings of the model are accedtuat
resulting in fit results that are further from the generatiediine than in the other samples.

Most importantly, the fits using the TTT model based on thep@&ample return
values forct(AD) that are consistent with the generated value in all cases.lifEtime fit
projections to the 325, 368, and 500 samples, using the default, 368 efficiency are

shown in Figure 5.27. The results based on theuB68fficiency are also shown in Figure
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5.28. This cross-check demonstrates that the default Tiidiesfcy distribution serves as

a sufficient model over the range of values where we expecetsorest(AD).
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Figure 5.23: Distribution 0b¢; in the signal window from the realistic Monte Carlo sam-
ples; 32%m (top Left), 36&m (top Right), and 500m (bottom). This distribution of errors
is P5,, in the signal Monte Carlo likelihood.
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Figure 5.24: The TTT efficiency distributions; t7(ct), obtained from the three realistic
Monte Carlo samples; 3pi (top Left), 368im (top Right), and 50@m (bottom).
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Figure 5.25: The TTT efficiency distributions from Figure2% shown overlaid. The Blue,
Black, and Red curves correspond to efficiencies computedtier825, 368, and 5Qn

samples respectively.
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Input Sample | Fit Model Fit Result
325um 325um 3283 + 3.3um
368um 3269 + 3.3um
50Qum 3293 + 3.4um
368um 325um 3711 + 1.2um
368um 3687 + 1.2um
500um 3728 + 1.2um
500um 325um 4950 + 5.4um
368um 4976 + 5.4pum
500um 5008 + 5.4um

Table 5.4: Comparison of fit results on HQGen Monte Carlo sasngknerated with
CT’(/\g) = 325, 368 and 5Q@n. Efficiency distributions are calculated from each of the
three samples to create three unique fit models. Each samitien fit three times; once
with the TTT efficiency obtained from the 3@m sample, again with the default efficiency
calculated from the 368n sample, and finally with the efficiency derived from the @®0
sample. The results show that the measmmmg) is independent of the lifetime used to

generate the Monte Carlo from which the efficiency is cal@adat
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Figure 5.26: Graphical representation of the fit result®edisn Table 5.4. Each panel
represents the fits to a realistic Monte Carlo sample with erghg lifetime (shown by the
dashed horizontal line). Theaxis of each panel shows the TTT efficiency model that is
used when fitting. The error shown on each fit point represbetstatistical error returned

by the fit.
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Figure 5.27: Signal Monte Carlo lifetime fit projections wharwith the TTT efficiency

computed using the 3@ Monte Carlo. The fits to 325 (top Left), 368 (top Right), and
500um (bottom) realistic Monte Carlo samples are shown.
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Figure 5.28: Lifetime fit results based on the default, B6&fficiency. Thex-axis shows
the generated lifetime of the sample being fit. Jkexis shows the measured lifetime. The
slope is consistent with 1 and indicates no bias over thdyh2@éum region tested.
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5.5.5 Lifetime Fit Cross-Check IlI: Trigger Codes

As a third, and more important, cross check ofﬂgelifetime fit, we fit different parts
of the cr’(/\g) = 368um realistic signal Monte Carlo sample based on the pairs bfesta
tracks that satisfy the requirements of the TTT. This chegarticularly powerful because
it exercises our fit method (in particular the generatiorheftrigger efficiency) in decays
with very different kinematics.

For this cross-check, the large realisﬁg—> AZ T Monte Carlo sample is used. The
events are required to only satisfy the trigger and analysisequirements. None of the
reweighting described in Section 4.3.1 is applied in ordenaximize statistics.

InaA) — A{T, ;AL — pTK™ T decay, there are four stable tracks that may satisfy
the reqiurements of the two displaced track trigger in paksr each event, all possible
pairs of stable tracks are tested to determine if the reoquéngs of the TTT are met. If a
given track-pair satisfies the trigger, a bit is set. Morentbae track-pair may satisfy the
trigger in a given event. Theer i gCode is the value obtained when all confirmed track pair
bits are anded together. The resulting set of possibledriggdes, track-pair bits, and the
abundance of each trigger code in the Monte Carlo is sumnthinizéable 5.5.

Because many of the trigger codes have very few events, wdalgcconsider only the
six distinct types listed in Table 5.6. For each of thetsikgCodes, a separate efficiency is
computed using the prescription outlined in Section 3.3 éfficiency for eachri gCode
is shown in Figures 5.29 through 5.31. The efficiency for é¢aclyCode are also overlaid

for comparison in Figure 5.32.
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Code| Bits | Description N events
1 | 00001| pK 65,419
2 | 00010| Kmy 8,014
3 00011 | pK+Kmy 3,431
8 01000| pmy 569,215
9 | 01001| pry + pK 70,639
10 | 01010| pmy +Kmy 128
11 | 01011 pmy + pK+Kmy 372
16 | 10000| MmO 40,493
17 | 10001| Mo + pK 52
18 | 10010 mm + Kmy 6,346
19 | 10011| mm + pK+Km 56

24 | 11000| pry + TR 38,175
25 | 11001 | pry +mTR + pK 2,903
26 | 11010| pmy + TR + Ky 1,122
27 | 11011 pmy + M + pK+ Ky 4,032

Table 5.5: Definition of ri gCodes; pairs of tracks that satisfy the requirements of the Two
Track Trigger.
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The signal Monte Carlo lifetime fit is performed in eaah gCode sample using the
corresponding efficiency function. The resulticlg/\g) from each fit is plotted in Figure
5.33. The result of each fit is consistent with the generatetinhe of ct(AQ) = 3680um.

Thet ri gCode cross-check is an important verification that our methodlsist across
various kinematic situations. The check also builds configethat the fit to data will be
correct. As described in Section 4.3.1, the HQGen Monte Gamaple is re-weighted such
that thet ri gCode distribution matches that observed in sideband-subulatdaéa. Because
the independentri gCode lifetime fits in Monte Carlo are consistent with the generated
lifetime value, we can be confident that the combined effmyebhased on the re-weighted
Monte Carlo, is an accurate representation of the decay kitiesrpresent in Data and will

give an accurate value for tihe lifetime.

Code| Description N events
1 | pK 65,419
8 pry 569,215
9 | pru+pK 70,639
16 | mm 40,493
24 | py+ TR 38,175
99 | All other combinations 26,456

Table 5.6: Because the statistics in several oftthiegCode categories is low, only six
categories are used in the cross-check.
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Figure 5.29: TTT efficiencies generated for trigger coddsett] and 8 (Right).
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Figure 5.30: TTT efficiencies generated for trigger codesedt] and 16 (Right).
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Figure 5.31: TTT efficiencies generated for trigger codef 24t) and 99 (Right).

117



CHAPTER 5. FIT DESCRIPTION
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Figure 5.32: A comparison of TTT efficiencies from all of th&efent trigger codes.
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Figure 5.337\8 lifetime fit results from independent fits in differenti gCode sub-samples

of the HQGen Monte Carlo. Theaxis is an index for a particular trigger code (see Table
5.6). They-axis is the resulting value c1ft(/\8) from the lifetime fit in a given index.
The horizontal black line represents the value of the hietwhen all trigger codes are fit
simultaneously. The horizontal blue line represents tlnnagﬂe(tT(/\g) value of 3680um.
Each trigger code fit is consistent with the generated fifeti
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5.6 Lifetime Fitin B® — D**1r Decays

As an additional cross-check of the fit method developed &aisuring the!\g lifetime,
one can fit the lifetime of anothérhadron whose lifetime is known well. One such hadron
is the BY, that has been measured to have a lifetime.68@+ 0.009ps (or expressed in
microns as 459 + 2.7um) [8]. TheB® — D**1r decay mode is chosen as a cross-check
because it is an extremely clean sample, with a signal togvaakd ratio similar to that
found in the/\g sample. The lifetime fit that we use for the cross-check ontle¢hod is a
very simple model compared to other analyses that are dedita accurately measuring
the theB? lifetime in this channel [30]. Because the cross-check isrided only to build
confidence in the fit method developed for m& a simpleB? lifetime model is sufficient.

The same two-step fit approach described in Section 5 foi\ghﬁts is also used here
for theBY. The first step is a binned mass fit followed by an unbinned mai likelihood
fitin ct andogt.

The signal and upper-sideband regions for the fit are defiredn@* 1) €
[5.2255.331GeV/c? andm(D*~1t") € [5.4,6.6]GeV/c? respectively.

Theog models,PgCt andPgct are histograms derived directly from sideband-subtracted
signal and upper sideband respectively. The distribut@mashown in Figure 5.34.

The TTT efficiency distribution is computed from a B-Generatample of purd&® —
D* 1" decays. Approximately 2300 events are used to compute the efficiency using

Equation 3.9. Thet(BP) distribution and the calculated TTT efficiency are showniguFe
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Figure 5.35: Left: Thet distribution from theB® signal Monte Carlo. Right: the efficiency
distribution computed from the Monte Carlo using Equatidh 3.

Only three components are considered inBAe— D*~1tt mass and lifetime fits. The

fit components and templates used for each shape are lidwd; be

1. B — D*~1t" Signal:B° events that decay ind* and a pion, with th®*~ decaying

(eventually) into a kaon and two pions.

e Pl: Parametric smeared Gaussian model.
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e P%: The same parametric proper decay length model used toildeshe/\g
signal.

PL(ct|og) = exp(ct,cT) ® R(ct, O ) - e77T(CH).

Here,T represents theP lifetime and is the only parameter left floating in the

lifetime fit.

o P : PS, from sideband-subtracted data.

2. B — D*~K™* BackgroundB° events that decay intD*~ and a kaon, with th&*~

decaying (eventually) into a kaon and two pions.

e P2: Parametric Gaussian model.

e P3: Since this background is comprised of tiB&decays, the same model is

used here as in tHg° — D*~ 1" mode.

e PZ : Ps, from sideband-subtracted data.

3. Combinatorial Background®® events reconstructed with a trDé~ and a fake pion.

e P3: Parametric exponential model.

e P3: Events in the upper sideband of data are fit with a Landauitdligion to

obtain the template shown in Figure 5.36.

e P3 : P from sideband-subtracted data.
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Figure 5.36: The combinatorial lifetime template is takerectly from a Landau fit to
events in the upper sideband of data. The fit probability94 .
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5.6.1 B° — D* 11" Fit Results

The BO lifetime results presented here are compared to thosetezpor Reference
[30]. The measurement made in the reference is a dediB8téf@time measurement and
uses much more sophisticated mass and lifetime fits thae thescribed in Section 5.6.
Most importantly the reference measurement uses 6-compongass and lifetime fits as
well as fitting for the lifetime using both fully and partiglteconstructed® candidates.
By including partially-reconstructed candidates, theltstatistical error on the lifetime
measurement can be decreased. However, the lifetime firkecmuch more complicated
for these events.

For the purpose of this cross check it is sufficient to compasellts only with the
fully-reconstructed events. In this case, our fit and theresfce fit both fit exactly the
same data and the fit results from both measurements aretedpgeagree very well. The
fully-reconstructeds’ region is defined as\(D*~1t") € [5.2255.331/GeV/c?.

In addition, two results are quoted for our cross-checkriithk first fit, the fit fractions,
f3, from our simple, three-component, mass fit are used in theeguent lifetime fit. It is
clear that this mass fit, shown in Figure 5.37, is a poor dean of the data, especially at
low values ofm(D*~1t"). Therefore, a second lifetime fit is constructed using timepda
composition, from the more sophisticated, 6-componerdregice mass fit described in
[29]. The fractions from the reference mass fi, are transformed to our 3-component
basis, these fractions are referred tdf@sThe fractions for all of the mass fits are listed in

Table 5.7.
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Norm f3 fe f3

B® — D*m | 0.9053| 0.9063| 0.9063

B® — D*K | 0.0898| 0.0670| 0.0750

B —D*p | - |00015 -
B%Other - 0.0064| -
Bt - | 0.0036| -
realD 0.0049| 0.0151| 0.0187

Table 5.7: Fractions used in tlB9 — D* 1t' lifetime fits. fs is the fraction of each com-
ponent obtained from the 3-component mass fiitis the fraction of each component as
reported in [30].f; is obtained by applying thé; fractions to the 3 component basis in our
fit model. In all cases, the normalizations represent thetibra of each component in the
region,m(D*~1t") € [5.2255.331GeV/c?.

The results of the un-binned, maximum likelihod?, lifetime fits on the data, using
both f3 and f; normalizations, are listed in Table 5.8. The likelihoodjpation onto the

ct-axis, for both thefs and f; normalizations, is shown in Figure 5.38.

Normalization | ct(B%)[um]
fe 44284128
f3 43404+9.9
] 4403+9.9

Table 5.8: Results of thi? lifetime fits in D*~ 1t decays. Thefg result is quoted directly
from [30]. Thefs andf; results are obtained by running the 3-component fit destiibe
Section 5.6 with the normalizations described above.

The BP lifetime obtained using thé; normalizations is statistically compatible with
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the fg result. Since the cross-check fits the same data as thenmeéefie we expect much
better agreement than just statistical compatibility. Wtrenimproved mass fit fractions,
f3, are applied, the agreement between the fit results impdreesatically.

Because the cross-check fit result is very close to the resyltsted in Reference [30],
this cross-check serves as further validation that the odstldeveloped for measuring the

N lifetime are reliable.
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Figure 5.37: Mass fit result for tHB° — D*~1tt cross-check mode. From this fit, thig
normalizations are obtained.
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Figure 5.38: The projection of the 3-dimensional likelidoof the fit for ct(B°) on the
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AD — A{TU Fit Result

Using the likelihood and shapes described in Section 5&dZlze mass fit normaliza-
tions listed in Table 5.3, the result of the un-binned, maxinriikelihood,/\g lifetime fit

on data is

CT(AD) = 4228+ 138 um (6.1)

The resulting likelihood projected onto theaxis is shown in Figure 6.1.
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Figure 6.1:/\8 lifetime fit on data. The projection of the 3-dimensionaklikood of the fit
for T(A2) on thect axis.
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6.1 Ap— AJTT Result Cross-Checks

In order to gain confidence in the result, several additiamaks checks have been

performed.

6.1.1 Definition of the Signal Region

The baselinem(A{ T ), signal window is modified by moving the lower edge up by
15MeV/c?; cutting into some’\g signal but also significantly reducing the contribution
from many of the backgrounds. The mass fit remains the santeabaged in the default
fit but the fit normalizations change with the re-definitiontloé¢ signal window. The ef-
ficiency distribution is recalculated from the HQGen Montel€@aample using the new
mass window definition. Additionally, th5_ distribution is also recreated to reflect the
change in the signal mass window ngct remains unchanged.

The normalizations and lifetime fit results are listed in [€a6.1. The lifetime fit
projection is shown in Figure 6.2. The lifetime result witetnew normalizations is

4290+ 14.4umfor a shift of about @Amcompared to the baseline fit result.

6.1.2 Split the Signal Region

The defaulin(Af 1) signal window is splitin half; a low (565< m(A{ 1T") < 5.617)
and high (5617 < m(A{m ) < 5.670) mass window. The mass fit remains unchanged,

but the normalizations are re-defined for each of the sigredsnwindows. Efficiency
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Figure 6.2: Lifetime fit projection with a revised mass signandow. The lower edge of
the baseline mass window is moved 15Me¥from 5.565 to 5580GeV/c?.
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Normalization Value
Npo_aem | 27894:£556 (86%)
NBFour—Track 1812+111 (6%)
Naoour_Track | 1016+14.2 (3%)
Ncombinatoric 989+4.3 (3%)
Nao_ack 638+ 7.3 (2%)
N/\QSemi—leptonic 16.3+4.7 (1%)
ct(AD) 4290+ 14.4um

Table 6.1: Normalizations for all backgrounds in the modifséggnal window; 5580 <
m(A 1) < 5.670.

distributions are recalculated from the signal Monte Caatmgle for both the low and high
mass windows. Additionallyps  distributions are also recalculated to reflect the changes
in the low and high signal windows. The saﬁ’ggt distribution is used in both the high and
low mass window fits.

The normalizations andg lifetime result from each fit are listed in Table 6.2. The pro-
jection of the fits on the proper time axis are shown in Figur@. Both fits are consistent

with each other and with the defauﬂﬁ lifetime fit result.
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Quantity Low Mass Window | High Mass Window

Npo_ner | 165004329 (79%) | 12468250 (86%)
Ngo Four_track | 177.1+10.9 (8%) 73.3+4.5 (5%)
Nyo_nck- | 1318+151(6%) | 6.7+0.8(<1%)
Ncombinatoric | 58.8+2.5 (3%) 57.4+2.5 (4%)
NA? Four—track | 50-0%7.0 (2%) 63.7-+8.9 (4%)
Nao__ i 233+6.7 (1%) 3.74+1.1(< 1%)
NAS Other 2.440.2 (< 1%) 1.0+0.1 (< 1%)
ct(AD) 4282+ 18.3um 4148+ 21.0um

Table 6.2: Comparison of normalizations and resultingilies when the mass and life-
time fit are run separately on a low,565 < m(A{T ) < 5.617, and high, $17 <
m(A{TT ) <5.670, mass windows. mass window.

6.1.3 Lifetime Fit by Run Ranges

As a final cross-check, the lifetime fit is run independenttydata from different run
periods;xbhd0d, xhbd0Oh, andxhbd0Oi . ThexbhdOi dataset only consists of runs up to
212133 (instead of the standard 233111) because only thasenere available when the
data sample was stripped. In each of the three run rangesythstep mass and lifetime
fitis performed. The same default lifetime fit model is use@wfitting each sample. The
normalizations from the mass fits and lifetime fit results ache run range are given in
Table 6.3 with the fit projections shown in Figure 6.4. In eatthe three samples, the fit

results are consistent with one another and with the basgtiresult.
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Figure 6.3: Lifetime fit results on two mass windows. Left:etlow mass window,

5.565< m(ATT) < 5.617GeV/c? and Right: the high mass window@.7< m(A 1) <
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Quantity 0d Oh 0i
Npo perc | 94634333 (81%) | 11996+ 37.3 (82%) | 76814300 (81%)
Neombinatoric | 42.1+ 2.8 (4%) 46.7+3.1 (3%) 20.9+ 2.4 (3%)
Nngour Track | 212+6.2 (2%) 36.7+7.5 (3%) 20.645.3 (2%)
Npo nck 38.4+7.0 (3%) 36.8+8.4 (3%) 216+5.8 (2%)
Nnosern teptonic | 117%3.4 (1%) 16.2+4.0 (1%) 9.042.8 (1%)
Nagother 12401 (<1%) | 14+£01(<1%) | 1.0+£0.1 (< 1%)
cT(A9) 3982+ 22.6um 4481+ 24.3um 4065+ 25.8um

Table 6.3: Comparison of normalizations and resultingififies from fits on data from
separate run periods.
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Figure 6.4: Lifetime fit results foxbhd0d (Top Left), xbhdOh (Top Right), andkbhdOi
(Bottom).
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Estimated Systematic Error

According to their effect on calculating the SVT efficiengye divide the systematic
error estimates into two groups: those that bias the SVTieffoy, and those that do not.

As described in Section 5, we first execute a binned likelhfitoof them(Af 1t7) axis
(the mass fit), followed by a two-dimensional unbinned marxmiikelihood fit of ct and
o¢ (the lifetime fit) on a restricted mass range. All of the pagtars that are floating in
the mass fit are fixed in the lifetime fit so each fit can be comsalendependently. In other
cases, especially when testing for bias in the procedurggenerate distributions, from the
full 2-D PDF, on the entire mass region8&eV/c? < m(A{ 1) < 7.0GeV/c?), and then
fit using the previously described two-step procedure.

Most of the systematic errors in tmc% lifetime measurement are evaluated using a
modified Toy Monte Carlo technique. For the parameters assatiwith an individual

systematic, we generate Toy Monte Carlo samples where tlagampters are varied. The
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sample is fit with both the default fit and the fit with varied graeters. We take the differ-
ence between the values,hﬁ lifetime in the ‘varied’ (a.k.a. ‘rigged’) fit and the ‘deféu

fit. This difference, caused by the systematic variationstitutes the associated systematic
error. After generating and fitting 1000 Toy Monte Carlo saespthe resulting distribution
is fit with a Gaussian, and the mean is taken as the systenmafticise to that particular

systematic.

7.1 Non-SVT-Biased Systematics

First we treat the systematic uncertainties that are comimamy fully reconstructed
CDF lifetime measurement, regardless of whether that measnt is biased by the SVT

trigger.

7.1.1 Alignment

A 2.0 um systematic error is quoted from a previous CDF lifetime ysial[1].

7.1.2 Fitter bias

The fitter bias can be evaluated by running a sufficientlydasgt of Toy Monte Carlo
experiments. The fitter bias has been discussed previouSlgdtion 5.5.3 and found to be

negligible.
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Description Value

Absolute smearing of the blinded lifetime 0.31um

Fractional smearing of the blinded lifetime0.08%

Fractional smearing of thidyo xr- 0.82%

Fractional smearing of theg Four_track 2.5%

Table 7.1: Summary of results from 1000 fluctuations ofBhe four-track mass template.
7.1.3 Background mass template shapes

The shape of various templates in the background dependeorelfitive amounts of
different modes in the background Monte Carlo samples. Thleapes affect the relative
contributions of each background mode to the total shape.mst significant source of
background in thé\g signal window is the contribution from tH&— four track template.
By far the biggest contribution to this component comes fB%m- Dt 1t decays (approx-
imately half). Therefore thB — four track template is modified by fluctuating the number
of B — D1 decays according to the 1 sigma PDG uncertainty.

An ensemble of 1000 experiments with fluctuaB¥d— D1t contributions was per-
formed. The result of the experiments are summarized ineTéadl, and the!\g lifetime
distribution is shown in Figure 7.1. Based on this result,syematic uncertainty due to
the shape of the mass templates in the signal window is nielglig

Four examples from these experiments of the fluctuation®Bth- four track back-

ground component are given in Figure 7.2.
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| ctdist for 1000 Toy B4Track Expts | ctau_hist

Entries 1000

n Mean 0.04068

= RMS 3.101e-05

400 - + Underflow 0

n Overflow 0

350 ~ X2/ ndf 15.64/ 4

:_ Constant 363.4+15.5

300 = Mean 0.04068 + 0.00000

= Sigma 3.265e-05 + 9.676e-07
250
200
150
100
50 |

[ L L L L I L L + i L L L L I L L L I L L L L I L L L L
0.8404 0.0405 0.0406 0.0407 0.0408 0.0409  0.041
ct from Data fit
Figure 7.1: The distribution of\g lifetimes from 1000 toy experiments where the amount

of B — DT decays is fluctuated. For each toy experiment, the blindetintie fit is
repeated on the data.

7.1.4 Background normalizations

The normalization of each background component is obt&oead the binned mass fit
that is run before the lifetime fit (see Table 5.3). The masmiatizations are all parameters
obtained from the mass fit; and therefore come with some taiogr. The normalizations
fix the fraction of each type of background allowed in the fiifatime fit.

In order to evaluate the systematic effect of this uncetyaian ensemble of 5 sets
of mass normalizations was generated. Each normalizatidludtuated according to a
Gaussian (where the mean is the baseline value from the mamsdithe width is the un-

certainty from the mass fit). For each set of normalizatiaapeeters, the baseline lifetime
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B4Track Toy Hist 0

i

)

6.0

L
6.5 7.0

Figure 7.2: Four examples of the fluctuated versions ofBhe four track background
component. Blue: baseline un-fluctuated background comppfed: fluctuated back-

ground component

fit is repeated, and the resulting PDFs are fed into the ToytM@arlo ¢ 500 iterations).
The distribution of the resulting Toy lifetime fits and theull distribution for one ensem-

ble are shown in Figure 7.3. The estimated systematic wmogrtdue to the background

L
6.5 7.

B4Track Toy Hist 1

L
6.5

normalization uncertainty is.@um as listed in Table 7.2.
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[ Systematic: Signal_Norms_3 ct distribution ] cthst ] [ Systematic: Signal_Norms_3 pull distribution pull_hist
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Figure 7.3: Left: The distribution of lifetime fit resultsoim the baseline lifetime fit on Toy
events generated from Sigodbrms 3 rigged PDF’s. The results are fit with a Gaussian
distribution shown in red. Right: the pull distribution fdret Toy fits. The pull is defined
as fitct - riggedct / fit og;.

Table 7.2: Summary of the Toy Monte Carlo experiments to egBrthe systematic error

Sample Clrig [ Cfroy MM | Ctiyg — Ctgy
SignalNorms1 | 4316 4327 -0.9
SignalNorms2 | 4305 4321 -1.9
SignalNorms3 | 4329 4335 -0.2
SignalNorms4 | 4337 4333 0.2
SignalNorms5 | 4338 4338 0.0
Quoted Systematic (RMS): 0.9

due to the uncertainty in the normalizations obtained frbenrhass fit.
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7.2 SVT-Biased Systematics

All of the systematic uncertainties listed below are duerioastainties in parameters
or distributions which are fixed in the lifetime fit. Most imypant of these is the efficiency
function.

The systematic errors are estimated using the followingMowte Carlo procedure:

e A maximum or minimum fluctuation (or an ensemble of possiblettiations) is
constructed for a given source of systematic error. If thetdlation affects the signal

Monte Carlo sample, a newggedefficiency function is calculated.

e The blinded lifetime fit is repeated using thgged efficiency function or other fluc-
tuation. The lifetime from the resulting fit tsRig(/\g). The resulting PDF’s are those
that we would have measured if the degally was different by the amount assumed

by the fluctuation in the first step.
¢ 1000 Toy Monte Carlo datasets are generated based omgtjesl PDF's.

e Each Toy dataset, is fit with tHeselineblinded fit. Here, we attempt to fit thhegged
data with our “wrong”baselinelikelihood. The mean lifetime from thieaselinefit

to rigged Toy samples iszoy(/\g).

e The systematic is the difference betwestigig(AD) andclroy(AD).
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7.2.1 Preliminary remarks on the SVT simulation

The crux of the/{ lifetime measurement is the determination of the efficienicthe
TTT. This efficiency function is evaluated from a carefulkaited realistic Monte Carlo

simulation. The systematics below fall into two groups:

1. systematic uncertainties arising from the simulatiothef CDF Il detector and the

TTT trigger

2. systematic uncertainties arising from the lack of knalgke of the/\g baryon pro-

duction and its decay intd] T

As itis shown below, the second group of systematics dom&waier the first one. The first
group (systematic errors on the TTT efficiency that arisesifthe incorrect or incomplete

description of the hardware) can be divided into two parts:

(a) Monte Carlo simulation of the CDF events

(b) simulation of the SVT reconstruction and TTT

We will address these two in the reverse order. We use thergarogyvt si m which is
an emulatorof the trigger hardware. When the data are fed into it, it poedubitwise
identical results as the SVT crates. We apply the TTT selediiteria offline, but use the
SVT information @, do, @) produced bysvt si m

Therefore, in(b) there is no room for a systematic error, as the computatisnexact.
The only source of the systematic uncertainty in this cag@)is- potentially incorrect
simulated data that are fed into the trigger simulation.
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The way we generate and simulate events using the B grougistre Monte Carlo
simulation is described in Section 4.3.1. In brief, the GHANracing engine calls the sil-
icon charge deposition model which has been tuned on dathe 81 Cl ust eri nghbdul e,
the run-by-run calibration constants are downloaded andeald and noisy channels are
masked away (including whole SVX3d chips and occasionatyddhalf-ladders). We are
using luminosity-weighted simulation, and the dead chanrep is downloaded run by
run. The misalignment could impact the TTT rates, and itsafis quoted as a source of
systematic error (the main source being the uncertainthemadial scale of the SVXII as
awhole, and primarily impacts the meanind gf rather thanthe TTT efficiency). We esti-
mate a systematic error due to the soye)explained above using a data sample collected
with an independent (di-muon) trigger path. The only renmgjreffect that can impact the
behavior of SVT is the location of the primary vertex, whishalso obtained run-by-run
in the simulation, and which is studied and quoted as a sepacarce of the systematic

uncertainty.

7.2.2 Data-Monte Carlo Agreement: simulation of SVX I

and SVT

Nevertheless, we wish to set an upper limit on how discrefienionte Carlo simula-
tion of SVX Il and SVT could be from the data, and assign a syate error which thus

covers several of the areas described above.

144



CHAPTER 7. ESTIMATED SYSTEMATIC ERROR

In order to separate the physics effects arising from thie ¢cdid&knowledge of the’\g
baryon production and its decay im@ 1 (which are handled separately and yield several
sources of the systematic error), we ‘fake’ the Monte Caraousition by feeding the four
vectors of muons from &/ — P~ decay, simulate those events and then compare them
to the original data.

We reconstructl/y — pu events in thexpmmdd sample, collected with the di-muon
trigger. To reduce the data size we apply loose cutprdft) > 2 GeV andLyy(J/W) >
100 um. The resultingl /Y mass distribution fitted to a Gaussian (signal) and a second-

order polynomial (background) is shown in Fig. 7.4. We defiti@/) + 30 as the signal

my,, in Od|

4500F ;net;es 3.091

4000 RMS 0.053

3500

3000 PO -14748.988 + 19.236
pl 9972.613 + 7.503

2500 ? p2 -1662.649 + 1.961

X? I ndf 370.829/ 66
Amp 4129.930 + 31.372
Mean 3.097 £ 0.000
Sigma 0.016 £ 0.000

2000
1500
1000

500

Figure 7.4:J/p — pumass fitted to a Gaussian (signal) and a second-order polghom
(background).
region and [-16,-50], [50,100] as the sideband regions.

Following the prescription of a previous work [47] we caktalJ/ sideband sub-
tracted TTT efficienciess = N9 /N'®, in pr(p), |do(1)| andLyy(JW) bins, whereN't is

the total number of muonsl( candidates) in a given bin, ang"? is the corresponding
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number of muonsJ/y candidates) passing the SVT/offline track matching and Tdt$.c
Fig. 7.5 shows the sideband subtradit? (red) andN' (black) histograms (top) and the

corresponding efficiencies, (bottom).

J/y muon p_in 0d (sig) Iy muond in 0d (sig) L JIyp ny in 0d (sig) L
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Figure 7.5: Sideband subtractdif'9 (red) andN' (black) histograms inpr (W), |do(W)|
andLyy(Jy) bins (top) and the corresponding efficienciggbottom).

To ensure maximum possible compatibility between physiesis in data and Monte
Carlo, we generate HEPG banks from the reconstructed moraadtproduction vertices
from the data events and pass them through the same seriegeotat and trigger simu-
lations and reconstruction algorithm as d\ﬂsignal realistic MC. The efficiencies from
the resulting “Fake MC” is shown in Fig. 7.6. Note that sincewge real data events for
MC simulation, the MC distributions are sideband subtrthe same way as data. Finally

we calculate a correction facta@F = €98/eMC in the bins ofLx(J/Y). Fig. 7.7 shows
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Figure 7.6: Sideband subtractdf'9 (red) andN'™ (black) histograms irpr (1), |do(p)|
andLyy(Jy) bins (top) and the corresponding efficienciefpottom) in “Fake MC”.

the CF(Lyy) distribution fitted to a linear function. The resulting sépf2037+0.102, is
consistent with zero.

However, given the available statisticsbfy — ppdata available for this check, one
cannot rule out a slight deviation of the slope of the coroectactorCF(Lyy) from zero.
Therefore we evaluate the upper limit on a possible soureesgktematic error due to the
simulation of the SVX Il detector and SVT by changing the slopCF(Lyy) by 10 (0.102)
up and down from the central value o037, and evaluate the effect. Note, however, that
this is theupper limiton a presence of a systematic error from this source. Thalssor
is likely smaller — but we have no ability to tell by how much.

In order to evaluate the effect of moving the slopeCét(Lyy) by =10, we take both
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Figure 7.7: Sideband subtracted SVT efficiency correctamtdr distribution inLyy(Jy)
bins. Shown also is the result of its fit to a 1st-order polyram

shifts and reweight the large realistic Monte Carlo samples tobtaining two additional

‘rigged’ TTT efficiency distributions, which are used toiesite the systematic error by
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Figure 7.8: Left: The distribution of lifetime fit resultsoim the baseline lifetime fit on Toy
events generated from riggE;aL,(/\g) PDF'’s. The results are fit with a Gaussian distribution
shown in red. Right: the pull distribution for the Toy fits. Thell is defined as (fitt -
riggedct) / fit Oct.
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Sample Clrig MM Clroy (UM Ctli?zig_Ct'il'oy[“ni

Ly(AD)+0 | 4272 4339 6.3

Lw(AD)—o | 4338 4335 0.5

Estimated Systematic Error 6.3

Table 7.3: Summary of the results from Toy Monte Carlo expents to estimate the
systematic error due to the uncertainty in the SVT model.

the usual Toy MC method. Fig. 7.8 (left) shows a distributadrifetime fit results from

the baseline lifetime fit on Toy events generated from a dgg@(/\g) PDF. Also shown is

its fit (red) to a Gaussian. The corresponding pull distiduts shown on the right. The
results from the+1o and —10 experiments are summarized in Table 7.3. The estimated

systematic error due to uncertainties in the SVT simulaitipuots is 63 pm.

7.2.3 Data-Monte Carlo Agreement: Primary Vertex Po-
sition
Theb. 3. 4 version of the B group’s Monte Carlo production package thad wsed to
generate the HQGen sample/l&ﬁ — A{T decays only includes SVT beamline informa-
tion up to and including run number 186586. Th&fb~! data sample that we fit to obtain
the /\8 lifetime result includes runs up to run number 212133. Assltgthe primary

vertex position is not well reproduced in runs beyond run bemml86586 (see Appendix

C.4).
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To estimate the systematic error due to the difference mamy vertex positions, the
Monte Carlo was split into four samples; low and high primagytexx position and low
and high primary vertey position samples. Each sample has approximately the same
number events, roughly splitting the sample in haliximndy primary vertex position
respectively. Rigged efficiency functions were computednfeach of the four samples.
Toy experiments are again used to generate events accaoding rigged PDFs which are
fit with the baseline model. The Toy lifetime fit results and thull distribution for one of
the samples are shown in Figure 7.9. The results from eadiedbur samples are given

in Table 7.4. The estimated uncertainty due to the primariexgosition is~ 1.2um

[ Systematic: PV_x_lo ct distribution ] ct_hist [ Systematic: PV_x_lo pull distribution | pull_hist
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Figure 7.9: Left: The distribution of lifetime fit resultsoim the baseline lifetime fit on Toy
events generated from rigged primary vertex boposition PDF’s. The results are fit with
a Gaussian distribution shown in red. Right: the pull distiitn for the Toy fits. The pull
is defined as fitt - riggedct / fit 0.
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Sample | Clrig (UM} Croy [ | Ctiyg — Ot U]

HighPV, | 4326 4315 0.8

Low PV 4328 4332 —-0.7

High PV, 4321 4322 -0.5

Low P\, 4334 4325 12
Estimated Systematic Error 12

Table 7.4. Summary of the results from Toy Monte Carlo expents to estimate the
systematic error due to the uncertainty in the primary weptesition.

7.2.4 Data-Monte Carlo Agreement: Primary Vertex Er-

rors

When reconstructing\g — AT events, we reconstruct the primary vertices event-
by-event using the PrimeVertexFinder algorithm whichateely clusters prompt tracks
alongz axis.

In the the process of realistic Monte Carlo simulation, westhaed to reproduce the
errors on the primary vertex finding that is seen in data. & realistic samples are pro-
duced with HQGen, there are no prompt tracks and these arergarametrically simu-
lated by generating random numbers from the sidebandamibtt distributions of primary
vertex errorsoy anday. Thus the agreement of the primary vertex errors is exdelign
construction.

Any kind of systematic that can be associated to this prosassinclude the fluctua-
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tions on the sideband-subtracted data distributions. Kewyany kind of disagreement that
could be artificially manufactured is much smaller than tisagreement that is brought
with the data-to-MCct scale factor,S, which effectively stretches and compresses the
whole distribution along the abcissa. So one expects ti@syistematics is much smaller
than the systematics due 8 scale factor. However the latter is negligible, so thus the
systematics due to primary vertex error data-MC (dis)agpeed is also taken to be negli-

gible.

7.2.5 Data-Monte Carlo Agreement:Al Dalitz Structure

The contributions of the different sub-components ofAfle— pK~ 1" are uncertain in
the Monte Carlo. The four dominait decays are consideretiy — pK*, Af —ATTK™,
A$ — A(1520 7", and non-resonaity — pK~1t". In the baseline analysis, the branching
fractions are fixed to the PDG [8] values as described in 8edti3.1.2. Thé\{ branching
fractions are poorly measured, with large uncertainty.ti@rmore, our efforts to match
the Monte Carlo\{ branching fractions to those observed in data, were metliniited
success (see Appendix D).

The systematic error, due to the Dalitz fractions, is theeeestimated very conserva-
tively. Several random ensembles are generated; the valeacb fraction is fluctuated,
betweent3o of the PDG error, using a flat prior distribution. The fraosogenerated for
each of the ensembles are listed in Table 7.5. The systermatienputed using Toy Monte

Carlo as described above. The RMS of the resulting shifts frenbaseline lifetime result
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is quoted as the systematic. The distribution of the Toyilife fit results and the pull dis-
tribution for one ensemble are shown in Figure 7.10. Thenedgd uncertainty due to the

Dalitz fraction uncertainty is- 3.7um
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Figure 7.10: Left: The distribution of lifetime fit resultsoin the baseline lifetime fit on
Toy events generated from rigged DalizPDF’s. The results are fit with a Gaussian
distribution shown in red. Right: the pull distribution fdret Toy fits. The pull is defined
as fitct - riggedct / fit Ot.

7.2.6 Data-Monte Carlo Agreement:/\, Polarization

The /\8 polarization in the signal Monte Carlo is re-weighted to rhatice angular
distributions as described in Section 4.3.1.3. Only thedpetion angle of the proton in
the Monte Carlo is re-weighted. The re-weighting is done bygoting the ratio of the
distributions of the angl®,, in data and Monte Carlo, and fitting with a straight line to
obtain the relative weight. The slope of the re-weightingdivaried up and down by
lo. The systematic is then computed using Toy Monte Carlo asribescabove. The
distribution of the Toy lifetime fit results and their pullstiibution for one—10 test are
shown in Figure 7.11. The results from both theand—10 experiments are summarized
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Sample pK* ATK A(1520m pKTt Clrig [WM Clroy [ | Clfyg — Cthy [
PDG[8] | 0.227+0.071 Q122+0.054 Q0255+0.085 0397+0.113
Dalitz.1 0.120 Q124 Q360 Q395 4321 4323 -0.9
Dalitz.2 0.174 Q109 Q262 Q455 4301 4330 -31
Dalitz_3 0.169 Q269 Q002 Q0560 4288 4328 —-4.3
Dalitz.4 0.204 Q085 0316 0394 4332 4334 0.0
Dalitz.5 0.099 Q0240 Q101 0560 4302 4340 -34
Dalitz_6 0.050 Q304 Q459 Q187 4336 4330 0.4
Dalitz_7 0.105 Q071 Q036 Q788 4309 4331 —-25
Dalitz_8 0.309 Q199 0259 Q0233 4298 4329 -33
Dalitz.9 0.275 0258 Q015 0452 4257 4332 -7.6
Dalitz_10 0.243 0285 0205 0267 4293 4342 -4.9
Estimated Systematic Error (RMS) 37

Table 7.5:A¢ decay fractions used to evaluate the systematic error dhe @alitz branch-
ing fraction uncertainty. The branching fraction of eachde chosen between3c using

a flat distribution to estimate the systematic error. The Rogihumn lists the’\g lifetime
difference from the baseline when the listed fractions a®du The systematic is taken
from the calculated RMS from the 10 Dallitz fraction ensembles

in Table 7.6. The estimated systematic error due to the taingr in the polarization re-

weighting is 14um

7.2.7 Data-Monte Carlo Agreement. Tracks firing the

TTT

The signal Monte Carlo was re-weighted to match the distiobytfound in data, of
track-pairs satisfying the TTT as described in Section1443. The uncertainty in this re-

weighting is evaluated as a source of systematic error. €hea value assigned to each
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Figure 7.11: Left: The distribution of lifetime fit result©mm the baseline lifetime fit on Toy
events generated from rigged Polarizatioho PDF’s. The results are fit with a Gaussian
distribution shown in red. Right: the pull distribution fdret Toy fits. The pull is defined
as fitct - riggedct / fit Ot.

Sample Clrig (UM Clroy [UM | Ctiyiy — Cthg 1]
Polarization+-10 4347 4329 14
Polarization—10 4309 4326 -1.3

Estimated Systematic Error 1.4um

Table 7.6: Summary of the results from Toy Monte Carlo expents to estimate the
systematic error due to the uncertainty in the re-weightifiipe proton production angle.

trigger track-pair is fluctuated using a Gaussian distrdoutvith a width equal to the error
on the track-pair. An example of one such fluctuation is shmwFigure 7.12. The results
from the Toy experiment using this fluctuation are shown guFeé 7.13. A summary of all
experiments is given in Table 7.7. The systematic error dilee uncertainty in the trigger

track-pair re-weighting is . Bum
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Figure 7.12: An example fluctuated trigger code distributised to evaluate the systematic
error.
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Figure 7.13: Left: The distribution of lifetime fit resultsoin the baseline lifetime fit on
Toy events generated from rigged TrigCa2l®DF’s. The results are fit with a Gaussian
distribution shown in red. Right: the pull distribution fdre Toy fits. The pull is defined
as fitct - riggedct / fit O;.

7.2.8 Data-Monte Carlo Agreement:pr(/\p) Spectrum

The initial pr spectrum of the\, is not known precisely. In fact the best measure-
ment comes from our own data sample. We re-weightpth(ef\g) of the Monte Carlo as
described in Section 4.3.1.5. The fit used to re-weightghepectrum is uncertain. We

change the slope of this fit up and down hy tb evaluate the systematic error. The Toy
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Sample | Cfrig [} Cfroy (M | thyg — Cligyum
TrigCodel | 4318 4324 -12
TrigCode2 | 4366 4326 3.8
TrigCode3 | 4325 4329 —0.6
TrigCode4 | 4334 4328 0.5
TrigCode5 | 4304 4316 -1.6
Quoted Systematic: (RMS) 2.0

Table 7.7: Summary of the Toy Monte Carlo experiments to egérnthe systematic error
due to the uncertainty in the re-weighting of the triggeckrpair distribution.

results from the experiment with the fit weighted down loydre shown in Figure 7.14.

The Results from both Toy experiments are summarized in TaBleThe systematic error

due to the uncertainty in ther re-weighting is negligible.
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Figure 7.14: Left: The distribution of lifetime fit resultsoin the baseline lifetime fit on
Toy events generated from riggp&l(/\g) — 1o PDF’s. The results are fit with a Gaussian
distribution shown in red. Right: the pull distribution fdret Toy fits. The pull is defined
as fitct - riggedct / fit Ogt.
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Sample Clrig (MM Ceroy [MM | Ctiig — Ctygyum
pr(AY) +1o | 4312 4320 0.4
pr(Ad) —1o | 4341 4333 —0.4

Quoted Systematic:  negligible

Table 7.8: Summary of the Toy Monte Carlo experiments to egérnthe systematic error
due to the uncertainty in the re-weighting of tpf:(/\g) spectrum.

7.2.9 Combinatorial ct template

The shape of the combinatorial backgrowtds modeled, in the baseline fit, with a
Landau distribution to fit thet distribution found in candidates from the upper sideband
of data. We evaluate the sensitivity of the lifetime fit tastshape by using a different
shape. The shape that is used for the systematic is a smdasiedgram of thect of the
same candidates in the upper sideband of data. The basetinggged combinatoriait
templates are shown overlayed in Figure 7.15. The Toy resstown in Figure 7.16. The

systematic error due to the shape of the combinatotie@mplate is 2um.

Sample Clrig (MM Chroy [UM | Ctiyig — Ctygy UM
Combinatoriakt Template, 4345 4310 2.9
Quoted Systematic: 2.9
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\ combinatorial ct from data
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Figure 7.15: A comparison of the baseline (red) and sysien(iatack) combinatoriatt
template shapes.
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Figure 7.16: Left: The distribution of lifetime fit resultsoim the baseline lifetime fit on
Toy events generated from rigged combinatorial backgraengblate PDF. The results are
fit with a Gaussian distribution shown in red. Right: the puditdbution for the Toy fits.
The pull is defined as fitt - riggedct / fit 0.
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7.2.10 B SVT Efficiency

The defaultB® background efficiency is computed using a sample of aboLGCED
B® — D*m decays reconstructed & — A{TT as described in Section 5.5.2. The
systematic error associated with the shape oBhefficiency is estimated by computing
a rigged efficiency from a subset of tB8 — D1t Monte Carlo events that pass much
tighter mass cuts on the reconstructdr track pair. The resulting sample consists of

about 9000 events. The Toy results are shown in Figure 7.17. Thesytic error quoted

due to the uncertainty in the® efficiency is 10pm.

Sample EtR_Ig [Wﬂ CfToy “Jnj CtiRig - Ct%’oy[urri
RiggedB? Efficiency | 4317 4329 -10
Quoted Systematic: 1.0
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Figure 7.17: Left: The distribution of lifetime fit resultsoin the baseline lifetime fit on
Toy events generated from the riggg¥efficiency PDF. The results are fit with a Gaussian
distribution shown in red. Right: the pull distribution fdre Toy fits. The pull is defined

as fitct - riggedct / fit ;.

ct(A,) [cm]

16

0

2 3 4 5
(ctmeas-ct‘ N pm)lcyu [o]



CHAPTER 7. ESTIMATED SYSTEMATIC ERROR

7.2.11 TrueB? lifetime

The value of the tru° lifetime is set to a constanty(B®) = 4604 10um|[8]) for the B
meson backgrounct templates. In order to evaluate the sensitivity of the fihetalue of
the B lifetime, Toy experiments are run wittt(B%) set to 450 and 470n(i.e. =10 of the
PDG central value). The result from tiee(B®) = 450um experiment is shown in Figure
7.18. The results of both Toy experiments are summarizedlleT7.9. The systematic

error due to the value of the trig? lifetime is ~ 1.0pm.
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Figure 7.18: Left: The distribution of lifetime fit resultin the baseline lifetime fit on Toy
events generated from rigget(B®) = 470um PDF'’s. The results are fit with a Gaussian
distribution shown in red. Right: the pull distribution fdre Toy fits. The pull is defined
as fitct - riggedct / fit og;.

Sample Clrig (WM Cfray [N | Ctiyg — Ctigy

ct(B%) =47qum| 4308 4328 -0.8

ct(B%) =450um| 4323 4331 0.9
Quoted Systematic: 1.0

Table 7.9: Summary of the Toy Monte Carlo experiments to egBrthe systematic error
due to the uncertainty on the tr@8 lifetime.
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7.2.12 N[ lifetime

The lifetime of theA{ is set to 6@m in the default HQGen sample. To estimate
the systematic error due to the assumedlifetime, the sample is re-weighted such that
ct(A{) = 66um. Based on this re-weighted sample, an efficiency is gerteeatd Toy
experiments are run. The riggéq lifetime efficiency results in a shift of 1um in the

ct(AD) fit. The systematic error due to i lifetime is negligible.

7.2.13 Sisimulation effects: Scale factor

As has been previously described, a global scale factor miesduced to correct for
underestimatedt errors. To evaluate the sensitivity of the lifetime fit to treue of this
scale factor, the value used in the fit is changedd2p%. The scale factor§ and S,
used to scale the the narrow and the broad Gaussians in olutres function are varied.
The results from the Toy experiments used to evaluate tfestedre summarized in Table
7.10. Variation of the globab; scale factor produce negligible changes in the final result

of the AQ lifetime.

7.2.14 Impact Parameter Correlation

We quote a systematic of@um from Ref. [1].
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Sample | Clrig [UM  Croy [ | Otiyg — Cligyluni

S+20% | 4315 4330 0.1

S—20%| 4315 4325 0.1
Quoted Systematic:  negligible

Table 7.10: Summary of the Toy Monte Carlo experiments toregt the systematic error

due to the uncertainty on global scale factor.

7.2.15 Summary of systematic uncertainties

The sources of systematic uncertainty described abovested in Table 7.11. The total

systematic uncertainty is computed by adding all sourcegstEmatic error in quadrature.

Our total systematic error, thus obtained, i8 gm
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Description Value [um
Alignment 2.0
SVT-SVX dO correlation 1.0
Background Normalizations 10
Mass Template Shapes negligible
SVT Model 6.3
Data-MC Agreement/\{ Dalitz structure 3.7
Combinatoriakt Template 2.9

Data-MC Agreement: TrigCode re-weighting 2.0
Data-MC Agreemenu\g polarization 14

Data-MC Agreement: Primary Vertex Position 1.2

B Efficiency 1.0

BO Lifetime 1.0

Data-MC Agreementpt(/\g) spectrum negligible
oqt Scale Factor negligible
Fitter Bias negligible
O¢t Binning negligible
A{ Lifetime negligible

Data-MC Agreement: Primary Vertex Error | negligible

Total Systematic Uncertainty 8.8

Table 7.11: Summary of the systematic uncertainties. Thedimoup listed in the table are
non-SVT-biased sources of systematic error. The totaksyatic uncertainty is obtained
by adding the result of all systematics inlc&adrature.



Chapter 8

Conclusion

Analyzing a sample 0#3,000 fully reconstructed\g — A{TT decays from 1076
60pb—? of data, collected with CDF’s two displaced track trigger, weasure the lifetime

of theAD baryon to be;
CT(AD) = 4228+ 13.8 (stat)+ 8.8 (syst)um.
Or, expressed in picoseconds as;
T(AD) = 1.410+ 0.046 (stat)0.029 (syst) ps
Using the current world average fBP lifetime [48] we obtain:
T(AD)/1(B%) = 0.922+0.039

In Figure 8.1 this result is compared with the current wosldrage [48] and previous

measurements af(AD). This is the world’s single most precise measurement ofthe
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/\b Lifetime Measurements
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lifetime. We see excellent agreement between our resultl@mdurrent world average
and good agreement with the HQE predictiong @2)/1(B°) between (88 and 094 as
described in Section 1.3.2.

Precise measurements of hadronic masses and lifetimeseansdst effective way to
constrain the predictions of QCD. In particular, the nontymrative effects of QCD are
important because without a sound theoretical model, it maympossible to identify
physics beyond the Standard Model in indirect searchetoAbh this measurement is still
statistically limited, it is the best of its kind — better thall of the previous measurements
combined. This measurement conclusively resolves therappdiscrepancy between the
previous/\g lifetime measurements and the 2006 CDF measurement. Fudher it
also agrees with the latest theory predictions, confirmivegHQE model of the decays of

beautiful baryons.
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Appendix A

CDF Calorimeter and Muon Systems

A.1 Calorimeter Systems

The calorimeter systems are located outside of the solemmcencapsulate the entire
tracking volume. The calorimeters are separated into twim iplaysical systems; central
calorimeters that are configured cylindrically around tkarhn line, and plug calorimeters
that are located forward of the tracking region, at high gseapidity. Each system is
comprised of two types of calorimeters; an inner, electagnetic calorimeter and an outer,
hadronic calorimeter. Both types of calorimeters consisitgfrnating layers of scintillator
and absorber (lead for the electro-magnetic and iron indke of the hadronic calorimeter).
A third, end-wall, hadronic calorimeter fills the coveragadpetween the central and plug
calorimeters.

All of the calorimeters are segmented in azimuth and pseymiidity to form towers
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that point back towards the interaction point on the beaml®alorimeter data is matched
to tracks and jets found in the tracking system, and used w@sure the track energy.
The calorimeters cover the regidn| < 3.64 and the full 2t aziumuthlly. In addition,
drift chambers embeded in the electromagnetic calorirmgissvide position and profile
information on the point of shower maximum. Similar preaskodetectors are also located

between the solenoid and the electro-magnetic calorismétdrelp match tracks to towers.
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Figure A.1: CDF plug calorimeter upgrade.
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A.2 Muon Detectors

The muon detectors are made up of scintillators and drifrdieas located on the
perimeter of the other detector systems. The muon deteatersomprised of four de-
tector sub-systems that provide coverage at differenteglan the detector. The Central
Muon Detector (CMU) covers the central regidn|(< 0.6) and is embeded in the outer
edge of the calorimeter wedges. The Central Muon Upgrade (Gli4B)covers the central
region, but is separated from the CMU by an additional two éésteel to reduce the noise
from non-muon events.

The Central Muon Extension (CMX) consists of arches arrangexheh end of the
central detector, extending in polar angle from #255°. The CMX provides some overlap
with the CMU and CMP and extends the coverage in pseudorapidity = 1.0. The CMX
has a 30 gap at the top of the CDF detector. Furthermore, on the botfd®Dé, the CMX
is interrupted by the floor of the collision hall, here, the CMdverage is patched with a
fan-shaped section called the “miniskirt”.

The Intermediate Muon System (IMU) is a barrel of CMP-like rcieers that surround
the beamline on either side of the detector. Counters on ttpl&e and inside the IMU
barrel help to reject background in order to more reliakdgkronly muons. The IMU can
trigger on muons up tg| = 1.5 and can be used in conjunction with the tracking systems

to track muons up tn| = 2.0.
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Figure A.2: CDF Muon coverage.
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Appendix B

Universal Finder Reconstruction

if { SUFINDDOPID==1} {
nmod enable CT_Tracki nghbdul e
tal k CT_Tracki nghbdul e
NoTracki ng set t
exit

modul e enabl e Tof Modul e

set UFIND_PI D MODULES " CT_Tracki nghbdul e Tof Modul e”
} else {

mod di sabl e CT_Tracki nghbdul e

mod di sabl e Tof Modul e

set UFIND PI D MODULES ""

}

talk CalibrationManager
ProcessName set PROD PHYSI CS_CDF
PassName set 16
exit

tal k PuffMdul e
puf fOnly set Storabl eRun2Si StripSet SiCusterSet SiHitSet
exit

mod enable Prereq
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tal k Prereq
if { SUFIND_I S REALMC == 1 } {
bankType set "Simul ated Trigger Bank"

}
bankType |i st
L1Accept set true
L2Accept set true
L3Accept set false
L3Tri gger Names set B_CHARM B_CHARM L1 DPS
show
exit

tal k GeonetryManager
# TOF georetry nodel set to Survey
Tof Geonet ryMenu
# Qther options: Nom nal, Naive
Ceomet ryModel set Survey
exit

#--- Msalignnent in MC set in SiliconGeonetryMenu
SiliconGeonet ryMenu
LOOAI i gnment set true
Al'i gnnent Pri nt set 3
Al'i gnnent Source set defaul t
#--- Sinulation of Si passive materia
Bui | dPassi ve set t
Creat ePhant om_ayer set true
PhantomLayerRrmin set 14.8 14.8 14.8 14.8 14.8 20.5 20.5 20.8 20.5
Phant omLayerZmn set -100 -45 -15 15.1 46 -100 -45 -15 15.1
Phant omLayer Zmax set -46 -15.1 15 45 100 -46 -15.1 15 45
Phant om_Layer Thi ckness set 2.8 0.9 0.8 0.9 2.8 0.38 0.524 0.232 0.524 0.38
Phant onLayer Materi al set BERYLLI UM BERYLLI UM BERYLLI UM BERYLLI UM BERYLLI UM
BERYLLI UM BERYLLI UM BERYLLI UM BERYLLI UM BERYLLI UM
Phant omLayer Cont ai ner set SVCC SVCC SVCC SVCC SVCC I SLC ISLC I SLC I SLC I SLC
exit
exit

#--- No use for TrackSel ectorMdule in QuickSim
tal k TrackSel ect or Modul e

#--- Cuts for the Std track views

t rackCut Manager
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ts)
55

&& cot Cut && nypt Cut && err Cut
&& cot Cut && nypt Cut && err Cut

&% cotCut && Pt > 2.0 && AbsEta < 1.3
&& cotCut && ptCutL && errCut

cut errCut = HasHelixFit && Physical Error
cut ptCutL =Pt > 1.3
cut nmyptCut = Pt > 0.5
cut etaCut = AbsEta < 2.0
# 2 SL AX (5 hits), 2 SL ST (5 hits
cut cotCut = HasCOTHts 0 0 2 2
#3 AX S hits
cut svxCut = HasSVXIIHtLayers 3 00 0
#
cut Kstd = etaCut && svxCut
cut pi_std = etaCut && svxCut
cut pi_soft = etaCut && errCut
cut p_std = errCut && svxCut
cut mu_std = etaCut && svxCut
exit

i nput Tracks set def Tracks

#--- Track Refitting
trackRefit
refitTracks set true
if { $USELOO == 1} {

dropL00 set false

LOORef i t set true
} else {

dropL00 set true

LOORef i t set fal se
}
dropl SL set false
#--- Refit nmethod (KAL vs G3X)
refitMethod set KAL
#--- Rescal e COT covariance matrix
rescal eCOTCov set true
cur vCOTFact or set 21.72
dOCOTFact or set 11.57
phi 0COTFact or set 14.64
| ambdaCOTFact or set 1.544
z0COTFact or set 1.71
show

exit

exit
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if { SUFINDDOPID==11} {
set doPid true

} else {
set doPid fal se

}
tal k TrackAssocMdul e
#--- Pions
pi _Std_Assoc
enabl ed set t
doSvt set t
doDedx set $doPid
doTof set $doPid
correct Dedx set $doPid
exit

#--- Soft pions

pi _Soft_Assoc
enabl ed set t
doSvt set t
doDedx set $doPid
doTof set $doPid
correct Dedx set $doPid

exit

#--- Kaons

K Std_Assoc
enabl ed set t
doSvt set t
doDedx set $doPid
doTof set $doPid
correct Dedx set $doPid

exit

#--- Protons

p_Std_Assoc
enabl ed set t
doSvt set t
doDedx set $doPid
doTof set $doPid
correct Dedx set $doPid
exit
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#--- Mions
mu_Std_Assoc
doMions set true
doSvt set true
doDedx set false
doTof set false
exit

exit
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Appendix C

Data vs. Monte Carlo Kinematic

Comparison

The following plots show the agreement between the side-isabtracted data (blue

data points) and the re-weighted, realistic signal MontddJaed histograms).

C.1 Af Quantities
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C.2 A{ Quantities
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Figure C.1: Left:ct(A{) calculated w.r.t the primary vertex. Right(Al) calculated w.r.t
the decay of the\g . TheA/ lifetime is ~ 60um and so we include the negative resolution

tail up to —70um.
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C.3 Track Quantities
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C.4 Primary Vertex Quantities
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Figure C.2: Versiom. 3. 4 of the B group Monte Carlo package only includes SVT beam-
line information up to and including run number 186586. Th&dncludes runs numbers
as high as 212133. As a result, the data and Monte Carlo agneésrmoor (Left). If we
compare only up to run number 186586, the agreement is mutdr lgRight).
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Figure C.3: Comparison of the Primary Vertegosition for all runs (Left). The agreement
is poor because the Monte Carlo does not simulate the beartiopogroperly for run
numbers above 186586. The same comparison when data betomuraber 186586 is
used is shown on the Right.
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Appendix D

Studies onA} 3-body Decay Dalitz

Structures

The current knowledge on! 3-body decays, compiled by PDG [8], comes from
a resonance amplitude analysis [49] by the E791 Collab., fym Making use of a
sample of about 95A\¢ decays they extract the branching fractions for the 3 resona
modes,Af — pK*(890), Af — ATTK™ and A{ — A(15201t", and the non-resonant
A¢ — pK~ 1t mode from a likelihood fit. The measured fractions add upectosunity,
while no such constraint is imposed in the fit. From this thefgn a negligible contribution
of interferences among the resonant amplitudes.

We use EvtGen decay package to genevate 3-body decays, where thal —
pK*(890) andA — A*TTK™ decays are handled by the JETSET model, while/tfie—

A(1520Tt" and the non-resonant decays are handled by a generic phase $HSP)
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model. We mix these modes according to the results from tld E&sults [49] to make
our realistic MC sample fot\g lifetime analysis. Shown in Fig. D.1 a comparison/Qf
decay Dalitz plots between sideband subtracted data ahstie® C, mixed according to

PDG fractions. As seen in the projection (bottom) plotsesalstructures are different

Sideband subtracted data PDG fraction mixed MC

m2(p,m) [GeV?]
m2(p,m) [GeV?]

M BN B ST ST SR R .: FEPEETE EPEEETE BT ETETE SRR Bk A
2 2.5 3 35 4 4.5 2 2.5 3 35 4 4.5
m?(p,K) [GeV?] m?(p,K) [GeV?]
18005 * SbSub data E
1600:— — PDG frac. MC 450 ?Hﬁ #
1400F — pK(890) 4005' { { ﬁ M {W
1200F AT K- o h
3 — A(1520) Tt 300F +
1000 E
s I] Non-res p K 250F
800F 200
600 |, 150f
400FM 100f
S T '3,,I5' 145 O 16 Ts 2735543638 3 32
m?(p,K) [GeV?] m?(p,m) [GeV?]

Figure D.1: Comparison oh{ decay Dalitz plots of sideband subtracted data (top left)
and realistic MC, mixed according to PDG fractions (top rjgiiiso shown in the bottom
plots are projections along x (bottom left) and y (bottonht)gaxes.

between data and MC. Especially, the bumprétp,K) = 4.5 GeV? andn?(p,m) = 1.3
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GeV? seen in the data scatter plot is missing entirely from MC. Atke contribution for
A& — A (1520 1t seems to be way too large in realistic MC compared to the ddtese
discrepancies may arise due to two broad reasons; if the Isnaded in EvtGen for the
resonant modes are inadequate, and/or if contrary to thé E7@ings, the interferences
between the resonant modes are important. These issue® a@mplicated to be resolved
without a complete helicity amplitude analysis, which igdred the scope of our analysis.

Due to the apparent problem of the — A(1520Tt" contribution the first thing we at-
tempted is to extract relative fractions of the 4 modes byraks 2-Dx? fit to the sideband
subtracted data. Assuming E791’s result we constraineéraletons to add up to unity.
Also we imposed ar?(p,K) j 4.4 GeV? cut to remove the bump discussed in the previ-
ous paragraph. The resulting distributions are shown inBig. As seen, the fit prefers
the non-resonant mode fraction to be very large (85%). Aigothe fitted fractions im-
prove the data and MC comparison significantly, the distidimg are still quite different
and unacceptable.

Next we explored reweighting the non-resonant mode to thebsind subtracted data,
assuming that all the kinematic info. aboMt decays, relevant to our analysis, are con-
tained in the Dalitz plots. Fig. D.3 shows a comparison betwalitz plots for sideband
subtracted data and the non-resonant MC reweighted to e tat we imposedia?(p, K)

i 4.4GeV? cut to remove the bump in the bottom-right corner of the daittDplot from
the reweighting procedure, although it is displayed in tlmspfor completeness. Starting

from a 180 K non-resonant events we reduce to about 34 K eaéietdDalitz reweighting.
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With the rest of the reweightings imposed this sample reslt@wabout 19 K events, which
are not sufficient to produce a stable SVT efficiency histogr@o continue pursuing this
method, we are currently considering to multiply our nosergant MC sample, which un-
fortunately requires significant CAF resources. If this moetbecomes usable the relevant

systematic is expected to be significantly smaller thanutsent value of um

188



APPENDIX D. STUDIES OI\V\é 3-BODY DECAY DALITZ STRUCTURES

Sideband subtracted data Fitted fraction mixed MC

m2(p,m) [GeV?]
m2(p,m) [GeV?]

2 25 3 35 4 45 2 25 3 35 4 45
m?(p.K) [GeV?] m?(p.K) [GeV?]
e SbSub data
700 450
— PDG frac. MC|
600 oK(Es0) 400
500 Ak 350
— A(1520) Tt 300

250

Non-res p K 1

300 200
200 150

100
100 50

2 25 3 35 4 4.5 12141618 2 22242628 3 32
m?(p,K) [GeV?] m?(p,m) [GeV?]

Figure D.2: Comparison ok decay Dalitz plots of sideband subtracted data (top left)
and realistic MC, mixed according to fractions extractedrfia2-Dx? fit (top right). Also
shown in the bottom plots are projections along x (bottort) keid y (bottom right) axes.
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Sideband subtracted data PHSP events reweighted to data
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Figure D.3: Comparison oh{ decay Dalitz plots of sideband subtracted data (top left)
and non-resonant decays reweighted to data (top righth giswn in the bottom plots are
projections along x (bottom left) and y (bottom right) axBete that the bump in the data
Dalitz plot on the bottom-right corner is left out from theweighting procedure.
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