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ABSTRACT

I present new measurements of the type Ia SN rate from the SDSS-II Supernova
Survey. The SDSS-II Supernova Survey was carried out during the Fall months
(Sept. - Nov.) of 2005-2007 and discovered = 500 spectroscopically confirmed SNe Ta
with densely sampled (once every = 4 days), multi-color light curves. Additionally,
the SDSS-IT Supernova Survey has discovered several hundred SNe Ia candidates with
well-measured light curves, but without spectroscopic confirmation of type. This
total, achieved in 9 months of observing, represents ~ 15 — 20% of the total SNe Ia
discovered worldwide since 1885. I describe some technical details of the SN Survey
observations and SN search algorithms that contributed to the extremely high-yield
of discovered SNe and that are important as context for the SDSS-II Supernova
Survey SN Ia rate measurements.

The type Ia SNe rate is an observational constraint on the progenitor systems of
SNe Ia, with applications for both fundamental astrophysics (the physics of white
dwarf and binary stars) and for the utility of SNe Ia as cosmological distance indi-
cators. I describe 3 separate SN Ia studies: 1) A precise measurement of the SN Ia
rate at low-redshift (z < 0.12) based on a highly pure sample of SNe Ta with a well
measured selection function. 2) A measurement of the type Ia SN rate to a redshift
limit z < 0.3, based on &~ 350 SNe Ia. 3) A measurement of the type Ia SN rate in
galaxy clusters in the redshift range 0.03 < z < 0.30.

The low-redshift SN Ia rate measurement includes 17 SNe Ia at redshift z < 0.12.
Assuming a flat cosmology with €, = 0.3 = 1 — Q), we find a volumetric SN Ta
rate of [2.93f8:61(systematic)fg:??(statistical)] x 1079 SNe Mpc 3 h% year 1, at
a volume-weighted mean redshift of 0.09. This result is consistent with previous

measurements of the SN Ia rate in a similar redshift range. The systematic errors
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are well controlled, resulting in the most precise measurement of the SN Ia rate in
this redshift range. We use a maximum likelihood method to fit SN rate models to
the SDSS-II Supernova Survey data in combination with other rate measurements,
thereby constraining models for the redshift-evolution of the SN Ia rate. Fitting
the combined data to a simple power-law evolution of the volumetric SN Ia rate,

ox (1+ z)ﬂ, we obtain a value of § = 1.5 4+ 0.6, i.e. the SN Ia rate is determined
to be an increasing function of redshift at the ~ 2.50 level. Fitting the results to
a model in which the volumetric SN rate, ryy = Ap(t) + Bp(t), where p(t) is the
stellar mass density and p(t) is the star formation rate, we find A = (2.8 £ 1.2) x
1071 SNe M year™!, B = (9.373]) x 107% SNe M.

The SN rate measurement to a redshift limit z < 0.3 provides an order of magni-
tude improvement in the statistics for SN ITa rate measurement in this redshift range.
Although systematic uncertainties on the SN rate for 0.2 < z < 0.3 are significant,
the SN rate is determined precisely for z < 0.2 based on a sample of ~ 132 SNe
Ia, with the majority being spectroscopically confirmed. The large sample of SNe Ia
included in this study allow us to place constraints on the redshift dependence of the
SN Ia rate in the redshift range covered by the SDSS-II Supernova Survey, based on
the SDSS-II Supernova Survey data alone.

The SN rate in galaxy clusters is an important complementary probe of both
the nature of type Ia SN progenitors and of mechanisms for metal enrichment of
the intra-cluster medium (ICM). The SN rate in galaxy clusters has been measured
with much less statistical significance than the cosmic SN rate due in part to the
relative rarity of galaxy clusters. The measurement of the cluster SN la rate from
the first two seasons of the SDSS-II Supernova Survey includes 5 events in clusters
at z < 0.17 (¢4 clusters), and 12 events in clusters in the redshift range 0.1 < z < 0.3

(maxBCG clusters). There are additionally 3 SNe Ia in low-redshift ¢4 clusters from
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the third season of the SDSS-II Supernova Survey. These measurements represent
significant contributions to the study of the SN rate in galaxy clusters, in terms
of both statistical significance and redshift coverage. We find values of the SN Ia
rate of O.lOfg:ggg SNuM A2 and 0.12f8:8§2 SNuM A2 in ¢4 and maxBCG clusters,
respectively. The SN rate in galaxy clusters as a function of redshift is consistent with
a constant rate, which supports the idea that cluster SNe Ia are primarily produced

by an old stellar population, with a rate that is weakly dependent on time delay with

respect to star formation.
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CHAPTER 1
INTRODUCTION

Type Ia supernovae (SNe) occupy a prominent position in contemporary astrophysics
for a number of reasons, both theoretical and observational. Type Ia SNe are im-
portant sources of iron elements and are important components of theories of galaxy
evolution and stellar enrichment. Type Ia SNe provide a rich source for study of
theoretical models of stellar/binary evolution and of the physics of nuclear explosions
under extreme conditions. Additionally, type Ia SNe are currently the best example of
an astrophysical “standard candle”, and have been used as cosmic distance indicators
to provide the first direct evidence for an accelerated expansion of the universe (Riess
et al., 1998; Perlmutter et al., 1999), which is commonly attributed to a “dark energy”
component of the universal composition (Frieman et al., 2008a). More precisely, the
intrinsic luminosities of type Ia SNe are correlated with an observable quantity, the
decline rate of the SN light-curve, and this fact allows the distances to a type Ia SN to
be “standardized”. The correlation between the absolute magnitude and decline rate
for type Ia SNe has been reported at least as far back as Pskovskii (1977), but was
quantified statistically, and popularized as a useful observational tool, by Phillips
(1993). Therefore this correlation is commonly referred to as the “Phillips relation”
and has since been parameterized in different ways and exploited by various methods
(e. g. Riess et al. (1996); Jha et al. (2007); Guy et al. (2005, 2007)) to provide accurate
relative distance measurements to type la SNe, with a precision of ~ 7%.

The realization that type Ia SNe can act as accurate distance indicators over cos-
mological scales has resulted in a vigorous campaign within the astronomical commu-
nity to discover and measure large numbers of type Ia SNe. Examples of dedicated

SN searches include the Carnegie Supernova Project, the Higher-z SN Search, the
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Supernova Cosmology Project (SCP), the Supernova Legacy Survey, the Nearby Su-
pernova Factory, Lick Observatory Supernova Serach (LOSS), and the Equation of
State Supernova Trace Cosmic Expansion (ESSENCE) project. Programs for obser-
vation and study of type Ia SNe continue to be of high priority for the astronomy
community, and large SN samples are expected in the near future from the Dark
Energy Survey (DES), the Large Synoptic Survey Telescope (LSST), the Panoramic
Survey Telescope & Rapid Response System (PanSTARRS), SkyMapper, and the
Joint Dark Energy Mission (JDEM).
One such dedicated SN search program is the recently completed Sloan Digital
Sky Survey - Il Supernova Survey (SDSS-II SN Survey). The SDSS-II Supernova

Survey was conceived with the explicit goals of

e Obtaining well-measured light-curves for several hundred type Ia SNe, in the
redshift range 0.05 < z < 0.35, for measuring distances and placing improved

constraints on the cosmic expansion history

e Making precise measurements of the type Ia SN rate with an unbiased sample

of SNe
e Exploring and evaluating systematic uncertainties in SN studies
e Measuring rest-frame UV light-curves for many type Ia SNe
e Studying SN demographics and peculiar SNe

An extensive overview of the SDSS-II Supernova Survey is given in Frieman et al.
(2008b). Technical details of the SDSS-II Supernova Survey operations are given in
Sako et al. (2008). Descriptions of spectroscopic and photometric data reductions are
given in Zheng et al. (2008) and Holtzman et al. (2008), respectively. The first cos-

mological analysis based on SDSS SNe is presented in Kessler et al. (2008). Extensive
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studies of the peculiar SNe 2005hk and 2005gj are given in Phillips et al. (2007) and
Prieto et al. (2007), respectively. The focus of this thesis will be on studies of the

type Ia SN rate, which is motivated in the following section.

1.1 The Physics of the Type Ia SN Rate

There is now broad consensus that a type la supernova is the thermonuclear explo-
sion of a Carbon-Oxygen white dwarf star that approaches the Chandrasekhar mass
limit (e.g. Branch et al. (1995)) through accretion of mass from a binary companion.
However, much remains to be learned about the physics of SNe Ia, and there is active
debate about both the nature of the progenitor systems and the details of the explo-
sion mechanism. For example, the binary companion may be a main-sequence star,
a giant or sub-giant, or a second white dwarf. The type of the companion star deter-
mines in part the predicted time delay between the formation of the binary system
and the SN event (Greggio, 2005). The time delay can be constrained observationally
by comparing the SN Ia rate as a function of redshift to the star formation history
(SFH) (Strolger et al., 2004; Cappellaro et al., 2007).

The insight into the nature of the progenitor systems that SN Ta rate measurements
provide can also potentially strengthen the utility of SNe Ia as cosmological distance
indicators. Although the strong correlation between SN Ia peak luminosity and light
curve decline rate was found purely empirically (Pskovskii, 1977; Phillips, 1993), the
physics underlying this relation has been extensively studied (Hoflich et al., 1995,
1996; Kasen & Woosley, 2007). There is hope that improved physical understanding
and modeling of SN Ia explosions, coupled with larger high-quality observational
data sets, will lead to improved distance estimates from SNe la. As part of this

program, deeper understanding of the nature of the progenitor systems can help
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narrow the range of initial conditions that need to be explored in carrying out the
costly simulations of SN Ia explosions that in principle predict their photometric and
spectroscopic properties.

Measurement of the SN Ia rate may also have a more direct impact on the deter-
mination of systematic errors in SN Ia distance estimates. Mannucci et al. (2006);
Scannapieco & Bildsten (2005); Neill et al. (2006) and Sullivan et al. (2006b) have
argued that a two-component model of the SN Ia rate, in which a prompt SN com-
ponent follows the star formation rate and a second component follows the total
stellar mass, is strongly favored over a single SN Ia channel. In this picture, since the
cosmological star formation rate increases sharply with lookback time, the prompt
component is expected to dominate the total SN Ia rate at high redshift. Mannucci
et al. (2006) and Howell et al. (2007) pointed out that this evolution with redshift
can be a potential source of systematic error in SN Ia distance estimates, if the two
populations have different properties. In order to test such a model for the evolution
of the SN Ia rate, improved measurements of the rate as a function of redshift and of
host galaxy properties are needed.

In this thesis, I present new measurements of the SN Ia rate based on the SDSS-
IT Supernova Survey. The SDSS-IT Supernova Survey (Frieman et al., 2008b) offers
several advantages for this measurement. It covers a larger spatial volume than pre-
vious SN surveys, a result of the combination of intermediate-scale (2.5-m) telescope
aperture, wide field of view (3 square degrees), modest effective sidereal exposure
time (54 sec), and use of drift-scanning to efficiently cover a large sky area (~ 300
square degrees). The SDSS-1I Supernova Survey is a rolling search, with new SNe
discovered simultaneously with the follow-up of previously discovered SNe. Unlike
SN searches that target known galaxies, the SDSS-IT Supernova Survey is not biased

against finding SNe in low-luminosity host galaxies. Well-calibrated photometry in
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the SDSS wugriz passbands (Fukugita et al., 1996), with a typical interval between
observations of four days, yields well-sampled, multi-band light curves that enable
photometric typing of SNe with high confidence. Moreover, rapid on-mountain pho-
tometric reduction and image processing coupled with an extensive spectroscopic
follow-up program enable spectroscopic confirmation of a very high fraction of the
low-redshift SN Ia candidates.

In this thesis I will give a detailed description of the SDSS-II Supernova Survey, as
it relates to studies of the type Ia SN rate, and discuss three separate SN rate studies.
The SN rate studies described herein are additionally being published in Dilday et al.
(2008), Dilday et al. (2008a), and Dilday et al. (2008b).

In Chapter 2 I will elaborate on the technical aspects of the SDSS-II SN Survey.
In Chapter 3 I will provide a brief overview of the SN sample obtained by the SDSS.
In Chapter 4 I will discuss measurements of the low-redshift volumetric type Ia SNe
rate and discuss implications of these measurements for SN progenitor models. In
Chapter 5 I will discuss measurements of the redshift dependence of the type-Ia SN
rate from the SDSS-II Supernova Survey. In Chapter 6 I will discuss measurements

of the type Ia SN rate in galaxy clusters. I will conclude in Chapter 7.



CHAPTER 2
THE SDSS-II SUPERNOVA SURVEY OBSERVATIONS

In this Chapter I describe the SDSS-II Supernova Survey observations and SN search
program. As was mentioned in Chapter 1, the SDSS-II Supernova Survey offers sev-
eral advantages for making precise measurements of the SN rate, and a description
of the SN Survey is necessary to provide some context for the SN discovery efficiency
studies and selection functions that will be discussed in Chapters 4-6. The obser-
vations of the SDSS-II Supernova Survey were carried out during the Fall months
(Sept. 1- Nov. 30) of 2005-2007. A summary of the observations is given in Table B.1.
Additionally, a half-scale “engineering” run of the SDSS-II SN Survey was carried
out in the Fall of 2004 (Sako et al., 2005). Although the SNe discovered in 2004 are
less densely sampled than the SNe from the SDSS-II Supernova Survey, and the SN
yield represents a marginal contribution to the total SNe discovered by the SDSS-II
Supernova Survey, the engineering run did serve as an opportunity for developing the
data-processing software and the SN search algorithms. In that regard, the 2004 run
was an extremely important component in the success and high yield of SNe of the
SDSS-II Supernova Survey. Some of the lessons learned from the 2004 engineering

run will be mentioned below.

2.1 Photometric Observations

The SDSS-II Supernova Survey was carried out on the 2.5m telescope (Gunn et al.,
2006) at Apache Point Observatory (APO), using a wide-field CCD camera (Gunn
et al., 1998) operating in time-delay-and-integrate (TDI, or drift scan) mode. Obser-
vations were obtained nearly simultaneously in the SDSS ugriz filter bands (Fukugita

et al., 1996).
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The SDSS-IT Supernova Survey covered a region, designated stripe 82, centered
on the celestial equator in the Southern Galactic hemisphere, bounded by —60° <
a, 72000 < 60°, and —1.258° < d 79000 < 1.258°. Stripe 82 has been imaged multiple
times in photometric conditions by the SDSS-I survey and co-added images from
those runs provided deep template images and veto catalogs of variable objects for
the SDSS-II Supernova Survey transient search. Due to gaps between the CCD
columns on the camera, each stripe in the SDSS is divided into northern (N) and
southern (S) strips; the SDSS-II Supernova Survey alternated between the N and S
strips on subsequent nights. Each strip encompasses ~ 162 square degrees of sky,
with a small overlap between them, so that the survey covered ~ 300 square degrees.
On average each part of the survey region was observed once every four nights during
the SDSS-II Supernova Survey.

Figure 2.1 shows the sky coverage versus survey time for the 2005 observing season,

along with a representative SN Ia light curve.

2.2 SN Search Pipeline and Algorithms

There are five main components to the supernova search pipeline: photometric reduc-
tion, image subtraction, automated object selection, visual inspection, and light curve
fitting for spectroscopic target selection. We describe them briefly in turn. For a full
night of imaging data, the entire pipeline ran in approximately 20 hours, sufficient
for keeping up with the data flow and for rapid spectroscopic targeting.

In the first stage of the search pipeline, the imaging data was acquired from the
camera and processed through the the SDSS photometric reduction pipeline, known
as PHOTO (Lupton et al., 2001). PHOTO produces “corrected” images that are astro-

metrically calibrated (Pier et al., 2003) and provides a local estimate of the point
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Figure 2.1: Right ascension range covered by SDSS-II Supernova Survey imaging
runs vs. epoch for the 2005 observing season. The panels labelled N & S denote
the Northern and Southern strips of stripe 82. The regions a jopgg < —51° and
Qo000 > H7° are not covered early in the season, and these regions are suppressed
from the rate measurement. The top panel shows an example unextincted g-band
light curve for a SN Ta at a redshift of 0.12, based on the MLLCS2k2 model.

spread function (PSF). In the second stage, images were processed through a differ-
ence imaging pipeline, which was derived from the PHOTPIPE software used in previous
transient searches (Smith et al., 2002), but was modified to work effectively with the
SDSS data. To run the search pipeline to completion in less than a day with the avail-
able on-mountain computing resources, only the corrected gri images were processed
beyond the first stage. In the difference imaging pipeline, the search image was as-

trometrically and photometrically registered to the template image, and the template

image was convolved with a kernel chosen to minimize subtraction residuals (Alard
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& Lupton, 1998). A difference image was then obtained by subtracting the convolved
template image from the survey image. Peaks were detected in the difference image
using the DoPHOT photometry and object detection package (Schechter et al., 1993).
The signal-to-noise threshold for object detection is at ~ 3.5, corresponding in typ-
ical conditions to g ~ 23.2, r ~ 22.8, and 7 ~ 22.5. The typical magnitudes at
signal-to-noise of 10 for point-like objects are g ~ 21.8, r ~ 21.5, and ¢ ~ 21.2.

The third stage of the SN search pipeline comprised a sequence of automated fil-
tering operations that select events of potential interest from among those detected
in the difference images. We required a close positional match (within 0.8”) in at
least two of the gri images, which removed cosmic rays, single-band spurious noise
fluctuations, and a large fraction of asteroids and other rapidly moving objects de-
tected by the survey. All detections that satisfy these criteria were entered into a
MySQL database and are referred to as objects. To reject active galactic nuclei (AGN)
and variable stars, we vetoed any detection occurring at the position of a previously
cataloged variable, using observations of stripe 82 from several previous years. The
area corresponding to previously cataloged variable objects represents ~ 1% of the
total survey area.

In addition to SNe, the database of detected objects includes a variety of physi-
cal and non-physical transients. Physical sources include slow-moving asteroids that
were not rejected by the moving object veto, AGN and variable stars not already
cataloged, and high proper-motion stars. Non-physical sources include improperly
masked diffraction spikes from bright stars and artifacts of imperfect image registra-
tion. To remove non-physical sources, cut-out images of all objects that remained
after the automated filtering were visually inspected and classified in the fourth stage
of the search pipeline. The visual inspection and classification of transient detec-

tions is referred to as handscanning. To make the handscanning process convenient,
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a webpage interface was developed that displayed images of the object along with
information on the current detection, and on any previous detections at the same co-
ordinates. An example of the webpage interface for handscanning is shown in Figure
2.2. For each object that was scanned by a human, the scanner was presented with a

list of choices for classification of the object as follows:

e None
Object does not appear to be an authentic astrophysical transient. Often ob-
jects classified as none are marginally above the detection threshold and are

indistinguishable from noise.

e Artefact
Artifacts of the subtraction process. Generally diffraction spikes from bright

stars that extend across 2 frames and are therefore not properly masked out.

e Moving
Object appears to be moving. Generally there is an apparent offset between the
detections in the g and r filters, which are the 2 most widely separated filters

on the SDSS camera (observations occur & 358.5 secs apart).

e Saturated Star

A bright star which did not subtract cleanly.

e Dipole
An object with adjacent regions of positive and negative subtraction residuals
(i. e. a dipole configuration). Generally objects in this category are the core
regions of bright galaxies or stars, where imperfect PSF matching can result in

residuals that have a large absolute magnitude, relative to the statistical noise.
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e Variable
Object appears to be near the center of a star-like (as opposed to galaxy-like)
object. Additionally, the object may have detections that span across several

years, which is strongly suggestive that the object is not a SN.

e Transient
An object that does not have any apparent host galaxy but is not obviously a

moving object.

e Cosmic Ray
A sharply defined transient detection that has an extent much less than the
PSF. In practice the requirement of a matching detection in at least 2 filters

removes cosmic rays, and this category is almost never used.

There are 4 categories of SN candidate. The ‘Gold’, ‘Silver’, ‘Bronze’ nomen-
clature was originally devised as a subjective ranking system for SN candidates.
However, following the 2004 engineering run, a set of more rigorous definitions
was implemented. In all cases a SN classification implies that the object has
the appearance of a SN (i. e. a point source), and does not fall into any of the

categories of background listed above.

e SN Gold
Object is associated with, and is well separated from, a galaxy-like object. The

object shown in Figure 2.2 is a prototypical example of a SN Gold.

e SN Silver
Object has no host galaxy, but is not a moving object. In most cases a SN

Silver is an object that was classified as a “transient” on its first epoch.
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e SN Bronze
Object is associated with, and is near the center of, a galaxy-like object. De-

tections of AGN are generally classified as SN Bronze.

e SN Other
Object has features inconsistent with a normal SN, but is nevertheless an in-
teresting astrophysical transient. Including this category allows us to keep a
record of objects that may prove to be of interest, but that are not necessarily

of high priority for immediate spectroscopic observation.

Objects visually classified as one of the SN classes were flagged for further analysis
and are denoted candidates. Subsequent object detections in difference images at the
same position were automatically associated with the same candidate. Allowing for
distinction between different classes of background objects was useful in developing
the autoscanner software as discussed below. The distribution of classifications is
given in Table 2.1.

In the fifth and final stage of processing for the SN search, the gri light curve
for each SN candidate was fit to models of type-Ia, type-Ib/c and type-II SNe. The
non-Ia SN models consist of template light curves constructed from photometric mea-
surements of individual SNe provided by the SUSPECT database!, coupled with the
corresponding SN spectral model provided by Nugent et al. (2002). For the SN Ia
model, a stretch and a wavelength-dependent scale factor was applied to a fiducial
bolometric light curve in a way designed to reproduce the Am;js parameterization
of the peak-luminosity /decline-rate relation (Hamuy et al., 1996). The time of max-
imum, Am;s, redshift, and extinction parameter Ay (magnitudes of extinction in

the V-band) are fit parameters that were searched on a grid for the set of values

1. http://bruford.nhn.ou.edu/~suspect/index1.html
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Table 2.1. Distribution of scanning types
Type 2005 2006 2007
Number (%) Number (%) Number (%)
none 52555 (33.77) 1460 (10.12) 2194 ( 16.12)
artefact 16325 (10.49) 4578 (31.73) 3048 ( 22.39 )
moving 10205 ( 6.56) 661 (4.58) 1056 ( 7.76 )
sat. star 1488 ( 0.96) 292 (2.02) 186 ( 1.37)
dipole 15966 (10.26) 1913 (13.26) 1620 (11.90 )
variable 14090 ( 9.05) 235 (1.63) 99 ( 0.73)
transient 20247 (13.01) 1102 (7.64) 964 ( 7.08 )
cosmic ray 338 (1 0.22) (0.0) 3(0.02)
SN Gold 4132 (2.66) 760 (5.27) 859 ( 6.31)
SN Silver 864 (0.56) 400 (2.77) 701 ( 5.15)
SN Bronze 17069 (10.97) 2702 (18.72) 2389 ( 17.55 )
SN Other 2337 (1.50) 327 (2.27) 494 ( 3.63)

that produce the minimum value of the y2 statistic. This procedure is referred to as
color-typing. For some candidates, we additionally carried out difference imaging in
the u and z passbands in order to better distinguish Type II and Type Ia SNe that
tend to have a significantly different u — g color at early epochs. To further constrain
the early light curve shape, we carried out forced-positional photometry on difference
images at the position of the candidate in pre-discovery images. The relative goodness
of fit of candidate gri light curves to SNe Ia and core-collapse SNe models was used
as a factor in prioritizing spectroscopic follow-up. In particular, all SN Ia candidates
found before peak and with estimated current r-band magnitude < 20 were placed
on the spectroscopic target list, and our follow-up observations were nearly complete
out to that magnitude. Since the typical peak magnitude for a SN Ia with no extinc-
tion at redshift z = 0.1 is r ~ 19.3, we might expect that the spectroscopic SN Ia

sample should be essentially complete out to roughly this redshift as well; we shall
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see later that this is the case. This photometric pre-selection of SNe Ia proved very
effective: approximately 90% of the candidates initially targeted as SNe la after two
or more epochs of imaging resulted in a SN Ia spectroscopic confirmation. The SDSS-
IT Supernova Survey photometric classification and spectroscopic target selection are

discussed in full detail in Sako et al. (2008).

2.2.1 Autoscanner

During the 2005 SN observing season we took a conservative approach and hand-
scanned every object that was detected in 2 of the gri filters and was not coincident
with a known AGN or variable star. In the course of the 3-month observing season,
this resulted in &~ 150,000 objects being handscanned, which required a substantial
time commitment from the SN team members. To reduce the number of objects to
be scanned by humans and thereby improve the efficiency of the SN survey, prior to
the 2006 season we implemented a new software filter, called the autoscanner. The
software performs two primary tasks: 1) identifies all objects detected in more than
one epoch as well as bright (¢ or r < 21 mag) objects detected for the first time,
and 2) uses statistical classification techniques to identify and filter out first-epoch
background non-SN objects.

The reasons for performing 1) are as follows. First, the selection of objects de-
tected in more than one epoch provides a very robust way of eliminating moving
objects, one of the major contaminants of the 2005 SN candidates. Second, the selec-
tion of bright first-epoch objects enabled us to discover nearby SNe; we could thereby
obtain spectroscopic observations well before maximum light and provide rapid alerts
to the SN community. In addition, bright, single-epoch candidates provided a back-up

list of spectroscopic targets for nights when the spectroscopy queue was not filled by
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promising multi-epoch candidates. Although most of our targets were spectroscop-
ically observed after two or more epochs of photometry, in a few instances, we did
obtain spectroscopic observations of SN candidates based on a single epoch of detec-
tion. In the selection of these objects, the autoscanner also identified and flagged
objects associated with either a known variable in the veto catalog or a known SN
candidate. In each case these objects were not handscanned, but the new photometric
observations are used in the light curve analysis.

For 2), the autoscanner attempted to identify and filter out bright first-epoch ob-
jects that belong to one of three classes of background; unmasked diffraction spikes,
artifacts of imperfect image registration (dipoles), and moving objects. The autoscan-
ner software treats the set of objects, along with their evaluations by a human, from
the 2005 search as a training set, and compares the observed quantities for newly
detected objects against this set. The method used to classify an object is the his-
togram method of probability density function (PDF) estimation (e. g. Webb (2002)).
In this method the observable quantities, or attributes, of an object form a multi-
dimensional space, and a classification decision is made by considering the number
count of objects, in the training set, from each class in a bin centered at the point
describing the object we wish to classify. This method has the advantages of being
non-parametric, allowing the decision boundaries in the observable space to be arbi-
trarily complicated, and of explicitly retaining the correlations between observables.
A caveat of using the histogram method of PDF estimation is that one must have a
sufficient number of objects in the training set to sample the PDF well in all regions of
interest. With = 90, 000 objects in the training set, this is not a significant limitation
for the SDSS-II SN Survey. A technical discussion of the algorithm is presented below.

During the 2006 and 2007 observing seasons, the autoscanner was used to reject

moving objects from among the set of bright first-epoch objects that were to be
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handscanned. For such bright objects, only & 0.7% of them are incorrectly tagged as
moving objects by the autoscanner. We initially chose not to reject objects classified
as artifacts or dipoles from the handscanning as they are a small fraction of the
background in comparison to moving objects, and the relatively small reduction in
handscanning that would be accomplished was determined to be outweighed by the
risk of missing an early epoch of a nearby SN. However, a comparison of the objects
classified by the autoscanner as artifacts during the 2006 observing season to their
human classification shows that the autoscanner is extremely efficient at recognizing
artifacts, and that our concern about potentially rejecting nearby SNe was overly
cautious. During the 2006 observing campaign, 3753 objects had been classified by the
autoscanner as artifacts. Humans classified 2668 of these objects as artifacts and 3710
of them as some type of non-SN background. Of the remaining 43 objects classified
by a humans as SN candidates, 41 were background (non-SN) events erroneously
classified by the scanner, one was a bright nova outburst, and one was the first epoch
of a SN that was later (after the 2nd epoch detection) classified as a SN. Therefore,
in cases where they disagree on classification of artifacts, the autoscanner appears
to be more reliable than the human scanners, and during the 2007 season we used
the autoscanner to reject objects classified as artifact, and loosened the definition of
“bright” first epochs from (r or g) < 21 to (r or g) < 21.5.

This new handscanning strategy and the autoscanner enabled a reduction in the
number of objects scanned per year by more than an order of magnitude between
2005 and 2006-2007, with no reduction in the quality or quantity of confirmed SNe.
While scanning a single camera column in 2005 typically took 2 — 3 hours per person
for a full night of data, in 2006-2007 a scanner could cover two columns in only
10—20 minutes. The reduction in handscanning due to the autoscanner is summarized

in Table 2.2. In addition to greatly improving the efficiency for SN discovery by the
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Table 2.2.  Summary of the 2005-2007 search seasons

Number of 2005 2006 2007
Nights on SDSS 2.5m 59 60 54
Runs 73 90 75
Total number of objects 375,187 391,435 354,397
Number of objects scanned 155,616 14,430 13,613
Number of objects tagged as SN 24,402 4,189 4,443
SN candidates discovered?® 11,385 3,694 3,968
Single-epoch candidatesP 6,618 599 1,192
Confirmed SNe la 129 192 166
Objects scanned per confirmed SN 1206 75 82

4The number of unique SN candidates tagged by a scanner. This
number differs from the number of objects tagged as a SN because
it includes multiple objects from the same candidate.

bCandidates that were detected in only a single run. Most of
these sources are likely to be solar system objects.

SDSS-IT Supernova Survey, such automated transient classification algorithms will be
crucial for efficiently prioritizing the much higher yield of transients expected from

up-coming transient surveys such as LSST.

2.2.2  Autoscanner Algorithm

As a further illustration of the histogram method of PDF estimation, we note that

Bayes’ theorem, applied to classification, says that,

= LSt (2.1)

where P(alb) is the conditional probability for a given b, ¢; represents object class i,

and 6 denotes particular values for the set of observables of an object. If this ratio is
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larger than one, then the object is more likely to belong to class ¢ than to class j.

Applied to the problem at hand, this can be written as,

P(cil0)  (Nj/N;)(N;/N)

(2.2)

N!
= I

P(cjl0)  (N7/Nj)(N;/N) N
where N; is the total number of objects in the training set belonging to class 7, N
is the number of total objects in the training set, and a / denotes objects possessing
observables 6. The 0 represents a subset of all possible observables, which is equivalent
to marginalizing over all other observables, and the set used differs according to which
class of background is being tested.

The criterion used by the autoscanner to identify objects of class i is,

N/ N
> L (2.3)
Nt 7N

where i represents the classes of background (artifact, mover, dipole), and class j is
always taken as SN. The motivation for this criterion is that we are searching for
an overdensity of objects of class 7 in the region of observable space in question. In
practice the threshold, N; /Nj above, is a free parameter that can be adjusted to
control the relative level of accepted signal to background events.

In this experiment, background events dominate over SNe epochs by a large factor,
and a Bayesian classifier would reject SN epochs that lie in a reasonable region of the
observable space if the region overlaps with background events, even far away from
the peak of the background distribution. A cartoon of the situation is shown in
Figure 2.3. Thus, the autoscanner can also be regarded as a Bayesian classifier where
the thresholds are adjusted a priori to mitigate false negatives, at the cost of more

background in the scanning.
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The training set for the autoscanner consists of all objects from the 2005 observing
season that were ranked by a human as an artifact, a dipole, a moving object, or a SN.
This set is composed of 91220 total objects, of which 65576 are a sub-class of back-
ground, and 25644 are objects ranked as a SN. The quantities used for classification
of artifacts are, a measure of the objects ellipticity, the signal-to-noise ratio, and the
value of the reduced x? when fitting the object to a model of the PSF. In computing
the x2, we do not account for possible uncertainty in the PSF model and so objects
with large signal-to-noise values also have large x2 values. Therefore, in classifying
artifacts it is important to retain the correlation between y? and signal-to-noise ratio.
The quantities used for classifying dipoles are the measured flux in negative valued
pixels, and the ratio of measured flux in negative valued pixels to the flux in positive
valued pixels. The quantities used for classifying moving objects are the measured
magnitudes, the magnitude of the apparent motion between different filters, and an
angle describing the apparent motion between filters. If the object has a detection in
the 3 filter-bands gri, then the angle is the angle between the “vector” that describes
the apparent motion between the r and i filters, and the “vector” that describes the
apparent motion between the ¢ and g filters. If the object is truly moving then these
apparent motions should be nearly collinear. If the object is only detected in 2 of
the gri filters then the angle is the angle between the apparent motion between the
2 filters and the “unit vector” aligned in the direction of increasing right-ascension.
Main-belt asteroids typically have an apparent motion in a fixed direction, and using
this angle in the classification is a way to encode that information. Considering not
only the magnitude of the apparent motion between filters, but also the direction,

allows the autoscanner to identify relatively slowly moving objects.
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2.2.3 VOFEvent Network

Beginning with the 2006 observing season, SN candidates discovered by the SDSS-II
Supernova Survey were distributed to the astronomical community via the VOEvent
network (Williams & Seaman, 2006). All candidates with > 2 detections by the SN
search pipeline were sent as alerts to the subscribers to the VOEvent network, and a
database of alerts was maintained as part of the SDSS-II Supernova Survey operations.
The alerts were automated as a daily cronjob. This was an important contribution

to the infrastructure development for a fully automated transient detection pipeline.

2.3 Artificial Supernovae

To measure the SN rate, it is clearly important to understand the efficiency of the
survey for discovering SNe. As part of normal survey operations, we inserted ar-
tificial SNe la (hereafter fakes) directly into the corrected survey images after the
photometric reduction (PHOTO) but before difference imaging. The primary motiva-
tion for inserting fakes into the data stream was to provide real-time monitoring of
the performance of the survey software pipeline and of the human scanning of ob-
jects. The fakes provide quantitative information about the efficiency of the survey
software, human scanning, and the photometric classification of SNe Ia that is useful
in the rate determination. Here we describe the basic algorithm for generating fakes
and inserting them into the data stream.

A fake is a pixel-level simulation of a point source with a light curve chosen to
closely represent that of a real SN Ta. At each epoch for which the fake has a chance of
being detected, the calculated CCD signal for the fake is directly added to the survey
image. For each observing season, we generated a library of fake light curves: each

fake light curve is assigned a position, redshift, date of peak luminosity (in V-band),
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and an intrinsic luminosity that correlates with decline rate. We generated ~ 1000
fakes during the 2005 season and ~ 2000 fakes during each of the 2006 and 2007
seasons. This resulted in ~ 7,800 fake epochs during the 2005 season, and = 25, 000
for each of 2006 and 2007. For each season, the redshift distribution for the fakes
was generated by assuming that the number of SNe Ia is roughly proportional to the
volume element, (dN/dz) o 22, in the range 0.0 < z < 0.4.

To model the effect of contamination from host galaxy light on the detection
efficiency, each fake is placed near a galaxy selected from the photometric redshift
catalog (Oyaizu et al., 2008) for SDSS imaging on stripe 82. A host galaxy is drawn
at random, from a distribution proportional to the r-band luminosity, from galaxies
which have a photometric redshift within ~ 0.01 of the redshift assigned to the fake.

The SN Ia light curve model used to generate ugriz magnitudes for a fake at each
epoch is the same model that is used for early light curve fitting and photometric
typing on the imaging data, but with the light curve parameters now chosen from
an input probability distribution. To generate a point-source image from the ideal
magnitudes, we use the estimate of the PSF from PHOTO at the position of the fake
at the given epoch. We obtain the conversion from magnitudes to instrumental units
(analog-to-digital units, or ADU) by running the DoPHOT photometry package on a set
of cataloged stars in the survey image for which the magnitudes have been previously
measured by the SDSS. After scaling the PSF model to match the computed ADU
flux, we add Poisson fluctuations to each pixel. Finally, the row and column in the
field that correspond to the position of the fake are taken from the astrometric solution
provided by the imaging pipeline, and the fake is overlaid on the survey image.

When a fake is detected in the difference images, its identity as a fake is kept
hidden while it is scanned by humans. After scanning, the fakes are revealed so that

they are not mistakenly targeted for spectroscopic follow-up and so that the efficiency
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of scanners in tagging fakes as SN candidates can be monitored. However, like all
candidates, fakes are processed through the automated light curve fitter /photometric
typing algorithm so that we can test if they are accurately typed as SNe la after
a few photometric epochs. The use of the fakes for measuring the survey detection
efficiency is discussed in § 4.3.1. Additional technical details on the generation of

fakes are presented in Appendix A.

2.4 Spectroscopic Observations

The classification of SNe is defined by their spectroscopic features. In addition, spec-
troscopy provides a precise redshift determination and, in a number of cases, host
galaxy spectroscopic-type information. Spectroscopic follow-up of the SDSS-IT Su-
pernova Survey candidates was undertaken by a number of telescopes, including the
Hobby-Eberly 9.2m at McDonald Observatory, the Astrophysical Research Consor-
tium 3.5m at Apache Point Observatory, the William-Herschel 4.2m, the Hiltner 2.4m
at the MDM Observatory, the Subaru 8.2m and Keck 10m on Mauna Kea, and the
SALT 11m at the South African Astronomical Observatory.

The classification of SN spectra is performed by comparing the spectral data to
normal and peculiar supernova spectral templates from the work of Nugent et al.
(2002) and to a public library of well-measured supernova spectra (Matheson et al.,
2005; Blondin & Tonry, 2007). The SN typing in this work is in many cases based
on visual inspection of the spectra, but was guided by applying the cross-correlation
technique of Tonry & Davis (1979) to the spectrum and the template library. The
visual inspection relies heavily on the characteristic SN Ia features of Si and S absorp-
tion, which are usually prominent at optical wavelengths for this redshift range. The

SDSS-IT Supernova Survey defines 2 categories of SNe Ia; those that are considered to
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be identified securely as SNe Ia, and those that are considered probable SNe Ia based
on analysis of their spectra. These are referred to as “Ia” and “Ia?”, respectively.
The classifications as “la” and “Ia?” are somewhat subjective, but are guided by
statistics of the cross-correlation analysis.

The redshift determination is based on galaxy features when they are present;
otherwise SN features are used. In some cases, particularly at low redshift, a high-
quality spectrum of the SN host galaxy is available from the SDSS-I spectroscopic
survey. Comparison with those spectra indicate that our follow-up spectroscopic
redshifts are determined to an accuracy of ~ 0.0005 when galaxy features are used
and ~ 0.005 when SN features are used. Further details of the SDSS-II Supernova
Survey spectroscopic analysis, with application to the first-year data, are presented

in Zheng et al. (2008).

2.5 Final Photometry

To obtain more precise SN photometry than the on-mountain difference imaging
pipeline provides, we re-process the imaging data for all spectroscopically confirmed
and other interesting SN candidates through a final photometry pipeline (Holtzman et
al., 2008). In this “scene-modeling photometry” (SMP) pipeline, the supernova and
the host galaxy (the scene) are modeled respectively as a time-varying point-source
and a background that is constant in time, both convolved with a time-varying PSF.
This model is constrained by jointly fitting all available images at the SN position,
including images well before and after the SN explosion. Since there is no spatial
resampling or convolution of the images that would correlate neighboring pixels, the
error on the flux can be robustly determined. The SMP pipeline often provides

photometric measurements at additional epochs compared to the survey operations
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pipeline. The final analysis of SN light curves discussed in this paper is based on
SMP; in particular, the selection cuts described in §4.2 are made using the SMP

pipeline.
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Figure 2.3: Hypothetical distributions of an observable for signal (dashed) and back-
ground (solid). The peak of the signal occurs at 0; however, the vastly greater number
of background events swamps the signal. While it is true that an object with a value
of this observable of 0 is more likely to be a background event, this is clearly not the
behavior we want from our classifier, as we are trying to isolate the relatively rare
signal events (i.e. SN epochs). The bottom panel shows the effect of recasting the
problem from one of relative probabilities to one of overdensities. The peak of the
signal (dashed) is now strongly inconsistent with background.



CHAPTER 3
THE SDSS-II SUPERNOVA SURVEY SN SAMPLE

The observing strategies and SN search program described in §2 resulted in a very
successful campaign for discovering SNe. During its 3 3-month observing seasons,
the SDSS-II Supernova Survey discovered & 500 spectroscopically confirmed SNe Ia.
This includes 498 SNe with a spectroscopic “Ia” designation and 51 SNe with a “Ia?”
designation (see §2.4). It is possible that improved spectroscopic analysis techniques
may change the spectroscopic designation in a few cases. A count of known SNe
Ia is difficult to precisely determine, but inspection of the database of SNe publicly
announced through the International Astronomical Union (IAU) circulars L suggests
that this may be as much as ~ 15 — 20% of all SNe Ia discovered since 1885. The
SDSS-IT Supernova Survey also discovered 18 type Ib/c and 61 type II SNe.

In addition to spectroscopically identified SNe Ia, the SDSS-II Supernova Sur-
vey has identified and measured light curves for several hundred SN candidates for
which a spectroscopic confirmation of type was not possible. This spectroscopic in-
completeness is primarily due to limited spectroscopic resources, but in some cases
spectra were obtained that were indeterminate for SN typing due to , e. g. low signal-
to-noise on the observation. To improve the utility of these objects for SN rate
determinations, for investigation of the demographics of astrophysical transients, and
for possible use in future cosmological analysis, efforts are underway to precisely mea-
sure host galaxy redshifts. At present the SDSS-II Supernova Survey has obtained
~ 200 host galaxy redshifts for these photometric SN candidates.

The SDSS-II Supernova Survey SN discoveries were routinely announced via the

IAU circulars and the Central Bureau for Astronomical Telegrams (CBET)

1. http://www.cfa.harvard.edu/iau/lists/Supernovae.html
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(Adelman-McCarthy et al., 2005; Barentine et al., 2005j,e,a,b,c,d.i,f,g,h; Bassett et al.,
2006y7a7b7C7d7e7f7g7h7i7j‘)k7l7m‘)n707p7q7r7s7t7u7V?W7X7 2007p7O7a7b7c7d7e7f7g7h7i7j?k7l7m‘)n)'
The spectroscopically confirmed SNe Ia from the SDSS-IT Supernova Survey are

listed in Table B.2. An image gallery of 484 confirmed SNe Ia with designations by

the TAU is shown in Figure 3.1.
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Figure 3.1: 484 Spectroscopically confirmed SDSS SNe Ia from 2005- 2007, with
designation by the International Astronomical Union (IAU).



CHAPTER 4

THE LOW-REDSHIFT SN RATE

4.1 Introduction and Review of Previous Measurements

In this Chapter I will discuss measurement of the low-redshift type Ia SN rate, based
on a highly pure sample of SNe Ta with a well determined selection function. At
low redshifts (z ~ 0.1), SN Ia rate measurements (Cappellaro et al., 1999; Hardin
et al., 2000; Madgwick et al., 2003; Blanc et al., 2004) have suffered from small
sample sizes and also from systematic errors associated with heterogeneous samples
(Cappellaro et al., 1999) and with selection biases due to the targeting of known,
relatively luminous galaxies (Hardin et al., 2000; Blanc et al., 2004). The low-redshift
measurement of Madgwick et al. (2003), based on SNe discovered fortuitously in
SDSS galaxy spectra, is affected by different systematic uncertainties than traditional
photometric searches, e.g., due to the finite aperture of the SDSS spectroscopic fibers.

While the SDSS-II Supernova Survey was carried out over three three-month sea-
sons, during Sept.-Nov. 2005-7, the results presented in this Chapter are based on
the Fall 2005 season, as presented in Dilday et al. (2008). The SDSS-II Supernova
Survey measures light curves for SNe Ia to redshift z ~ 0.4, with a median redshift of
(z) = 0.22 for spectroscopically confirmed SNe Ia. However, in this analysis we limit
the analysis to low redshift, z < 0.12, since the SDSS-II Supernova Survey spectro-
scopic follow-up is essentially complete over this redshift range, and the uncertainty
due to spectroscopically unobserved (and untyped) SNe is therefore negligible. In
presenting a SN Ia rate measurement, one must decide whether to include peculiar
SNe Ia, i.e., events that are photometrically and/or spectroscopically unusual, since

it is not clear that they are members of the same population as the “normal” SNe
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[a. Formerly, the peculiar designation included events such as 1991T and 1991bg,
which are highly overluminous and underluminous events, respectively. However,
since these SNe appear to follow the standard peak-luminosity/decline-rate relation,
they are now generally considered extreme members of the normal SN Ia population
(Nugent et al., 1995). Other events, such as 2002ic (Hamuy et al., 2003) and 2002cx
(Li et al., 2003), exhibit more pronounced peculiarities and do not fit the luminosity-
decline relation. The first season of the SDSS-II Supernova Survey included two such
truly peculiar events at low redshift, 2005hk (Phillips et al., 2007) and 2005gj (Prieto
et al., 2007; Aldering et al., 2006). Although these peculiar events may arise from
the same evolutionary path as normal SNe la, which would argue for including them
in a SN Ia rate measurement, we have chosen to include only SNe with light curves
that obey the standard brightness-decline relation. More specifically, we include in
our rate measurement, sample only SNe with light curves that are well described by
the MLCS2k2 SN Ia light curve model (Riess et al., 1996; Jha et al., 2007), see §4.2.1.
Regardless of the physical arguments surrounding peculiar events, we exclude them
from this analysis primarily because we do not yet have a robust determination of

our efficiency for detecting them.

4.2 Defining the SN Ia Sample for the Rate Measurement

The SN Ia sample for the rate measurement must include all SNe Ia in the redshift
range of interest, not just those for which we have a confirming spectrum. Although
the SDSS-IT Supernova Survey has high efficiency for discovering and spectroscopically
confirming low-redshift SNe la (§4.2.1), we can take advantage of our rolling search
data to carry out an extensive post-season hunt for SNe Ia that may have been missed

by the search pipeline during the survey season (§4.2.2).
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4.2.1 Spectroscopic SN Sample

In its first season (Fall 2005), the SDSS-1I Supernova Survey discovered 130 events
with secure spectroscopic identifications as SNe Ial and 16 events that are considered
probable SNe Ia based on their spectra. For SN Ia events satisfying the selection
criteria below, the spectroscopic follow-up is essentially complete for redshifts z <
0.12, so we have chosen to focus on this redshift range for this measurement of the
SN rate. For z < 0.12, the sample contains 27 spectroscopically confirmed SNe Ia
and 2 spectroscopically probable SNe Ia before making selection cuts.

For the measurement of the SN Ia rate, we impose a number of selection criteria
on the SN photometric data, with the aim of producing a sample that has a well-
characterized selection function. These criteria are applied to the spectroscopically
confirmed and probable SNe Ia with z < 0.12. For consistency, we will also apply these
selection cuts to the photometric (i.e., spectroscopically unconfirmed) SN sample

discussed in §4.2.2. The selection cuts for the rate measurement are as follows:

1. =51° < a 72000 < 57°.

Although the SDSS-II Supernova Survey covers the RA range —60° < a j9900 <
60°, early in the Fall 2005 observing season we did not have complete templates
available for the regions a jo0p0 < —51° and o joq09 > 57°, so these RA regions
were not initially used for the SN search, as shown in Fig. 2.1. In principle, we
could account for this by modeling the time-varying effective search area, but
for simplicity we choose to excise these RA regions from the rate measurement.
Furthermore, the calibration star catalog used by our final photometry pipeline

(Ivezi¢ et al., 2007) does not extend below «a jogog ~ —51°, and we cannot

1. The classification of 2005¢gj as a SN Ta may be controversial (Prieto et al., 2007); as noted in
84.1, we exclude it from this analysis.
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presently simulate light curves for SNe in this region. This cut removes one

confirmed SN Ia, 2005iu, from the rate sample.

2. There are photometric observations on at least five separate epochs between

—20 days and +60 days relative to peak light in the SN rest-frame.

Peak light refers to the date of maximum luminosity in the SN rest-frame B-
band according to the best-fit MLCS2k2 light curve model. This cut requires
that the light curve is reasonably well-sampled and it is primarily useful for
photometrically distinguishing SNe ITa from other SN types with high confi-
dence when there is no SN spectrum available (see §4.2.2). Here and below,
a photometric observation simply means that the survey took imaging data at
that epoch on that region of sky and that SMP reported a SN flux measurement
(not necessarily significant or even positive) with no error flags (see Holtzman
et al. (2008)) in at least one of the three gri passbands. It does not imply a
detection above some signal-to-noise threshold. One SN discovered late in the

observing season, 20051k, fails this cut.

3. At least one epoch with signal-to-noise ratio > 5 in each of g, r, and i (not

necessarily the same epoch in each passband).

This cut ensures that there are well-measured points on the light curve, and
is mainly useful for rejecting low signal-to-noise events from the photometric
sample. All spectroscopically confirmed SNe Ia in the low-redshift sample satisfy

this cut.

4. At least one photometric observation at least two days before peak light in the

SN rest frame.

5. At least one photometric observation at least ten days after peak light in the
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SN rest frame.

These two cuts require sampling of the light curve before and after peak light,
ensuring that we have a precise determination of the time of peak light. These
cuts also help remove non-SN Ia contaminants from the photometric sample
(see §4.2.2). Finally, they guarantee that the epoch of peak light occurs during
our observing season, i.e., between Sept. 1 and Nov. 30, which is one of the
criteria used in defining the rate measurement in §4.4. Since these cuts are more
restrictive than the requirement of peak light during the observing season, they
are the main contributors to the inefficiency estimated in §4.3.2. These are
the most restrictive cuts on the spectroscopic SN Ia sample, together removing
nine events: four SNe Ia discovered early in the observing season do not have a
pre-maximum observation, and five SNe Ia found late in the season do not have

a photometric observation more than ten days past peak light.

. MLCS2k2 light curve fit probability > 0.01.

The MLCS2k2 light curve fitter (Riess et al., 1996; Jha et al., 2007) takes as
input the measured SN magnitudes in each passband at each epoch, and the
measured SN redshift; it then finds the likelihood as a function of the four pa-
rameters p (the distance modulus), Ay (the extinction parameter), the time
of peak light in rest-frame B-band, and the light curve shape/luminosity pa-
rameter A. The MLCS2k2 fit probability is defined by evaluating the usual y2
statistic for the data and the best fitting MLCS model and assuming that this
statistic obeys a X%_ 4 brobability distribution, where n is the number of photo-
metric data points. The model parameters of the best fitting MLCS2k2 model
are defined as the mean of the probability distribution for each corresponding

parameter. This cut on the fit probability provides an automated method of
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removing photometrically peculiar SNe Ia from the sample. We find that essen-
tially all of the spectroscopically normal SNe Ia in our confirmed sample have a
fit probability > 0.1. However, the spectroscopically confirmed SN Ia sample is
likely to be biased toward “high-quality” light curves, so we place the selection
cut at a less restrictive value. Three spectroscopically identified SNe Ia are
rejected by this cut, including the peculiar SNe 2005hk (y?/d.f. = 90/21) and
2005gj (x2/d.f. = 198/45). The third rejected SN, with internal SDSS candi-
date designation 6968 (x2/d.f. = 78/27), was classified as a spectroscopically
probable SN la (see §2.4) and shows some evidence of being spectroscopically
similar to 2005hk. For the sample of photometric SN candidates (§4.2.2), this

cut helps remove non-SN astrophysical variables, such as AGN and M stars.

7. MLCS2k2 light curve fit parameter A > —0.4.

The MLCS parameter A is a measure of the light curve shape and intrinsic
luminosity. Smaller values of the A parameter correspond to more slowly-
declining, intrinsically brighter SNe la. This cut requires that A be consistent
with the values observed for the low-redshift SNe Ia that were used to train the
MLCS2k2 light curve fitter. For the photometric SN candidates, this cut helps
reject Type II supernovae, which often have a long plateau after the epoch of

peak luminosity and result in large negative fitted values of A.

Placing the above selection requirements results in the 16 spectroscopically iden-
tified SNe Ia that are listed in Table 4.1. This sample includes 2005je, which was
classified as spectroscopically probable. The spectroscopically confirmed SNe Ia that
are removed from the rate-measurement sample are listed in Table 4.2; the last column

indicates which of the above selection criteria was used to remove each SN.



Table 4.1.  SNe Ia included in the rate sample.
SDSS Id IAUC a (J2000.0) 4 (J2000.0) Redshift Redshift
Designation Source

1241 2005fF 22 30 41.41 —00 46 35.7 0.088 SN
1371 2005fh 23 17 29.71 400 25 45.8 0.120 galaxy
2561 2005fv 03 05 22.42 +00 51 30.1 0.119 galaxy
3256 2005hn 21 57 04.23 —00 13 24.4 0.107 galaxy
3592 2005gb 01 16 12.58 +00 47 31.0 0.086 galaxy
3901 2005ho 00 59 24.10 400 00 09.3 0.063 galaxy
5395 2005hr 03 18 33.81 +00 07 24.3 0.117 SN
5549 2005hx 00 13 00.13 +00 14 53.7 0.120 SN
5944 2005hc 01 56 47.94 —00 12 49.1 0.046 galaxy
6057 2005if 03 30 12.87 —00 58 28.5 0.067 galaxy
6295 2005js 01 34 41.51 —00 36 19.4 0.084 SN
6558 2005hj? 01 26 48.40 —01 14 17.3 0.057 —
6962 2005je 02 35 26.61 +01 04 29.6 0.094 galaxy
7147 2005jh 23 20 04.42 —00 03 19.8 0.109 galaxy
7876 2005ir 01 16 43.80 +00 47 40.7 0.076 galaxy
8719 2005kp 00 30 53.15 —0043 07.9 0.117 galaxy
9266P 03 20 43.16 —01 00 07.2 0.036 galaxy

4SN type confirmed by Quimby et al. (2005)

bPhotometrically identified SN Ta. See §(4.2.2)

Note. — SDSS Id denotes internal candidate designation.



Table 4.2.  Spectroscopically confirmed SNe la with z < 0.12 cut from the rate
sample.
SDSS Id [IAUC a (J2000.0) 6 (J2000.0) Redshift Cut Index
Designation
722 2005ed 00 02 49.37 400 45 04.6 0.086 4
739 2005ef 00 58 22.87 400 40 44.6 0.107 4
774 2005ex 01 41 51.24 —00 52 35.0 0.093 4
2102 2005fn 20 48 53.04 400 11 28.1 0.095 4
4524 2005gj 03 01 11.95 —00 33 13.9 0.062 6
6773 2005iu 20 20 15.61 400 13 02.5 0.090 1
6968 01 18 13.37 —00 54 23.6 0.098 6
8151 2005hk 00 27 50.88 —01 11 53.3 0.013 6
10028 2005kt 01 10 58.04 +00 16 34.1 0.066 D
10096 20051j 01 57 43.03 —00 10 46.0 0.078 5
10434 20051k 21594943 —-011137.3 0.103 5,2
10805 2005ku 22 59 42.61 —00 00 49.3 0.045 5
11067 2005ml 02 14 04.42 —00 14 21.1 0.119 5

Note. — SDSS Id denotes internal candidate designation. See section 4.2.1

for explanation of cut index.
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4.2.2  Photometric SN Sample

In addition to the spectroscopically identified SNe la discussed above, the survey has
measured light-curves for a few thousand variable objects per year, including possible
SNe, for which we did not obtain a classifiable spectrum while the source was bright
enough to identify. We refer to these spectroscopically unobserved or unclassified
objects as photometric SN candidates. There are a number of reasons for such spec-
troscopic incompleteness, including limited spectroscopic resources, targeting errors
(e.g., misplacement of a spectroscopic slit), poor weather either preventing spectro-
scopic observations or rendering them indeterminate, and possible inefficiencies in
the spectroscopic target selection algorithm. In order to make a reliable SN Ia rate
measurement, we must investigate the photometric SN candidates to determine the
level of incompleteness, if any, of the spectroscopic SN Ia sample. This is a challenge,
because a sample of purely photometric SN Ia candidates may be heavily contami-
nated by objects that are not SNe la, especially if there are significant numbers of
objects with multi-band light curves that are not too dissimilar from those of SNe Ia.
The combination of selection cuts listed in §4.2.1 is designed to meet this challenge,
by rejecting the majority of non-SN la contaminants. In addition to the spectroscop-
ically confirmed and spectroscopically probable SNe ITa discussed above, the SDSS-II
Supernova Survey discovered 16 low-redshift SNe that were spectroscopically con-
firmed as non-Ia SNe in its first year. As a check that our selection cuts are effective
at rejecting non-Ia SNe, we apply the same cuts to this sample of 16 low-redshift
(z < 0.2) spectroscopically confirmed non-Ia SNe. All but one of these non-lIa SNe
are rejected by these selection cuts. The selection criteria above could be made more
restrictive in order to reduce potential non-Ia contamination of the photometric SN

sample. For example, by requiring a photometric observation at least 16 (as opposed
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to 10) days after peak light in the SN rest frame, the spectroscopic non-lIa SN above
would be eliminated from the sample. However, we find that such a change would
have no impact on the selection of photometric SN candidates for inclusion in the
rate sample.

To determine whether any of the photometric SN candidates are genuine SNe Ia in
the redshift range of this rate measurement, we must estimate both the SN type and
redshift for each candidate. There are two categories of photometric SN candidates,
(a) those for which we have a precise spectroscopic measurement of the redshift and
(b) those for which we do not. The redshifts for category (a) candidates come from two
sources. The first source is the SDSS-I spectroscopic galaxy survey, which measured
redshifts for ~ 28,000 galaxies in our survey region at redshifts z < 0.12. The
second source is from subsequent spectroscopic observations of ~ 80 host galaxies
of the highest-quality photometric SN candidates; these spectra were obtained in the
summer and fall of 2006 and 2007. Using the sample selection process described below
in §4.2.2, we found in our imaging data only one photometric SN Ia candidate that
passes the selection criteria in §4.2.1 and that has a spectroscopic redshift z < 0.12
(category (a)). The host galaxy of this SN Ia candidate, which has internal SDSS
SN designation 9266, has a spectroscopic redshift of z = 0.0361 measured by the
SDSS galaxy redshift survey. This object was not targeted for spectroscopic follow-
up during the SDSS-IT Supernova Survey because it has very high extinction, Ay ~ 4
according to the MLCS2k2 fit. This extinction value lies outside the range of the

Ayr-search grid for the photometric typing algorithm used during the search (§2.2).
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Redshift estimation for photometric SN candidates

For each photometric SN candidate without a spectroscopically determined redshift
(category (b) above), we must estimate both the redshift and the SN type from the
photometric data. We do this using a modification of the standard MLCS2k2 light
curve fit, in which the redshift is included as a parameter in the likelihood function.
In this instance, the distance modulus g is not treated as a fit parameter; instead,
we adopt the concordance LCDM cosmology, with €2, = 0.3, Qy = 0.7, and dark
energy equation of state parameter w = —1, and fix pu(z) to its functional form
for that cosmology. The photometric redshift estimate, z,p0t, is then obtained by
marginalizing over the other fit parameters, i.e., the epoch of peak luminosity, the
extinction Ay, and the shape parameter A.

Although these SN photometric redshift estimates depend on the assumed cosmol-
ogy, we do not expect them to be extremely sensitive to the values of the cosmological
parameters, especially at the modest redshifts under consideration here. To test the
accuracy of these redshift estimates, we applied the MLCS2k2 redshift fit to SNe Ia
light curves that have spectroscopically measured redshifts. For this test, we use two
sets of objects: (i) all spectroscopically confirmed SNe la with redshift z < 0.25,
and (ii) all photometric SN Ta candidates that satisfy the selection criteria in §4.2.1
and that have spectroscopic (host galaxy) redshift z < 0.25. We include objects in
category (ii) because the spectroscopically confirmed SNe Ia could represent a biased
sample of the SN Ia population if there are spectroscopic selection biases. We include
objects with redshift z > 0.12 to yield a more statistically significant test and to
check for photometric redshift biases that could cause these objects to be erroneously
included in the z < 0.12 sample. There are 61 and 28 events in categories (i) and (ii),

respectively.
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The residuals of the SN photometric redshift estimates for this test sample of
89 objects are shown in Figure 4.1. The distributions of the residuals are shown in
Figure 4.2 separately for categories (i) and (ii), which indicates that the distributions
for the two samples are consistent. The fit residuals for the combined sample are
shown in Figure 4.3. For the combined sample, the mean residual of the photometric
redshift estimate is consistent with zero. The scatter in the photometric redshift
estimate for the combined test sample is o, = 0.018, and Fig. 4.1 shows that the
scatter increases with redshift. The distribution of the residuals normalized by the
MLCS-reported redshift error is shown in the right panel of Figure 4.3. If the reported
redshift errors were accurate and Gaussian, this distribution would be a Gaussian with
unit variance, ¢ = 1. The distribution appears to be approximately Gaussian, but
with measured variance o = 1.4; we therefore choose to multiply the MLCS-estimated
photometric redshift error for each candidate by 1.4.

In addition to the SN photometric redshift estimates, we also have host galaxy
photometric redshift estimates for the majority of photometric SN candidates (Oy-
aizu et al., 2008). Although the galaxy 2, estimates have larger scatter than those
from the SN light curves, in principle we could require consistency between these two
redshift estimates as an additional selection cut on the photometric SN sample. Since
core-collapse SNe are typically fainter than SNe Ia, they would typically be assigned
incorrectly high photometric redshifts by the light curve fitter. Using the existing se-
lection cuts, however, we find no contamination of the rate-measurement sample from
the photometric SN candidates without spectroscopic redshifts (see §4.2.2). Therefore
a requirement of consistency between the supernova- and galaxy-derived photometric

redshift estimates is not necessary in the present analysis.
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Figure 4.1: Residuals of the photometric redshift estimates, z,p,t — Zspec VS. Zspec;
for the sample of spectroscopically confirmed and spectroscopically probable SNe Ia
(black points) and for the photometric SN Ia candidates that satisfy the rate selection
cuts and for which host galaxy redshifts are available (open points). The marginalized
redshift errors reported by the MLCS2k2 light-curve fits are shown.
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Figure 4.2: The distribution of photometric redshift residuals for the spectroscopically
confirmed SNe Ia (left panels) and the photometric SN Ia candidates (right panels)
shown in Fig. 4.1. Upper panels show distributions of the difference between the
photometric redshift, 2,4, and the spectroscopic redshift, zgpec; lower panels show
distributions of (2,40t — Zspec)/0z, Where o is the photometric redshift uncertainty
reported by the MLCS2k2 fit. Inset panels show the inferred mean and dispersion of
the Gaussian fits to each distribution.
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Selection of photometric SN candidates

In the Fall 2005 observing season, the software and human data processing pipeline
described in §2.2 yielded 11,385 SN candidates, including the 146 spectroscopically
confirmed and probable SNe Ia and 20 that were confirmed as other SN types. The
majority of the remaining candidates (~ 60%) are single epoch events that are most
likely to be slow-moving asteroids, leaving ~ 4500 multi-epoch SN candidates. To
search for photometric SNe Ia among this large set of candidates, we studied two
subsamples selected according to different criteria.

The first photometric subsample is designed to exhaust the list of candidates that
are most likely to be SNe Ta. This subsample was selected by choosing all SN candi-
dates that the survey photometric typing code (described in §2.2) classified as SNe Ia?
and that were detected in at least 3 epochs by the on-mountain software pipeline.
The images for the resulting subsample of ~ 420 candidates were processed through
the final SMP pipeline, and the resulting light curves were fit with the MLCS2k2
program, using the redshift as a fit parameter in cases where there was no measured
host galaxy spectroscopic redshift (the majority of cases). One highly extincted SN
la (SDSS-SN 9266, discussed in §4.2.2), with a host galaxy redshift measured by
the SDSS galaxy survey, was recovered from this subset of photometric SN candi-
dates. No other candidates in this subsample pass the rate selection cuts and have a
spectroscopic or SN photometric redshift z < 0.12.

The second photometric subsample is designed to study the candidates that are
less likely to be SNe Ia. This subsample was selected by choosing all SN candidates
with detections at more than two epochs during the search and with an estimated

time of maximum light, based on the survey photometric typing code, in the twenty-

2. More precisely, according to the photometric typing code, one of the “type A” or “type B”
criteria were satisfied; see Sako et al. (2008)
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day interval between modified Julian day (MJD) of 53660 and 53680 (October 17 and
November 6). Since the selection criteria for this second subsample are looser than
for the first (there is no requirement that a SN Ia light-curve template provides the
best-fit), the number of candidates it selects would be an order of magnitude larger.
Using a restricted time interval provides a manageable number of events to study
that are representative of the population of these lower-quality light curves. These
selection criteria resulted in 462 candidates, which represent ~ 1/6 of the multi-epoch
SN candidates that have not already been included in the samples discussed above.
We find no events in the second subsample that pass the rate measurement selection
cuts and that have a spectroscopic or SN photometric redshift z < 0.12.

Although no other photometric SN candidates pass our selection criteria, we must
allow for uncertainties in the SN photometric redshift estimates from MLCS2k2. In
the two photometric subsamples, two candidates that pass the rate-selection cuts have
estimated SN photometric redshifts within ~ 1.50 of our cutoff of z = 0.12, using the
inflated redshift errors discussed in §4.2.2. One of these candidates is from the first
photometric subsample and has a fitted redshift 0.17 & 0.03 (SDSS-SN internal ID
3077); the second is from the second photometric subsample and has a fitted redshift
of 0.18 £ 0.04 (SDSS-SN ID 6861). Efforts are underway to obtain spectroscopic
redshifts for the host galaxies of these events. Interpreting the (inflated) photometric
redshift errors as Gaussian (§4.2.2), the probability that at least one of these two
candidates has a redshift z < 0.12 is significantly less than unity. To be conservative,

we assign a systematic uncertainty of +1 SN Ia based on this study.
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4.2.3  Summary of Rate Sample Selection

In summary, rate-sample selection requirements have been applied to SN candidates
with z < 0.12 from the 2005 observing season. The resulting sample comprises 16
spectroscopically identified and 1 photometrically identified SNe Ia. These events are
enumerated in Table 4.1, and their gri light curves are shown in Figure 4.4 along with
the best-fit MLCS2k2 model light-curve. Figure 4.5 shows the redshift distribution
for SNe Ia from the first year of the SDSS-II Supernova Survey at z < 0.21; the
lowest-redshift photometric candidates with no spectroscopic redshift are in the bin

0.15 < z < 0.18 and are safely above the redshift cut.
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Figure 4.4: gri light curves for SNe Ia used in this rate measurement. Black points
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Fig. 4.4 — Continued.
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Figure 4.5: Redshift distribution for events passing the rate-measurement selection
requirements in §4.2.1. Contributions include: spectroscopically confirmed SNe Ia
(black), photometric SNe Ia with host galaxy redshifts (gray), and photometric SN Ia
candidates with no spectroscopic redshift (light-gray). The arrow shows the redshift
cut for this analysis.
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4.3 Survey Efficiency

To convert the number of discovered SNe Ia into a measurement of the SN rate, we
must have an estimate of the efficiency for discovering SNe Ta at z < 0.12 that satisfy
the sample selection criteria. We have two tools at our disposal for this estimate: the
artificial SN images (fakes) that are inserted into the data stream in real time and

Monte Carlo simulations of the 2005 observing season.

4.3.1 Use of Artificial SN Images

As noted in §2.3, the fake SNe images are used to measure the efficiency of the
on-mountain software pipeline for point-object detection on a variety of galaxy back-
grounds and observing conditions. The fake SNe are also used to measure the effi-
ciency of human scanners for identifying objects as SNe. While the fakes were designed
to model realistic SN Ia light curves, the 22 dependence on the redshift distribution
results in only 18 fake light curves with redshift z < 0.12. Although all 18 low-redshift
fakes were recovered by the SN search pipeline, using such a small sample to measure
the pipeline efficiency would result in large statistical and systematic uncertainties.
Furthermore, the fake light curves were generated with distributions of Ay and Amqs
that were not realistic, which complicates the interpretation of discovery efficiency as
a function of redshift.

To obtain a more reliable determination of the survey efficiency, we use fake SN Ia
at all redshifts in the following way. We first use the fakes to measure the object-
detection efficiency as a function of the signal-to-noise ratio (SNR) in the g, r, and
1 passbands. The detection efficiency, defined as the ratio of the number of fake
epochs detected as objects by the on-mountain software pipeline to the number of

fakes inserted into data images at a given signal-to-noise, is shown in Fig. 4.6. While
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the object detection efficiency as a function of magnitude or redshift is sensitive to
observing conditions (seeing, clouds, moon), the efficiency as a function of SNR is
robust against such variations in conditions. As a check that the SNR is an adequate
parameterization of the point-source detection efficiency, we have split the sample
of fakes into a low-redshift and a high-redshift subsample and determined the effi-
ciency as a function of SNR for each set independently. We find that the results are
consistent. With the efficiency as a function of signal-to-noise ratio known, one can
estimate the SN discovery efficiency as a function of redshift for any choices of SN
Ia light-curve models, observing conditions, and population distributions. These effi-
ciency functions measured with fakes are used in the Monte Carlo simulation (§4.3.2)

to verify that the software pipelines were fully efficient at low redshift.
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Figure 4.6: The mean object detection efficiency as a function of signal-to-noise ratio
for SDSS g¢-band (top), mband (middle), and i-band (bottom). The efficiency is
derived by counting the fraction of fake images detected by the survey pipeline. The
binomial errors on the efficiency measurements are shown. The solid lines show the
result of a polynomial fit to the efficiency measurements. These efficiency functions
are used to simulate the difference imaging software in the Monte Carlo simulations
of the SN light curves.
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The fakes also provide information on the efficiency of the human scanners to
correctly label as possible SN candidates those fakes that were detected as objects
by the software pipeline. For the 2005 season, 91% of all epochs of fakes visually
scanned by humans were flagged as SN candidates, and 95% of all detected fake SNe
were flagged by humans as SN candidates at least once. The 5% of fakes that were
never identified by humans as SN candidates were detected on only a single epoch
by the software pipeline, either because they were at high redshift or because they
reached peak light well before or well after the observing season. Essentially all fakes
detected on two or more epochs by the software pipeline were flagged by humans as
SN candidates at least once. Given the selection cuts in §4.2.1, the human scanning
efficiency is 100% for SNe la contributing to this low-redshift rate measurement.

Summary information on the efficiency of the software pipeline and the human
scanners to detect fakes is presented in Figure 4.7, which shows the detection effi-
ciencies, i.e., the fraction detected by the pipeline and the fraction identified as SN
candidates by humans, vs. peak g-magnitude. The arrows indicate the peak g-band
magnitudes for an unextincted normal and for an unextincted sub-luminous 1991bg-
like SN Ta at z = 0.12, according to the MLCS2k2 model. This figure indicates that,
for the assumed SN Ta model used to generate the distribution of fakes, the combined
software+human detection efficiency is essentially 100% for SNe Ia in the redshift

range z < 0.12.
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4.3.2  Monte Carlo Simulations

To determine the SN Ia selection efficiency with high precision and to study systematic
uncertainties for the rate measurement, we have developed a detailed Monte Carlo
light curve simulator (MC). The MC simulates individual light curve data points
based on real observing statistics, but without the added complexity of adding fake
SNe to images. The MC light curves can be generated and analyzed much more
rapidly than the fakes, so the MC can be used to rapidly simulate very large numbers
of SN Ta light curves to estimate the SN discovery efficiency and the uncertainty in
the efficiency due to assumptions about the SN Ta model distributions. The MC code
uses the MLCS2k2 model to generate simulated SN Ia light curves instead of the
stretch/Amq5 model that was used to generate the fakes.

For each simulated SN Ia, the following parameters are randomly drawn from

parent distributions:

1. redshift, z:
Drawn from a distribution proportional to the comoving volume element, which

assumes a constant SN Ia rate per unit comoving volume.

2. host galaxy extinction, Ay :
Drawn from a distribution P(Ay) oc e"4V/7 with 7 = 0.4. The Cardelli et al.
(1989) reddening law, with Ry = 3.1, is used to extrapolate the extinction
to other wavelengths. The choice of 7 = 0.4 was guided by the studies of
Jha et al. (2007) and is consistent with the inferred extinction distribution for
spectroscopically confirmed SNe Ia in the SDSS SN sample. As we discuss later
in this section, the exact choice of 7 makes no practical difference to this rate

measurement.
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3. MLCS2k2 light curve shape/luminosity parameter, A:
Drawn from a bimodal Gaussian with a standard deviation of 0.26 for A < 0
and 0.12 for A > 0, and truncated to lie within the valid range of the MLCS2k2
model, —0.35 < A < 1.8. The bimodal Gaussian is based on study of the

confirmed SNe Ta in the SDSS-IT Supernova Survey first year data.

4. time of peak light in rest-frame B-band:
Drawn randomly from the interval 53616 < MJD < 53705 (Sept. 1 - Dec. 1,
2005).

5. sky position:

Drawn randomly from the range of the survey.

6. location within host galaxy:
Drawn from a distribution proportional to the host galaxy surface brightness
(see below). This variable is used only to determine galaxy background light,

not extinction.

We note that simulated photometry is generated only at epochs for which we obtained
photometric imaging at the corresponding sky location, and therefore the determina-
tion of the selection efficiency naturally accounts for the temporal inhomogeneity in
sky coverage, as can be seen in Figure 2.1.

Using these parameters for each SN, rest-frame U BV RI magnitudes are generated
from the MLCS2k2 model for all dates on which the survey took data at the selected
sky position. These magnitudes are modified according to the host galaxy extinction,
k-corrected to the observed SDSS gri passbands, and further modified according to
the estimated Milky Way extinction at that position (Schlegel et al., 1998). The zero-

points from the survey are used to convert the gr: magnitudes into flux values that
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would have been measured in ADUs by the SDSS 2.5 m telescope. The CCD gains
are then used to determine the number of photo-electrons, and hence the signal and
noise. Additional noise is computed for each measurement based on the measured ob-
serving conditions at each epoch, in each passband, at the assigned sky location. Sky
noise is simulated by integrating the estimated sky noise per pixel over an effective
aperture with a size determined by the local PSF estimate from PHOTO. Noise from
the host galaxy is simulated by associating the SN with a host from the SDSS galaxy
photometric redshift catalog (Oyaizu et al., 2008) selected to have a photometric red-
shift equal to the assigned SN redshift. In the SDSS DR5 (Adelman-McCarthy et al.,
2007) photoPrimary database (Stoughton et al., 2002), each such galaxy image is fit
with both an exponential and a de Vaucouleurs surface brightness profile. We use
the exponential model in the r-band as a probability distribution from which the SN
position within the galaxy is drawn. That is, the galaxy noise model assumes that
the SN Ia rate is roughly proportional to r-band stellar luminosity. The estimated
contribution of the galaxy light to the noise in each passband is computed by con-
volving the exponential galaxy model with the PSF in the survey image. In practice,
this procedure is computationally expensive, so we pre-compute the noise values on
a grid of model parameters and perform a multi-dimensional linear interpolation to
obtain an estimate of the galaxy noise.

As a consistency check of the MC as a representation of the SN data, we compare
the distributions of signal and noise in gri for the MC sample to the signal and
noise for all photometric epochs for the low-redshift SNe Ia in the rate-measurement
sample. The comparison of the distributions is shown in Fig. 4.8. The distributions
of signal and noise are in good agreement, indicating that the MC model, and the
assumed parameter distributions therein, provide a reasonable representation of the

low-redshift SN Ia sample.
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distribution is shown for SDSS data (dots) and for the simulation (histogram) that
has been scaled to have the same number of entries as the data.
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Having shown that the MC generates photometry that is consistent with our
observed low-redshift SN Ia sample, we can use the MC to provide a more reliable
determination of the detection efficiency of the on-mountain search pipeline than we
could obtain with the relatively small number of low-redshift fakes. For each epoch
generated by the MC, we use the efficiency as a function of signal-to-noise ratio in
each passband (from Fig. 4.6) to determine the efficiency of the search pipeline to
detect SNe Ia at all redshifts. The resulting software pipeline detection efficiency as
a function of redshift, based on a MC study using 15640 total SNe (920 in each of 17
redshift bins) is shown in Figure 4.9; the efficiency is 100% over the redshift range
z < 0.12. Since the fakes tests of §4.3.1 showed that the human scanning process
causes a negligible loss of efficiency, we conclude that the combined efficiency for
SN detection by the pipeline and identification as a candidate by humans is 100%
over the redshift range of interest. This does not guarantee that the efficiency of the
photometric typing code used for spectroscopic target selection (§2.2) is also 100%,
but the studies of §4.2.2 indicate that, with the exception of SN 9266, there were no
losses due to the target selection algorithm.

The final step is to use the MC to compute the survey discovery efficiency € for
a SN Ta sample defined by the selection requirements in §4.2.1. This efficiency is the
ratio of the number of SNe Ia that are detected by the pipeline, identified by humans,
and that pass the selection criteria of §4.2.1 to the total number of SNe Ia that reach
peak light during the survey, i.e., between Sept. 1 and Nov. 30. While we have seen
that the detection efficiency is essentially 100% out to z = 0.12, € is less than 100%
primarily because the selection requirements on light curve coverage (cuts 4 and 5 in
64.2.1) remove some SNe la that peaked in early September or late November. Using

the MC sample of 15640 light-curves mentioned above and fitting a linear function
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to the resulting selection efficiency in the redshift range 0 < z < 0.12 gives

e(z) = (0.78 £ 0.01) + (—0.13 £ 0.14) 2 (4.1)

That is, the survey efficiency is approximately constant at low redshifts, changing
by only ~ 1% over the redshift range of the rate measurement. The mean SN Ia
discovery efficiency for our rate sample is (¢) = 0.77 4 0.01.

While the data-MC comparison in Fig. 4.8 indicates that we have made a con-
sistent choice of the parameter distributions for the MC model, to estimate the sys-
tematic uncertainty in the discovery efficiency we vary the assumed MC parameter
distributions and recompute the efficiency. We find that varying 7, the parameter
controlling the extinction distribution, has the largest systematic effect on the deter-
mination of the discovery efficiency from the MC. Varying 7 over the range 0.2 — 0.6,
the estimated discovery efficiency for the rate-measurement SN Ta sample changes by

less than a percent.
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4.4 SDSS SN Results

4.4.1  Volumetric SN Ia rate

For the purpose of interpreting the SN observations as a volumetric SN rate, we will
assume a spatially flat cosmology with non-relativistic matter density 2,,, = 0.3, dark
energy density 25 = 0.7, and dark energy equation of state parameter w = p/p = —1.
For the low-redshift rate measurement presented in this section, the dependence on
cosmological parameters of the survey selection efficiency is negligible, and so the
uncertainty in the rate due to uncertainty in cosmology is due entirely to the difference
in the volume of the survey. A change in €y, of 0.02 would lead to a 4% change in
the rate measurement.

The observed volumetric SN rate, 7y, is defined as

N

_ =, 42
VTe (42

ry

where N is the number of SNe in the sample, and VTe is the effective product of
the survey volume, V', the observer-frame survey duration, 7', and the SN discovery

efficiency, €(z), estimated in §4.3.2

VTe — (OT) / g e(z)uQ(z)Z—Z (1;) |

Zmin

(4.3)

Here © is the solid angle covered by the survey and u(z) is the comoving distance in

the Friedmann-Robertson-Walker metric,

z p c - i z dZ/
() :/o + H() Ho/o VO (L+2/)3+Qy 44

If the survey efficiency is independent of redshift, and if the redshift range covered
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by the SN observations is small, then VTe ~ (VTe)/(1+ (z)), where V is the survey
volume and (z) is the volume-weighted mean redshift of the survey.

For the SDSS-II Supernova Survey we have N = 17, z,in, = 0, 2Zmaz = 0.12,
(e(2)) = 0.77 £ 0.01, T = 89 days = 0.244 years, and © = 0.08277 * 0.98 steradians.
This value for © is 98% of the actual sky area covered by the survey, due to the
masking of bright stars and variable sources. Substituting these values into Eqn.

(4.2), we find a volumetric SN Ia rate of

ry = [2.93‘:8:(1)Z(systematic)fg:??(statistical)] x 107> SNe Mpc ™3 h;’o year 1| (4.5)

with k79 = Hg (70 km s~ *Mpc™1) ™! and Hg the present value of the Hubble param-
eter. The statistical errors quoted represent the standard frequentist 68.27% central
confidence interval on the mean of a Poisson distribution. The systematic uncertainty
represents uncertainty on our determination of the SN selection efficiency (§4.3.2) and
on the number of photometrically identified SNe Ia (§4.2.2). This measurement rep-
resents the volume-averaged SN Ia rate at z < 0.12. When rate measurements are
plotted vs. redshift, it is generally assumed that the rate is constant over the sampled
redshift interval. If we assume that the SN Ia rate is constant at z < 0.12, then
Eqn.(4.5) can be interpreted as the rate at the volume-weighted mean of our redshift
range, (z) = 0.09, and we make this assumption when plotting the result. Our result
is shown along with previously reported SN Ia rate measurements in Fig. 4.10, but we

defer discussion of comparison and combination with other measurements to §4.5.2.
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4.4.2 SN Ila Rate per unit galary luminosity

Early measurements of the SN rate were generally derived from SN observations that
targeted known galaxies; for these surveys, the SN rate is most naturally measured as
a rate per unit luminosity in some passband, traditionally the B-band. Blanc et al.
(2004) have converted a number of measurements from the literature of the SN Ia
rate per unit luminosity to rates per unit volume, and in Table 4.4 we adopt their
values for the Cappellaro et al. (1999); Madgwick et al. (2003); Hardin et al. (2000)
rate measurements.

For completeness, we convert our volumetric rate to a rate per unit galaxy lu-
minosity in the SDSS passbands. The galaxy luminosity functions in the SDSS
passbands are estimated in Blanton et al. (2003b). The corresponding luminosity
densities in the ugriz passbands, at a mean redshift of (z) = 0.1 are 1.60 £ 0.32,
1.25 4 0.05, 1.29 4 0.04, 1.48 £ 0.05, and 1.89 =+ 0.05, in units of 108 Le, kg Mpe™3,
where Lg is the solar luminosity. In combination with the volumetric rate mea-
surement of Eqn.(4.5), this yields the SN Ia rate per unit luminosity in the SDSS
passbands, (rf)ugriz/h2, = 0.183709% SNuy, 02357507 SNug, 0.22770-07 SNu,.,
0.19770-95 SNu;, and 0.156 7902 SNu., where 1 SNu, = 1 SN 107102 (100 yr)~ 1,

with L% the luminosity in passband , in units of solar luminosities.

4.4.8 SN Ia Rate as a function of host galazy type

Recent measurements have shown that the specific SN Ta rate is higher in star-forming
galaxies than in passive galaxies. For example, Mannucci et al. (2005) found that the
SN Ia rate per unit stellar mass is ~ 20 — 30 times higher in late-type galaxies than in
E/SO galaxies. Sullivan et al. (2006b) have found a similar trend in the SNLS data. A

detailed study of the SN rate vs. star formation activity using the SDSS-II Supernova
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Survey sample is presented by Smith et al. (2008).

Here, we consider the low-redshift SN Ia rate vs. host galaxy type. We have
considered several photometric galaxy-type indicators that are accessible through
the SDSS DR5 database (Adelman-McCarthy et al., 2007), including u — r color
(Strateva et al., 2001); the likelihood of the de Vaucouleurs model fit to the galaxy
surface brightness profile relative to that of an exponential model fit; and the (inverse)
concentration index (Shimasaku et al., 2001; Yamauchi et al., 2005), defined as the
ratio of the radii that contain 50% and 90% of the Petrosian flux (see Stoughton et al.
(2002) for definitions of these quantities). These parameters are listed in Table 4.3 for
the host galaxies of the SNe included in the rate-measurement sample. Note that the
u—r color in Table 4.3 is computed using SDSS model magnitudes (Stoughton et al.,
2002) and is not K-corrected to the galaxy restframe. A host galaxy is associated with
each SN by determining the nearest object, based on a measure of the galaxy image
size. Specifically, the SDSS DR5 catalog includes the parameters of an iso-photal
ellipse for each galaxy-like object, and for each of the ugriz filter bands, defined as
the ellipse where the object surface brightness is 25 magnitudes arcsec 2 (Stoughton
et al., 2002). We define the distance to a potential host galaxy to be the semi-major
axis of the ellipse that is similar (has the same aspect ratio and orientation) to the
r-band iso-photal ellipse and that intersects with the position of the SN. The host
galaxy for each SN is defined to be the nearest object in this measure. For the SNe
listed in Table 4.1, the association of SN with host galaxy was confirmed through
visual inspection of the images.

Early-type galaxies generally display red colors (large u — r), are reasonably well
fit by a de Vaucouleurs surface brightness profile (large values of the relative de Vau-
couleurs likelihood), and show relatively strong central light concentration (low values

of the inverse concentration index). Consequently, these three indicators are strongly
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correlated and tend to give a consistent classification into early and late photometric
types, indicated by the last column in Table 4.3. However, the classifications based
on the three indicators do not always agree, in which case we have made a judgement
based on visual inspection of the galaxy image and, where available, a high signal-
to-noise galaxy spectrum. For these five cases, the host type indicated in the last

column is marked with an asterisk.
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Table 4.3. Host Galaxies for SNe Ia in the rate sample.
SDSS Id  « (J2000.0) ¢ (J2000.0) w—7r de Vaucouleurs concentration Host Type
likelihood index

1241 22 30 41.15 —00 46 34.5 2.82 0.91 0.382 Early
1371 23 1729.70 +00 25 46.8 2.97 0.00 0.377 Early*
2561 03 05 22.64 +00 51 35.0 2.59 0.00 0.410 Late*
3256 21 57 04.19 —00 13 24.5 1.99 0.00 0.442 Late
3592 0116 12.71  +00 47 26.0 2.21 0.00 0.427 Late
3901 00 59 24.11  +00 00 09.5 1.40 1.00 0.418 Late*
5395 03 18 33.80 400 07 24.0 1.29 0.49 0.360 Late*
5549 00 12 59.97 +00 14 54.9 1.01 0.46 0.461 Late
5944 01 56 48.50 —00 12 45.3  2.57 0.00 0.469 Early*
6057 03 30 12.89 —00 58 28.1 1.79 0.00 0.485 Late
6295 01 34 41.84 —00 36 15.2 2.97 1.00 0.312 Early
6558 01 26 48.46 —011417.3 2.23 0.00 0.427 Late
6962 02 35 26.58 +01 04 28.3 2.71 1.00 0.379 Early
7147 23 20 04.44 —00 03 20.2 3.22 1.00 0.350 Early
7876 01 16 43.87 +00 47 36.9 1.71 0.00 0.532 Late
8719 00 30 53.23 —00 43 07.3 1.12 0.01 0.412 Late
9266 03 2043.19 —-010008.2 225 0.00 0.398 Late

*At least one of the three photometric type indicators indicates a different type from that

listed.

Note. — SDSS Id denotes internal candidate designation. oo and § are the coordinates of the
host galaxy of the SN. The photometric morphology indicators, u — r, de Vaucouleurs likelihood,

and concentration index are described in (§4.4.3).
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Of the three photometric type indicators, u — r correlates most strongly with the
host type we have assigned to each galaxy in the last column of Table 4.3. The
distribution of SDSS galaxies is approximately bimodal in u — r (Strateva et al.,
2001), suggesting a natural division between early and late types. We therefore use
u — r as the galaxy classifier for the purpose of studying the SN rate vs. galaxy
type. This is preferable to using the ‘host type’ classification in Table 4.3, since the
subjective human judgement required to determine the latter makes it difficult to
determine its population properties. Strateva et al. (2001) suggest that u —r = 2.2 is
an optimal separator between early and late types. However, our catalog of galaxies
with photometric redshifts in stripe 82 (Oyaizu et al., 2008) appears to be better
separated into two subpopulations using u — r = 2.4. Since a division at u —r = 2.4
also provides better agreement with the subjective ‘host type’ classification in Table
4.3, we use this color cut to separate the hosts into early (u —r > 2.4) and late
(u—r < 24) types for the relative rate measurement. Using a large sample of
galaxies from the SDSS DR5 database, we find that the fractional r-band luminosity
densities for early and late-type galaxies at redshifts z < 0.12 are 54% and 46%,
respectively. From Table 4.3, we find that the SN Ia rate per unit r-band luminosity
is ~ 1.68Jj8:i% times higher in late-type galaxies than in early-type galaxies. Using
the luminosity functions of Blanton et al. (2003b), we find that the absolute rates per
unit luminosity are TL/h%O = 0.085f8:8% SNu, (early) and 0.142J:8:8§ SNu, (late).
The evidence for a larger SN Ia rate in late-type galaxies is statistically marginal with
the current low-redshift sample. The systematic uncertainty is also significant: if we
place the host galaxy type cut at u—r = 2.2, we find no significant difference between

the rate per unit luminosity in early- and late-type hosts.
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4.5 Fitting SN Rate evolution models

As noted in §1, models for SN Ta progenitors in principle can be distinguished by their
predictions for the evolution of the SN Ia rate with cosmic time. In this section, we
present a general maximum likelihood method of fitting SN observations to models
with a redshift-dependent SN rate. We then apply the method to a recently discussed
SN Ia rate model, using data from the SDSS-II Supernova Survey and from other

published rate measurements.

4.5.1 Maximum Likelihood method

In this section we describe a method for fitting SN data to models of the SN rate
without binning the data. The method is similar to the methods described in Strolger
et al. (2004). and Strolger & Riess (2006). A distinguishing feature of our analysis is
that it allows for combining multiple data sets and accounts for systematic errors.
A general model for the volumetric SN rate can be written as ry/(z;p), where
p represents the set of model parameters. According to the model, the total number

of detected SNe follows a Poisson distribution with mean value

du

- (4.6)

) - | gz oTe(2) % a2(2)

where all symbols were defined in §4.4.1. The probability of detecting a SN at redshift
z is given by the integrand of Eqn.(4.6), P(z;) o< d(N(p))/dz, giving a likelihood

function for detecting SNe at the N observed redshifts {z;},

e~ (N(p)) NN
L{fziyip) = S P 1_11<N§p»d“flip)>. (17)

The corresponding log-likelihood function, suppressing terms that do not depend
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on the model parameters, is

N rv(zi; P) du
log L({z}:p) = ~(N(p)) + 3 log (@Mﬁﬁu%zi) K ) @)
i=1 ! Zi

The best-fit model is determined by maximizing the log-likelihood with respect to the
model parameters, p. To incorporate information about the systematic error in our

fits, we weight the contribution to the log-likelihood for each data set by multiplying

2

Syst), where ogtqt

each term in the log-likelihood function by the factor 02, ,/ (0%, +0
and ogyst are the statistical and systematic errors for the measurement. This factor
assumes that the systematic errors are approximately Gaussian and independent of
the statistical errors. We note that auxiliary information about the model parameters
and uncertainties in the survey parameters ©, T, and ¢(z) could be incorporated in
a more rigorous way via prior probability distributions. However, this would require
full knowledge of the probability distribution functions for the efficiency, subject to
all possible variations of systematic effects, which is in practice unknown.

To combine data from multiple surveys, the log-likelihood functions for each survey
are added together, using the appropriate values of ¢(z), ©, and T for each survey.
The advantage of this method is that it does not involve binning the SN data in
redshift; however, it does require knowledge of the efficiency function ¢(z) for each
survey. To evaluate the goodness of fit of a given model, one can use, e.g., the
Kolmogorov-Smirnov (KS) test applied to the data and to a large-statistics Monte
Carlo sample generated from the best-fit model parameters. The code for fitting rate
models was tested on large MC samples (~ 1000 SNe), and the MC model parameters

were accurately recovered.

As an illustration of the likelihood method, we apply it to the SDSS-II Supernova
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Survey data, assuming a redshift-independent model over the redshift range probed
by the data, ry(z) = constant. In this case, the rate that maximizes the likelihood
can be shown analytically to be given by Eqn. 4.2. The probability for this model
from the KS test statistic is pgg = 0.42, meaning that if the model is correct, 42%
of sample observations drawn from the model would have a KS test statistic as large
or larger than that found in comparing this data set to the model. In the discussion
that follows the probabilities from the KS test are given as rough estimators of the
goodness of fit only; the distribution of the KS test statistic does not in general have

an analytic form when model parameters are estimated from the data.

4.5.2 SN Rate Models and Star Formation History

As discussed in §1, measurements of the SN Ia rate provide a means to distinguish
between models of SN Ia progenitor systems. The connection between the observed
SN Ia rate and the progenitor systems is made through the relation of the SN rate
to the cosmic star formation history. Sometime after a population of stars form, a
fraction of them will end up in binary systems that are producing SN Ia explosions. If
we denote the distribution of delay times between formation of the progenitor systems
and the SN explosions by D(t), then the volumetric SN la rate ry/(t) and the cosmic

star formation rate p(t) are related by

t
rv(t):/o dt'p(t"\D(t =1 . (4.9)

We can therefore constrain models for the distribution of delay times, D(t), by com-
paring the SN Ia rate and the star formation rate. A discussion of predicted delay-time

distributions for a variety of SN Ia progenitor models is given in Greggio (2005). A
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simple model distribution that allows for two distinct contributions to the SN Ia rate

18

D(t) = A+ Bs(t) (4.10)

where 0(t) is the Dirac delta function. This ‘A+ B’ model was proposed by Mannucci
et al. (2006) and Scannapieco & Bildsten (2005) and it has been used in SN rate
studies by the SNLS (Neill et al., 2006) and Sullivan et al. (2006b). The SN rate can
be written ry/(t) = Ap(t) + Bp(t), where p(t) is the stellar mass density. The B term
represents an instantaneous or prompt SN Ia component and the A term represents
an extended component in which SNe Ia form with uniform probability in the time
interval following star formation. In addition to the ‘A + B’ model, we also consider
a simple model in which 7y/(t) evolves as a power law in redshift, independent of

considerations of star formation history.

4.5.8 Rate Measurements: Combining Data Sets

The constraints on redshift-dependent models of the SN Ia rate are improved if one
uses SN observations over a wide range of redshifts. In the following, we combine
the low-redshift rate measurement from the SDSS-II Supernova Survey with other
SN Ta rate measurements in the literature. For each data set, we require both the SN
redshifts and an estimate of the redshift-dependent selection function €(z), and we
therefore restrict ourselves to using data sets for which it is straightforward to infer the
redshift dependence of the efficiency. We note that several authors, including Barris
& Tonry (2006) and Poznanski et al. (2007b) have made SN rate measurements based
on samples of photometrically identified SNe. However, in combining data sets for

the present analysis, we will restrict ourselves to rate measurements that are based
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primarily on spectroscopically identified SNe. Of the nine previously published rate
measurements that have been based on primarily spectroscopically identified SNe,
shown in Fig. 4.10, we will make use of four, in addition to the one in this work. These
five rate measurements are shown in bold font in Table 4.4. The weighting factors,
used to account for the systematic uncertainty on each measurement, are listed in
the last column of Table 4.4. In cases where the uncertainty on the measurement is
asymmetric, we define the weighting factor to be the mean of the upper and lower
weighting factors. Varying the weighting factor between the extremes of using the
smaller weight, and of using the larger weight, the best-fit parameters change by
~ 5% of the statistical error. In the subsections below, we briefly describe the data
from other measurements that we include in the model fits and how we describe their

efficiency function. We also discuss measurements that we exclude from the model

fits.
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Table 4.4. SN Ia Rate Measurements.

Reference Redshift Mean NsNe Rate agt at /(ffm5
Range Redshift [10~5 SNe hq Mpc™2 yr~1]

Cappellaro et al. (1999)* ~0 ~ 0 70 2.8+0.9 N/A
This work* 0 0.12 0.09 17 2.970-2 0.988
Madgwick et al. (2003) 0 —0.19 0.10 19 3.1+1.6 N/A
Blanc et al. (2004) 0—0.3 0.13 14 2.070-82 N/A
Hardin et al. (2000) ~0.02—0.2 0.14 4 3.4732 N/A
Dahlen et al. (2004) 0.2 — 0.6 0.45 3 6.9755%:8 N/A
Neill et al. (2006)* 0.2 — 0.6 0.45 73 42114 0.492
Tonry et al. (2003) ~0.25—0.6 0.46 8 48+1.7 N/A
Pain et al. (2002)*® 0.25 —0.85  0.55 37 54112 0.643
Dahlen et al. (2004)* 1.0 — 1.4 1.2 6 115787 0.686

2The value of the rate has been corrected to our assumed cosmology, according to equation 3 of Pain et al.
(2002).

Note. — Measurements included in the model fits are shown in bold face, and are marked with an asterisk.
Mean redshift refers to the mean of the expected SN redshift distribution, under the assumption of a constant
SN rate. For Madgwick et al. (2003), this is estimated as the mean of the observed SN redshift distribution. Sys-
tematic and statistical errors, when reported separately, have been combined in quadrature. Rate measurements
reported here assume constant volumetric rate over the range of each survey. ostqt is the reported statistical
error on the measurement. ot is the sum in quadrature of the reported statistical and systematic errors.
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Figure 4.10: Measurements of the SN Ia rate discussed in §4.5.3. The SDSS-II Su-
pernova Survey measurement is shown as the solid black square. Measurements for
which the data is used in the model fits are shown as solid circles (see Table 4.4),
and measurements not used in the fits as open circles. To plot each measurement,
we have assumed in each case a model in which the rate is constant over the redshift
range covered by that measurement. The rate as a function of redshift for the best
fitting ‘A + B’ and power law models are overlaid.
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Figure 4.11: Comparison of the observed distribution of SNe and the predicted dis-
tributions for the A + B (top) and power law (bottom) rate models. In each panel
the shaded region shows the predicted redshift distribution of the best-fit model. The
figures include the five highlighted data sets in Table 4.4.
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Other rate measurement data included in the model fits

Neill et al. (2006) measured the SN la rate using 73 SNe la from the SNLS. They state
that their sample is spectroscopically complete, i.e., that €(z) is constant, to z = 0.6.
Including the solid-angle and survey observation time, the factor OTe(z) = 7.37x10~4
steradian year.

The measurement of Pain et al. (2002) is based on data from the Supernova Cos-
mology Project, covering about 12 square degrees. Although Pain et al. (2002) do not
give €(z) explicitly, they do provide the redshift distribution of SNe recovered from
their Monte Carlo simulations which assumed a constant rate per unit comoving vol-
ume. With this information, we can compute the relative number of MC-generated
SNe in each redshift bin and thereby the redshift dependence of their efficiency func-
tion. Fitting a quadratic function to this tabulated efficiency function in the range
0.25 < z < 0.85 gives OT'e(z) = (2.68 + 0.612 — 4.222%) x 10~* steradian year.

Cappellaro et al. (1999) measured the SN Ia rate for the local Universe by com-
bining data from a number of surveys, including visual searches of nearby galaxies.
Although they do not provide an efficiency function or a redshift distribution, the
redshift range covered by the measurement is so small that we take the quoted result
to be the SN Ia rate at z = 0. We include the Cappellaro et al. (1999) rate measure-
ment by adding a standard x? term to the log-likelihood function, i.e., a term of the
form (r7(0; p) _TV,Capp)z / 20% app Where r17(0; p) is the model prediction at redshift
Zer0, Ty Capp is the Cappellaro et al. (1999) measurement in Table 4.4, and oy, is
the quoted error on the measurement.

Dahlen et al. (2004) measured the SN Ia rate to z ~ 1.6 using data from the Great
Observatories Origins Deep Survey (GOODS) carried out with the Advanced Camera
for Surveys on the Hubble Space Telescope (HST). (Kuznetsova & Connolly (2007)
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have recently presented SN Ia rate measurements based on analysis of 57 SNe from
HST, including the 42 SNe analyzed by Dahlen et al. (2004), but we will make use of
the Dahlen et al. (2004) analysis).

We use their measurement in the redshift range 1.0 < z < 1.4. Using their
scaled efficiency function, as inferred from Figure 14 of Strolger et al. (2004), we fit a
function A + Bz + Cz? + D23, valid in the redshift range 1.0 < z < 2.0. The best-fit
parameters are A = —7.557, B = 55.93,C = —51.07 and D = 12.5. This function
is normalized so that the number of expected SNe for their survey is equal to six,
the number they observed in the redshift interval 1.0 < z < 1.4, giving a value of
OT€(z) = [—10.35 + 76.61z — 69.952% 4 17.1223] x 10™4 steradian year.

The redshift dependence of the efficiency function for the present data set is dis-
cussed in §4.3.2; including the solid-angle and survey observation time, OTe(z) =

[1.54 — 0.0252] x 1072 steradian year.

Rate measurement data not included in the fits

In fitting the models, we choose not to include several of the SN Ta rate measurements
listed in Table 4.4. We exclude the Dahlen et al. (2004) rate measurement in the
redshift range 0.2 < z < 0.6 because the efficiency function, given by Strolger et al.
(2004), is only plotted for redshifts greater than 1, and because the 73 SNe from
SNLS (Neill et al., 2006) in the same redshift range dominate the fit in comparison
to the 3 SNe from Dahlen et al. (2004). Similar reasoning holds for the measurement
of Tonry et al. (2003), which is based on 8 SNe in the redshift range well covered
by the SNLS, and for which the redshifts are not explicitly stated. Both the Hardin
et al. (2000) and the Blanc et al. (2004) rate measurements, based on data from the

EROS microlensing survey, included a requirement that each SN be associated with
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a host galaxy with apparent magnitude R < 19, which introduces a bias against
faint hosts. If SNe Ia occurred at a constant rate per unit R-band luminosity in all
galaxies, this would not be an issue. However, as noted above, it has been shown
that the SN Ia rate per unit stellar mass (for which the total R-band luminosity is a
proxy) is a function of SFR (Mannucci et al., 2005; Sullivan et al., 2006b). Finally,
the Madgwick et al. (2003) measurement is based on SNe discovered via principal
component analysis in spectra obtained by the SDSS galaxy redshift survey. This
measurement, has significant systematic uncertainties that are different from those
in photometric surveys. In particular, the SNe discovered by this technique must
lie within approximately 1.5” of the cores of their host galaxies, the radius of the
SDSS spectroscopic fibers. To derive a SN rate from these spectroscopic observations,
assumptions are needed about how SNe are distributed within their host galaxies at

larger galactocentric distances.

4.5.4 Fits to SN la Rate Models

We now consider fits of the combined SN Ia rate measurements to the rate models
discussed in §4.5.2, using the maximum likelihood approach of §4.5.1. The errors
quoted below are the values of the fit parameters for which the log-likelihood function
changes by 1/2 compared to its maximum, which assumes that the likelihood function
is approximately Gaussian. We use the MINUIT software package (James & Roos,

1994) for the function optimization and error analysis.

Power-law redshift evolution of ry

We first consider a simple two-parameter model that describes power-law redshift

evolution of the SN rate independent of consideration of the star formation history,
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rv(z) = a(l + 2). The best-fit power-law model is shown as the dashed curve in
Fig. 4.10, and the predicted redshift distribution is shown in Fig. 4.11. Fitting this

model to the five data sets, we find

a = (2.6708) x 107° SNe Mpc ™ hd, yr~!
B = (15+0.6)

pas = —0.80

where p, 3 is the correlation coefficient between the two fitted parameters. The KS
probability for this model is pgg = 0.63. We emphasize that the fitted value of [ is
greater than 0, i.e., the rate is determined to be an increasing function of redshift, at

the ~ 2.50 level.

The ‘A+B’ model

We next consider the ‘A + B’ model, with D(t) given by Equ. 4.10. As discussed
by Forster et al. (2006), there is still significant uncertainty on the cosmic star for-
mation rate (SFR), which is a limitation for placing observational constraints on SN
delay time models. In what follows we choose one estimate of the SFR, and do not
propagate the systematic uncertainties in the SFR. We follow the approach of Neill
et al. (2006) and take the star formation rate from Hopkins & Beacom (2006). The

functional form of the star formation rate is

B a—+ bz
1 (z/e)d

where higg = Hy (100 km sec ™! Mpe™1) 71, ¢ = 0.0118,b = 0.08,¢ = 3.3, and d = 5.2.

p(2) hioo Mo yr~" Mpe™ (4.11)

For the stellar mass density (the A component) we integrate the star formation rate



83

over time; as mentioned by Neill et al. (2006), this can be expected to overestimate
the total stellar mass density relative to estimates of the stellar mass density that are
based on luminosity, as it includes a contribution from stars that have burned out.

Performing the fit using the five data sets gives

A = (28+12)x 10 14 SNe M yr !
B = (93731 x 107 SNe M}

PAB — —0.78

where pyp is the correlation coefficient between the two fitted parameters. The KS
probability for this model is pgrg = 0.71. The best-fit ‘A + B’ model is shown as the
solid curve in Fig. 4.10, and the predicted redshift distribution is shown in Fig. 4.11.
We note that the uncertainties on the A and B parameters are ~ 43% and ~ 35%,
respectively. For comparison, if we perform a fit to the ‘A + B’ model, suppressing
the SDSS data, the uncertainties on the fit parameters are ~ 53% and ~ 38%,
respectively. Our analysis here is similar to that presented by Neill et al. (2006), with
the primary differences being that we use a different subset of the available data, and
we use a maximum likelihood method to fit the data to models of the SN rate. For
comparison, Neill et al. (2006) found values of A = (1.441.0) x 10~* SNe Mél yr—1
and B = (8.0+2.6) x 10~* SNe 1\451. Both analyses find evidence for two components
to the SN rate with the significance of the ‘A’ (extended) component less than that
of the ‘B’ (prompt) component.

We note that one cannot accurately judge the goodness of fit of this model using
a visual inspection or X2 fit to Fig. 4.10, since the measurements are each plotted
assuming a constant-rate model. A better picture of the goodness of fit is given by

Fig. 4.11, which shows the observed redshift distribution for the five data sets com-
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pared with the predicted redshift distributions for the ‘A + B’ and power-law rate
models convolved with the measured efficiency functions for the different measure-
ments. The agreement between the predicted distributions for both evolving models

and that of the data is quite reasonable.

4.6 Summary of Low-Redshift SN Rate Measurement

We have presented a measurement of the SN Ia rate in the redshift range 0 < z < 0.12
from the first season of the SDSS-II Supernova Survey. After selection cuts, the rate-
measurement sample includes a total of 17 SNe Ia, of which 16 were spectroscopically
confirmed. The final SN in the sample is a highly extincted, photometrically identified
SN Ta with a measured host galaxy redshift. The insertion of artificial SNe in the
data stream and the use of detailed Monte Carlo simulations of the survey efficiency,
along with the rolling nature of the SDSS-II Supernova Survey, have enabled us to
obtain a SN Ia rate measurement with smaller systematic uncertainties than previous
measurements in a comparable redshift range.

We have also applied a maximum-likelihood technique, which enables us to ac-
count for systematic errors and to fit multiple SN data sets to models of the SN rate
as a function of redshift. This maximum likelihood method makes optimal use of the
available data, but requires estimates of the SN detection efficiency, and its uncer-
tainty, as a function of redshift. We have applied this technique to a combination of
recent SN la data sets, focusing on the ‘A + B’ model that relates the SN Ia rate to
the cosmic star formation rate.

Models in which the SN Ia rate evolves with redshift are preferred over a model
with a constant rate, but the data do not distinguish significantly between a simple

power-law evolution of the SN Ia rate with redshift and the ‘A + B’ model. The A
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and B parameter values we obtain are in good agreement with the results of Neill

et al. (2006).



CHAPTER 5
THE SN RATE AS A FUNCTION OF REDSHIFT FROM
THE SDSS-ITI SUPERNOVA SURVEY

5.1 Introduction

A precise measurement of the low-redshift type Ia SN rate from the first season of the
SDSS-IT Supernova Survey was presented in Chapter 4. In this Chapter we discuss
extension of the volumetric SN Ia rate measurement to a higher redshift limit, based
on the first 2 seasons of the SDSS-II Supernova Survey. Including SNe from 2 years
of the SDSS-IT Supernova Survey and considering a larger redshift range results in a
large increase in the number of SNe considered for the rate measurement. At low-
redshifts, the SN rate measurements discussed here have the same high purity and
completeness as for the low-z rate from the first season discussed in §4, with increased
statistical power. Considering higher redshift SNe will allow for investigating the
redshift dependence of the SN Ia rate over the range covered by the SDSS-11 Supernova
Survey. However, at higher redshifts, systematic uncertainties become increasingly
important and eventually dominate the error budget. The efficiency studies and SN
selection functions described herein have also been used for studies of the type Ia SN
rate as an explicit function of the properties of their host galaxies by Smith et al.

(2008).
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5.2 SN Ia Sample for the Rate Measurement

5.2.1 SN Selection

In the measurement of the low-redshift SN Ia rate, discussed in Chapter 4, we included
in our sample all spectroscopically confirmed SNe Ia, subject to a set of objective
selection criteria that can be robustly modeled with our SN MC simulations. To
account for spectroscopic incompleteness, we analyzed the SMP (§2.5) light-curves
for a set of &~ 1000 photometric SN candidates, which was composed of ~ 500 “best”
Ia candidates, and ~ 500 randomly chosen candidates.

In the present analysis we use a somewhat different approach for making a correc-
tion for spectroscopic incompleteness of the SN sample. As discussed in §2.2; during
the survey the search-photometry light-curves were fit to models of type-la, type-Ib/c,
and type-II SNe, and the results were used as a factor in prioritizing our spectroscopic
follow-up resources. In addition, as a method of searching for photometric SNe Ia
subsequent to the survey observing season, the search-photometry light curves are
used to define a Bayesian probability for the candidate to be a SN of a given type.
This is done by marginalizing over the fit parameters to obtain the Bayesian evidence,
and requiring that the sum of the evidences for the 3 SN types sums to 1. This defines
the “probability”, pr, for an object to belong to the class of SN, T. This quantity
can be considered a probability in the sense that it is bounded by 0 < pp < 1, and is
normalized to 1, X1 pp = 1. However, this procedure makes the initial assumption
that the object is a SN, i. e. that the 3 classes T = Ia, Ib/c, IT are exhaustive, and does
not allow for other possibilities for the identity of the object, e. g. AGN. Regardless
of this caveat, the quantities pp are in any case useful statistics for analyzing the
search photometry light curves. The procedure is motivated by, and modeled after

that discussed by (Kuznetsova & Connolly, 2007; Poznanski et al., 2007a).
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As discussed in §2.5, the analysis of SN light curves for the SN rate analysis is done
using the final photometric reduction (SMP). The set of candidates to be processed
through the SMP software pipeline for the present analysis was selected by requiring
the candidates to satisfy a set of selection criteria on the color-typing fits (§2.2).

Specifically we require
® pr, > 0.45
o At least 3 search discovery epochs

e If the candidate has more than 5 search photometry epochs, the best fit Ia

model is not 2005gj

These selection criteria were determined by correlating the fit results from the full
analysis of the SMP light-curves for the ~ 1000 photometric SN candidates from
the 2005 season with statistics of the corresponding color-typing fits to the search
photometry, and looking for a combination of cuts that would result in a sample of
SN candidates with high purity and completeness with respect to SNe Ia. Several
possible statistics of the color-typing fits were considered to improve the efficiency for
selecting SNe Ta from the search photometry SN candidates. The conclusion of these
correlation studies was that the Bayesian probability, pr,, is the best single quantity
to consider for selecting a large fraction of SNe Ia, and no significant improvement was
found by considering additional fit statistics, such as, e. g. the value of the reduced
x? statistic. The choice of a cutoff value of 0.45 for the py, statistic was chosen to
limit the sample to &~ 600 SNe per season, which is a reasonable number to process
through the final photometry pipeline with our available computing resources. The
peculiar SN Ta, 2005gj, is included as part of the SN Ia light-curve models in the

color-typing fits, and the requirement that the best fit SN not be 2005gj is effectively



89

intended to remove AGN (SN 2005gj has a flat, AGN-like light curve post-maximum;
see Prieto et al. (2007)). In addition to the requirements on the color-typing fits, we
require the SMP light-curves for the candidates to satisfy the same selection criteria
on light-curve sampling and fit quality discussed in §4. We briefly review these criteria

below.

1. =51° < a 2000 < 57°.

2. There are photometric observations on at least five separate epochs between

—20 days and +60 days relative to peak light in the SN rest-frame.

3. At least one epoch with signal-to-noise ratio > 5 in each of g, 7, and i (not

necessarily the same epoch in each passband).

4. At least one photometric observation at least two days before peak light in the

SN rest frame.

5. At least one photometric observation at least ten days after peak light in the

SN rest frame.
6. MLCS2k2 light curve fit probability > 0.01.

7. MLCS2k2 light curve fit parameter A > —0.4.

5.2.2 SN Sample

In the entire redshift range of the SDSS-II Supernova Survey, there are 562 total SN
candidates from the 2005-2006 observing seasons that satisfy the selection criteria.
The redshift distribution for these SNe is shown in Figure 5.1. However, as will
be discussed in §5.3, the systematic uncertainty on our sample selection becomes

dominant for redshifts z 2 0.2, and not all of these SNe are useful for making precise
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Table 5.1. Number of SN Ia for Rate Measurement

Redshift Confirmed Photometric Photometric Total

Limit (Spect-z) (Photo-z)
0.15 45 (90%) 3 (6%) 2 (4%) 50
0.20 90 (68%) 27 (20%) 15 (11%) 132
0.25 133 (54%) 58 (24%) 57 (23%) 248
0.30 166 (46%) 83 (23%) 114 (31%) 363
oo 197 (35%) 109 (19%) 256 (46%) 562

measurement, of the type Ia SN rate. The number of SNe for a few choices of an
upper limit on the redshift range are given in Table 5.1. Spectroscopically confirmed

SNe Ia from this sample are listed in Table 5.3.

SNe for which we have photometric observations of the light curve, but do not
have any spectroscopic observations to determine the type of the SN are referred to as
photometric SNe. Photometric SNe fall into 2 classes; (i) those that have a precisely
(i. e. spectroscopically) measured redshift for their host-galaxy and (ii) those that do
not have a precisely measured redshift for their host-galaxy. When the redshift for a
photometric SN candidate is unknown, the candidate light curve is analyzed with the
photo-z option in the flux-based MLCS light curve fitter (§4.2.2). A cosmology, and
hence a distance versus redshift relation, is assumed in order to take advantage of
knowledge of the absolute magnitude of type-Ia SNe in determining the redshift. In
this procedure the small dispersion in intrinsic luminosity for type Ia SNe translates
to photometric redshifts that are accurate to &~ 0.02 (see Fig. 4.3). The number of

SNe from categories (i) and (ii) that satisfy the selection criteria are given, for a few
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Figure 5.1: Redshift distribution for SN passing all selection criteria. The dark blue,
blue and light blue shading represents confimed SNe Ia, photometric SNe with mea-
sured host-galaxy redshifts, and photometric SNe without measured host-galaxy red-
shifts, respectively.

choices of limiting redshift, in Table 5.1. SNe from categories (i) and (ii) are listed in

Table 5.4 and Table 5.5, respectively.

Estimating Contamination from non-Ia SNe

Contamination of a photometric set of SNe Ia from non-Ia, core-collapse (CC) SNe is
currently a significant limitation in studies of SNe Ta based on photometric measure-
ments. CC SNe form a less homogeneous set than type Ia SNe and, in contrast to
SNe Ia, no general parametric models exist to describe the light-curves for CC SNe.

In addition, due to the use of type Ia SNe as cosmological tools, there is often an



92

explicit observational bias against CC SNe in modern SN surveys (Sako et al., 2008;
Sullivan et al., 2006a). As the global set of well-observed SNe Ia has grown, this
limitation for future SNe Ia studies has been recognized, and non-Ia SN observations
are gaining increased attention (see e.g. Gal-Yam et al. (2005, 2007)).

For these reasons it is difficult to treat contamination of the set of photometric
SNe from non-Ia SNe in the same way as SNe [a, namely by modeling the SN survey
observations of the underlying population with our SN MC. To place limits on the
expected level of contamination of the photometric SN sample by CC SNe, we will
instead consider the set of confirmed CC SNe from the SDSS-II Supernova Survey.
There are 41 confirmed CC SNe from the first 2 years of the SDSS-II Supernova
Survey, and an additional 38 from the 3rd year. The reason for the greater relative
number of non-ITa SNe in the 3rd year is that, in addition to the usual SN Ia search, the
3rd season contained spectroscopic observing time on the Subaru telescope specifically
allocated for a dedicated follow-up program for type-I1I SNe. The redshift distribution
for confirmed non-Ia SNe from all 3 years of the SDSS-II Supernova Survey is shown
in Figure 5.2. To investigate possible contamination from non-Ia SNe, we apply to
the set of non-lTa SNe the same fits (to a SN Ta model) that are used in defining the
SN Ia sample. From this set of confirmed non-Ia SNe, 2 satisfy the selection criteria
for the SN Ia rate sample. These are SDSS-SN 8679 (2005jr), a confirmed type-IIn
SN at a redshift of z = 0.294, and SDSS-SN 14492 (2006jo), a confirmed type-Ib SN
at a redshift z = 0.077. The light-curve fits to the MLCS SN Ia model for these SNe
are shown in Figure 5.3 and Figure 5.4. If we assume that the fraction of non-la
SN that will satisfy the selection criteria, pc¢r, is a random variable that follows a
binomial distribution, then an observation of 2 successful events out of 71 in total
gives 1-sigma limits on po of 0.028f8:8?g.

Some care must be taken in interpreting the fits to the confirmed non-Ia SNe as an
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Figure 5.2: Redshift distribution for confirmed non-Ia SNe for the 2005-2007 observing
seasons of the SDSS-II Supernova Survey.

estimate of the false positive rate. The spectroscopic incompleteness of the SDSS-I1
Supernova Survey for non-Ia SNe is not well constrained, but the set of confirmed
non-la SNe is manifestly not complete. As mentioned above, the distribution of
non-la SN light-curve properties is not well measured, and so it is difficult to evaluate
whether the SDSS sample of non-Ia SNe is a representative sampling of the underlying
population. However, as the SDSS-II Supernova Survey has a built in spectroscopic
bias against non-lTa SNe (§2.2) it can plausibly be claimed that any bias in the SDSS-
IT Supernova Survey non-la sample is a bias toward the most “la-like” non-lIa SNe.
With that being the case, our estimate of &~ 3% false positive rate for non-Ia SNe can

be considered a conservative estimate.
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Figure 5.3: Light-curve fit for SN 8679. The left panels show the light curve fits in g
(top), r (middle), and i (bottom). The filled circles represent the data. The solid line
represents the best fitting model light curve and the dashed curves the 1-sigma model
errors. Data points marked with a star are not used in the fit. The right panels show
the contribution to the total y? statistic as a function of light curve epoch.
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Figure 5.4: Light-curve fit for SN 14492. The left panels show the light curve fits in g
(top), 7 (middle), and i (bottom). The filled circles represent the data. The solid line
represents the best fitting model light curve and the dashed curves the 1-sigma model
errors. Data points marked with a star are not used in the fit. The right panels show
the contribution to the total y? statistic as a function of light curve epoch.
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5.3 Survey Efficiency

The use of fake SNe and the SN MC simulation to determine the discovery and
selection efficiency has been discussed in detail in §4. Here I discuss the effect on the
SN discovery efficiency of the modified selection procedure that uses statistics of the
color-typing fits. To study the SN discovery efficiency for this SN rate analysis, we
used the SN MC to generate a sample of ~ 17,000 MC SNe, which consists of &~ 1000
SNe in each of 17 narrowly defined redshift bins, in the redshift range 0.025 < 2z < 0.4.
These MC SNe were filtered through a simulation of the search detection efficiency.
That is, the efficiencies as a function of signal to noise ratio determined from the
fakes, and shown in Figure 4.6, were applied to the simulated MC photometry. As in
the search pipeline, a detection in at least 2 of the gri filters is required for the point
to be considered to have been detected and to be included in the fit.

The simulated search photometry was then fit with the same color-typing code
used during the search, and the cuts outlined in §5.2 were applied. The resulting
selection efficiencies are shown in Figure 5.5. While this approach means that formally
we are discarding confirmed SNe at low-redshifts (z < 0.12), where we have already
demonstrated that the SN Survey is essentially complete, I emphasize that the color-
typing code is extremely efficient at identifying low-redshift SNe Ta, and the effect on
the sample size is expected to be negligible.

It is important to note that the color-typing can be done with or without utilizing
forced photometry (§2.2), and with or without a prior on the SN redshift (from the
host galaxy photometric or spectroscopic redshift measurement). The selection cuts
are applied to fits that do not use forced photometry and do not use a prior on the
SN redshift. While it is evident from examining the color-typing fits during the SN

search campaign that utilizing forced photometry and/or a prior on the SN redshift in
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many cases improves the ability to distinguish SNe Ia from their search photometry
light-curves, it is significantly more difficult to model the selection function. The
additional complications arise because forced photometry is applied non-uniformly
to the candidates, and because modeling the distribution of host-galaxy photometric

redshifts and their errors is non-trivial (Oyaizu et al., 2007).

Systematic Studies of the SN Discovery Efficiency

In §4.3.2, we considered the effect on the SN rate discovery efficiency of variation in the
distribution of SN population parameters, and found that varying the distribution of
extinction values had by far the largest effect. Here we repeat the procedure with the
modified selection procedure. We vary the input extinction distribution for extinction
values, Ay e_AV/T, as 7 = 0.35£0.1. We find that for a low-extinction set of SNe,
7 = 0.25, the efficiency differs negligibly from the default value of 7 = 0.35. However,
the efficiency for a high-extinction set of SNe, 7 = 0.45, differs markedly from the
default set of SNe, particularly for redshifts z 2 0.2. Comparisons of the efficiency
between the default and high-extinction sets of SNe is shown in Figure 5.5 (top row).
As an additional systematic we assume that 5% of the photometric SNe Ia are CC

SNe that have been misidentified.

5.4 SDSS SN Results

5.4.1 Constant Rate

I first consider interpretations of the SN observations described above under a model

of the SN rate that is constant as a function of redshift.
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Figure 5.5: Results of studies of the SN discovery efficiency, as a function of red-
shift, based on MC SN samples. The left (right) columns show results of efficiency
studies for the 2005 (2006) observing seasons. The top row shows the efficiency
for 2 different assumptions about the distribution of the extinction parameter, Ay .
The Ay distribution is assumed to have the form e Av/T. The efficiency is shown
for 7 = 0.35 (default) and for 7 = 0.45 (1 sigma upper limit). The values for
7 = 0.25 (1 sigma lower limit) are not shown since they are indistinguishable from the
7 = 0.35 values. The bottom row shows the SN selection efficiency for the color-typing
(red/dashed), MLCS (blue/dashed) and combined (black/solid) selection criteria.

In a constant rate model, the volumetric rate is given by

N
ry = — 5.1
v VTe 5-1)
where,
— Zmax du 1
_ 2
VTe — (OT) /Z " P Gy (5.2)
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and u(z), the comoving distance in the Friedmann-Robertson-Walker metric, is given
by u(z) = [§ dz’ ¢/H(Z'). For the SDSS-II Supernova Survey, the Earth-frame
observation time for 2005 (2006) is 89 (90) days. The solid angle covered is © =
0.08277 % 0.98 steradians. This value for © is 98% of the actual sky area covered by
the survey, due to the masking of bright stars and variable sources.

The value of the volumetric SN Ia rate, as a function of the upper redshift limit for
the SN sample, and derived under the assumption of a constant rate model, is shown
in Figure 5.6. The value for a redshift cutoff of z = 0.12 is lower than that derived
based on the first year data (§4, Dilday et al. (2008)). I note that in the 2006 sample
of spectroscopically confirmed type Ia SNe, there are 11 SNe la at z < 0.12 that
peaked during the survey observation window, compared to 19 in the first year SN
sample. The time of peak brightness is a simple feature of the light-curve that is not
strongly dependent on assumptions about the SN Ia light-curve model or underlying
distributions, and is therefore a robustly determined quantity when the light-curve
is well sampled. Therefore it is seen that the 2005 and 2006 SN yields in fact differ
by a = lo statistical fluctuation, and this is the cause of the reduced low-redshift
rate when including the 2nd SN search campaign. This simple accounting of SNe is
independent of the additional color-typing component of the selection criteria, which

in principle could be introducing a bias in the SN rate results.

5.4.2 Rate as a Function of Redshift

In Figure 5.7, we plot the volumetric SN Ia rate, in running bins of width Az = 0.05.
The rate in each bin is computed by assuming the rate to be constant within the bin,
which is valid to a good approximation for the small bins considered. The SN rate

values are listed in Table 5.2. It can be seen that the systematic uncertainty on the
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Figure 5.6: SN rate, for a constant rate model, as a function of upper limit on
the redshift range. The black/dashed lines show the 1-sigma statistical (Poisson)
errors. The red/dotted lines show estimates of the systematic errors, which includes
uncertainty on the SN extinction distribution and estimation of contamination of the
SN sample.

selection function (due to uncertainty on the extinction distribution) becomes much
larger than the statistical uncertainty for z = 0.2.

The values for the SN Ia rate at z = 0.1 and z = 0.2 are seen to differ by =~ 1.90.
A fit of these rate values to a linear model of rate vs. redshift, over the redshift range
0.1 < z < 0.2, gives a slope of (1.45:%:88) x 10~* SNe yr—! Mpe™3 h?7’0. Fitting
a power-law model, r/(z) = A (1 4 2)P, over the same redshift range gives 3 =
5.16f§:§3; that is, a constant SN rate (§ = 0) is ruled out with ~ 1.60 significance.

The x? values for the linear and power-law model fits (1 degree of freedom) are

~ 1 x 1072 and ~ 4 x 1072, respectively. For comparison, the fit of a power-law



Table 5.2.

SN Rate vs. Redshift

Redshift

SN Rate

[107° SNe yr~t Mpc™ h3]

0.05

1.86+1'26+0'11

—0.80—0.00

0.10 249705 001

0.15 3.28 051001

0.20 3.8970 531008

0.25 37705 013

0.30 4181053 +5-08
Note. — The errors given are statisti-

cal and systematic, respectively

101

model to a set of published rates measurements discussed in §4.5.4 gave § = 1.5£0.6.

It should be noted that the power-law model is used as a simple parameterization of

the SN rate as a function of redshift, and to formally test the hypothesis that the SN

rate is an increasing function of redshift. There is no fundamental reason to expect

that the exponents, when considering different redshift ranges, should be identical.

Despite the large systematic uncertainty on the discovery efficiency in the redshift

range 0.2 < z < 0.3, this study represents the first statistically significant measure-

ment of the SN Ia rate in this redshift range. As can be seen, the direction of the

systematic uncertainty is to increase the SN rate, and the lower limits provided here

are quite robust.
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Figure 5.7: SN rate as a function of the median redshift of running bins of size
Az = 0.05. The SN rate is computed assuming that the rate is constant in each bin.
The black/dashed lines show the 1-sigma statistical (Poisson) errors. The red/dotted
lines show estimates of the systematic errors, which includes uncertainty on the SN
extinction distribution and estimation of contamination of the SN sample.

5.5 Summary of Rate vs. Redshift Studies

In this Chapter we have extended studies of the volumetric SN rate (§4, Dilday et al.
(2008)) to a higher redshift limit, based on the first 2 years of the SDSS-II Supernova
Survey. The sample of SNe considered comprises =~ 350 SNe Ia at z < 0.3. This total
includes 132 at z < 0.2, with the majority (68%) being spectroscopically confirmed.

These SN Ia rate measurements constrain the slope of the SN vs. redshift rela-
tion in the redshift range 0.1 < z < 0.2 to be dry/dz = (1.45J_r(1):8(7)) x 10~* SNe
yr—1 Mpe™3 h%. Additionally we have presented the first statistically significant

SN Ia rate measurements in the redshift range 0.2 < z < 0.3. The results presented
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here represent an order of magnitude improvement in the statistics for SN Ia rate
measurements in the same redshift range, and solidify the SN Ia rate constraints for

z < 0.3.



Table 5.3: Confirmed SNe Ia in the Rate Sample

SN Id Ra Decl Redshift  Fitprob

762 +15.535165 -0.879083  0.1915 0.944
1032 +46.795666 +1.119523  0.1297 0.401
1112 -20.982382  -0.375271  0.2577 0.554
1166 4+9.355588  +0.973216  0.3824 0.748
1241 -22.327515  -0.776642  0.0870 0.992
1253 -36.201069 +0.163013  0.2620 0.824
1371 -10.626243 +0.429292  (0.1191 0.896
1580 +45.322945 -0.644122  0.1830 1.000
1688  -38.642315 +0.324480  0.3587 0.759
2017  -31.056742 +0.593424  0.2616 0.935
2031  -47.956875 -1.171496  0.1530 0.804
2165 +17.091644 -0.096385  0.2880 0.803
2246  +50.090328 -0.885660  0.1952 0.987
2308 +34.272736  +0.280203  0.1480 0.860
2330  +6.807011 +1.120527  0.2132 0.892
2372 +40.520657 -0.540883  0.1812 0.984
2422 +1.994446  +0.638106  0.2650 0.622
2440  +42.633595 +0.807733  0.1930 0.983
2533 +31.220621 -0.326553  0.3400 0.533
2561 +46.343353 +0.858294  0.1182 0.999
2635 +52.704254 -1.238155  0.1433 0.991

Continued on Next Page. ..
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Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
2689 +24.900272 -0.758795  0.1615 0.344
2789 -15.798567 40.401017  0.2903 0.156
2916 -44.078316  +0.569487  0.1242 0.653
2943  +17.704912 +1.007835  0.2654 0.144
2992  +55.496910 -0.782686  0.1266 0.627
3080 +16.932318 -1.039553  0.1742 0.999
3087  +20.406666 -0.977300  0.1646 1.000
3199  -26.707512  +1.050427  0.2511 0.330
3241 -47.348564  -0.354162  0.2589 0.293
3256 -30.732330  -0.223529  0.1076 0.632
3331  +34.561340 +0.796448  0.2060 0.823
3377  +54.156067 +1.079081  0.2451 0.628
3451 -25.930792  +0.708054  0.2500 0.541
3452 -25.328611 +0.639063  0.2304 0.918
3592  +19.052416 +40.791834  0.0866 1.000
3901  +14.850375 +0.002537  0.0628 1.000
4046  -5.501751  +0.642010  0.2770 0.879
4241 +12.237569 -0.905835  0.3320 0.244
4577  +38.475445 +0.280624  0.3630 0.943
4679 +21.528265 +0.676797  0.3324 0.152
5103  -0.115622  +0.737106  0.1460 0.997
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Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
5395 +49.640835 +0.123272  0.1170 1.000
5533  -31.330118 +0.413381  0.2197  0.932
5549  +3.250486  +0.248148  0.1210 0.998
5550  +3.598186  +0.332952  0.1562 0.997
5635 -26.817295 -0.035008  0.1795 0.870
5717 +17.895884 -0.005938  0.2517  0.890
D736 +22.862652 -0.631667  0.2530 0.926
5737  +22.856920 -0.603443  0.3930 0.944
0751 +11.634124 +0.838124  0.1300 0.988
0844  -32.213806  -0.843035  0.3108 0.884
0916  +5.437276  -0.325109  0.1724 0.985
0957  +34.760532 -0.272926  0.2796 0.585
5994  -47.397560 -0.167953  0.1870 0.989
6057 +52.553543 -0.974673  0.0671 1.000
6108 +1.806559 40.348877  0.2595 0.992
6192 -11.535069 +1.256882  0.2720 0.721
6196 -22.368925 -0.502788  0.2807  0.925
6249 43.265478  -0.620192  0.2944 0.953
6295 +23.672979 -0.605451  0.0796 0.028
6304 +26.497499 +1.195896  0.1900 0.880
6315 -49.517277 +1.091898  0.2670 0.648
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Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
6406 +46.088593 -1.063022  0.1246 1.000
6422 -10.861311 -0.663264  0.1840 0.938
6558 +21.701641 -1.238156  0.0574 0.999
6649 +34.275829 +0.534720  0.3140 0.509
6699 -37.185101 -1.057078  0.3106 0.959
6780 -31.931484 +0.266987  0.2020 0.975
6933 +11.351676 +1.075463  0.2130 0.887
6936 -36.766190 -0.699864  0.1810 0.900
7143 -14.737671  -0.207482  0.3040 0.681
7147 -9.981691  -0.055565  0.1099 0.247
7243 -31.920958 +0.471857  0.2037 0.984
7335  -41.114864  -0.355408  0.1975 0.641
7473 4+4.326311  -0.257352  0.2160 0.851
7475 +4.753400  -0.281566  0.3220 0.582
7512 +52.090214 -0.326167  0.2190 0.517
7779 -49.919827  -0.007236  0.3812 0.399
7847 +32.459843 -0.061855  0.2124 0.896
7876 +19.182377 +0.794520  0.0764 0.392
7947 -45.813992 +0.408286  0.3680 0.276
8030 +40.208656 +0.993058  0.4220 0.999
8046 +39.116718 +0.511177  0.2593 0.992

Continued on Next Page. ..

107



Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
8213  -2.479202  -0.921470  0.1847  0.937
8495 -24.739008  -0.748205  0.2144 0.874
8598 +42.667236 -0.066006  0.3606 0.968
8707 +41.236122 +0.203556  0.3951 0.964
8719  +47.721406  -0.718937  0.1163 0.335
9032 -22.115486  -0.493656  0.2540 0.995
9045  -12.162980  -0.608671  0.3895 0.887
9467 -31.048681 +1.180688  0.2184 0.394

10550 -10.324667  -1.204922  0.3001 0.527

12780  -37.845531  +1.227996  0.0500 0.967

12843 -36.122005 -0.980350  0.1670 0.991

12853 -43.234531 +0.723020  0.1694 0.536

12855  -29.744499 +0.716125  0.1707 0.006

12856 -27.134544  +0.755840  0.1717 0.954

12860 -36.305885 +1.175798  0.1217  0.956

12874  -6.035521  -0.177241  0.2449 0.495

12898 +26.793016 -0.147075  0.0835 0.991

12930  -50.317287  -0.474595  0.1475 1.000

12950  -8.332567  -0.840308  0.0827  0.133

12972 4+7.958495  -0.383025  0.2610 0.988

12977  +13.695534 -0.250963  0.2470 0.993
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Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
13025 -18.432825 40.415772  0.2241 0.709
13038 -12.173282 40.504507  0.1010 0.996
13044 -27.457285 40.503218  0.1257  0.998
13070  -2.214979  -0.746447  0.1986 0.680
13072 -25.040682 +0.024305  0.2306 0.638
13136 +6.140620 -0.279124  0.3721 0.083
13152 +7.051999 +0.117924  0.2030 0.941
13174 +13.234653 +0.447753  0.2360 0.985
13305 -28.899570 +0.691094  0.2139 0.797
13354  +27.564739 -0.887354  0.1576 0.325
13506 +25.243195 -0.727929  0.2450 0.053
13511 +40.612232 -0.794202  0.2376 0.144
13578  +17.394642 +0.704040  0.2000 0.297
13641 -14.781359  -0.981226  0.2200 0.823
14157 +51.136616 +1.022300  0.2140 0.037
13727 -42.411968 +0.932552  0.2257 0.230
13736 -23.166744 +1.030894  0.1504 0.923
13757  -9.876961  -1.157926  0.2890 0.824
13796  -9.308531  40.532782  0.1450 0.979
13835  46.059599  -0.248318  0.2477 0.733
13894  +1.690506  -0.036844  0.1249 0.887
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Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
13934 -17.889029 -0.435261  0.3300 1.000
13956 +20.941742 +0.816645  0.2620 0.313
14019 -43.357643  -0.648002  0.2164 0.434
14024 -41.801495 +0.916261  0.2000 0.154
14108  +53.594551 -1.123299  0.1227 0.831
14212 -29.529982 +1.044906  0.2054  0.830
14261  -31.759708 +0.253713  0.2860 0.683
14279 +18.488695 +0.371563  0.0454 0.551
14284  +49.049191 -0.601036  0.1811 0.204
14298  -45.104961 +1.223240  0.2680 0.619
14377  +48.264271 -0.471711  0.1400 0.645
14397  +6.916010 +0.649433  0.3857 0.530
14437 -27.919119 -1.196431 0.1491 0.891
14735 +35.157921 +40.348310  0.3011 0.084
14816  -23.283739 +0.505992  0.1072 0.127
14846  +7.663188 +0.141478  0.2247  0.986
14871  +54.277039 +0.009272  0.1276 0.991
14979 +54.946407 +0.992738  0.1771 0.805
14984 -46.166515 -0.092828  0.1967  0.454
15002  +22.249660 +0.769842  0.3800 0.137
15009 +32.798515 +40.695780  0.2950 0.596
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Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
15057 +17.881159 +0.409397  0.1905 0.191
15132 -30.299864 +0.197628  0.1440 0.719
15136  -8.837590  -0.718434  0.1490 0.031
15161  +35.842754 +0.818970  0.2500 0.193
15201 -22.480604 +0.003588  0.2085 0.199
15203 +15.734637 +0.183022  0.2043 0.993
15213  +53.019089 -0.100226  0.3112 0.947
15219  +34.611000 +0.226591  0.2470 0.912
15222 +2.853209 +0.702673  0.1994 0.979
15229  +4.831940 +1.090581  0.2268 0.084
15234  +16.958265 +0.828100  0.1363 0.965
15254  -46.507137  -0.360107  0.2010 0.002
15259  -22.455929  -0.407872  0.2100 0.541
15287 -36.040352  -1.057525  0.2740 0.676
15301 -36.420116 40.589061  0.2963 0.658
15354  +6.773583  -0.126063  0.2221 0.003
15356 -24.946735 4+0.409848  0.2747  0.746
15365  -5.443421  +1.249015  0.1875 0.788
15369 -11.167143  -0.562668  0.2450 0.949
15421 +33.741486 +0.602392  0.1850 0.968
15425 +55.561028 +0.478196  0.1600 0.126
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Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
15433 +14.879625 -0.256620  0.2200 0.691
15440 +39.720631 +0.090006  0.2619 0.150
15443 +49.867363 -0.318123  0.1820 0.217
15453 -40.331776  -1.024385  0.1477 0.997
15456  -28.132879  -0.903488  0.3821 0.896
15459  -19.298603 -0.901838  0.1250 0.852
15461 -33.152584  -0.494770  0.1800 0.973
15466 -42.355019  -0.123285  0.2461 0.810
15508 +27.168867 -0.576666  0.1460 0.998
15583  +37.730957 +0.946202  0.1752 0.905
15584  +43.495365 +0.986912  0.2820 0.989
15648 -46.281734  -0.194897  0.1750 0.066
15674  -19.170868  +0.262848  0.1970 0.384
15776 +32.829376 -0.998278  0.3176 0.352
15704 +40.210712 +0.658702  0.3650 0.852
15868 +38.099812 -0.713699  0.2510 0.871
15872  +36.722424  -0.327917  0.1846 0.088
15897 +11.681457 -1.032940  0.1747 0.447
15901 +31.976215 -0.535482  0.1710 0.549
16000 +21.117533 +0.074305  0.3985 0.861
16021 +13.843590 -0.388883  0.0947  0.539
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Table 5.3 — Continued

SN Id Ra Decl Redshift  Fitprob
16032 +44.069099 -0.410825  0.1950 0.430
16072 +3.124366  -0.977378  0.2867  0.921
16073  +8.107599  -1.054066  0.1531 0.997
16093  -9.637568  +1.132362  0.3351 0.966
16100 +30.436174 -1.032490  0.1900 0.447
16185 +16.868010 -0.269455  0.0970 0.997
16211 -11.836029 +0.266796  0.3110 0.834
16276 +20.578695 +1.010544  0.1600 0.958
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Table 5.4: SNe with Spectroscopic Redshifts in the Rate

Sample
SN Id Ra Decl Redshift  Fitprob

703 -23.782131 +0.650585  0.3000 0.866

779 +206.673695 -1.020721  0.2377 0.936

911 +438.690674 -0.115710  0.2080 0.857
1008 +28.278086 +1.113693  0.1200 0.095
1415 +6.106478  +0.599204  0.2120 0.062
1740 +5.404279  -0.880995  0.1673 0.321
2057 -39.600300 -0.317030  0.2120 0.750
2162 +15.442415 -0.133683  0.1760 0.483
2532 +27.747414  -0.234263  0.2700 0.415
2632 +45.590130 -1.226095  0.2960 0.250
2639 -29.535904 40.664463  0.2150 0.523
2734 +48.206856 -0.694863  0.1550 0.932
2806  +45.266899 +0.273640  0.2590 0.404
2864  -0.549082  -1.239595  0.2441 0.444
3049  -29.776556  -1.236555  0.1680 0.895
3195  +8.668299  40.244205  0.3000 0.768
3488  -46.444836  -1.010427  0.1600 0.027
3535 +44.117237 -0.133554  0.3080 0.979
3892 +18.686029 -0.452214  0.3500 0.033
4019  +1.261779  +1.145343  0.1810 0.887
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Table 5.4 — Continued

SN Id Ra Decl Redshift  Fitprob
4059  +54.649906 +0.145748  0.3000 0.111
4181 +37.817760 -1.131004  0.2900 0.912
4236 +1.905610  -1.018380  0.3432 0.827
4281 +33.367344 -0.968310  0.2132 0.993
4307  +29.962479 +0.949618  0.2720 0.992
4311 +32.130825 +1.019885  0.2953 0.056
4676 +18.823647 +0.788048  0.2446 0.083
4690 +32.929462 +0.688171  0.2000 0.126
o473 -5.263457  +0.383429  0.2800 0.824
5486 -26.752029  -0.412051  0.2300 0.603
5524 -43.421352  -0.990351  0.3200 0.963
5673  -6.198760  +0.784193  0.3793 0.888
5785 -31.402615 +0.083764  0.1480 0.383
5890  -27.484442  +0.609156  0.1770 0.999
5959 +38.059757 -0.308211  0.1980 0.929
5963 +11.080997 +0.479400  0.2356 0.999
5993 +29.682386 +0.048967  0.3767  0.412
6275 +34.589737 +0.029923  0.2730 0.114
6479 -39.592785 +0.583495  0.2360 0.885
6614 +26.646919 +0.866741  0.1690 0.224
6714  -2.640027  +0.631759  0.4137 0.176
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6807 -21.930908  -1.145698  0.2950 0.174
6813 +27.270218 +0.057005  0.2860 0.737
6851 +52.104443 -0.048616  0.3050 0.916
6861 -10.567738  -1.113527  0.1900 0.218
6895 -29.807095 +0.928189  0.2170 0.762
6903 -24.556484 +0.971700  0.2530 0.860
70561  -1.458145  +0.024961  0.3300 0.978
7092 -43.719597 +1.220425  0.2250 0.975
7102 -35.380180 -0.615673  0.1964 0.045
7258 -38.770119  -0.999125  0.2560 0.854
7363 +17.963448 -0.782157  0.1800 0.393
7373 -7.195184  +0.588214  0.2820 0.590
7431 -19.045631  -0.275011  0.3500 0.980
7444 +27.702925 +0.429734  0.2499 0.844
7457 -9.096928  -0.372238  0.2540 0.843
7527  -24.743660  -1.204141 0.2370 0.930
7644 -6.065021  40.868265  0.3100 0.331
7701  46.516941  -1.228857  0.3600 0.715
7824  -11.186970  -0.080901  0.2910 0.384
7954 -27.323069 +0.347712  0.2550 0.882
8114 -7.783380  +0.228332  0.3750 0.509
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SN Id Ra Decl Redshift  Fitprob
8165 +50.225288 -1.109399  0.3190 0.986
8254  -8.836246  +0.819797  0.1890 0.026
8555 42915440 -0.414963  0.1980 0.302
8607 -36.413097  +0.151906  0.2600 0.597
9155 -32.645611  -0.784758  0.3040 0.966
9326 -15.683831 +0.628369  0.3500 0.338
9594  +17.714249 +0.121631  0.2980 0.014

12804 +18.201574 +1.040182  0.1300 0.957

12852 -45.746941 40.689139  0.2640 0.308

13224 +47.494915 -0.245911  0.2360 0.889

13411 -44.810120 40.191602  0.1630 0.988

13689  +4.016027  +0.807476  0.2500 0.868

13703  +39.013634 +1.253413  0.2400 0.807

13840 -46.293655 +0.124991  0.2400 0.015

13864 -11.425954 +0.191012  0.2700 0.737

13907  +14.179293 +0.232226  0.2000 0.871

14186  -22.149513  +0.992205  0.3150 0.092

14317  -44.429348  +0.330210  0.1810 0.999

14333 +16.285246 -0.012705  0.2710 0.491

14372 +50.811829 -0.141317  0.3800 0.002

14375 +37.876839 -0.573287  0.3210 0.062
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14445  -19.037378  -0.754009  0.2380 0.248
14525 +16.882721 +0.477105  0.1500 0.940
14545  -8.251869  +1.017142  0.2780 0.944
14589 +48.012074 -0.677608  0.2700 0.892
14784  -36.201633  -0.348273  0.1920 0.332
156325  +32.298229 -0.742454  0.2140 0.839
15343 -36.327675 +0.684753  0.1740 0.772
15353  -9.708446  -0.175873  0.3100 0.374
15454  -32.140640 -0.848134  0.3830 0.983
15467 -39.980198  -0.177548  0.2100 0.876
15587 +54.417168 +0.998247  0.2190 0.106
15675 -16.826370 +0.364142  0.2200 0.898
15722 +55.350544 +1.194496  0.1900 0.440
15748  +48.114418 -0.130724  0.1560 0.751
15755  -1.596887  +0.226288  0.2810 0.092
15765 +32.847115 +0.246027  0.3050 0.544
15784 -3.326376  -0.615412  0.2700 0.836
15806 +24.092169 -0.830701  0.2500 0.661
15823  -45.747437 40.199008  0.2150 0.957
15892  -36.801048 +0.689379  0.1850 0.432
15909 +11.314829 +0.796676  0.2180 0.031

Continued on Next Page. ..

118



119

Table 5.4 — Continued

SN Id Ra Decl Redshift  Fitprob

16091 +50.190033 +0.841804  0.3000 0.985
16103 -47.024929 -1.050174  0.2020 0.322
16163 +31.499180 -0.855782  0.1600 0.335
16462 +17.040585 -0.386483  0.2450 0.073
16466 -40.591591  +0.103231  0.1880 0.166




Table 5.5: SNe with Photometric Redshifts in the Rate

Sample
SN Id Ra Decl Redshift Redshift Error Fitprob

822 +40.560692 -0.862174  0.2111 0.0200 0.064

841 +48.495941 -1.010063  0.2935 0.0139 0.988
1342 -13.472594 +0.116888  0.2828 0.0191 0.995
1403 -0.296157  +0.431891  0.2963 0.0539 0.010
1658  -2.495566  +0.650080  0.2677 0.0242 0.852
1921 -44.299973  +0.842507  0.3554 0.0276 0.726
2081 -22.694910 -1.207809  0.2588 0.0234 0.066
2319  +55.4656485 +0.345629  0.1593 0.0054 0.999
2784  +28.075249 -0.041696  0.3796 0.0207 0.971
2855 +16.175179 -0.356419  0.2301 0.0170 0.994
2871 49.347647  -1.086742  0.3233 0.0308 0.404
3077 -30.956190  +0.215300  0.1592 0.0096 0.919
3206 +13.577422 +40.418196  0.4236 0.0197 0.004
3368 +44.455944 +1.230838  0.3266 0.0249 0.589
3417 -45.723927  40.978246  0.2598 0.0151 0.639
3506 -23.749327 -0.978191  0.2092 0.0089 0.924
3881  -8.118376  -0.441823  0.3181 0.0196 0.680
3945 -13.990948  -0.283072  0.2625 0.0161 0.309
3975 +29.820969 +40.203640  0.3955 0.0195 0.361
3983  +7.275811  -0.256650  0.2869 0.0180 0.460
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SN Id Ra Decl Redshift Redshift Error Fitprob
4028 +11.013855 +1.242443  0.3150 0.0313 0.660
4035 +21.467321 +41.047487  0.3419 0.0262 0.017
4044  +33.415249 +1.240871  0.3822 0.0272 0.721
4079 +29.206652 +0.754040  0.4160 0.0146 0.177
4360 +19.655813 +0.915759  0.3263 0.0180 0.834
4558  +29.885477 40.290103  0.3148 0.0453 0.442
4572 +36.268456 40.395997  0.4085 0.0283 0.436
4578 +38.596588  +0.311300  0.3347 0.0288 0.859
4714 +37.152367 -0.205492  0.4329 0.0151 0.372
A757  +34.146717  -1.015725  0.4239 0.0197 0.909
4803  +32.564014 +40.302029  0.3983 0.0213 0.634
5199 -11.207582  -0.994946  0.2483 0.0207 0.750
5235 -22.775742  40.636080  0.2193 0.0330 0.037
5378  437.736755 -1.252205  0.2343 0.0089 0.044
5468  -17.469336  +0.404756  0.2816 0.0157 0.995
5543  -3.140961  +0.303251  0.3317 0.0212 0.632
0702 +12.583263 -0.919158  0.2188 0.0090 0.984
5731 +11.338489 -0.544509  0.3760 0.0249 0.636
5735 -48.341183 +0.650573  0.2265 0.0174 0.600
5792  -31.285805  -1.237852  0.2307 0.0340 0.390
o802 -31.854973  +0.845613  0.2869 0.0140 0.961
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5803  -24.020086  +0.932250  0.2781 0.0209 0.113
5917  46.036846  -0.255145  0.2620 0.0193 0.990
6055 +37.906307 -0.896006  0.4040 0.0203 0.957
6225 +0.287436  -1.000400  0.3370 0.0260 0.377
6282 -40.668613  -0.489767  0.3697 0.0353 0.926
6491 +16.648857 +0.542503  0.2323 0.0158 0.034
6501 -44.843193 +0.131429  0.3499 0.0246 0.983
6530  +14.329072 +0.021290  0.1512 0.0095 0.614
6560 -38.553432 +0.849777  0.2932 0.0270 0.055
6618 +41.919571 +0.964160  0.3108 0.0224 1.000
6889 -33.280098  +0.909463  0.2937 0.0467 0.806
6912 -44.267632 -0.642582  0.3582 0.0369 0.916
6914 -42.760509  -0.780765  0.4148 0.0182 0.124
7205 +44.107216 +0.695057  0.3150 0.0144 0.428
7119  -44.011459  -0.070424  0.3221 0.0272 0.666
7304 4+24.835941 -0.656209  0.2573 0.0120 0.935
7357 -38.364113  -0.362666  0.4009 0.0234 0.629
7365 -7.682836  +0.579756  0.4007 0.0239 0.813
7479 +7.225731  -0.409545  0.2059 0.0176 0.797
7550  -38.306023  +1.050803  0.3300 0.0309 0.835
7636 -39.144909  +0.118799  0.3999 0.0207 0.679
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76564  +2.472380 +0.964465  0.3854 0.0189 0.995
7656  +7.754791  +1.010678  0.3321 0.0515 0.254
7699  +6.238651 -1.215750  0.3528 0.0234 0.418
7712 +10.959782 -1.240849  0.3826 0.0339 0.586
7717 414.440524  -1.232635  0.3294 0.0255 0.673
7802 -14.424070 +0.729074  0.3056 0.0215 0.481
7803 -13.913658 +0.690414  0.3947 0.0314 0.038
7857 -24.722034  +1.185072  0.4140 0.0201 0.386
7884 +21.767372 +0.123386  0.3403 0.0359 0.977
8092 +50.151157 +0.093876  0.3268 0.0237 0.744
8118  -4.141293  +0.297140  0.4105 0.0221 0.531
8138 +11.466606 +0.378051  0.3338 0.0285 0.818
8226  -25.182802 40.749110  0.4305 0.0147 0.424
8280 +8.573611 +0.795945  0.3564 0.0317 0.780
8297 +24.974503 +0.691450  0.2503 0.0169 0.759
8323 +49.486015 +0.705368  0.4212 0.0222 0.658
8351 +12.112004 +1.254238  0.4307 0.0127 0.875
8700 +35.109612 +40.227065  0.3912 0.0359 0.379
8705 +40.433060 +0.268717  0.3712 0.0330 0.313
8793 +11.937724 -0.564654  0.3847 0.0355 0.380
9052 +21.041143 -0.483073  0.2396 0.0156 0.939
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9109 +26.388950 +0.850636  0.2580 0.0170 0.657
9117 +46.901649 +0.988285  0.3096 0.0314 0.964
9218 +46.701477 -0.700521  0.2836 0.0382 0.032
9324 -16.176943 +0.806317  0.2650 0.0000 0.008
9334 -13.007022 +0.841651  0.3294 0.0281 0.739
9739 -36.306335 -0.878946  0.2037 0.0209 0.939
9895 +35.265858 +0.504277  0.3182 0.0327 0.308

10113 +54.181683  -0.140431  0.2997 0.0217 0.960

10559  -5.883640  -1.226615  0.2468 0.0270 0.680

11306 +56.738480 -0.518320  0.2582 0.0236 0.453

12879  +7.449054 -0.162061  0.3962 0.0255 0.043

12978 +7.167003  +0.147861  0.1657 0.0078 0.999

13015  +25.303169 +0.927766  0.2246 0.0077 0.008

13016  +25.588461 +0.979582  0.2445 0.0185 0.797

13064 -16.326523 -1.139602  0.2331 0.0177 0.970

13073 -23.974901  +0.142089  0.3285 0.0377 0.379

15386  -47.415257  -1.232566  0.2616 0.0165 0.889

13096  -1.629856  -1.202283  0.3625 0.0315 0.772

13098  -0.822849  -1.192286  0.2789 0.0154 0.408

13108  +9.870742  -1.200404  0.2642 0.0366 0.959

13144  420.082094 -0.333601  0.2784 0.0138 0.101
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13168  +1.601530 +0.621411  0.3696 0.0273 0.675
13323 -36.948795  -0.134715  0.2458 0.0170 0.779
13329  -19.279881 -0.108535  0.3126 0.0259 0.966
13432 -41.546810 -1.075640  0.1646 0.0285 0.660
13441 -13.047049  -0.233050  0.2786 0.0276 0.498
13460 -14.285529 +0.141900  0.3008 0.0198 0.025
13474 4+11.820527 -1.067936  0.3272 0.0134 0.074
13476 -3.983387  -0.790977  0.3072 0.0258 0.687
13477 +7.805247  -0.708372  0.4093 0.0242 0.527
13491 443.285912 +0.118908  0.3772 0.0156 0.790
13495  +55.293995 +0.082106  0.3024 0.0247 0.015
13554  +7.156817 +0.871847  0.3274 0.0251 0.857
13615 -48.587643 +1.186595  0.2494 0.0224 0.964
13633  +4.665617 +0.005899  0.4149 0.0229 0.474
13646  -2.527527  -1.032138  0.2970 0.0149 0.565
13649  -4.471647  -0.618944  0.3177 0.0283 0.281
13675  -49.341034  -0.916605  0.2902 0.0209 0.552
13716 -45.045925  +0.488395  0.2363 0.0310 0.208
13729  -41.081322 +0.875180  0.3316 0.0333 0.688
13732 -35.731728 +0.901021  0.4121 0.0201 0.006
13737 -21.073776  +0.962635  0.3420 0.0273 0.802
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13740 -48.782986  -1.088698  0.2464 0.0204 0.494
13768  -36.924057 -0.763182  0.2464 0.0151 0.739
13813 -41.679146  -0.404855  0.2422 0.0138 0.308
13843  -40.839634 +0.207174  0.4294 0.0133 0.149
13859  +11.062123 +0.966985  0.3283 0.0195 0.901
13861 -22.152481 +0.075371  0.3739 0.0251 0.989
13867  -8.545136  +0.029390  0.3363 0.0317 0.833
13896 +2.712809  -0.069909  0.2073 0.0124 0.019
13908  +15.915957 +0.295023  0.2893 0.0080 0.013
13952 +4.634405 +0.788501  0.3444 0.0293 0.171
13958 +21.787783 +0.800367  0.2841 0.0072 0.004
13970  +21.264563 +1.199028  0.4020 0.0278 0.002
14074 -17.874083  -0.825294  0.3244 0.0271 0.747
14093  +26.539192 -1.056320  0.4118 0.0159 0.373
14113 428.444508 -0.818503  0.1680 0.0156 0.037
14206 +17.394648 +0.704040  0.2224 0.0107 0.407
14231  +57.649651 +0.787543  0.1698 0.0138 0.924
14250 412.822339 -0.605300  0.3945 0.0164 0.663
14268 +52.199345 +0.391068  0.2586 0.0123 0.803
14303  -49.385456  -0.535341  0.2784 0.0249 0.996
14304  -48.998257  -0.605920  0.3222 0.0228 0.896
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14322 -6.226969  -0.169474  0.3892 0.0326 0.229
14340 -14.173414  -0.855363  0.2911 0.0251 0.953
14342 +36.762356 -0.124528  0.3867 0.0246 0.086
14343 +0.707113  -0.954081  0.2776 0.0232 0.882
14347 +16.980722 -1.017121  0.2937 0.0198 0.660
14357 +47.646004 -0.938122  0.4231 0.0176 0.100
14402  +54.284733 +0.235943  0.2189 0.0533 0.076
14403 +16.838261 +0.651728  0.2930 0.0141 0.195
14404 +19.935963 +0.791945  0.3896 0.0197 0.936
14444 -23.298479  -0.815723  0.2468 0.0191 0.860
14453  -43.713764  +0.949342  0.3472 0.0291 0.654
14463  +3.145272  -0.350521  0.2091 0.0156 0.963
14467  425.601969 -0.312970  0.3506 0.0219 0.706
14470 +44.214920 -0.351770  0.1791 0.0097 0.493
14491 +57.190311 +0.200347  0.2596 0.0240 0.007
14522 +28.528709 -0.725664  0.4071 0.0250 0.995
14524  +41.562748 -0.797870  0.2751 0.0254 0.419
14528  -10.064901  +0.479597  0.3483 0.0308 0.550
14531  +2.624236  +0.484530  0.3622 0.0237 0.018
14539  +28.243092 +0.505255  0.3855 0.0216 0.225
14540  +36.512310 +0.582063  0.2600 0.0099 0.959
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14548  +5.724540 +0.832766  0.3035 0.0196 0.875
14549  +8.181086 +0.963311  0.2395 0.0238 0.031
14561 +46.698784 +0.949422  0.1590 0.0182 0.598
14588  +47.689209 -0.776777  0.3789 0.0306 0.911
14617  +53.364662 +1.020237  0.2622 0.0147 0.992
14644 +24.080683 -0.069686  0.3844 0.0331 0.009
14708 +15.314544  -0.464897  0.3475 0.0352 0.936
14750  +34.518982 +0.652976  0.2187 0.0132 0.713
14760 +56.250420 +0.728214  0.3210 0.0222 0.397
14763 +33.566525 +1.121326  0.3425 0.0402 0.741
14786  -28.179609  -0.321451  0.3300 0.0285 0.391
14809 -28.624186  -0.655940  0.3159 0.0240 0.048
14823  420.802895 -0.310595  0.3199 0.0267 0.863
14888 425.704519 -0.649860  0.2863 0.0512 0.386
14900 +45.236168 -0.635597  0.4355 0.0103 0.388
14965 +18.935459 +1.037837  0.2590 0.0295 0.730
15055 +58.499172 -0.051699  0.1806 0.0156 0.950
15075 +51.886230 +0.346807  0.3720 0.0416 0.066
15103  -21.901405 -0.504698  0.3804 0.0308 0.728
15108 +24.434656 -0.541610  0.4120 0.0187 0.817
15137 -3.892738  -0.806592  0.2754 0.0190 0.882

Continued on Next Page. ..

128



Table 5.5 — Continued

SN Id Ra Decl Redshift Redshift Error Fitprob
15291 -21.916155 -1.151761  0.3093 0.0341 0.705
15160  -1.571218  -0.579207  0.2214 0.0226 0.929
15198 +34.627426  -0.212283  0.2912 0.0084 0.062
15260 -20.822716  -0.275792  0.2299 0.0174 1.000
15263 -34.193546  +0.009994  0.3872 0.0303 0.456
15264 -33.449627 +0.015575  0.3134 0.0231 0.194
15268 -21.555054 +0.138679  0.2670 0.0188 0.041
15272 -9.226976  +0.084362  0.2174 0.0190 0.524
15289  -25.566935 -1.198645  0.3550 0.0286 0.979
15294 -41.524788  -0.731923  0.3473 0.0457 0.037
15345  -24.743235 +0.810492  0.2559 0.0215 0.417
15351  -33.464649 -0.053326  0.3382 0.0263 0.246
15357  -24.662676 +0.234191  0.2804 0.0146 0.912
15359  -12.543747 +0.310508  0.2334 0.0173 0.033
15363 +13.033107 +0.661303  0.3448 0.0358 0.116
15366 +9.382154  +1.156781  0.3062 0.0270 0.841
15401 -29.144682 +0.576335  0.3294 0.0286 0.735
15417 +15.557879 +0.461881  0.3054 0.0234 0.723
15419  +19.905230 +0.885640  0.2463 0.0240 0.969
15423  +36.508057 +0.626163  0.3281 0.0109 0.199
15436 +27.725121 +0.007171  0.3493 0.0491 0.209
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15448 +52.380318 -1.147368  0.2266 0.0151 0.930
15483  -40.208027  +0.696995  0.3297 0.0309 0.947
15489  +7.752604  -0.071033  0.2690 0.0616 0.014
15496  +8.073899  +0.274463  0.2381 0.0102 0.922
15511 444.930248 -0.955192  0.2571 0.0257 0.996
15522 +39.955208 +0.795600  0.3244 0.0166 0.908
15525 +51.527611 +1.130735  0.3462 0.0442 0.739
15553  -38.879871  +0.944185  0.2893 0.0310 0.908
15569  -0.622365  +0.869958  0.3457 0.0335 0.663
15592 -39.532703  -1.178497  0.3600 0.0214 0.236
15777 -33.811485  -0.618331  0.2958 0.0139 0.194
15710  +55.052727 +0.721995  0.2076 0.0303 0.574
15719  +37.647919 +1.103298  0.2800 0.0161 0.045
15726 -10.505381  -0.007296  0.3980 0.0164 0.249
15745 +42.207901 -0.107615  0.4240 0.0209 0.164
15751 +54.028172 -0.051756  0.3234 0.0347 0.512
15782 -7.323786  -0.428027  0.3126 0.0347 0.100
15802 429.753187 -1.079412  0.3572 0.0276 0.998
15812 +19.359903 -0.309012  0.3246 0.0275 0.972
15814  429.725130 -0.372724  0.3548 0.0178 0.549
15816  +19.454563 +0.098759  0.2545 0.0389 0.225
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15817  +29.564510 +0.013274  0.3905 0.0181 0.618
15829 -36.914501  -0.762292  0.3252 0.0214 0.956
15850  +0.667499  -1.165219  0.2353 0.0207 0.501
15860  +4.597352  +0.183035  0.2906 0.0159 0.917
15870  +30.016201 -0.234981  0.3944 0.0262 0.891
15874 +39.769428 -0.387094  0.4283 0.0176 0.344
15903 +48.906143 -0.602657  0.3190 0.0542 0.054
15951  +8.998732  +1.040345  0.2724 0.0320 0.655
15992 +8.885862  +0.025403  0.4104 0.0226 0.951
15994 +11.932373 +0.100354  0.2223 0.0483 0.127
16052 +58.600201 -0.720806  0.1417 0.0094 0.964
16111 -30.683083  +0.935445  0.2275 0.0172 0.954
16120 +47.706512 -0.236595  0.3850 0.0431 0.208
16121  449.228779 -0.356068  0.3494 0.0369 0.580
16130 +51.774826 +0.157737  0.3294 0.0203 0.039
16148 +48.661152 +0.588160  0.3056 0.0187 0.898
16152  +46.908451 +0.987692  0.2515 0.0194 0.722
16199  -27.055756  +1.134934  0.2293 0.0228 0.338
16220  +9.925722  +0.680094  0.3240 0.0240 0.470
16225 +36.512043 +0.261177  0.3915 0.0218 0.234
16238  +27.915127 -0.435866  0.3405 0.0413 0.480
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16302 -28.232782 +0.183434  0.1981 0.0120 1.000
16452  -37.442986  -0.281572  0.1609 0.0155 0.099
16460 +11.009616 -0.230026  0.2828 0.0153 0.593
16642  429.146982 -0.288654  0.1555 0.0178 0.006
16768  -37.299435 +0.692840  0.1420 0.0134 0.023
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CHAPTER 6
THE CLUSTER SN RATE

6.1 Introduction and Review of Previous Measurements

The type Ia SN rate in galaxy clusters is an important field of study for a number of
reasons. As discussed in §1, SN rate measurements are an observational probe of the
progenitor systems, with the connection to progenitor models being made through
inference of the distribution of delay times (DDTs) with respect to star formation.
As galaxies in clusters are generally composed of early-type galaxies with old stellar
populations, measurements of the SN Ia rate in clusters can in principle simplify
the inference of the SN DDT. SNe in galaxy clusters are also a candidate source
for metal enrichment of the intra-cluster medium (ICM). In particular, improved
measurement, of the rate of intra-cluster SNe would be significant for constraining the
relative importance of sources that may contribute to the cluster ICM enrichment
(e. g. intra-cluster stars vs. galaxy outflow).

The existing measurements of the cluster SN rate are few, and are generally based
on low-number statistics. Estimates of the SN cluster rate were first presented by
Crane et al. (1977) and Barbon (1978), who considered ~ 5 SNe discovered in the
Coma cluster. The cluster SN rate was measured by Gal-Yam et al. (2003) in clusters
at z ~ 0.25 and z ~ 0.9. The Gal-Yam et al. (2003) results are based on a search for
SNe in archival images of the Hubble Space Telescope (HST) and utilize 1 and 2 SNe,
respectively. Subsequent to the HST SN search, a dedicated search for SNe in 161
Abell clusters was undertaken by The Wise Observatory Optical Transient Search
(WOOTS) (Gal-Yam et al., 2008). A total of 6 SNe ITa discovered by the WOOTS

were used to determine the cluster SN Ia rate at z ~ 0.15 by Sharon et al. (2007b).
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A sample of 2-3 SNe Ia from the Supernova Legacy Survey (SNLS) have been used
to determine the cluster SN Ia rate at z ~ 0.45 by Graham et al. (2008). Finally,
the sample of SNe in the local (z < 0.04) universe presented by Cappellaro et al.
(1999) have been reanalyzed by Mannucci et al. (2008) to determine the cluster SN
Ia rate with a sample of 12.5 SN Ta (a fractional SN reflects uncertainty in typing; see
Cappellaro et al. (1999)). Additionally, Mannucci et al. (2008) have placed the first
constraints on the core-collapse (CC) SN rate in galaxy clusters based on a sample of
7.5 CC SNe. A summary of the SN Ta rate results from the above cluster SN studies
is given in Table 6.1.

A SN search in 15 massive, high-redshift (0.5 < z < 0.9), X-ray selected clus-
ters has been carried out on the HST, as described in Sharon et al. (2007a), and a
measurement of the SN Ia rate based on 6-14 SNe discovered by the program is forth-
coming (Sharon et al., 2008). A dedicated SN search, targeting ~ 60 X-ray selected
clusters in the redshift range 0.1 < z < 0.2, is also being carried out on the Bok 2. 3m
telescope on Kitt Peak (Sand et al., 2008)

As can be seen in Table 6.1, the knowledge of the cluster SN Ia rate comprises
5 measurements, based on a total of &~ 25 SNe. In this Chapter, I describe new
measurements of the cluster SN Ta rate based on data from the SDSS-II Supernova
Survey. The measurements are based on 16 (19) SNe from the first 2 (3) seasons of the
SN Survey, in the redshift range 0.03 < z < 0.30, and therefore represent a significant
statistical contribution to cluster SN Ia studies. In §6.2 I describe the galaxy cluster
catalogs employed in this SN rate analysis. In §6.3 I describe selection of the cluster
SN sample from the SDSS-1I Supernova Survey data. In §6.4 I describe determination
of the efficiency for SN selection. In §6.5 I present results on the cluster SN Ia rate,
as well as limits on the cluster CC SN rate, and studies of the distribution of SNe

with respect to their host galaxies. I summarize in §6.6.
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Table 6.1. Cluster Rate Measurements

Reference Redshift Range Ngn, SN Ia Rate
[SNuB h?]
+0.25
This work (c4) 0.03 - 0.17 5 0371576
This work (maxBCG) 0.10-0.30 12 0457011
Mannucei et al. (2008) 0-0.04 125 0577072
Sharon et al. (2007b) 0.06 - 0.19 6 0.7370%%
~ +1.84
Gal-Yam et al. (2003) ~ 0.025 L 0.80" 65
Graham et al. (2008) ~ 0.45 3 0.6375:93
Gal-Yam et al. (2003) ~ 0.9 2 1637300

6.2 (Galaxy Cluster Catalogs

In studying the type Ia SN rate in galaxy clusters we will work with two primary
cluster catalogs; the ¢4 cluster catalog and the maxBCG cluster catalog. The ¢4
cluster finding algorithm and catalog are discussed in detail by Miller et al. (2005).
The maxBCG catalog is presented by Koester et al. (2007a), and the cluster finding
algorithm is described by Koester et al. (2007b). We briefly describe and summarize
the content of these 2 cluster catalogs below. The redshift distribution for the clusters

in these 2 catalogs is shown in Figure 6.1.

6.2.1 ¢4 Cluster Catalog Description

The ¢4 cluster catalog is based on the main spectroscopic sample of the SDSS and
contains clusters in the redshift range 0.03 < z < 0.17. The main spectroscopic

sample of galaxies from SDSS is designed to be complete to a limiting magnitude of
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r ~ 17.8 (Strauss et al., 2002). For typical cluster galaxy luminosities, this implies
that the identification of member galaxies is complete for clusters at z < 0.11. For
clusters above this redshift limit a correction has to be made to the total cluster
luminosity. The ¢4 cluster identification algorithm works by searching for groups
of objects that are tightly clustered in a 7-dimensional feature space, that includes
spatial position, redshift, and observed colors. Note that there is no requirement that
the colors for the galaxies be consistent with the colors of early-type galaxies, only that
they be consistent with one another. The SDSS main galaxy sample can not be 100%
complete, as the SDSS fiber-spectrograph imposes a minimum angular separation
for objects targeted for the SDSS main spectroscopic galaxy sample. A correction
is applied to the c4 cluster luminosities to account for this by including galaxies
as members of the cluster when they satisfy the magnitude requirement (r < 17.8)
and have similar colors to the spectroscopically determined cluster members. The
published ¢4 catalog is based on the 2nd data release of the SDSS (Abazajian et al.,
2004) and contains 748 total clusters. The catalog used in this work is an extended
version of the ¢4 catalog that contains 1713 total clusters and is based on the 5th
data release of the SDSS (Adelman-McCarthy et al., 2007). The subset of clusters
that we will use in measuring the cluster SN rate are those that lie within stripe 82,

and that have —40° < ajoggg < 50°. There are 71 c4 clusters in this subset.

6.2.2 maxBCG Cluster Catalog Description

The maxBCG catalog is based on SDSS photometric measurements, and the cluster
identification algorithm relies on the tight relationship between color and redshift for
luminous red galaxies, which make up the majority of galaxy cluster composition.

The maxBCG algorithm assigns a photometric redshift to each identified cluster that
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is derived by comparing the cluster member galaxy colors to the expected colors
for early-type galaxies, as a function of redshift. Comparison of the photometric
redshifts for the maxBCG clusters to the spectroscopically measured redshift of the
brightest cluster galaxy (BCG), when available, shows that the residuals for redshift
(photometric - spectroscopic) are well described by a Gaussian distribution with a
mean of 0 and a width of o ~ 0.015. The observed (g — r) and (r — i) colors for
maxBCG member galaxies, as a function of redshift, are shown in Figure 6.2. Linear
functions were fit to to the (r — i) and (g — r) colors as a function of redshift, z, and
these will be used below for applying k-corrections to the observations. For reference,

the functions derived are,

(r—i)(z) = 0.338+0.577 2 (6.1)

(9—7)(2) = 0.622+ 3.766 z. (6-2)

The maxBCG catalog is restricted to the redshift interval 0.1 < z < 0.3, and is thus
highly complementary to the ¢4 catalog. The lower-limit for the maxBCG cluster
catalog is imposed because the colors for early-type galaxies show a much greater
scatter at z < 0.1. The upper limit is imposed because, at z &~ 0.3, the “4000 A
break” that is responsible for the uniformity in early-type galaxy colors moves into
the region between the SDSS observer frame g and r band filters. Thus, the accuracy
and precision for galaxy photometric redshifts is severely diminished. A lower-limit for
the luminosity of cluster members is imposed so that the definition of the composition
of the clusters is consistent across the redshift range. The limit corresponds to an
absolute magnitude of (0.25); —20.25, (the (0-25); notation is explained in §6.2.3)
and is such that the catalog is volume limited over the entire redshift range 0.1 < z <

0.3. The public maxBCG cluster catalog contains 13,823 clusters with Nogg > 10.
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The subset of maxBCG clusters that we will use in measuring the cluster SN rate are
those that lie within stripe 82, and that have —50° < aj9909 < 60°. There are 471
maxBCG clusters in this subset. Additionally, this work makes use of a catalog of
the maxBCG member galaxies.

In addition to the cluster richness and luminosity estimates that are provided
with the maxBCG catalog, the maxBCG clusters have been extensively studied by
e.g. Sheldon et al. (2007b); Johnston et al. (2007); Sheldon et al. (2007a). Of particular
relevance to the study of the SN rate in galaxy clusters are the luminosity functions
(LFs) of maxBCG clusters presented by Hansen et al. (2007), and we will make

extensive use of these below.

6.2.3 Luminosity Content of c4 and maxBCG Cluster Catalogs

In §6.5 we will present the SN rate in galaxy clusters per unit luminosity. In this
section we present a comprehensive discussion of the luminosity content for the c4
and maxBCG cluster catalogs. In what follows we denote a filter, f, that has been
k-corrected to a redshift z as (?) f. All luminosities presented here are for galaxies
with L > 0.4 Ly (L« is a characteristic luminosity for cluster members; see Equation
6.3). Correcting for the faint end of the luminosity distribution is discussed below.
The ¢4 catalog provides total cluster luminosities in SDSS r-band. The total un-
corrected r-band luminosity for the galaxies identified as cluster members, for clusters
considered in this study, is 2.02 x 10'3 L., A2, where L is the luminosity of the
sun, and A is the value of the Hubble constant in units of 100 km s~ Mpc—1. As
discussed in §6.2.1, these luminosities have to be corrected to account for incomplete-
ness of the spectroscopic sample due to fiber-collisions. The total r-band luminosity

after making this correction is also provided by the ¢4 catalog and has the value
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4.08 x 1013 Le h™2. As mentioned above, the luminosities for clusters at redshift
z > 0.11 also have to be corrected to account for the fact that some cluster galaxies
will have observed magnitudes fainter than the completeness limit of the main SDSS
galaxy sample (r ~= 17.8). Of the 71 ¢4 clusters we are considering, 12 are at z > 0.11.
Applying a correction to the luminosities of these 12 cluster results in a total r-band
luminosity for ¢4 clusters in this study of 4.12 x 1013 Lo h=2.

The maxBCG catalog includes the summed luminosities for member galaxies in

(0.25) 0.25)

i and ( r. For reference these are given in Table 6.2, for several values of
limiting projected distance. However, the maxBCG cluster LFs presented by Hansen
et al. (2007) represent a more complete study of the luminosity content of maxBCG
clusters, and we will use these as the definitive measure of the total maxBCG cluster
luminosities. In particular, a background subtraction has been performed that reduces
inaccuracies in the cluster luminosities due to interloping foreground and background
galaxies that may be counted as maxBCG cluster members. In Hansen et al. (2007),
luminosity functions are presented for maxBCG satellites, as a function of the richness
measure, Nogg. The LFs account for both red and blue cluster galaxies, but do not

include the contribution to the luminosity from the BCG. The LFs are assumed to

take the form of a Schechter function,

L

o(L) dL = ¢* <L—*)a e L/ L % (6.3)

where Ly is a characteristic luminosity for cluster members, and ¢* is a normalization
constant with units of inverse volume. The 3 parameters of the LFs, ¢*, Ly, a, are
each expressed as functions of Nogg, with the general functional form of A NQBOO' The

values of A (normalization) and 3 (exponent) for these 3 LF parameters are given in
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Table 6.2. maxBCG Cluster Catalog Luminosity Estimates

Filter Luminosity® Luminosity Luminosity Luminosity

(d<oo) (d<1Mpch ) (d<0.5Mpch 1) (BCGs)

0.25, 1.19 1.13 0.591 0.367
0-25), 0.97 0.92 0.481 0.258

4L uminosities are given in units of 1014 L h2.

Table 6.3. To use the LFs to compute the total luminosity we exploit the identity
% L = (L(N200)) N2oo (6.4)

where YL denotes the summed luminosity for the cluster, and the average luminosity,

(L), is given by,

oL Lo
Joar. L o(L)

(L(N200)) (6.5)

Equation 6.4 gives the total (0.25)

7 luminosity in a cluster, as a function of Nggg.
The total luminosity in clusters in the SN survey region is then the sum over Ny
of (L(Nagg)) Ngn(Nogp), where Ngpn(Nogg) is the number of clusters in the survey

region for which the number of member galaxies is Nogg. Using this formalism we

find the total luminosity in the survey region is EL?'% = 1.096 x 1014 Lo h2.

Correcting Cluster Luminosities for Faint Galaxies

The luminosities quoted above for the ¢4 and maxBCG cluster catalogs include only

galaxies with L > 0.4 Ly, which is a conventional way of characterizing cluster lumi-
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Table 6.3. maxBCG Luminosity Function Parameters

LF Parameter Normalization Exponent
o* 8.0 Mpc—3 A3 -0.20

Ly 0.8x1010 Lo h2 0.15

! -0.28 0.25

nosities. In measuring the cluster SN rate we do not wish to exclude SNe occurring in
faint galaxies, and so it is necessary to estimate the contribution to the total cluster
luminosities from galaxies with L < 0.4 Ls. The total cluster luminosity can be esti-
mated as L = k L™, where L™ denotes the luminosity for galaxies with L > 0.4 L,

and the correction factor, k, is given by

_ JoTdL L ¢(L)
Joar, dL L é(L)

(6.6)

For a typical maxBCG cluster with Nogg = 20 the power-law exponent of the lumi-
nosity function is a = —0.59 (Table 6.3). For a cluster with Nogy = 35 the value
for the exponent is @ = —0.68. The corresponding correction factors are k = 1.21
and k£ = 1.25. We will assume that the faint end of the luminosity function is a
characteristic property of galaxy clusters and that the power-law behavior of the LFs

for maxBCG clusters is appropriate for the ¢4 clusters also.

k-corrections

It is well known that the wavelength of light emitted from distant objects is shifted to
longer wavelengths when propagating through an expanding space-time. For broad-

band photometric observations this means that the portion of the spectral energy
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distribution (SED) of an astronomical object that is probed by a fixed earth-frame
filter is not necessarily equal to the wavelength range of the earth-frame filter, but
depends on the redshift of the object. The procedure for transforming observations
made in one filter to what would be observed in a different filter is known as a
“k-correction” (see e.g. Hogg et al. (2002)). To minimize uncertainties due to k-
corrections, the maxBCG luminosities are given in filters that have been k-corrected
to the median redshift of the clusters, z = 0.25. For comparison of the SN rate results
based on the maxBCG clusters with previous cluster SN rate measurements, it will
be necessary to k-correct the luminosities into more standard filters.

In order to determine the appropriate k-corrections I chose a set of galaxies from
the SDSS galaxy catalog that satisfy the color vs. redshift relations for maxBCG
members discussed above. The corresponding set of galaxies contains =~ 675,000
members. I then cross correlated these galaxies with their corresponding records in
the photoz database provided by the SDSS CAS, and based on the work of Blanton
et al. (2003a). I thereby determine an average k-correction as a function of redshift,
appropriate to the early-type galaxies that make up the bulk of the maxBCG catalog.
The k-corrections so derived, in SDSS r and ¢ bands, are shown in Figure 6.3. For

reference, the functions employed for k-corrections as a function of redshift, z, are

Kr(z) = 917x107241.48 2 (6.7)

Ki(z) = 3.95x1073+1.01 z (6.8)

To transform the maxBCG cluster luminosities from (923); to r, I note the fol-

lowing identity:

my = mY? — K.(z = 0.25) (6.9)
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= md® 4 (r—i)(z=0.25) — K;(z = 0.25) (6.10)

Using the expressions given above for (r —i)(z) and K;(z), evaluated at z = 0.25, we

= (0-25)13. 4 0.02. For comparison to other cluster SN

derive the transformation m,
rate measurements, it is necessary to express the cluster luminosities in units of L7, .

The conversion to solar luminosities is given by

<£> - (i) % 10*0-4((mr*m0.25i)*(MéfMg%i))’ (6.11)
L@ r L@ 0.25;

where Mg, is the absolute magnitude of the sun. To compute the absolute magnitude
of the sun in an arbitrary filter, I use a solar spectrum obtained from the CALSPEC!
database, hosted by the Space Telescope Science Institute, and compute synthetic
magnitudes using a custom piece of software written for this task. I thereby derive
values for the absolute magnitude of the sun of M, = 4.64 (in agreement with the
value published by Blanton & Roweis (2007)), and Mg%i = 4.67. With these values,
Equation 6.11 becomes (L/Lg )y = 0.957 (L/Lg )o.25;, giving the 7-band luminosity
in maxBCG clusters, for galaxies with L > 0.4 Ly, as ©L, = 1.049 x 104 L.

6.3 The Cluster SN Sample

To define the SN sample that is associated with galaxy clusters it is necessary to
define selection criteria on both the SN light-curve properties, and the SN spatial
correlation with clusters. As mentioned in §2.5, the analysis of SN light-curves is

based on the final photometric reductions. SMP light-curves have been generated for

1. All confirmed SNe (type Ia, type Ib/c, type 1) for the 2005-2007 SN observing

seasons

1. http://www.stsci.edu/hst/observatory/cdbs/calspec.html
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Figure 6.1: Redshift distributions for the ¢4 (z < 0.17) and maxBCG (0.1 < z < 0.3)
cluster catalogs.

2. 500 “best” photometric SN candidates from the 2005 observing season
3. 500 randomly chosen photometric SN candidates from the 2005 observing season

4. =~ 600 SN candidates from each of the 2005 and 2006 observing seasons that

were chosen by objective selection criteria on the color-typing fits

As in §5, the SN rate will be based on SN candidates from category (4). However, we
have also considered cluster SN candidates from categories (1), (2), and (3). At the
low-redshifts covered by the c4 cluster catalog, confirmed SNe from the 2007 season
can be used to place constraints on the type Ia SN rate, and CC SNe from all seasons
can be used to place a lower limit on the CC SN rate in galaxy clusters. Additionally,

the results of §6.5.4 do not require precise knowledge of the SN selection function.
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Figure 6.2: Observed colors of maxBCG galaxies vs. redshift.

As discussed in §4 the SNe in the rate sample are required to meet certain re-

quirements on their light-curve fits.

o At least 1 observation at < —2 days relative to maximum light

o At least 1 observation at > tj,;. days relative to maximum light.
For maxBCG cluster SN candidates t),¢, = 10 days.

For ¢4 cluster SN candidates tj,¢, = 5 days.
e Fit probability > 10710,
A SN candidate is defined to be associated with a galaxy cluster if it satisfies

e Within 1 Mpc A1 projected distance of the center of a cluster
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Figure 6.3: K-corrections vs. redshift for early-type galaxies.
e SN redshift is consistent with the cluster redshift.

The definition of redshift consistency depends on whether the SN and/or cluster
redshifts are determined photometrically or spectroscopically. For the ¢4 clusters, the
cluster redshifts are always precisely determined with a spectroscopic measurement,
whereas the maxBCG cluster redshifts are determined photometrically. Consistency

between the SN redshift, zg, and cluster redshift, z., is defined in the following way:

e Spectroscopic SN redshift and spectroscopic cluster redshift

|zs — z¢| < 0.015

e Spectroscopic SN redshift and photometric cluster redshift

|zs — z¢| < 0.025
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e Photometric SN redshift and spectroscopic cluster redshift

|25 — 2¢| < 2.5 /(0.01)2 + 622

e Photometric SN redshift and photometric cluster redshift

|25 — 2¢| < 2.5 1/(0.015)2 + 522

where 0z is the error on the SN photometric SN. The SNe that satisfy the selection
criteria are listed in Table 6.4 (¢4 clusters) and Table 6.5 (maxBCG clusters). We
note that SN 16280 is associated with 2 distinct clusters, and that SNe 14279 and

16215 are associated with the same cluster.

6.3.1 Core-Collapse SNe

As discussed above, the type la SN rate in galaxy clusters is particularly important
as galaxies in clusters are generally composed of old stellar populations, which sim-
plifies the interpretation of the SN rate in terms of a DDT. As core-collapse SNe are
known to be produced by young, massive stars, the CC SN rate in galaxy clusters is
an interesting complementary probe of the recent star formation activity in galaxy
clusters. In the SDSS-II Supernova Survey SN sample, there are 3 confirmed CC SNe
in galaxy clusters. These are listed in Table 6.6. SN 18297 is relatively far away from
a low-richness cluster and could reasonably be considered to be in the field. However,

SNe 13195 and 20838 are solidly associated with ¢4 clusters.

6.4 Survey Efficiency

The method for determining the SN discovery efficiency is based on the same MC
studies discussed in §5. However there is an important modification to be considered

for SNe in galaxy clusters. It is a well established result that type Ia SNe in early-
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Figure 6.4: Efficiencies for the nominal (black/solid) and faint (blue/dashed) SN
distributions.

type galaxies are more likely to be intrinsically faint, fast-declining SNe (Sullivan
et al., 2006b; Smith et al., 2008). Therefore, the assumed distribution for MLCS A
for the entire SN sample is not appropriate for considering SNe in galaxy clusters.
To determine the SN discovery efficiency for SNe in galaxy clusters, we generated a
set of MC SNe with a A distribution similar to the observed distribution for cluster
SNe. The results, compared to the efficiency for a MC sample with a nominal A

distribution are shown in Figure 6.4.
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6.5 SDSS SN Results

6.5.1 c4 cluster rate

As discussed above, there are 5 type-la SNe from the first 2 seasons in ¢4 clusters
that satisfy the SN selection criteria. The total r-band luminosity in the SN survey
region, after correcting for the faint end of the LF, is 4.99 x 10'3 L’,. The total
observing time for the first 2 seasons of the SDSS-IT Supernova Survey is 0.49 years.
The efficiency is approximately constant, with the value € ~ 74%. Using these values,

the SN rate in ¢4 clusters, considering only the first 2 years, is

N +(2) 1 aq+0.20 2

with SNur = (1010 Lg)—l(mo yr)~ L Jorgensen (1997) (clusters) and Padmanabhan
et al. (2004) (field) give the average mass to luminosity ratio (r-band) for early-type
galaxies as &~ 3, which is in good agreement with the M /L conversion employed by
Sharon et al. (2007b). Using this assumption, the type-Ia SN rate per unit luminosity
quoted above is equal to 0.10f8:82§ SNuM A2, with SNuM = (1010 M)~ (100 yr)~ L.
Using the same average conversion factor from r to B as Sharon et al. (2007b), this
corresponds to 0.37f8:%g SNuB h2.

Although the full analysis of the light-curves for photometric SN candidates from
the 3rd year of the SDSS-II Supernova Survey has not yet been performed, it has
been shown in §4 that the confirmed type-la SN sample from the SDSS-IT Supernova
Survey is essentially complete to the redshift limit that contains the majority of
luminosity of the c4 catalog, z ~ 0.13. Therefore, we can plausibly claim that the

sample of SNe from the 3rd year data set is complete. Under this assumption, the
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value for the cluster SN rate, based on 8 SNe is,

_N(+2)

— +0.18 2
SLoor — V33T SNur 2, (6.13)

where ¢ averaged over the first 3 SN observing seasons is 0.72, and the total earth-
frame observing time is 0.74 years. Fven if we allow for the possibility that we have
missed 1 low-redshift cluster SN from the 3rd year sample, the Poisson error on 8
events is still the dominant contribution to the error; if we allow that we missed 2
cluster SNe, than the relative error becomes comparable to the Poisson error on the
5 events from the first 2 year SN sample, although the tighter constraint on the lower

limit is still robust.

6.5.2 maxBCG cluster rate

As discussed in §6.3, there are 12 SNe in maxBCG clusters from the first 2 SDSS-I1
Supernova Survey observing seasons that satisfy the selection criteria. As the SDSS-1I
Supernova Survey SN discovery efficiency is not well approximated as constant over
the redshift range of the maxBCG catalog, in determining the SN rate in maxBCG

clusters we use the more formal definition of the SN rate per unit luminosity, ry,

N
Ty = (6.14)
erXL
with
—_—— Zmax EL
TSI =Ts / gz L) ) (6.15)
Zmin L+ 2

where Ty is the earth frame observation time, ¥L(2) is the total cluster luminosity

as a function of redshift, and €(z) is the SN discovery efficiency. For the maxBCG
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catalog zyin 1s fixed to 0.1. In Figure 6.5 we show the value of the maxBCG cluster
SN rate as a function of zpax. This figure shows that the derived SN rate is not
sensitive to the exact upper limit on the cluster sample chosen. If the upper limit is
chosen as the upper limit of the maxBCG catalog, z = 0.3, then we have N = 12,
(IS = 3.33 x 1013 yr L7, including the correction for the faint end of the LF. The
derived value of the SN rate is thus rj, = 0.36f8:%3 SNur h2. Figure 6.6 shows the
cluster SN rate as a function of the limit on the projected distance from the center of
the cluster, in units of Mpc h~1. The fraction of red, early-type galaxies in clusters
is larger at small separations from the cluster center, and in this sense the SN rate
at smaller separations is a more reliable probe of the component of the SN rate that
originates from an old stellar population. Furthermore, the extent of a cluster is not
an unambiguously defined quantity, and SNe at smaller separations are more robustly
associated with the cluster. Figure 6.6 shows that the derived SN rate is not strongly
dependent on the limiting projected radius that we use to define cluster membership,
for limits greater than ~ 0.4 Mpc AL, While the rate appears to be smaller for
projected distances < 0.4 Mpc k™1, with the small number of SN events, it is not a
statistically significant result. Figure 6.7 shows the SN rate as a function of the lower
limit on the cluster richness measure, Nogg. The SDSS-IT Supernova Survey cluster
rate results, along with the previous measurements listed in Table 6.1, in units of
SNuB h2, are shown in Figure 6.10. A fit of the data to a linear model of the cluster

SN Ia rate as a function of redshift, r = A+ Bz, gives best fit values of A = 0.48+0.14

2 _ +0.82
SNuB h* and B = 0.40" .

: : : : N 10.06
In 84, the SN rate in low-redshift early-type galaxies was estimated as ~ 0.177y 54

SNur h2. The SN Ia rate in early-type galaxies is given by Cappellaro et al. (1999)
as (converting from SNuB to SNur) 0.25 4+ 0.09 SNur. The ¢4 and maxBCG cluster

rates are seen to be larger by a factor of ~ 1.5 compared to the global SN rate for



152

Z 0.5
n

IIIIIIIIIIIIIIrIIIII IIIIIII:IIIIIIIIIIIIIIIIIIII-

.
IS o by v by v 1y ' Pl TR PR B

12 0.14 0.16 0.18 0.2 0.22 0.24 0.26 0.28 0.3
Redshift Limit

o
D
i_\1!IIII|IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII_

ot

Figure 6.5: maxBCG cluster SN rate as a function of upper limit on the redshift
range. The dashed lines represent the 1-sigma upper and lower limit of the SN rate.
early-type galaxies, which is in good agreement with the enhancement of the type-Ia

SN rate reported by Mannucci et al. (2008).

6.5.3 Limit on the CC SN cluster rate

As mentioned in §6.3 there are at least 1 spectroscopically confirmed type II SN and
1 spectroscopically confirmed type Ib/c SN in low-redshift ¢4 clusters. While the
efficiency of the SDSS-II Supernova Survey for discovering non-la SNe is not well
constrained, we can unambiguously state that it is < 100%. Therefore, the detection
of 1 type IT SN and 1 Ib/c SN can be used to place lower limits on the cluster CC SN
rate if we assume that the discovery efficiency is 100%. Making this assumption gives

a lower limit of 0.044"f8:(1)g% SNur h? or 0.055f8:(1)i§ SNuB h? for the rate of both
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Figure 6.6: maxBCG cluster SN rate as a function of limit on the projected distance.
The dashed lines represent the 1-sigma upper and lower limit of the SN rate.

type-Ib/c and type-II SNe. For comparison, Mannucci et al. (2008) have measured
the type-Ib/c SN rate in galaxy clusters as 0_14418:(1)8 SNuB h? based on 2.5 SNe,
and type-Il SN rate as 0.4170%0 SNuB h? based on 5 SNe. While the SDSS-II
Supernova Survey provides weak constraints on the CC SN rate in galaxy clusters,
the Mannucci et al. (2008) results are the only existing cluster CC measurements,

and so it is worthwhile to confirm that our constraints are consistent.

6.5.4 Radial Distribution of Cluster SNe

Forster & Schawinski (2008) have studied the radial distribution of SNe in early-type
galaxies. The sample of SNe includes an unspecified number of SNe from the SDSS-

IT Supernova Survey. Here we consider the radial distribution for SNe for field and
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Figure 6.7: maxBCG cluster SN rate as a function of lower limit on the cluster richness
measure, Nogg. The dashed lines represent the 1-sigma upper and lower limit of the
SN rate.

cluster ellipticals.

To construct the sample of early-type galaxies, we employ the following procedure.
We first assign a host galaxy to each SNe by locating the nearest host from the SDSS
database, in units of the isophotal radius of the host galaxy in r-band. The algorithm
is described in detail in §4.4.3. Early-type galaxies are defined as those host galaxies

that satisfy the following criteria:

o u—1>24

e r <215

o Ar < 0.05
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It is a well established result that the (u—r) color for SDSS galaxies is bi-modal, with
early-type galaxies generally having (u — ) > 2.4. The requirement that r < 21.5
is imposed as the separation of stars and galaxies is fairly robust to this limit. The
requirement that Ar < 0.05 is imposed to remove outlying, poorly measured galaxies.
The distributions of the distance of each SNe from its host galaxy, for field and
cluster early-type hosts, is shown in Figure 6.8, and the normalized distributions
are shown in Figure 6.9. For field early-type galaxies, a fit of the data to a Sersic
model of the luminosity distribution, dN/dr = A p e_ap_ﬁ, where p denotes the
distance of the SN in units of the deVaucouleurs radius of the host galaxy, gives a
value for 8 of 0.23 + 0.08, which is consistent with a deVaucouleurs profile (5 =
0.25). Since the distribution of light in early-type galaxies is known to follow a
deVaucouleurs profile, the result of the fit confirms the results of Forster & Schawinski
(2008) that the SN rate in field ellipticals is well represented by a constant rate per
unit luminosity. The radial distribution for SNe in cluster early-type galaxies is
not compatible with a deVaucouleurs profile, having an enhancement at small radial
separations (an attempt to fit the cluster radial distribution to a Sersic profile did
not converge). This enhancement is possible evidence for a component of the cluster
SN Ia rate that tracks residual star formation activity in cluster early-type galaxies.
Such an enhancement is in qualitative agreement with the larger SN Ia rate in cluster
ellipticals, compared with field ellipticals, mentioned above and by Mannucci et al.
(2008). A KS test on the radial distributions of SNe Ia in cluster and field ellipticals
results in an =~ 19% probability that the data are drawn from the same underlying

distribution.
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Figure 6.8: Radial distribution of SNe in early-type host galaxies.
6.6 Summary of Cluster SN Studies

In this Chapter we have presented measurements of the type la SN rate in galaxy
clusters over the redshift range 0.03 < z < 0.30. These measurements are based on
16 (19) SNe Ia from the first 2 (3) seasons of the SDSS-II Supernova Survey and
represent a significant statistical contribution to the study of the type-Ia SN rate in
galaxy clusters. Our results on the type Ia SN rate are consistent with previously
published measurements, both in the local universe, and at redshift ~ 0.15—0.25. In
turn, the local and low-redshift SN cluster rates are consistent with the SN Ia rate
at z = 0.45 and at z ~ 0.9. The current cluster SN Ta rate measurements show no
compelling evidence for an increase in the SN rate, as a function of lookback time,

as has been well-established for the volumetric SN Ia rate. It should be emphasized,
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Figure 6.9: Normalized radial distribution of SNe in early-type host galaxies.

however, that the existing cluster SN rate measurements are based on small samples
and the measurements do not rule out a redshift dependence to the cluster SN rate.

Although the SDSS-IT Supernova Survey was concerned primarily with discovering
SNe Ia, 1 type II SN and 1 Ib/c were also discovered in low-redshift galaxy clusters,
and we have used these detections to place lower limits on the cluster CC SN rate.
These limits represent the 2nd study of CC SNe in galaxy clusters, and are therefore
an important consistency check.

We have presented the first study of the radial distribution of SNe Ia in cluster
early-type galaxies. The radial distribution for SNe in cluster early-type galaxies is
not compatible with a deVaucouleurs profile and suggests a possible enhancement of

the SN Ia rate at small radial separations.
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CHAPTER 7
CONCLUSIONS

In this thesis I have described studies of the type Ia SN rate from the SDSS-II Su-
pernova Survey, a dedicated SN search program that was carried out during the Fall
months (Sept. -Nov.) of 2005-2007. The SDSS-II Supernova Survey was extraordinar-
ily successful, discovering =~ 500 spectroscopically confirmed type Ia SNe in 9 months
of observing. This yield represents ~ 15% — 20% of all SNe Ia discovered since 1885.
There are several features of the SDSS-1I Supernova Survey that made it well suited
for making precision measurements of the type Ia SN rate. In contrast to many pre-
vious SN surveys that targeted known galaxies, the SDSS-II Supernova Survey was a
“rolling” survey that observed the same =~ 300 square degree region of the sky, in the
5 SDSS filters, ugriz, with an average observation frequency of once every 4 days.
This means that the SDSS-II Supernova Survey was not biased against discovering
SNe in faint galaxies, and the SN rate based on SDSS-II Supernova Survey data can
be measured directly without the need to extrapolate rates per unit luminosity to
unobserved galaxies. Spectroscopic confirmation of SN type was provided through
extensive follow-up programs on a variety of telescopes, leading to a high purity of
the SN rate sample, particularly at low-redshifts. However, spectroscopic follow-up
was not possible for every SN candidate discovered, and the well-sampled, multi-color
SN light curves obtained allow us to efficiently identify SN Ia in these cases and to
make a correction to the SN rate sample to account for spectroscopic incomplete-
ness. [ have described the SDSS-II Supernova Survey observations and SN search
algorithms, including description of studies of the SN discovery efficiency of the sur-
vey using simulated SNe (fakes) which were inserted directly into the data stream,

and a classification algorithm that was developed and implemented to greatly reduce
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the human effort necessary on a day-to-day basis for efficiently identifying SNe from
among the many transients detected by the SDSS-II Supernova Survey.

Using 17 SNe from the first year of the SDSS-II Supernova Survey, we have made
a precise measurement of the SN Ia rate at redshift z < 0.12. If we assume that
the SN Ia rate is constant over the redshift range considered, we find a value for the

volumetric SN Ia rate of
ry = [2.93f8:(1)1(systematic)fg:g(l)(statistical)] x 1079 SNe Mpc¢ ™3 h;o year L.

This measurement is based on a SN Ia sample with a high purity and with a well
determined efficiency based on the fakes mentioned above, as well as on additional MC
studies. Using this measurement, in combination with several additional published
SN rates, we have used a maximum likelihood method to fit the data to models of
the SN Ta rate as a function of redshift. The maximum likelihood formalism avoids
binning the SN observations and thereby makes optimal use of the SN data, and this
is the first time the method has been used in combining multiple data sets. The
results confirm that the SN rate is an increasing function of redshift, with a best fit
power-law exponent of 1.5 4+ 0.6. We also fit the SN data to a simple approximation
to a distribution of delay times for SNe Ia that includes a “prompt” and a “delayed”
component to the SN rate. With the model for the volumetric SN rate expressed as
ry(t) = Ap(t) + Bp(t), where p(t) is the stellar mass density, we obtain values for A
and B of

A = (28+12) x 107 SNe M7 yr7t

B = (9.375]) x 10 * SNe M}
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with a correlation coefficient pyp = —0.78.

Using ~ 350 SNe from the first 2 years of the SDSS-II Supernova Survey, we
have also measured the SN Ia rate to a redshift limit of z < 0.3. This represents
the largest single sample of SNe that have been used in a SN rate determination in
the same redshift range. The size of the SN sample and the redshift coverage allows
for constraining the redshift dependence of the SN rate in the redshift range covered
by the SDSS-II Supernova Survey. We find a slope of the SN rate, modeled as a
linear function of redshift, to be dry /dz = (1.45:%:88) x 10~% SNe yr=! Mpc—3 h%o.
Additionally, this study has provided the first statistically significant measurement if
the SN rate at redshift 0.2 < z < 0.3.

We have measured the SN Ia rate in galaxy clusters in the redshift range 0.03 <
0.30. The galaxy clusters covered by the SDSS-II Supernova Survey include 71 clusters
at z S 0.17 from the ¢4 cluster catalog and 471 clusters at 0.1 < z < 0.3 from the
maxBCG cluster catalog. We obtain values for the SN Ia rate in galaxy clusters, per
unit stellar mass, of O.lOfg:ggg SNuM A2 in ¢4 clusters and 0.12J_r8:8§2 SNuM A2 in
maxBCG clusters. These measurements are based on 16 (19) total SNe from the first
2 (3) seasons of the SDSS-1T Supernova Survey and constitute a significant statistical
contribution to the study of the SN rate in galaxy clusters, which thus far have been
based on = 25 total SNe Ia from 5 separate SN rate measurements. Combined with
previous cluster rate measurements, the SDSS measurements are consistent with a
constant SN cluster rate, as a function of redshift.

The SDSS-II Supernova Survey ranks among the most successful SN survey pro-
grams that have been carried out, and the SN rate measurements presented in this
thesis are the preeminent measurements in the redshift range covered by the SDSS-
IT Supernova Survey. The improvements in SN rate measurements provided by the

SDSS-II Supernova Survey are due to both greater statistical power and reduced sys-
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tematic uncertainties in comparison to previous measurements. In combination with
improved measurements of the cosmic star formation history and detailed predictions
of the distribution of delay times, the SN rate measurements presented here are an

important component in placing constraints on SN Ia progenitor systems.



APPENDIX A
SOFTWARE FOR ARTIFICIAL SNE

The SN difference imaging software is organized as a set of stages which run sequen-
tially on the SN imaging data. For reference we describe here the stages that were

used for inserting artificial SNe (fakes) into the imaging data.

e SDSSFAKESELECT: To minimize computation time for inserting fakes into the
data-stream, and still retain the ability to simulate the magnitude at an arbi-
trary light-curve epoch, a range of dates for which the fake magnitude is within
the expected limit of the SDSS telescope was computed. This stage checks the
library of fakes to see whether any fake has a position within the limits of the

field, and that the present MJD falls within the expected range of observability.

e STARDOPHOT_FAKE: This stage performs doPhot photometry on calibration stars
within the frame. This is necessary to dynamically derive the magnitude to

ADU conversion for the fakes.

e SDSSZERO_FAKE:

This stage performs zeropointing of the frame. The magnitudes and magnitude

0—0.4m’ and

errors of the calibration stars are first converted to flux units via 1
then the model, ADU counts = A*flux, is solved for A using the weighted least-
squares procedure. The zeropointing algorithm does iterative sigma clipping at
{24.0,12.0,6.0,6.0,6.0} standard deviations from the best fit zeropoint model.
The final zeropoint, the statistical error on the zeropoint, and the RMS of the
zeropoint are then converted into magnitudes and stored for use during the SN

search.
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e SDSSFAKEINSERT: This stage inserts the fake into the search image. Given the
current MJD and the fake light-curve parameters described above, the theo-
retical magnitude is computed in real-time. The light-curve model is identical
to the stretch model used for online photometric typing, as described in § 2.2.
Given the magnitude and the zeropoint computed above, an integrated flux
value is computed. The PSF model for the fake comes from the photo derived
PSF, and this is remapped to the astrometric grid of the search image and
photometrically scaled. Poisson noise is then added to each pixel. Finally, the
unperturbed search image is copied and the ADU values for each pixel are over-
layed on the search image, which is then passed on to the subsequent stages as
any other image. A record of changes to the image is written to the corrected
frame file header, and the magnitudes and corresponding MJD are written to a

MySQL database.



APPENDIX B
SDSS-IT SUPERNOVA SURVEY SN DATA
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Table B.1: SN Runs From SDSS-I1

Run Start Ra End Ra  Square Degrees Strip MJD
5566  -32.7210 +58.9064 123.70 N 53616
5590  -50.6736  +9.9580 81.85 N 53623
5603 -50.6167 +60.1703 149.56 N 53626
5610 -50.5728 +60.2144 149.56 N 53628
5622  -50.7216 +60.6626 150.37 N 53635
5633 -50.6759  +36.4534 117.62 N 53637
5642 -9.8218  +60.6936 95.20 N 53639
5654  -55.4167  -53.0216 3.23 N 53641
5658 +16.0813 +54.5587 51.94 N 53641
5670  -55.5309 +60.7919 157.04 N 53644
5702  -55.5516  -46.4217 12.33 N 53649
5709 -51.6048  +23.2483 101.05 N 53654
5719 -55.4485  +1.1377 76.39 N 53656
5731 +21.1652 +60.6898 53.36 N 53657
5743  -55.4222  -26.9797 38.40 N 53663
o744 -29.7455  +57.8340 118.23 N 53663
5759 -55.5191  +57.8067 152.99 N 53665
5765  +2.2999  +54.8569 70.95 N 53666
5770  -55.5363  +57.9406 153.19 N 53668
5777 +25.6116 +57.9581 43.67 N 53669
5781 -55.3144 +57.8638 152.79 N 53670

Continued on Next Page. ..

169



Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
5792  -55.4171 +57.9081 152.99 N 53673
5800 -55.6072 +56.0717 150.77 N 53675
5808  +49.2695 +57.9570 11.73 N 53676
5813  -55.5580  +44.5945 135.21 N 53677
5823 -55.4651  +60.7055 156.83 N 53680
0842  -55.4335 +60.7569 156.86 N 53683
5864 -50.0582  -45.4170 6.27 N 53686
5865 -42.9646  -18.1076 33.56 N 53686
5866 +18.2081 +60.7267 57.40 N 53686
5872 +25.1426 +60.7813 48.11 N 53687
5878  -59.9846  +60.6845 162.90 N 53693
5898  -59.9839  -33.6336 35.57 N 53698
5902  -60.1275 +18.7818 106.53 N 53699
5909 -59.3483  -4.1011 74.58 N 53702
5915 -60.0099  -27.0694 44.47 N 53703
5918  -54.4629 +60.6699 155.43 N 53704
6281 -56.8151  -34.5157 30.10 N 53974
6283 -11.6869 +12.4179 32.54 N 53974
6293 +7.3097 +13.4481 8.29 N 53977
6313  -60.0547  -45.9880 18.99 N 53989
6314 -47.3922 +60.7007 145.93 N 53989

Continued on Next Page. ..
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Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
6360 -59.9831  -14.9232 60.83 N 53995
6362 +9.1340 +25.9021 22.64 N 53995
6363 +25.6678 +40.0410 19.40 N 53995
6370 -59.9855  -26.1529 45.67 N 53997
6373 -17.2155  +8.0885 34.16 N 53997
6374 +38.1569 +50.8833 17.18 N 53997
6383 -32.8816 +53.5014 116.62 N 54000
6391 -60.0594  -54.5203 7.48 N 54003
6400 -60.0229  -30.9813 39.21 N 54005
6409 -32.7864 +60.7843 126.32 N 54006
6412  -58.9070  -24.1769 46.89 N 54007
6414 -25.9317 +54.9144 109.14 N 54007
6418 +53.2129 +60.6989 10.11 N 54008
6421 -60.1227  +60.6906 163.10 N 54009
6430 -60.1048 +60.7122 163.10 N 54011
6435 +36.0857 +54.3520 24.66 N 54012
6441 -60.1309  +6.6361 90.14 N 54019
6444 +21.1347 +60.6613 53.36 N 54019
6450  -6.7389  +60.7854 91.16 N 54021
6461 -60.1077  +60.7147 163.11 N 54025
6474 -60.0549 +31.4129 123.48 N 54029

Continued on Next Page. ..
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Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
6476 +30.5602 +60.6573 40.63 N 54029
6484 -60.0057 +60.6558 162.89 N 54031
6504 -59.9953  +60.6669 162.89 N 54036
6513 -60.0811 +60.7310 163.10 N 54039
6522 -60.0047  -31.8607 37.99 N 54041
6524 +6.1049  +60.7485 73.77 N 54041
6533  -60.0972  +39.6067 134.60 N 54048
6534  +38.6957 +60.7052 29.71 N 54048
6548 -60.0292  -22.0052 51.33 N 54051
6552  -60.0476  +60.7695 163.10 N 54052
6559 -60.0597 +14.0519 100.05 N 54054
6564 -60.0990 +30.1769 121.87 N 54055
6565 +28.1694 +60.6596 43.86 N 54055
6577 -59.9913  +60.6790 162.90 N 54058
6584 -42.8337 +60.7807 139.88 N 54060
6600 -60.0977  +34.8219 128.14 N 54063
6609 +33.1803 +60.7304 37.19 N 54065
6920 -60.2247  -10.0997 67.67 N 54346
6921 +24.0490 +54.8916 41.64 N 54346
6934 -14.7061 +55.8107 95.20 N 54348
6947 +32.2487 +38.0875 7.88 N 54355

Continued on Next Page. ..

172



Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
6951 -52.7023  -20.6660 43.25 N 54356
6958 -60.0728  +60.7450 163.10 N 54358
6961 -39.5388  -34.7480 6.47 N 54359
6962 -34.7345  +2.3945 50.12 N 54359
6963 +1.4230 +25.5273 32.54 N 54359
6982 -27.8584 +60.7718 119.65 N 54365
6985 -60.0702  -35.3699 33.35 N 54366
7003 -46.8591  -32.9372 18.79 N 54373
7006 -34.2355  +1.5483 48.31 N 54373
7033 -48.5072  -30.2433 24.66 N 54381
7034 -15.5143 +60.6925 102.88 N 54381
7037  -60.0637  -11.1103 66.09 N 54382
7043 -53.5537  -33.4930 27.08 N 54383
7047 49.4094  +44.1449 46.89 N 54384
7054 -56.4651 460.7613 158.26 N 54386
7060 -59.5227  +60.7000 162.30 N 54388
7077  +18.9234 460.6972 56.39 N 54392
7080 -60.1219  415.0337 101.46 N 54393
7081 +15.5735 +60.7927 61.05 N 54393
7092 -60.0792  -28.9422 42.03 N 54396
7095 +10.5430 +460.6963 67.71 N 54396

Continued on Next Page. ..
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Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
7106  -60.0166 +60.7951 163.10 N 54403
7111 -20.2264  -14.2384 8.08 N 54404
7112 -5.2996  +34.5266 53.77 N 54404
7117 -13.0715 438.8825 70.14 N 54405
7121 -60.0510  460.7602 163.10 N 54406
7130 -60.0577  +60.7550 163.10 N 54409
7140  -59.5602  +18.2857 105.09 N 54412
7142 +18.4658 +60.6869 57.00 N 54412
7150  -59.4699  -35.9643 31.73 N 54415
7155 -59.7721  +60.7431 162.70 N 54416
7167  -29.3335  -14.5113 20.01 N 54420
7170 -59.4530  460.7670 162.30 N 54421
7176 -59.5477  -25.1152 46.48 N 54423
7177 -6.4808  460.7389 90.75 N 54423
7188  -59.4204  -20.4957 52.55 N 54425
7195  -48.5472  425.8669 100.46 N 54431
7199  +12.9608 +60.7217 64.48 N 54432
7202 -39.5836  460.7363 135.43 N 54433
5582  -40.3578  +57.4054 131.98 S 53622
5597  -50.6178  -18.4316 43.45 S 53625
5607 -50.5910  +59.8966 149.16 S 53627

Continued on Next Page. ..
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Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
5619  -50.6799  +60.7057 150.37 S 53634
5628 -50.7010  +1.9944 71.14 S 53636
5637 -20.7203  +60.7236 109.95 S 53638
5646 -13.8538  +60.7035 100.65 S 53640
5666 +41.2460 +60.7096 26.28 S 53643
5675 -55.5226  -41.7499 18.59 S 53645
5681 +29.9676 +52.8753 30.93 S 53646
5698 -55.6236  -9.8141 61.84 S 53648
5713  -55.5354  +41.4722 130.96 S 53655
5729  -46.9467  -43.0540 5.26 S 53657
5730 +37.1988 +60.7051 31.73 S 53657
5732 +47.1083 +60.7335 18.39 S 53657
5745  +33.0855 +55.0972 29.72 S 53663
5754  -55.5991  +34.3737 121.46 S 53664
5760 +25.1345 +55.6824 41.24 S 53665
5763  -55.4867  +3.9437 80.23 S 53666
5771 +33.0918 +60.7942 37.40 S 53668
5776  -55.5031 +57.8228 152.99 S 53669
5782 +32.6538 +60.6576 37.81 S 53670
5786 -14.8150  +60.6521 101.88 S 53671
5797 -55.5724  +58.0517 153.39 S 53674
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Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
5807 -47.6672 +57.8946 142.51 S 53676
5820 -44.5412  +59.9635 141.08 S 53679
5836  -55.4841  +60.6972 156.84 S 53681
5847 +25.7116 +60.7446 47.29 S 53684
5853 -58.9471  -19.2755 53.56 S 53685
5870 -55.5706  -6.1632 66.70 S 53687
5871 +31.3923 +60.7350 39.61 S 53687
5882  -60.1057  +60.7064 163.10 S 53694
5889  +44.0099 +60.7792 22.64 S 53696
5895 -60.1151  +60.7064 163.11 S 53697
5905 -59.9883  +60.6862 162.91 S 53700
5924 -60.0649  +60.7589 163.11 S 53705
6287 -58.7794  +60.6962 161.29 S 53975
6330 +1.1732 +27.8222 35.98 S 53990
6348 -31.1948  +2.9395 46.08 S 53993
6349 +26.1051 +38.9807 17.38 S 53993
6353  -59.9949  -48.7678 15.16 S 53994
6355  -5.7804  +59.7952 88.53 S 53994
6367 -47.8229 +60.7172 146.53 S 53996
6377 -60.0009 +14.8517 101.05 S 53998
6401 -50.8974  -41.6160 12.53 S 54005

Continued on Next Page. ..

176



Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
6402 -24.9181 +11.7599 49.52 S 54005
6404 +24.9669 +60.7498 48.31 S 54005
6408 -59.9927  -48.7655 15.16 S 54006
6417 -60.1298  +60.6842 163.10 S 54008
6422 +37.0864 +56.1013 25.67 S 54009
6425 -60.0449 +60.7685 163.10 S 54010
6433  -60.0839  +60.7289 163.10 S 54012
6447  -60.0499  +40.1015 135.20 S 54020
6448 +39.0841 +60.7933 29.31 S 54020
6453 -60.0082  -4.4674 74.98 S 54022
6458  -6.7344  +55.8530 84.49 S 54024
6464 -59.9923  -45.0226 20.21 S 54026
6468 -60.0090  +2.9643 85.08 S 54028
6471  +9.5286 +60.7368 69.13 S 54028
6479  -60.0910 +15.9575 102.67 S 54030
6480 +33.1908 +59.2422 35.17 S 54030
6488 -60.0623  -26.8291 44.86 S 54032
6494 -61.5124  -31.2688 40.83 S 54034
6501 -32.5643 +60.7220 125.94 S 54035
6508 -60.5246 +60.5863 163.50 S 54037
6518 -60.1244  +60.6890 163.10 S 54040
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Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
6525 +39.1160 +60.6770 29.11 S 54041
6528 -60.1080  -25.2275 47.09 S 54047
6530  -7.9791  +60.7449 92.78 S 54047
6537 -17.3782  +60.7780 105.51 S 54049
6542 -59.9900  -4.5994 74.78 S 54050
6545 +41.2190 +60.6820 26.28 S 54050
6555 -60.0233  +30.9990 122.88 S 54053
6556 +28.3710 +60.7113 43.66 S 54053
6568 -60.0493  +60.7704 163.11 S 54056
6571 -53.7570  -19.3247 46.48 S 54057
6580 -60.0590 +60.7627 163.11 S 54059
6590 -60.0848  -13.5218 62.86 S 54061
6592 +12.0720 +60.7342 65.69 S 54061
6596 -60.0720 +60.7538 163.11 S 54062
6604 +27.2405 +60.7792 45.28 S 54064
6615 -60.0468  -16.7766 58.41 S 54068
6618 -1.8101  +60.7738 84.49 S 54068
6930 -13.7425 +60.5186 100.25 S 54347
6933 -60.0433  -14.0837 62.05 S 54348
6955  -60.1125 +60.7053 163.10 S 54357
6964 +16.3811 +30.9034 19.61 S 54359
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Table B.1 — Continued

Run Start Ra  End Ra  Square Degrees Strip MJD
6976 -19.7235 +60.6733 108.54 S 54362
6981 -60.0533  -19.0353 55.37 S 54365
7013 -22.4841  -8.2618 19.20 S 54376
7016 +15.1591 +460.6735 61.44 S 54376
7018  -60.0402  -50.4596 12.93 S 54377
7024 -60.0280 +15.8730 102.47 S 54379
7038  -1.8830  +60.6984 84.48 S 54382
7051  -60.0570 460.7632 163.11 S 54385
7057  -59.4918  +60.7315 162.30 S 54387
7071 +14.4300 +60.6948 62.46 S 54390
7074  +14.8106 +60.7773 62.06 S 54391
7076 -60.1189  +14.8882 101.26 S 54392
7084  -59.9870 460.6843 162.91 S 54394
7096 +18.4160 +60.7919 57.21 S 54396
7101 -55.5534  460.7896 157.06 S 54402
7110 -60.1022  -22.0787 51.33 S 54404
7124 -59.0697  -17.0035 56.79 S 54407
7127 -60.0576  460.7547 163.10 S 54408
7133 -57.8985  -22.8683 47.29 S 54410
7136 -44.5234 +60.7171 142.07 S 54411
7145 -59.7253  460.7887 162.69 S 54413
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Table B.1 — Continued

Run Start Ra End Ra  Square Degrees Strip MJD
7151 -14.5459  -8.5578 8.08 S 54415
7152 -6.4997  459.8236 89.54 S 54415
7158  -0.6362  +60.7464 82.87 S 54417
7161 -59.5774  +60.7890 162.49 S 54418
7173 -59.4763  +60.7442 162.30 S 54422
7182  -59.4824  -14.1210 61.24 S 54424
7183 +10.4266 +60.7274 67.91 S 54424
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Table B.2: SNe Ia From SDSS-I1

SDSS SN ID Ra Dec [AU Name Redshift
722 0.705670 0.751323  2005ed 0.08658
739 14.595293  0.679057 2005ef 0.10768
744 -30.801477  0.317490  2005ei 0.12780
762 15.535367  -0.879020 2005eg 0.19152
774 25.463507  -0.876397 2005ex 0.09350
1032 46.795700  1.119545 2005ez 0.12975
1112 -20.982510 -0.375230 2005fg 0.25773
1119 -39.586452  0.894650 2005fc 0.29740
1166 9.355610 0.973275 0.38240
1241 -22.327442  -0.776597  2005fF 0.08700
1253 -36.201015  0.163140 2005fd 0.26200
1316 -25.136168  0.494423  2005fe 0.21660
1371 -10.626193  0.429387 2005th 0.11915
1580 45.323078  -0.644057 2005fb 0.18300
1686 2.248345 -0.210410 0.13640
1688 -38.642281  0.324540 0.35870
1794 -42.163132  -0.445363  2005fj 0.14260
2017 -31.056664  0.593530 2005fo 0.26160
2030 -48.158394  -1.253303 20051l 0.23360
2031 -47.956779 -1.171423  2005fm 0.15300
2102 -47.778976  0.191117  2005fn 0.09510
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
2165 17.091743  -0.096317 2005fr 0.28800
2246 50.090427  -0.885580 2005fy 0.19520
2308 34.272915  0.280263 2005ey 0.14800
2330 6.807040 1.120617 2005fp 0.21320
2372 40.520737  -0.540823  2005ft 0.18120
2422 1.994545 0.638180 2005fi 0.26500
2440 42.633698  0.807815 2005fu 0.19300
2533 31.220730  -0.326450 2005fs 0.34000
2561 46.343430  0.858373  2005fv 0.11819
2635 52.704334  -1.238107 2005fw 0.14330
2689 24.900356  -0.758740 2005fa 0.16153
2789 -15.798573  0.401087 2005fx 0.29030
2916 -44.078251  0.569525 20051z 0.12420
2943 17.704912 1.007900  2005go 0.26540
2992 55.497055  -0.782667 2005gp 0.12656
3080 16.932346  -1.039507 2005ga 0.17420
3087 20.406733  -0.977217 2005gc 0.16460
3199 -26.707273  1.050585  2005gs 0.25110
3241 -47.348545 -0.354100 2005gh 0.25888
3256 -30.732361 -0.223435 2005hn 0.10760
3317 26.962614  0.640613 2005gd 0.16070
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
3331 34.561371  0.796550 2005ge 0.20600
3377 54.156204  1.079170 2005gr 0.24510
3451 -25.930771  0.708193 2005gf 0.25000
3452 -25.328501  0.639207 2005gg 0.23040
3592 19.052420  0.791947 2005gb 0.08656
3901 14.850420  0.002597 2005ho 0.06283
4000 31.016006  -0.365817 2005gt 0.27860
4046 -5.501650 0.642137 2005gw 0.27700
4064 46.109684  1.046413 0.15648
4241 12.237720  -0.905790 2005gu 0.33200
4524 45.299824  -0.553860 2005gj 0.06160
4577 38.475544  0.280713  2005gv 0.36300
4679 21.528299  0.676887 2005gy 0.33240
5103 -0.115557  0.737143 2005gx 0.14600
5183 53.454025  0.709360 2005gq 0.38980
5350 -52.780830 -0.779265 2005hp 0.17540
5391 52.341930  -1.094720 2005hs 0.30090
5395 49.640877  0.123405 2005hr 0.11700
5533 -31.330009  0.413270 2005hu 0.21970
5549 3.250533 0.248247 2005hx 0.12100
5550 3.598277 0.333087  2005hy 0.15620
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
5588 2.368630 1.154895  2005hw 0.41020
5635 -26.817249 -0.034883 2005hv 0.17950
o717 17.895931  -0.005840 2005ia 0.25170
5736 22.862774  -0.631670 2005jz 0.25300
5737 22.857071  -0.603420 2005ib 0.39300
5751 11.634090  0.838350 2005hz 0.13000
5821 -47.417583  -0.825290 2005hq 0.40080
5844 -32.213806  -0.842940 2005ic 0.31080
5916 5.437367 -0.325013  2005is 0.17240
5944 29.199770  -0.213630 2005hc 0.04594
5957 34.760555  -0.272783  2005ie 0.27960
5966 16.190372  0.513930 2005it 0.30955
5994 -47.397480 -0.167877  2005ht 0.18700
6057 52.553619  -0.974587 2005if 0.06709
6100 -26.516821  1.086505 2005ka 0.31770
6108 1.806593 0.348973  2005ih 0.25950
6127 -22.676027 -0.092337 2005iw 0.28000
6137 -52.063850  0.244760 2005iv 0.30010
6192 -11.535010  1.257000 2005jy 0.27200
6196 -22.368876  -0.502647 2005ig 0.28070
6249 3.265527 -0.620110 200511 0.29440
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
6295 23.672974  -0.605377 2005js 0.07962
6304 26.497627  1.195950 2005jk 0.19000
6315 -49.517170  1.092020 2005ix 0.26700
6406 46.088573  -1.062947 2005i] 0.12462
6422 -10.861177 -0.663210 2005id 0.18400
6649 34.275890  0.534810 2005jd 0.31400
6696 -20.920660  0.479263 0.23790
6699 -37.185005 -1.056990 20051k 0.31060
6773 -54.935017  0.217395 2005iu 0.09030
6777 -38.783569  0.385625 20051y 0.40430
6780 -31.931391  0.267097  2005iz 0.20200
6852 53.419842  -0.112120 2005jf 0.30060
6924 -1.030667 0.876967 2005ja 0.32800
6933 11.351710  1.075570 2005jc 0.21300
6936 -36.766178  -0.699777 20051 0.18100
6962 38.860867  1.074887 2005je 0.09389
6968 19.555759  -0.906563 0.09830
7017 31.365351  -0.497907 0.26840
7143 -14.737630 -0.207410 2005jg 0.30400
7147 -9.981593  -0.055487 2005jh 0.10990
7243 -31.920956  0.471970 2005jm 0.20370

Continued on Next Page. ..

185



Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
7335 -41.114792  -0.355340  2005kn 0.19747
7426 -20.986610 -0.367927 2005jb 0.38400
7460 -36.415932  -0.681675 2005jx 0.21030
7473 4.326413 -0.257257  2005ji 0.21600
7475 4.753490 -0.281480  2005jn 0.32200
7512 52.090321 -0.326145 2005jo 0.21900
7779 -49.919796 -0.007185 2005jw 0.38120
7847 32.459919  -0.061733 2005jp 0.21240
7876 19.182503  0.794643 2005ir 0.07636
7947 -45.813934  0.408340  2005jj 0.36800
8030 40.208851  0.993120 2005jv 0.42200
8046 39.116840  0.511287 2005ju 0.25930
8151 6.962033 -1.198150  2005hk 0.01306
8213 -2.479047  -0.921407 2005ko 0.18470
8495 -24.738964 -0.748170 2005mi 0.21440
8598 42.667370  -0.065977 2005jt 0.36060
8707 41.236137  0.203660 2005mh 0.39510
8719 7.721477 -0.718860  2005kp 0.11630
8921 -34.998035 -0.007905 20051d 0.14530
9032 -22.115463 -0.493550 2005le 0.25400
9045 -12.162870 -0.608610 2005kq 0.38950
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
9207 19.083639  -0.807803 2005lg 0.35000
9457 -24.185623  0.253050 2005l 0.25690
9467 -31.048611  1.180825 20051h 0.21840
10028 17.741844  0.276160 2005kt 0.06533
10096 29.429319  -0.179447 2005lj 0.07775
10106 47.693272  -0.204900 0.14720
10434 -30.044067 -1.193710 20051k 0.10430
10449 -22.971340 -1.128220 200511 0.24400
10550 -10.324620 -1.204880 20051f 0.30010
10805 -15.072453 -0.013717 2005ku 0.04546
11067 33.518394  -0.239170 2005ml 0.11400
11206 3.289810 1.145527  2005mm 0.38190
11300 6.750494 -0.586620 2005In 0.14680
11320 57.553738  -0.240240 2005mo 0.27430
11452 9.299460  -1.203440 2005lo 0.29900
11557 40.400188  0.205010 20051q 0.38000
11650 16.190300  0.055650 2005mp 0.27300
11864 26.928320  0.207207 20051p 0.30300
12136 -9.909260  -0.349900 2005mq 0.35000
12778 -42.504166  0.408770 2006fs 0.09923
12779 -50.528126  1.221123 2006fd 0.07996

Continued on Next Page. ..

187



Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
12781 5.406560  -1.009973 2006er 0.08431
12841 -38.652752  -1.033663 2006gk 0.29400
12843 -36.121922  -0.980280 2006fa 0.16704
12851 -15.218945 -0.627335 2006gm 0.24960
12853 -43.234451  0.723073  2006ey 0.16940
12855 -29.744476  0.716243 2006tk 0.17070
12856 -27.134529  0.755970 20061 0.17173
12860 -36.305809  1.175903 2006fc 0.12170
12869 -32.600876  0.001057 2006ge 0.27900
12874 -6.035380  -0.177130 2006fb 0.24493
12881 10.162356  -0.073583 2006gu 0.23790
12883 -47.374100  0.398685  2006fr 0.30600
12897 18.421391  -0.101587 2006eb 0.01721
12898 26.793100 -0.146973 2006fw 0.08350
12907 20.407873  0.414510 2006fv 0.13182
12927 41.786129  0.775130 2006fj 0.18960
12928 -54.990986 -0.975693 2006ew 0.13970
12930 -50.317234  -0.474537  2006ex 0.14749
12950 -8.332547  -0.840273 2006ty 0.08268
12971 6.648507 -0.302077 200061t 0.23532
12972 7.958623  -0.382993 2006ft 0.26100
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
12977 13.695610  -0.250847 2006gh 0.24700
12979 11.601475  0.003500 2006gf 0.11644
12983 16.458755  0.144805 2006gl 0.26538
13005 27.395475  -0.649895 2006fh 0.12730
13025 -18.432686  0.415893  2006fx 0.22410
13038 -12.173223  0.504620 2006gn 0.10100
13044 -27.457247  0.503270  2006fm 0.12570
13045 -14.975067  0.537673  2006fn 0.18080
13070 -2.214960  -0.746353 2006fu 0.19855
13072 -25.040569  0.024373 20064 0.23063
13099 -0.181257  -1.250353  2006gb 0.26607
13135 4.172303 -0.424537 20061z 0.10469
13136 6.140680 -0.279075  2006go 0.37210
13152 7.052104 0.118013 2006gg 0.20300
13174 13.234697  0.447843 2006ga 0.23600
13254 42.058678  -0.347040 2006gx 0.18068
13305 -28.899536  0.691247 2006he 0.21390
13327 -21.272631  0.002027 2006jf 0.28200
13354 27.564796  -0.887257 2006hr 0.15760
13357 29.472931  -0.534140 2006gw 0.32600
13370 27.151552  0.328227 2006gv 0.19960
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
13425 -21.458317  0.054960 2006gp 0.21290
13467 -5.053487  0.205250 2006hq 0.06850
13506 25.243374  -0.727867 2006hg 0.24500
13511 40.612385  -0.794127 2006hh 0.23757
13578 17.394693  0.704147 2006hc 0.20000
13610 -33.985207  0.726270 2006hd 0.29828
13641 -14.781283  -0.981160 2006hf 0.22000
13655 39.020222  -0.994183 2006hs 0.26440
13727 -42.411915  0.932620 2006hj 0.22570
13736 -23.166710  1.030965 2006hv 0.15040
13757 -9.876910  -1.157840 2006hk 0.28900
13796 -9.308413 0.532897 2006hl 0.14500
13830 -8.438320  -0.382257 2006hm 0.33170
13835 6.059633  -0.248247 2006hp 0.24770
13894 1.690563  -0.036750 2006jh 0.12490
13934 -17.889000 -0.435305 2006jg 0.33000
13956 20.941832  0.816670 2006hi 0.26200
14019 -43.357582  -0.647933 2006ki 0.21640
14024 -41.801434  0.916340 2006ht 0.20000
14108 53.594669  -1.123193 2006hu 0.12270
14157 51.136700  1.022387 2006kj 0.21400
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
14212 -29.529907  1.045017 20061y 0.20540
14261 -31.759590  0.253800 2006jk 0.28600
14279 18.488764  0.371677 2006hx 0.04543
14284 49.049355 -0.600947 2006ib 0.18109
14298 -45.104893  1.223257  2006j] 0.26800
14318 -19.574825 -0.136890 2006py 0.05790
14331 7.888657 -0.135800 2006kl 0.22110
14377 48.264309  -0.471627 2006hw 0.13938
14397 6.916140 0.649490 2006kk 0.38570
14421 31.829903 1.252077  2006ia 0.17501
14437 -27.919041 -1.196387 2006hy 0.14910
14451 -51.805058  0.927073  2006ji 0.17840
14456 -16.448891  1.050695 2006jm 0.33000
14481 2.681740 0.201265 2006lj 0.24390
14735 35.158047  0.348417 2006km 0.30110
14782 -45.765732  -0.279047 2006jp 0.16040
14815 -40.928349  0.559500 20061z 0.13630
14816 -23.283684  0.506050 2006ja 0.10723
14846 7.663240 0.141570 2006jn 0.22470
14871 54.277115  0.009393  2006jq 0.12760
14979 54.946430  0.992820 2006jr 0.17710
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
14984 -46.166439  -0.092760 2006js 0.19670
15002 22.249800  0.769953 2006ko 0.38000
15009 32.798557  0.695835 2006kp 0.29500
15129 -41.097469 -0.321385 2006kq 0.19846
15132 -30.299730  0.197725  2006jt 0.14400
15136 -8.837437  -0.718347 2006ju 0.14869
15161 35.842926  0.818997 2006jw 0.24964
15170 58.058578  0.292080 2006jx 0.41000
15171 -55.207462 -1.064470 2006kb 0.11320
15201 -22.480579  0.003663 2006ks 0.20850
15203 15.734763  0.183117 2006jy 0.20430
15213 53.019142  -0.100147 20061k 0.31120
15217 22.634235  0.219780 2006jv 0.37100
15219 34.611153  0.226687 2006ka 0.24700
15222 2.853353 0.702730 2006jz 0.19939
15229 4.831990 1.090717  2006kr 0.22680
15234 16.958349  0.828197 2006kd 0.13634
15254 -46.507065 -0.360047 20060y 0.20100
15259 -22.455811 -0.407827 2006kc 0.21003
15287 -36.040314 -1.057427 2006kt 0.27400
15301 -36.420052  0.589120 2006lo 0.29630
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Table B.2 — Continued

SDSS SN ID Ra Dec AU Name Redshift
15340 -23.997181  0.821370 2006mu 0.14100
15354 6.773680  -0.126003 2006lp 0.22210
15356 -24.946707  0.409917 2006Im 0.27470
15365 -5.443370 1.249135 2006ku 0.18750
15369 -11.167063 -0.562580 2006In 0.24500
15383 34.149509  -0.155150 2006lq 0.31620
15421 33.741600  0.602503 2006kw 0.18500
15425 55.561108  0.478300 2006kx 0.16004
15433 14.879636  -0.256530 2006mt 0.22000
15440 39.720646  0.090085 2006lr 0.26190
15443 49.867455 -0.318023 20061b 0.18202
15453 -40.331680 -1.024283 2006ky 0.14770
15456 -28.132713  -0.903443 200611 0.38210
15459 -19.298553 -0.901753 2006la 0.12670
15461 -33.152508 -0.494677 2006kz 0.18000
15466 -42.354954  -0.123223 2006mz 0.24610
15504 -14.298523 -0.876403 20060¢ 0.27010
15508 27.168976  -0.576590 2006ls 0.14600
15583 37.731102  0.946297 2006mv 0.17520
15584 43.495461  0.986980 2006nt 0.28200
15648 -46.281620 -0.194827 2006ni 0.17496
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SDSS SN ID Ra Dec AU Name Redshift
15674 -19.170860  0.262920 200611 0.19700
15704 40.210705  0.658755 2006nh 0.36500
15734 5.530280  -0.095643 2006ng 0.39800
15749 51.285324  -0.040610 2006mw 0.11800
15756 0.374817 0.275983  2006nf 0.38800
15776 32.829441  -0.998217 2006na 0.31760
15833 -59.136124  0.570217 2006mx 0.12900
15868 38.099804  -0.713590 2006pa 0.25100
15872 36.722446  -0.327790 2006nb 0.18460
15897 11.681467 -1.032913 2006pb 0.17470
15901 31.976307  -0.535390 20060d 0.17100
16000 21.117599  0.074383 2006n;j 0.39850
16021 13.843727  -0.388803 2006nc 0.09470
16032 44.069229  -0.410760 2006nk 0.19500
16069 -18.753946 -1.006603 2006nd 0.12878
16072 3.124467 -0.977297  2006nv 0.28670
16073 8.107767  -1.054033 20060f 0.15310
16093 -9.637490 1.132495 20060e 0.33510
16099 26.420891 -1.054420 2006nn 0.19686
16100 30.436293  -1.032397 2006nl 0.19000
16106 -27.910601 -1.148805 2006no 0.25120
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SDSS SN ID Ra Dec AU Name Redshift
16108 -56.982208  0.570613 20060g 0.15800
16116 -4.697967  -1.105807 20060h 0.15640
16165 30.733137  -0.533857 2006nw 0.16000
16185 16.868082  -0.269350 20060k 0.09700
16206 5.788207 -0.053600 2006pe 0.16000
16211 -11.835900  0.266950 2006nm 0.31102
16213 8.971043 0.258397  20060i 0.19800
16215 18.407681  0.423863 2006ne 0.04660
16232 17.205410  -0.989545 20060j 0.33970
16259 -7.970020 0.856350 20060l 0.11912
16276 20.578690  1.010610 20060m 0.16000
16280 14.121716  -1.226700 2006nz 0.03810
16281 -7.057850  -0.668070 2006pd 0.18690
16287 46.664532  0.064050 20061np 0.10737
16314 -39.071072  -0.843467 20060a 0.06256
16333 -31.006287 -1.070167 20060on 0.07193
16350 -36.360466 -0.885830 2006ph 0.23610
16352 -13.750617 -0.873340 2006pk 0.24800
16357 -29.180790 -0.606843 2006pi 0.37380
16392 27.950609  0.263313 20060b 0.05917
16402 -23.632271  0.265317 2006sv 0.26450
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16414 -20.673565  0.738160 2006p] 0.30720
16421 51.836227  1.089690 2006pg 0.32030
16442 -30.053190 -0.733220 200600 0.28080
16473 -31.387863  0.588490 2006pl 0.21650
16482 -31.290468  0.933647 2006pm 0.21078
16541 57.261864  -0.532770 2006pn 0.13000
16567 25.438065  -0.189123 2006pf 0.40000
16578 -54.186798 -0.848477 2006po 0.17470
16618 21.279375  -1.218960 2006pq 0.20000
16619 25.938721  -1.111930 2006ps 0.06850
16631 54.622795 -0.675560 2006pv 0.20700
16641 23.561220  -0.403600 2006pr 0.12710
16644 36.817379  -0.393467 2006pt 0.29881
16692 -39.617241  0.993307 20060p 0.03409
16737 -47.167313  -0.952317 2006qc 0.16230
16748 7.951325 -0.513940 2006sx 0.23170
16758 -18.387621  1.150830 2006pw 0.32700
16774 35.271698  0.828400 2006sy 0.36583
16776 -12.978583 -0.176077 2006qd 0.26700
16779 45.290520  -0.026250 2006qga 0.39800
16781 52.061047  -0.200945 2006gb 0.32600
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16789 43.784332  0.234795 2006pz 0.32497
16793 -31.424629  0.446995 2006qg 0.20420
16836 16.250851  -0.374675 2006sw 0.33100
16847 -6.678767  0.961083 2006px 0.27700
16872 -33.029091  0.706857 2006qgh 0.12660
16894 56.314552  -0.128500 2006tb 0.29650
16899 52.460098  0.295067 2006ta 0.28770
16938 -11.916753  -0.534437 2006qe 0.33843
16941 -4.281413  -0.556410 2006sz 0.19400
16953 12.243635  0.476940 2006pp 0.33900
16956 -57.226612  -0.319970 20064 0.10870
17048 27.581514  0.884887 2006qi 0.18900
17081 27.537964  0.420477 2006ql 0.27100
17106 47.008190  0.943407 2006tc 0.21280
17117 40.600311  -0.796530 2006qm 0.14017
17135 06.528252  0.389747 20061z 0.03092
17168 -20.276182 -1.167077 2007ik 0.18300
17171 -33.497944  -1.217740  2007id 0.16031
17176 -25.597139  0.613330 2007ie 0.09345
17186 31.612844  -0.899547 2007hx 0.07976
17208 1.491593 1.103077 2007ic 0.14300
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17215 54.926346  1.092273 2007hy 0.18138
17218 -3.828170  -0.030063  2007jp 0.18000
17220 9.701510 -0.179310 2007;1 0.18200
17223 26.361357  -0.019420 2007jj 0.23600
17253 2.994223 0.998160 2007jq 0.15900
17254 8.391867 0.984927 2007ii 0.26300
17258 35.738651 1.025733  2007jr 0.08900
17274 -0.658507 0.105860  2007ij 0.18400
17280 55.791901  0.102477 2007ia 0.13099
17332 43.773479  -0.147413  2007jk 0.18284
17340 41.212070  0.364843 2007kl 0.25729
17366 -44.212711  -1.029193  2007hz 0.13933
17389 -36.705132 -0.960143 2007ih 0.17100
17391 -12.447563 -0.931403 2007jo 0.19400
17435 20.344603  -0.014823 2007ka 0.22200
17460 42.083656  -0.288163 2007km 0.24800
17464 6.640813 0.042000 2007jb 0.28000
17497 37.136597  -1.042103 2007jt 0.14478
17500 4.189404 1.200897 20071f 0.04407
17528 -49.725170  -0.422120 2007iy 0.37100
17552 -37.679462 -1.003167 2007jl 0.25700
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17568 -46.897053  0.277665 2007kb 0.14000
17605 -50.797230  0.098447 2007js 0.16800
17629 30.636423  -1.089173 2007jw 0.13690
17745 2.960260  -0.339190 2007ju 0.06300
17746 3.903793 -0.389327 2007jv 0.15500
17784 52.461735  0.056837 2007jg 0.03710
17790 -59.363239  0.371683 2007jx 0.17700
17791 -27.626717  0.737930  2007kp 0.28600
17801 -43.906799 -0.898017 2007ko 0.21000
17809 6.364570 -0.839570  2007kr 0.29000
17811 12.878683  -0.947383 2007ix 0.20000
17825 32947132 -0.912453  2007je 0.16000
17875 20.983383  1.255050 2007jz 0.22200
17880 44.972393  1.160713 2007jd 0.07265
17884 27.599834  1.172077 2007kt 0.24200
17886 54.006413  1.103383 2007jh 0.04075
18030 4.932963  -0.400133 2007kq 0.15646
18091 23.367531  0.524667 2007ku 0.37100
18241 -47.612247 -0.761693  2007ks 0.09500
18298 18.266727  -0.539997 20071 0.11979
18323 3.428647 0.652160 2007kx 0.16000
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18325 8.905757 0.370037  2007mv 0.25800
18375 11.516453  -0.010383 20071g 0.11800
18415 -22.521746  1.058577 20071a 0.13000
18451 26.485849  -0.217640 2007mt 0.40800
18456 29.458820  -0.398100 20071k 0.22000
18463 17.566000  0.472007 2007kv 0.26000
18466 48.418530  0.629983 2007Im 0.21300
18485 47959126  -0.692440 2007nu 0.28200
18486 55.180023  1.003060 2007In 0.09000
18602 -21.016407  0.609223 20071o 0.13800
18604 -19.079107  0.421383 2007lp 0.15000
18612 12.287926  0.596990 2007lc 0.11504
18617 -14.238473  0.849160 2007mw 0.32800
18643 -8.800063  0.944557 2007lv 0.11846
18650 -31.552767  0.015053 20071t 0.11500
18697 11.223940 -0.997043 2007ma 0.10725
18721 3.077330 -0.077290 2007mu 0.40309
18740 16.855333  1.043777 2007mc 0.15400
18749 12.547347  0.675430 2007mb 0.19000
18751 5.722397 0.775957 20071y 0.07600
18768 17.216749  1.197873 2007lh 0.19600

Continued on Next Page. ..

200



Table B.2 — Continued
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18782 39.262341  -0.866590 2007ns 0.36600
18787 29.729773  -1.027070 2007mf 0.19600
18804 25.265623  -0.448463 2007me 0.20000
18807 46.640938  0.793297 2007mg 0.15818
18809 50.881321  0.666650 2007mi 0.13184
18835 53.685165  0.355520 2007mnj 0.12327
18855 48.632370  0.269847 2007mh 0.12782
18890 16.444450  -0.758825 2007mm 0.06643
18903 12.251377  -0.324000 2007Ir 0.15638
18909 D.782784 0.983487 20071q 0.22700
18927 46.682510  -0.754007 2007nt 0.21300
18940 10.348987  0.411937 2007sb 0.21200
18945 10.078393  -1.037377 2007nd 0.26800
18959 36.408745  0.709575 2007ng 0.40108
18965 13.509197  1.069047 2007ne 0.20500
19002 42.615353  -0.551143 2007nh 0.27300
19003 -40.851524  -0.769883 2007mp 0.06115
19008 -28.036654 -1.069917 2007mz 0.23000
19023 -52.883045  0.006233 20071s 0.24600
19025 -41.454723  -0.296250 2007mx 0.40800
19027 -31.115860 -0.372013 2007my 0.29000
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19033 -43.765518  0.060990  2007of 0.40300
19051 -8.624727  0.423087 2007nb 0.27900
19067 -34.371845  0.984587  20070q 0.33900
19070 -26.613384  0.880505 2007na 0.47000
19101 7.972727 0.138297  2007ml 0.20200
19149 31.460024  -0.331857 2007ni 0.20800
19155 31.266500  0.174557 2007mn 0.07689
19174 25.659817  1.030370 2007or 0.16600
19207 -26.536036  -0.920280 20070a 0.25000
19211 -46.846161 -0.453953 20070h 0.41900
19220 -18.258003 -0.071803 2007ox 0.21200
19282 -0.927800  -0.505863 2007mk 0.18641
19341 15.860275  0.331405 2007nf 0.23500
19353 43.114365  0.251810 2007nj 0.15395
19365 29.411045 -0.522130 20070s 0.34900
19381 50.235516  1.058133 2007nk 0.21600
19389 51.297283  -0.106257 2007nz 0.46900
19425 -36.491272  -0.740520 2007ow 0.21100
19543 -2.091643  0.279823 20070j 0.12000
19596 53.884266  0.703323 2007po 0.28900
19604 5.324495 1.074560 200701 0.30000
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19616 37.101093  0.184685 20070k 0.16554
19625 34.141289  -0.722390 2007pn 0.31400
19626 35.927898  -0.825970 2007ou 0.11321
19632 40.286552  0.144415 2007ov 0.31500
19658 8.903190 -0.232700 20070t 0.19900
19702 47.754837  0.356760 2007pp 0.26200
19757 -10.518997  1.222837 20070y 0.37700
19775 -41.043919  0.651277 2007pc 0.14900
19794 -0.680950 0.249347 20070z 0.29730
19818 35.266685  0.496400 2007pe 0.30400
19899 -18.507696  -0.648740 2007pu 0.09100
19913 -26.237537 -0.341267 2007qf 0.21000
19940 -44.606464 -0.268477 2007pa 0.15700
19953 -27.069521  0.579063  2007pf 0.12400
19968 24.348757  -0.311987 20070l 0.05604
19969 31.910473  -0.324003 2007pt 0.17529
19990 34.806313  -0.384843 2007ps 0.24600
19992 -2.895850  -1.184990 2007pb 0.24300
20039 9.878606 1.024367 2007qh 0.24700
20040 -31.120506  0.815070 2007rf 0.29000
20048 -20.691948  0.736347 2007pq 0.18500
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20051 -30.061878  1.126930 2007pv 0.26300
20064 -1.413770  -0.917650 2007om 0.10503
20084 -12.024723 -0.578053 2007pd 0.09125
20097 -48.245441  -0.099330 2007rd 0.24000
20106 -13.445740  0.329000 2007pr 0.33300
20111 -5.605613  0.248113 2007pw 0.24800
20142 23.008253  -0.429703 2007qg 0.32000
20144 -37.568092  0.444617 2007ql 0.23000
20184 -0.211443 1.158317 2007qn 0.32400
20186 -2.705425 0.797910 2007pj 0.34700
20208 32.380874  -1.000607 2007qd 0.04313
20227 -10.880040 -0.098527 2007qi 0.29600
20245 -18.294449  0.756297  2007pi 0.28800
20345 10.701763  0.379773 2007qp 0.27000
20350 -47.194199 -0.955807 2007ph 0.12946
20364 25.756653  -0.945483 2007qo 0.23000
20376 -40.604523 -0.523973 2007re 0.20100
20430 -47.583176  0.468637  2007q] 0.17000
20432 -44.191166  0.457365 2007qk 0.30400
20470 52.604912 1.009433  2007pz 0.12700
20474 -47.165550  1.018913 2007rg 0.45000
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20528 43.121788  -1.139513 2007qr 0.13609
20533 52.355858  -0.646340 2007qt 0.30900
20575 -34.734303  0.142547 2007rh 0.22400
20581 -22.296974  0.010737 2007gm 0.20500
20625 5.683380 -0.479007  2007px 0.10818
20687 16.718121 1.154080 20071 0.19100
20718 28.495262  -0.092667 2007r]j 0.08879
20764 26.120728  0.229773 2007ro 0.17000
20768 40.625885  -0.971123 2007qq 0.23700
20821 55.572632 1.063133  2007rk 0.19600
20829 -21.863247  0.859100 2007qu 0.31000
20834 15.449173  -0.693620 2007rr 0.19000
20862 -0.494140  -0.737553 2007rn 0.27600
20889 52.381668  0.515563 2007py 0.20929
20934 35.437889  0.864500 2007rm 0.30000
20978 35.387787  -0.374925 2007r] 0.33000
21006 47941784  0.091893 2007qs 0.29000
21033 28.813673  0.643107 2007qy 0.24000
21034 28.141323  1.244080 2007qa 0.10858
21042 -44.988407  0.827585 2007qz 0.32000
21062 -26.568407  0.396303 2007rp 0.13884
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21422 13.383800  0.900247 2007rq 0.27000
21455 33.799450  0.535903 2007sc 0.26900
21502 -6.400217  -0.890333 2007ra 0.08900
21510 7.352820 0.831490 2007sh 0.14988
21669 11.614180  -1.062250 2007rs 0.12418
21766 27.584187  -0.403885 2007rc 0.12788
21810 -26.845423  0.796737 2007se 0.17600
21814 -17.753696  1.206077 2007sf 0.10000
21839 -41.571613  -0.837870 2007sl 0.09500
21861 -10.141317 -0.901660 2007sg 0.18800
22075 29.963091 1.216435 2007si 0.12995
22182 -39.289295  0.421617 2007sm 0.06000
22284 -26.481598  -0.213173  2007sn 0.13800

206



REFERENCES

Abazajian, K. et al. 2004, AJ, 128, 502
Adelman-McCarthy, J. et al. 2005, TAU Circ., 8481, 1
Adelman-McCarthy, J. K. et al. 2007, ApJS, 172, 634
Alard, C., & Lupton, R. H. 1998, ApJ, 503, 325
Aldering, G. et al. 2006, ApJ, 650, 510

Barbon, R. 1978, AJ, 83, 13

Barentine, J. et al. 2005a, Central Bureau Electronic Telegrams, 254, 1
—. 2005b, Central Bureau Electronic Telegrams, 259, 1
—. 2005¢, Central Bureau Electronic Telegrams, 268, 1
—. 2005d, Central Bureau Electronic Telegrams, 280, 1
—. 2005e, Central Bureau Electronic Telegrams, 247, 1
—. 2005f, Central Bureau Electronic Telegrams, 304, 1
—. 2005g, Central Bureau Electronic Telegrams, 315, 1
—. 2005h, Central Bureau Electronic Telegrams, 339, 1
—. 20051, Central Bureau Electronic Telegrams, 281, 1
—. 2005j, Central Bureau Electronic Telegrams, 229, 1
Barris, B. J., & Tonry, J. L. 2006, ApJ, 637, 427
Bassett, B. et al. 2007a, Central Bureau Electronic Telegrams, 1076, 1
—. 2007b, Central Bureau Electronic Telegrams, 1079, 1
—. 2007c, Central Bureau Electronic Telegrams, 1081, 1
—. 2007d, Central Bureau Electronic Telegrams, 1098, 1
—. 2007e, Central Bureau Electronic Telegrams, 1102, 1
—. 2007f, Central Bureau Electronic Telegrams, 1104, 1

—. 2007g, Central Bureau Electronic Telegrams, 1109, 1

207



208

. 2007h, Central Bureau Electronic Telegrams, 1117, 1
. 20071, Central Bureau Electronic Telegrams, 1128, 1
. 2007j, Central Bureau Electronic Telegrams, 1135, 1
. 2007k, Central Bureau Electronic Telegrams, 1137, 1
. 20071, Central Bureau Electronic Telegrams, 1139, 1
. 2007m, Central Bureau Electronic Telegrams, 1146, 1
. 2007n, Central Bureau Electronic Telegrams, 1167, 1
. 20070, Central Bureau Electronic Telegrams, 1061, 1
. 2007p, Central Bureau Electronic Telegrams, 1057, 1
. 2006a, Central Bureau Electronic Telegrams, 621, 1
. 2006b, Central Bureau Electronic Telegrams, 623, 1
. 2006¢, Central Bureau Electronic Telegrams, 624, 1

. 2006d, Central Bureau Electronic Telegrams, 627, 1
. 2006e, Central Bureau Electronic Telegrams, 629, 1

. 2006f, Central Bureau Electronic Telegrams, 637, 1

. 2006g, Central Bureau Electronic Telegrams, 643, 1
. 2006h, Central Bureau Electronic Telegrams, 650, 1
. 20061, Central Bureau Electronic Telegrams, 654, 1

. 2006j, Central Bureau Electronic Telegrams, 656, 1

. 2006k, Central Bureau Electronic Telegrams, 657, 1
. 20061, Central Bureau Electronic Telegrams, 663, 1

. 2006m, Central Bureau Electronic Telegrams, 667, 1
. 2006n, Central Bureau Electronic Telegrams, 680, 1
. 20060, Central Bureau Electronic Telegrams, 688, 1

. 2006p, Central Bureau Electronic Telegrams, 713, 1



209

—. 2006q, Central Bureau Electronic Telegrams, 726, 1
—. 2006r, Central Bureau Electronic Telegrams, 735, 1
—. 2006s, Central Bureau Electronic Telegrams, 740, 1
—. 2006t, Central Bureau Electronic Telegrams, 743, 1
—. 2006u, Central Bureau Electronic Telegrams, 745, 1
—. 2006v, Central Bureau Electronic Telegrams, 762, 1
—. 2006w, Central Bureau Electronic Telegrams, 770, 1
—. 2006x, Central Bureau Electronic Telegrams, 786, 1
—. 2006y, Central Bureau Electronic Telegrams, 611, 1
Blanc, G. et al. 2004, A&A, 423, 881

Blanton, M. R. et al. 2003a, AJ, 125, 2348

—.2003b, ApJ, 592, 819

Blanton, M. R., & Roweis, S. 2007, AJ, 133, 734
Blondin, S., & Tonry, J. L. 2007, ApJ, 666, 1024

Branch, D., Livio, M., Yungelson, L. R., Boffi, F. R., & Baron, E. 1995, PASP, 107,
1019

Cappellaro, E., Botticella, M. T., & Greggio, L. 2007, in American Institute of Physics
Conference Series, Vol. 937, Supernova 1987A: 20 Years After: Supernovae and
Gamma-Ray Bursters, ed. S. Immler, K. Weiler, & R. McCray, 198-205

Cappellaro, E., Evans, R., & Turatto, M. 1999, A&A, 351, 459
Cardelli, J. A., Clayton, G. C., & Mathis, J. S. 1989, ApJ, 345, 245
Crane, P., Tammann, G. A., & Woltjer, L.. 1977, Nature, 265, 124
Dahlen, T. et al. 2004, ApJ, 613, 189

Dilday, B. et al. 2008, ApJ, 682, 262

Dilday et al., B. 2008a, in preparation

—. 2008b, in preparation

Forster, F., & Schawinski, K. 2008, MNRAS, 388, .74



210

Forster, F., Wolf, C., Podsiadlowski, P., & Han, Z. 2006, MNRAS, 368, 1893
Frieman, J., Turner, M., & Huterer, D. 2008a, ArXiv e-prints, 0803.0982
Frieman, J. A. et al. 2008b, AJ, 135, 338

Fukugita, M., Ichikawa, T., Gunn, J. E., Doi, M., Shimasaku, K., & Schneider, D. P.
1996, AJ, 111, 1748

Gal-Yam, A., Cenko, S. B., Fox, D. B., Leonard, D. C., Moon, D.-S., Sand, D. J.,
& Soderberg, A. M. 2007, in American Institute of Physics Conference Series, Vol.
924, The Multicolored Landscape of Compact Objects and Their Explosive Origins,
297-303

Gal-Yam, A., Cenko, S. B., Fox, D. W., Leonard, D. C., Moon, D.-S., Sand, D. J., &
Soderberg, A. M. 2005, in Astronomical Society of the Pacific Conference Series,
Vol. 342, 1604-2004: Supernovae as Cosmological Lighthouses, ed. M. Turatto,
S. Benetti, L. Zampieri, & W. Shea, 305—+

Gal-Yam, A., Maoz, D., Guhathakurta, P., & Filippenko, A. V. 2003, AJ, 125, 1087
—. 2008, ApJ, 680, 550

Graham, M. L. et al. 2008, AJ, 135, 1343

Greggio, L. 2005, A&A, 441, 1055

Gunn, J. E. et al. 1998, AJ, 116, 3040

—. 2006, AJ, 131, 2332

Guy, J. et al. 2007, A&A, 466, 11

Guy, J., Astier, P., Nobili, S., Regnault, N., & Pain, R. 2005, A&A, 443, 781
Hamuy, M., Phillips, M., Suntzeft, N., & Maza, J. 2003, IAU Circ., 8151, 2

Hamuy, M., Phillips, M. M., Suntzeff, N. B., Schommer, R. A., Maza, J., & Aviles,
R. 1996, AJ, 112, 2391

Hansen, S. M., Sheldon, E. S., Wechsler, R. H., & Koester, B. P. 2007, ArXiv e-prints,
0710.3780

Hardin, D. et al. 2000, A&A, 362, 419

Hoflich, P., Khokhlov, A., Wheeler, J. C., Phillips, M. M., Suntzeff, N. B., & Hamuy,
M. 1996, ApJ, 472, L81+

Hoflich, P., Khokhlov, A. M., & Wheeler, J. C. 1995, ApJ, 444, 831



211

Hogg, D. W., Baldry, 1. K., Blanton, M. R., & Eisenstein, D. J. 2002, ArXiv Astro-
physics e-prints, astro-ph/0210394

Holtzman et al., J. 2008, submitted to AJ

Hopkins, A. M., & Beacom, J. F. 2006, ApJ, 651, 142
Howell, D. A., Sullivan, M., Conley, A., & Carlberg, R. 2007, ApJ, 667, L37
Ivezi¢, 7. et al. 2007, AJ, 134, 973

James, F., & Roos, M. 1994, miNnuiT, CERN, Geneva

Jha, S.; Riess, A. G., & Kirshner, R. P. 2007, ApJ, 659, 122
Johnston, D. E. et al. 2007, ArXiv e-prints, 0709.1159
Jorgensen, 1. 1997, MNRAS, 288, 161

Kasen, D., & Woosley, S. E. 2007, ApJ, 656, 661

Kessler et al., R. 2008, in preparation

Koester, B. P. et al. 2007a, ApJ, 660, 239

—. 2007b, ApJ, 660, 221

Kuznetsova, N. V., & Connolly, B. M. 2007, ApJ, 659, 530
Li, W. et al. 2003, PASP, 115, 453

Lupton, R., Gunn, J. E., Ivezi¢, Z., Knapp, G. R., & Kent, S. 2001, in ASP Conf.
Ser. 238: Astronomical Data Analysis Software and Systems X, ed. F. R. Harnden,
Jr., F. A. Primini, & H. E. Payne, 269—

Madgwick, D. S., Hewett, P. C., Mortlock, D. J., & Wang, L. 2003, ApJ, 599, L33
Mannucci, F., Della Valle, M., & Panagia, N. 2006, MNRAS, 370, 773

Mannucci, F., Della Valle, M., Panagia, N., Cappellaro, E., Cresci, G., Maiolino, R.,
Petrosian, A., & Turatto, M. 2005, A&A, 433, 807

Mannucci, F., Maoz, D., Sharon, K., Botticella, M. T., Della Valle, M., Gal-Yam, A.,
& Panagia, N. 2008, MNRAS, 383, 1121

Matheson, T. et al. 2005, AJ, 129, 2352
Miller, C. J. et al. 2005, AJ, 130, 968



212

Neill, J. D. et al. 2006, AJ, 132, 1126
Nugent, P., Kim, A., & Perlmutter, S. 2002, PASP, 114, 803

Nugent, P., Phillips, M., Baron, E., Branch, D., & Hauschildt, P. 1995, ApJ, 455,
L1474+

Oyaizu, H., Lima, M., Cunha, C. E., Lin, H., & Frieman, J. 2007, ArXiv e-prints,
0711.0962

Oyaizu, H., Lima, M., Cunha, C. E., Lin, H., Frieman, J., & Sheldon, E. S. 2008,
AplJ, 674, 768

Padmanabhan, N. et al. 2004, New Astronomy, 9, 329
Pain, R. et al. 2002, ApJ, 577, 120

Perlmutter, S. et al. 1999, ApJ, 517, 565

Phillips, M. M. 1993, ApJ, 413, LL105

Phillips, M. M. et al. 2007, PASP, 119, 360

Pier, J. R., Munn, J. A., Hindsley, R. B., Hennessy, G. S., Kent, S. M., Lupton,
R. H., & Ivezi¢, Z. 2003, AJ, 125, 1559

Poznanski, D., Maoz, D., & Gal-Yam, A. 2007a, AJ, 134, 1285
Poznanski, D. et al. 2007b, MNRAS, 382, 1169

Prieto, J. L. et al. 2007, astro-ph/0706.4088

Pskovskii, I. P. 1977, Soviet Astronomy, 21, 675

Quimby, R., Hoflich, P., Kannappan, S. J., Odewahn, S. C., & Terrazas, E. 2005,
Central Bureau Electronic Telegrams, 266, 1

Riess, A. G. et al. 1998, AJ, 116, 1009

Riess, A. G., Press, W. H., & Kirshner, R. P. 1996, ApJ, 473, 88
Sako, M. et al. 2008, AJ, 135, 348

—. 2005, ArXiv Astrophysics e-prints, astro-ph/0504455

Sand, D. J., Zaritsky, D., Herbert-Fort, S., Sivanandam, S., & Clowe, D. 2008, AJ,
135, 1917

Scannapieco, E., & Bildsten, L. 2005, ApJ, 629, L85



213

Schechter, P. L., Mateo, M., & Saha, A. 1993, PASP, 105, 1342
Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998, ApJ, 500, 525

Sharon, K. et al. 2007a, in American Institute of Physics Conference Series, Vol. 924,
The Multicolored Landscape of Compact Objects and Their Explosive Origins,
460 463

Sharon, K., Gal-Yam, A., Maoz, D., Filippenko, A. V., & Guhathakurta, P. 2007Db,
ApJ, 660, 1165

Sharon et al., K. 2008, in preparation

Sheldon, E. S. et al. 2007a, ArXiv e-prints, 0709.1162
—. 2007b, ArXiv e-prints, 0709.1153

Shimasaku, K. et al. 2001, AJ, 122, 1238

Smith, C., Rest, A., Hiriart, R., Becker, A., Stubbs, C. W., Valdes, F. G., & Suntzeff,
N. 2002, in Presented at the Society of Photo-Optical Instrumentation Engineers
(SPIE) Conference, Vol. 4836, Survey and Other Telescope Technologies and Dis-
coveries. Edited by Tyson, J. Anthony; Wolff, Sidney. Proceedings of the SPIE,
Volume 4836, pp. 395-405 (2002)., ed. J. A. Tyson & S. Wolff, 395-405

Smith et al., M. 2008, in preparation
Stoughton, C. et al. 2002, AJ, 123, 485
Strateva, I. et al. 2001, AJ, 122, 1861
Strauss, M. A. et al. 2002, AJ, 124, 1810
Strolger, L.-G., & Riess, A. G. 2006, AJ, 131, 1629
Strolger, L.-G. et al. 2004, ApJ, 613, 200
Sullivan, M. et al. 2006a, AJ, 131, 960
. 2006b, ApJ, 648, 868
Tonry, J., & Davis, M. 1979, AJ, 84, 1511
Tonry, J. L. et al. 2003, ApJ, 594, 1

Webb, A. 2002, Statistical Pattern Recognition: 2nd Edition (West Sussex, England:
John Wiley and Sons, Ltd.)



214

Williams, R. D., & Seaman, R. 2006, in Astronomical Society of the Pacific Confer-
ence Series, Vol. 351, Astronomical Data Analysis Software and Systems XV, ed.
C. Gabriel, C. Arviset, D. Ponz, & S. Enrique, 637+

Yamauchi, C. et al. 2005, AJ, 130, 1545
Zheng, C. et al. 2008, AJ, 135, 1766



