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ABSTRACT

We present the first measurement of the top quark mass using simultaneously data
from two decay channels. We use a data sample of /s = 1.96 TeV collisions with
integrated luminosity of 1.9 b1 collected by the CDF II detector. We select dilepton
and lepton + jets channel decays of ¢t pairs and reconstruct two observables in each
topology. We use non-parametric techniques to derive probability density functions
from simulated signal and background samples. The observables are the reconstructed
top quark mass and the scalar sum of transverse energy of the event in the dilepton
topology and the reconstructed top quark mass and the invariant mass of jets from
the W boson decay in lepton + jets channel. We perform a simultaneous fit for the
top quark mass and the jet energy scale which is constrained in situ by the hadronic
W boson resonance from the lepton + jets channel. Using 144 dilepton candidate
events and 332 lepton + jets candidate events we measure:

Miop =171.9 & 1.7 (stat. + JES) & 1.1 (other syst.) GeV/c2=171.9 + 2.0 GeV /c?
The measurement features a robust treatment of the systematic uncertainties, corre-
lated between the two channels and develops techniques for a future top quark mass
measurement simultaneously in all decay channels. Measurements of the W boson
mass and the top quark mass provide a constraint on the mass of the yet unobserved
Higgs boson. The Higgs boson mass implied by measurement presented here is higher
than Higgs boson mass implied by previously published, most precise CDF measure-

ments of the top quark mass in lepton + jets and dilepton channels separately.
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CHAPTER 1
INTRODUCTION

Often very simple questions that we normally neglect to ask can yield surprising in-
sights. The question that we want to address here is “Why do things have mass?”.
This question is naive only at a first sight. Answering it would imply that we under-
stand the mechanism of unification of the electromagnetic and weak interactions akin
to Maxwell’s unification of electricity and magnetism.

The problem of creation of mass needs to be approached from different angles and
the top quark is a very important piece of the puzzle. In this chapter we explore the
role of the top quark in the Standard Model and how knowledge of the top quark
mass helps predict the mass of the Higgs boson - a putative particle at the center
of the electroweak symmetry breaking mechanism. Putting constraints on the Higgs
boson mass is important to the experimental particle physics community searching
for the Higgs boson. This is because the Higgs boson production modes and decay
channels depend on it’s mass. If the Higgs boson is indeed found knowledge of the
top quark mass and other electroweak observables will help discern if the observed
particle fits within the Standard Model predictions or if the Standard Model needs
to be extended.

We also examine some hints that the top quark may be giving us about what
questions to ask next. Future particle physics experiments will try to address the so

called “hierarchy problem” of the Standard Model. Measurements of the top quark
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mass and the W boson mass are constraining the theories constructed to solve this
problem.

Finally we outline and motivate the methodology adopted here to measure the top
quark mass. In contrast to the traditional averaging approach, the top quark mass
measurement simultaneously in two decay channels does not need to assume the values
of correlations in systematic uncertainties or the form of the likelihood in either of
the channels being combined. The methods developed here will be directly applicable
in a future top quark mass measurement simultaneously in three decay channels,
with a robust treatment of correlated systematic uncertainties. A correct treatment
of the systematic uncertainties becomes increasingly important as the systematic
uncertainties start to dominate the statistical uncertainties on the top quark mass

measurements using the newly available large Tevatron data sets.

1.1 Top Quark Within Standard Model

The Standard Model of particle physics is the latest step in the reductionist march of
science. The foundations of the Standard Model have first emerged as an answer to
the plethora of hadrons observed in the particle physics experiments of the 50’ and
60’. The model describes the constituents of matter. Incorporation of gravity into the
theory has proven elusive, but electromagnetic and nuclear forces are well described.

In the model we have three generations of fermions: the quarks:



and leptons:
e 1 T

Ve vy Vr

The symmetries associated with electromagnetic and weak interactions are broken
through inclusion of a Higgs field into the theory. The Higgs acquires a vacuum
expectation value (VEV) transforming the massless gauge bosons of weak and elec-
tromagnetic interactions into massive W=, Z9 boson and a massless photon - force
carriers for the unified electroweak interaction. The strong interaction is mediated by
a gluon and affects quarks but not the leptons.

It is not possible to add naive mass terms to the Lagrangian of the theory such as
myUrup since they break the gauge invariance of the Lagrangian. Fermion masses
must be generated through some other mechanism and the electroweak symmetry
breaking is again thought to be responsible. The interaction of the Higgs field with
the fermions is allowed under gauge invariance of the theory. When Higgs acquires the
VEV the interaction terms become mass terms with masses of the quarks and leptons
proportional to the coupling constants and the VEV. This mechanism fits very well
with many experimental results. The one crucial piece missing is observation of the
Higgs boson.

In this picture the top quark is not particularly distinguished from other quarks.
This is because masses of fermions are proportional to fermion couplings to the Higgs
boson - these couplings are free parameters of the theory. The mass of the top quark
turns out to be extraordinarily large: Miop ~ 170 GeV/ 2. The next heaviest quark,
the b, has mass of only 4 GeV/ 2. Such high mass was the reason why the top quark
was discovered only just over a decade ago at CDF and D@ detectors [1]. In the

next section we will see why the high mass of the top quark makes it particularly



interesting to study.

1.2 TImpact of the Top Quark Mass Measurement

The mechanism of fermion and boson mass generation outlined above is compelling,
but it has yet to be fully confirmed. A huge effort in experimental particle physics
today is directed at a search for the Higgs boson, which has to be observed for this
explanation of creation of mass to make sense. Moreover the mass of the Higgs has
to satisfy indirect constraints imposed by the precision electroweak measurements.
Here is where the mass of the top quark enters.

The mass of the W boson obtained directly from the Higgs mechanism is:

In the equation above G is the Fermi constant and 6y, is the Weinberg angle. There

are higher order corrections modifying the W boson mass as:

1

VI Ar

MW = MWO X (1.2.2)

The quantity Ar depends on the Higgs boson mass as well as the top quark mass.
The corrections can be computed from Feynman diagrams shown in Figure 1.1. The
contribution to Ar from the Higgs boson depends weakly on it’s mass:

Argiggs < —log(Mpggs)- The dependence on the top quark mass is much stronger:
Arop Mgop [2]. We can invert the relations and knowing the experimental values
of the top quark mass obtain a constraint on the Higgs boson mass as shown in
Fig. 1.2 [3]. This assumes that the Standard Model is correct. In the diagram the

dotted ellipse indicates the CDF Run IT W boson mass measurement [4] and the most
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Figure 1.1: Feynman diagrams for loop corrections to W boson mass

precise dilepton channel top quark mass submitted for publication [5]. The dashed
ellipse indicates the most precise published top quark mass measurement in the lepton
+ jets channel [6] and the same W boson mass measurement as in the dotted ellipse.
The diagonal curves indicate a constant value of the Higgs boson mass. The LEP
experiments have excluded the Higgs boson with mass lower than 114 GeV/c? [7]
corresponding to the highest diagonal curve in the figure. The diagram demonstrates
the need for further improvements in both the W boson mass and the top quark
mass measurements so that an indirect, precise constraint on the Higgs boson mass
can be obtained. Such a constraint is a powerful hint as to where to look for the
Higgs boson. The Higgs boson production and decay branching fractions vary as a
function of it’s mass so it is important to design searches sensitive in the low mass
region. In addition as apparent from Fig. 1.2 some tension starts to appear between
the preferred Higgs boson mass and the direct search exclusion region. If the Higgs
boson is eventually discovered comparison of it’s mass to the one preferred by other
electroweak observables will help to discern if in fact it’s nature is as assumed in the
Standard Model.

The LEP Electroweak Working Group taking into account the most recent pre-
liminary results on the W boson mass [2] and the top quark mass [8] as well as

measurements of other electroweak variables computes a 95% confidence level upper
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limit on the Higgs boson mass to be 154 GeV/c? and 185 GeV /c? when the exclusion

from the direct LEP search is taken into account

- - - -CDF best published lepton + jets
---------- CDF best published dilepton
80.5+
68% CL
=
<)
O 80.4-
=
S
80.3
{im
1 T |
150 175

m, [GeV]

Figure 1.2: Dependence of the Higgs boson mass on the top quark mass and the W
boson mass. Adapted from [3]. Ellipses indicate CDF II W boson mass measure-
ment [4] and most precise CDF II (published or submitted) dilepton [5] (dotted) and
lepton + jets [6] (dashed) top quark mass results. One dimensional 68% confidence
levels are indicated by the ellipses.

The top quark mass measurements may be offering us clues as to what might lie
beyond the Standard Model. The Standard Model has had a remarkable experimental
success, however it requires very precise tuning in the loop corrections to the Higgs
boson mass. This is the so called “hierarchy problem”. One very elegant solution

proposed to address this is introduction of “supersymmetry” - symmetry between
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fermions and bosons. This requires existence of supersymmetric partners to the par-
ticles observed to-date. If this model is true then the hierarchy problem is solved by
natural cancellations of the one loop corrections to the Higgs boson mass. The top
quark mass and the W boson mass may help us to constrain the parameter space of
such a model or rule it out. Shown in Figure 1.3 (taken from References [9, 10]) are
again the contours corresponding to the measured W boson and top quark masses.
Assuming the Standard Model is correct authors scan over the value of the top quark
mass and the Higgs boson mass solving for the W boson mass at each point. This
generates the lower shaded region. The upper shaded region is obtained by scanning
the top quark mass, generating random parameters of the Minimally Supersymmetric
Standard Model (MSSM) and solving for the W boson mass. The two regions overlap
in the shaded band in the middle. According to this analysis the current published
measurements of the masses of the top quark and W boson mass indicate agreement
with MSSM. Naturally many assumptions had to be made in making of this diagram
so it is no way a proof, but it is a reminder that any new model will have to sat-
isfy very stringent constrains from the electroweak measurements- top quark mass

measurement presented here being one of them.

1.3 Top Quark Production and Decay

At the Tevatron the top quark is mainly produced in ¢ pairs. The processes con-
tributing to the production are quark-antiquark annihilation shown in Fig. 1.4 and
gluon fusion shown in Fig. 1.5. The gluon fusion is expected to occur between 10 and

20% of the time [15]. Total theoretical tf production cross section! is o7 = 6.7 pb [15].

1. The theoretical cros section depends on the value of the top quark mass. The quoted
value assumes Mo, =175 GeV/c?
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Figure 1.3: Impact of the top quark mass and the W boson mass measurements on the
MSSM parameters. Taken from [9, 10] including two-loop corrections for the precision
observables [11, 12, 13, 14]. Ellipses indicate CDF II W boson mass measurement [4]
and most precise (published or submitted) CDF II dilepton [5] (dotted) and lepton
+ jets [6] (dashed) top quark mass results. One dimensional 68% confidence levels
are indicated by the ellipses.

A single top quark can also be also produced in association with jets with a small
cross section of o1 ~ 1.4 pb [16]. Leading order diagrams for s channel and ¢
channel production are shown in Figure 1.6. We will not attempt to extract mass
information from such events. We treat single top production as background.

Top quark decays essentially 100% of the time into a W boson and a b quark.
This is because the CKM element |V}| is close to unity. This CKM element describes
the flavour mixing of the top quark and thus rate of top quark decays into W and a b

quark. Direct measurements of the decay branching fractions of the top quark do not
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Figure 1.4: Production of ¢ pair through quark-antiquark annihilation
g t 9 t g t
g
g t g t g t
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Figure 1.5: Production of ¢ pair through gluon fusion: the s channel (a) and the ¢

channel (b) (c)

constrain |V;p| well, however using measurements of the other CKM matrix elements

and the assumption of a three-generation Standard Model give |Vy| ~ 99.9% [2].
Recently an upper limit on the top quark width has been established experimen-

tally to be I'top < 13.1 GeV in an agreement with the Standard Model prediction of

approximately 1.5 GeV. To first order the top quark width is given by [17]:

GpM3
Ciop = 7; \/tgp, (1.3.1)
m

where the mass of W boson and b were neglected in the calculation. This gives the
top quark a lifetime of the order of 1072% s. Such short lifetime does not permit
the top quark to form bound states, it decays as a free quark. This is a unique
property among the quarks. It makes measurements dependent on the spin of the
quark possible.

Figure 1.7 shows a decay of a ¢t pair. As mentioned above each top quark decays
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Wt
Wt

(a) (b)

Figure 1.6: Production of single top events in s the channel (a) and the ¢ channel (b)

into a W boson and a b quark. W bosons can then decay leptonically into a lepton-
neutrino pair or hadronically into a quark-antiquark pair. It is useful to classify the

decay channels of the t¢ pair based on how both W’s decay.

v, q

Figure 1.7: Decay of tf pair

We have the following possibilities:

e All-hadronic channel

In this channel both W bosons decay into quark-antiquark pairs. This decay
happens most often: about 44% of the time. Quarks have color quantum num-
bers therefore the probability for W to decay into quarks is approximately three

times larger than for W to decay into electron muon or 7 lepton. Six jets, col-
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limated showers of particles, are present in the final state. Because of high jet
multiplicity and a lack of lepton this type of events are easily faked by QCD
multijet production. Since these processes have very high rate at a hadron col-
lider overwhelming background is a challenge. We do not include this decay

channel in our analysis, however future analysis may incorporate it.

Lepton + jets channel

A convention we will follow from now on is to call a muon or an electron a
lepton, treating 7 leptons separately. In the nomenclature the lepton + jets
channel refers to the decay where one of the W boson decays into quarks and the
other W boson decays into an electron or a muon with the associated neutrino.
Therefore we expect to observe four jets and a lepton in this type of event.
Neutrino will escape undetected but we can infer it’s presence by summing the
momenta of the observed objects. If this sum is not equal to zero we associate
the “missing” momentum with the neutrino. About 35% of t¢ pairs decay into
the Lepton+Jets channel. Presence of a lepton essentially eliminates the QCD
backgrounds. The signature of this type of an event can be mimicked by an
event where one W boson is present e.g. a W+jets production event shown in

Fig. 1.8

Dilepton channel

Here both W bosons decay into leptons (electrons or muons) and neutrinos
yielding observation of two jets, two leptons and a momentum imbalance. Only
about 5% of ¢t events fall into this category. Other processes having a similar
signature have relatively low rates. The dilepton events may be mimicked by

e.g. Drell-Yan production of leptons with jets resulting from radiation emitted
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by the colliding quarks (Fig. 1.9). Since two neutrinos escape the detector we do
not have enough information to calculate the four-vectors of the decay products
based on the quantities measured in the detector. This is a drawback of the

dilepton channel.

e Tau lepton events

Events in which at least one of the W boson decays into a 7 lepton are very
challenging to include in a top quark mass analysis. This is due to complicated
nature of the decay of the 7, which produces neutrinos and may produce leptons
or quarks. Currently ¢ events with 7 leptons are not used in any top quark

mass measurements.

S
<

W+

u g
Figure 1.8: Example of W boson production with jets

q g
9

et
7,4
q e
Figure 1.9: Example of Drell-Yan production with jets from initial state radiation

1.4 Measurement Strategy

In the analysis presented here we follow a template method. In this section we give a

very brief overview of the analysis. The details of each component will be elucidated
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in the following chapters.

We start by designing event selection that maximizes number of ¢f events in our
datasets and minimizes the contribution of backgrounds. We use two decay channels:
dilepton and lepton + jets. Selection is separate for the two. Events must have two
energetic jets, two leptons of opposite sign and large momentum imbalance to enter
into the dilepton sample. We attempt to reject backgrounds by imposing various
topological cuts. For example to reject Drell-Yan events such as the one shown
in Fig. 1.9 we require that the two leptons form invariant mass different from the
Z boson mass. In the lepton + jets channel we require four jets, one lepton and
momentum imbalance. Since this channel has higher statistics we can make more
stringent criteria. An important example is identification of b jets. A requirement
that at least one jet is identified as coming from a b quark decay helps reject a majority
of background events. In particular contribution of W+jets (Fig. 1.8) events is greatly
suppressed.

In the ¢f events we measure numerous quantities: momenta of jets and leptons and
overall momentum imbalance. We reduce all this information into a variable expected
to be highly dependent on the top quark mass. The best choice is the invariant mass
of the top quarks produced in the collision. In the dilepton channel we do not have
enough information to calculate it based on the measurements from our detector. We
integrate over the unknowns to form a proxy variable, the thWA. To improve the
precision of the measurement we will also use a second observable sensitive to Mgp:
the Hp- a linear sum of energies of all objects present in an event. In the lepton +
jets channel we have more information than is required to extract the invariant mass
of the top quarks. We use a x2 fitter to choose the most likely invariant mass of the

top quarks in a given event: the mj®.
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Top quark mass measurements are very sensitive to modelling of jets. Formation of
jets from partons (quarks or gluons) is a very complicated process. The partons do not
propagate freely but form hadrons. Energy can be radiated away from the jet direction
and additional energy can enter a jet from other processes in the event. Finally the
detectors have nonlinear response and are fragmented in a complex geometry. We
apply series of corrections, translating measured energy of a jet into the energy of
the originating parton. This calibration is called the “jet energy scale” (JES). The
difference in all the effects mentioned above between Monte Carlo simulations and
the data is modelled by the parameter Ajgg measured in units of total systematic
uncertainty on JES: o.. The nominal value of Aygg = 0 o indicates no difference
in JES effects between the data and simulation. All the observables described in the
previous paragraph rely on jet energies and so are sensitive to jet modelling. However
in the lepton + jets channel one of the W bosons decays hadronically, forming a pair
of jets. Invariant mass m;; formed by these two jets is not sensitive to M¢op but it
is very sensitive to the Aygg. We therefore will employ m; to calibrate modelling of
the jet energy scale effects in situ - directly using the ¢¢ data.

We obtain a probability density function (PDF)(template) of the observable pair
(myWA, Hr in the dilepton channel and m3®®, m;; in the lepton + jets channel) as a
function of the top quark mass M¢op and Ajgg. In order to do so we generate multiple
Monte Carlo (MC) samples with the parameters Mo, and Ajgg taking on values in
ranges 120 — 240 Ge\//02 and —3.0 — +3.0 o.. Final step in generating the template
is to smooth the MC data so that the PDF is a continuously varying function of
observables and parameters. The probability density function is extracted using non-
parametric techniques, without assuming the functional form for the observables in a

MC sample or their dependence on the parameters. We similarly construct templates
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for the background models. These naturally are not functions of Mgop but do depend
on Ajgg.

The final step is to compare the distributions of the observables obtained in the
data to the PDFs obtained as described above. This is done by means of a single
likelihood simultaneously using the dilepton and lepton + jets data. The fit searches
for such combination of the background and signal PDFs that fits the data best.
The M¢op and Ajgg of the most likely parent distribution is reported as the final
result. Important feature of the fit is that the Ajgg calibration extracted from the
lepton + jets channel is applied in a natural way to both channels. As a consistency
check we also perform measurements of the top quark mass using the dilepton and
lepton + jets data sets separately. The measurement including only lepton + jets
data has been presented before in [18]. Revised treatment of systematic uncertainties
is presented here for that measurement. Since in the dilepton events there is no
hadronically decaying W boson in situ JES calibration is not possible when data
from this channel alone is used. Thus in the dilepton only fit we fix Ajgg to it’s
nominal value of 0 og.

This is the first measurement of the top quark mass where multiple channels are
being used simultaneously, providing an intrinsically correct treatment of correlations
between the two decay channels in systematic uncertainties. Traditional method of
combining the data from different channels is to have dedicated separate analyses in
each of those channels. Following this a combination technique such as BLUE [19]
is used to obtain a single number. There are two main reasons why our analysis is
more robust than such techniques. BLUE and other combination methods rely on the
knowledge of the likelihood form in each of the component datasets. This is usually

assumed to be Gaussian. While this is most likely not a bad assumption it may
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induce a bias. In this analysis the likelihood in the dilepton sample is non-Gaussian
even in relative vicinity of the central value. Even bigger problem with combining the
results from separate measurements is in calculation of systematics. The correlations
in systematic effects between different channels must be assumed. In most cases
reasonable assumptions can be made. For example we may assume that systematic
effect due to initial state radiation is 100% correlated between lepton + jets and
dilepton channel. Practically never is it possible to actually measure the value of the
correlation. Removing such assumption is clearly beneficial. Of special interest is
the uncertainty due to jet energy scale. The dilepton channel used alone does not
have an in situ JES calibration. To combine the two channels (for example as in
Reference [8]) one has to divide the JES uncertainty remaining after the calibration
in the lepton + jets channel into the statistical uncertainty on JES arising from in
situ JES calibration alone and the JES uncertainties resulting from the JES effects
outlined before. Value of 0 is assigned for the first component in dilepton channel
and 100% correlation is assumed between the other components in the combination.
As we can see the procedure is rather convoluted and it’s hard to be convinced that
all the correlations have been properly accounted for. Our method is free of those
potential problems. The correlations in systematic effects are not known but are
treated intrinsically in a combined likelihood fit making our method a more robust
approach.

The systematic uncertainties start to dominate the total uncertainty on top quark
mass measurements due to a large Tevatron data set size available today. In this
environment a correct treatment of correlations in systematic effects between different
decay channels will be increasingly important. Techniques developed here lay the

foundation for a top quark mass measurement with a uniform treatment of systematic



uncertainties, where events from all ¢¢ decay channels are used.

17



CHAPTER 2
EXPERIMENTAL SETUP

In this chapter we briefly describe the machinery needed to create and study the
proton anti-proton collisions that take us back in time to moments after the universe
came to be. The time machine is the Tevatron accelerator complex which accelerates
beams of protons and antiprotons to the speed of light. The microscope that we use

to study what happens when the beams collide is the CDF II detector.

2.1 Tevatron Accelerator Chain

The series of accelerators at Fermilab accomplishes a seemingly impossible task of
converting a single “C” size hydrogen bottle into a year’s supply of most energetic
pp collisions available to high energy physicists today. We describe briefly each stage
in this process below. A diagram of the Fermilab accelerator complex is shown in

Fig. 2.1 [20].

2.1.1 Proton Acceleration

The first stage of creating a proton beam is the preaccelerator. This electrostatic
Cockroft-Walton design accelerator ejects negatively ionized hydrogen into the Linac
accelerator with energy of 750 keV. Upon injection to the Linac the continuous H™
beam is separated into bunches. The Linac accelerates the ions to energy of 400 MeV.

The long pulse length (20 ms) of the linac is compressed in the Booster accelerator
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Figure 2.1: Tevatron accelerator chain

through multi-turn injection. At this step the proton beam already in the Booster is
merged with the H™ beam by passing both beams through a dipole magnet from two
different directions. The combined p-H™ beam is passed through a carbon foil which
strips off the electrons from hydrogen ions. Once pulses from the Linac have been
injected the beam is accelerated to 8 GeV within 67 ms. The beam is then extracted

from the Booster and transferred to the Main Injector.

2.1.2 Main Injector

The Main Injector is a synchrotron 3.3 km in circumference. It accepts protons at
8 GeV from the booster and accelerates them to 150 GeV to inject into the Tevatron
or to 120 GeV to send them to the antiproton source or fixed target experiments.
The accelerator also can accept antiprotons from the Accumulator and Recycler ac-

celerators, boost them to 150 GeV and inject into the Tevatron.
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2.1.3 Manufacturing Antiprotons

To produce antiproton beam a multi-stage process is carried out. First a batch of
about 5 x 1012 protons is accelerated to 120 GeV in the Main Injector. A series of
radio frequency manipulations are applied in order to narrow the bunches in time,
this however increases their momentum spread. Such arrangement of bunches results
in maximal phase space density of antiproton beam. The proton batch is extracted
and transported through a series of transfer lines to a target enclosure where it is
tightly focused on a nickel target. Showers of secondary particles are struck out of the
target and hit a collection lens. The lens is made out of Lithium - the lowest density
conductor. Current of up to 670000 A is passed through the lens to create a magnetic
field that focuses the negative particles and renders them parallel. A magnet placed
behind the lens bends out the particles with momenta of 8 GeV /c+350 MeV /c into the
aperture of the Debuncher accelerator located in the triangular tunnel. Only about
108 antiprotons are captured. In the Debuncher another series of RF manipulations
is performed to minimize the momentum spread of the bunches. Antiproton beam
is stochastically cooled in the Debuncher to minimize the transverse beam size and
momentum spread. In this technique a feedback loop is created where signals from
pickups measuring beam parameters are used to fire kicker electrodes. Over two
seconds of antiproton beam orbiting the Debuncher the beam’s 6-dimensional phase
space density increases by a factor of 500. Before the next pulse of antiprotons arrives
the unbunched beam is injected into the Accumulator accelerator located in the same
tunnel. Radio Frequency manipulations and further cooling are then applied to bunch
and merge (or “stack”) the antiproton beam with the antiproton beam already in the
Accumulator. The stacking process may go on continuously for days until the beam

is extracted and transfered into the Main Injector and the the Recycler accumulator
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located in the same tunnel as the Main Injector. The 8 GeV antiproton beam is
cooled using “electron cooling” where a continuous beam of 4.3 MeV electrons (of
the same average velocity as the 8 GeV antiproton beam) is temporarily mixed with
the antiproton beam. The energy is transfered to the electron beam “cooling” or

reducing the momentum spread of the antiproton beam.[21], [22]

2.1.4 Tevatron

The Tevatron is currently the most powerful accelerator in the world, capable of
accelerating proton and antiproton beams up to 980 GeV. During the procedure called
“shot setup” the Main Injector transfers 3 trains of 12 proton bunches at 150 GeV into
the Tevatron. The 36 proton bunches travel in clockwise direction around the ring.
After the protons have been injected the antiprotons from the Recycler are transferred
into Main Injector, brought to 150 GeV and injected into Tevatron in counterclockwise
direction. Once the beams are injected we have a “store”. Two beams have different
orbits but the same bunch structure. Following injection Tevatron ramps to 980 GeV
and beams are brought to collision at two points around the ring: at the CDF II
and DO detectors. Bunches collide at a rate of 2.7 MHz. Approximately 1013 and
around 0.3 x 10!3 antiprotons are initially traveling in the Tevatron. Instantaneous

032 em2s~! and have

luminosities achieved by the Tevatron accelerator exceed 3 x 1
been raising over time as shown in Fig. 2.2. As particles are lost and the beam
emittance increases the instantaneous luminosity drops. Once it reaches about 0.5 x
1032 em?s~1 over a period of about a day the store is aborted. Figure 2.3 shows that
the integrated luminosity delivered to the CDF II by the Tevatron is nearly 5 fb~1.

This provides the experimenters with a wealth of data to test the prevailing theories

and search for traces of new physics. Due to inefficiencies in data taking from detector
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failures as well as dead-time the acquired dataset is approximately 4.0 fb~1. This

analysis uses dataset collected up to May 2007 with integrated luminosity of 1.9 b1,
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Figure 2.2: Initial instantaneous luminosity at the beginning of store. The abscissa is
store number and the vertical lines indicate beginning of a year. Units of the ordinate
are cm?/s

2.2 The CDF II Detector

The Collider Detector at Fermilab is located at one of the two collision points along
the ring of the Tevatron accelerator. The detector has a cylindrical geometry. The
beam line runs along the axis with proton and antiproton beams brought to collision
in the center of the detector. The elevation view of the detector is shown in Figure 2.4.
The origin of the coordinate system is at the geometrical center of the detector. The
z axis direction runs along the the proton beam direction (due East). Tevatron radius
defines the x coordinate direction while the y coordinate points up. It is often more

convenient to use angular coordinates. The azimuthal angle ¢ is the angle from
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Figure 2.3: Integrated luminosity delivered to and and acquired by the CDF II de-
tector. The abscissa is store number and the vertical lines indicate beginning of a
year.

the = axis in the plane transverse to the beamline. The polar angle € is the angle
from the proton beam direction. The pseudorapidity n = —ln(tan(%)) is a quantity
numerically close to rapidity for highly relativistic particles. The collisions occur along
the beamline and are distributed about the center of detector with a Gaussian with a
width of 30 cm, therefore we distinguish between the polar angle and pseudorapidity
defined with respect to the z = 0 point (fge; and 7ge¢) and those defined with respect
to the collision point (# and n). A detailed description of the CDF II detector is

provided in [23]. In this section we briefly introduce the detector subsystems relevant

to this analysis starting with the detectors closest to the interaction point.

2.2.1 Tracking

The charged particles escaping the interaction point will be observed in the silicon

tracking detectors. The innermost silicon detector, layer 00 lies 1.4 — 1.6 cm from the
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Figure 2.4: Elevation view of the CDF II detector

beamline [24]. Layer 00 is a single-sided silicon strip detector mounted directly onto
the beryllium beampipe, proving axial tracking information only [25]. The silicon
vertex detector (SVX II) consists of five double sided silicon strip detectors lying
at radii from 2.5 cm to 10.6 cm from the beamline [26]. All layers provide track
measurement in 7 — ¢ plane as well as » — z plane through inclusion of axial strips
and stereo strips on each layer. First, Second and Fourth layer have 90° stereo
strips and the other layers have 1.2° small angle stereo strips [25]. The outermost
silicon tracking stations are the intermediate silicon layers (ISL) - a set of double
sided silicon strip detectors with axial and small angle stereo (1.2°) tracking. In the
pseudorapidity region |nget| < 1.0 we have one ISL layer at radius of 22 cm and for
the region 1.0 < |nget| < 2.0 we have two ISL layers at 20 and 28 cm radii [26]. The

best tracking position resolution achieved by the silicon detector system is 9 ym.
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Tracking of charged particles in radii between 43 and 142 cm in pseudorapidity
region |7get| < 1.0 is provided by a cylindrical open cell drift chamber, the central
outer tracker (COT). The COT’s sense wires run in z direction between the endplates
of the COT and are grouped in 8 superlayers. Each superlayer is made up of 168 to
480 supercells comprising the sense wires, field shaping wires and cathode sheets
shared between the neighboring supercells. Four of the superlayers have a 2° small
angle stereo configuration and are arranged alternately with the axial superlayers.
The supercells are tilted from the radial direction by 35° to ensure azimuthal drift
direction. The chamber operates with a equal parts mixture of argon and ethane.
This choice of gas mixture provides a fast drift time (~ 50 pm/ns™1). Such fast
drift times ensure that the electron avalanches will be collected on the sense wires
before the next bunch crossing occurs. The COT achieves 140 pm resolution on
position of a hit. The tracking detectors are immersed in a 1.4 T solenoidal magnetic
field enabling momentum measurement. Momentum resolution achieved by the COT
measured using cosmic rays is op, /p% = 0.17 x 1073, Note that the resolution
decreases for increasing momentum due to progressively worse curvature resolution

for almost straight tracks. [27] [28]

2.2.2 Calorimetry

Energy of the particles escaping the collision is measured by the calorimeter sys-
tem. CDF uses lead-scintillator and steel-scintillator sampling devices for the electro-
magnetic and hadronic calorimetry. The calorimeter system is comprised of central
electromagnetic calorimeter (CEM) [29], central (CHA) and wall (WHA) hadronic
calorimeter [30] covering pseudorapidity region |nge¢| < 1.0 and plug electromagnetic

(PEM) [31] and hadronic (PHA) covering pseudorapidity region 1.1 < |nget| < 3.6.
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All detectors are divided into projective towers each spanning 15° in ¢ and approxi-
mately 0.1 in 74, with the pseudorapidity segmentation growing for high 74.¢. The ¢
segmentation is doubled for six plug calorimeter towers lowest in 74.¢. The segmen-
tation in the hadronic calorimeters matches the segmentation in the electromagnetic
calorimeters. A single tower can be composed of towers in several calorimetry de-
tectors e.g. in CEM, CHA and WHA detectors. Shower maximum detectors are
embedded in the central and plug electromagnetic calorimeters at approximately 6
radiation lengths from the collision point [29, 32]. The central electromagnetic strip
chamber (CES) provides position measurement for the shower maximum with res-
olution of 2 mm for 50 GeV photons and electrons [29]. The plug electromagnetic
shower maximum detector consists of two layers of scintillator strips providing po-
sition resolution for electrons and photons of 1 mm [32]. Energy resolution in the
CEM as determined using Z — ee events is 13.5%+/E7 ® 2%!. The PEM resolution
has been measured using test beam data at 16%+v/E. The test beam data has been
also used to determine single pion response of the hadronic calorimeters. The CHA
detector achieves resolution of 75%+/Ep, WHA 80%+/E1 and PHA 80%+/ET @ 5%.
All units are in GeV. [28]

2.2.3 Muon Chambers

The muons created in the interaction will leave a track in the inner tracking detectors,
then pass through the calorimeter volume as minimum ionizing particles. They can
be detected then in drift chambers located beyond the calorimeters.

The muon detectors used in this analysis are the Central Muon Detector (CMU),
Central Muon Extension (CMX) and Central Muon Upgrade (CMP). All detectors

1. The transverse energy Er is defined as Er = sin(0) X E
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are comprised of single cell wire chambers of similar design operated in proportional
mode. The CMU detector is symmetric in azimuth. The CMU modules have four
layers of wire chambers attached to the outside of the central calorimeter wedges.
Detector’s wires run in the z direction. The measurement of ¢ coordinate of passing
muon is obtained by converting the hit arrival time to distance from the wire, knowing
the drift velocity. The z coordinate measurement is provided by sense wire readout
through a resistive wire. CMU detector provides muon coverage in the pseudorapidity
range of 0 < |n| < 0.6. The CMP chambers form a box structure of four layers of drift
tubes mounted outside the CMU chambers. In addition 3 interaction lengths of steel
absorber lie between the chambers to reduce contamination from hadronic showers
leaking out of the calorimeters. Because of it’s lack of symmetry the pseudorapidity
coverage varies for the CMP detector extending up to |n| < 0.6. The CMX detector is
formed by 8 layers of drift tubes arranged in a conical shape extending the muon cov-
erage to pseudorapidity of || < 1.0. Scintillator detectors (CSP, CSX) are attached
to the outside of muon chambers. They are not used in the offline reconstruction but
the CSX system is used for trigger decisions. Muons above threshold energy of 3 GeV

will be detected in all of the central muon systems. [28] [26]

2.2.4 Luminosity Counters

The Cherenkov Luminosity Counters (CLC) measure the number of inelastic pp col-
lisions in a single bunch crossing within few percent. This quantity is used together
with the knowledge of pp interaction cross section and detector acceptance to calcu-
late the instantaneous and integrated luminosity. The CLC consists of two sets of gas
Cherenkov counters on both sides of the CDF detector. Each set comprises 3 rings

of 16 conical counters pointing back at the interaction point and covering the pseu-
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dorapidity range of 3.75 < |p| < 4.75. The counters are up to 180 cm long. Particles
from pp collisions will travel trough the length of the counter emitting Cherenkov
radiation which is collected by photomultiplier tubes at the end of the cone. The
number of particles observed in the CLC is translated into luminosity measurement

with an uncertainty of 5.9%. [33]

2.2.5 Trigger System

The trigger system is crucial to maximizing the usefulness of data collected by the
CDF detector for physics analyses. The bunch crossing occurs at a rate of 2.7MHz.
The charge of the trigger system is to reduce this flood of data so that it can be
stored and analyzed. Only events containing objects with high transverse momenta
will be accepted. The trigger is divided into three levels each providing successively
more sophisticated event reconstruction. The first level features custom electronics.
At this stage we can apply cuts based on presence of calorimeter towers above certain
threshold. A coarse calculation of F7p is also performed. A tracking system (XFT)
can extrapolate tracks to calorimeter towers and muon chambers. Muon momentum
threshold can be applied using timing information. Data rate at the output of Level 1
is approximately 40 kHz.

Level 2 is a combination custom hardware-PC system. More sophisticated event
reconstruction algorithms such as calorimeter cluster finding can be applied at level
2 providing further event rejection. A hardware subsystem is capable of detecting
displaced vertices consistent with b quark decays. Maximum accept rate of the Level
2 trigger is around 800 Hz.

The last stage before the data is stored on disk is the Level 3 trigger consisting

of a cluster of commercially available computers. The same event reconstruction
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algorithms are applied here as in final data analysis including tracking, electron and

muon identification and jet clustering. About 100 events per second are written out.

2.2.6 Monte Carlo Generation

This method of measuring the top quark mass relies on having accurate models of
signal and background processes. With few exceptions those models are obtained
from Monte Carlo simulations. The signal (¢f) samples are generated with a leading-
order generator PYTHIA 6.216 [34]. We generate ¢t samples with the input top mass
ranging from 120 GeV/c? to 240 GeV/c?. Additional tf samples are generated using
HERWIG 6.510 [35] for evaluation of systematics. We also simulate diboson production
(WW,WZ, ZZ) using the PYTHIA generator. The MADEVENT [36] generator is used
in simulation of single top quark events in s-channel and ¢-channel.

To simulate Drell-Yan process as well as W + jets production we use ALPGEN
2.10 [37]. We generate separate samples based on number of additional light flavor
and heavy flavor partons produced with the W or Z boson, so that we don’t rely
on multiple jet production purely from showering. We further divide the Drell-Yan
production based on the invariant mass of the dilepton system into three regions:
below, near and above the Z boson mass. This scheme allows us to reduce the overall
number of events that we need to simulate. The dilepton selection is designed to reject
Drell-Yan events and only events in the tails of the Z peak have a chance of passing
the selection. By simulating events in the tails separately we can fully explore the
kinematics of the events entering our samples without cost of the simulation becoming
prohibitive. Similarly we simulate W+ heavy flavor production separately from W+
light flavor production since we have cuts designed to reject W+ light flavor from our

final lepton + jets samples. We then combine the samples with separate final states
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according to the cross section reported by ALPGEN. Output of ALPGEN generator is
interfaced with PYTHIA 6.325 [38] for parton showering. In order to ensure that the
showering doesn’t induce over-coverage of the phase space (e.g. when W + 1 parton
event produces an extra jet becoming a W + 2 parton event) we use the MLM [39]
matching scheme. In addition since we generate samples with different flavor content
separately we check if b and ¢ quarks do not appear after showering in the samples
generated with only light flavor at the matrix element level. We also check if b quarks
do not appear in samples generated only with light flavor and ¢ at the matrix element
level.

To model possible multiple proton-antiproton interactions occurring in a single
bunch crossing we add to the events simulated for a particular process, interactions
where no partons with high transverse momenta are produced. Those “minimum
bias” collisions are simulated with PYTHIA. The number of minimum bias interactions
added to a given event depends on the instantaneous luminosity profile of the data
run of this event. The instantaneous luminosity profile is matched between Monte
Carlo samples and data only for the first 1.2 fb~1 of integrated luminosity. This
incorrect model is a source of bias which is evaluated in Sec. 7.2

The event generators are interfaced with CDF II simulation software that models
the detector response to the passage of the particles through detector volumes. Re-
sponse of the calorimeters as well as gas ionization model are parametrized in order
to shorten the simulation time required. [40]

In some cases it is possible to generate new samples with different underlying
parameters by modifying the reconstruction or assigning different weights to events.
For example in order to fit for the jet energy scale parameter Ajpg (c¢f. Sec. 1.4)

we need to generate about 2000 ¢¢ samples with a range of input Mo, and Ajgg
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parameters. In practice we simulate just the samples with nominal Ajgg and having
those we construct the others by shifting jet energies (prior to event selection or

reconstruction).



CHAPTER 3
RECONSTRUCTION OF PHYSICS OBJECTS

3.1 Track Fitting

In ¢t events decaying in dilepton and lepton + jets channels one or two high momen-
tum leptons will be found. Their presence is characterized by observation of a high
momentum track in the COT. In this section we describe the algorithm used to find
tracks in the CDF detector.

The tracking algorithm starts by finding track segments in the axial superlayers
of the COT. The segment is seeded by hits on 3 consecutive sense wires. The timing
of the hits must be such that the angle of the track that would deposit those hits is
less than 50° from the radial direction. The timing is calculated using the innermost
and outermost sense wire hits and cross checked with the middle wire. Next a seed
is grown in an iterative procedure to a track segment by searching for hits that are
consistent with forming a straight line.

After the track segments have been found in the axial superlayers the track seg-
ments matches in the two outer superlayers are found and used to compute track
parameters. These are then used to find matching track segments in the inner ax-
ial superlayers and track segments in the outer superlayers not associated with any
tracks.

An alternative algorithm called “histogram linking” is also performed to find axial

tracks. Algorithm selects a given segment and using the beam position calculates and
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histograms the curvature of hits in other superlayers. A track will be comprised of
hits accumulated in the same histogram bin. Parameters in the » — 7 plane of the
axial tracks found using both algorithms are determined using a ¥2 fit.

Both collection of the axial tracks are subsequently used in stereo pattern recog-
nition where segments and hits in the stereo superlayers are matched to the axial
tracks. A x2 fit is performed to find parameters of the track in r — z plane, followed
by a fit to determine parameters of the track in 3-d space simultaneously.

To improve the momentum resolution for muon and electron reconstruction the
stereo tracks are refit using the beam position as a constraint. The transverse mo-
mentum resulting from this fit is used in muon reconstruction (described later in
Sec. 3.3), but the track itself is not used when the silicon hits are being added.

Silicon detector hits are added to the tracks using an iterative “outside in” algo-
rithm. A COT track is extrapolated into the outermost silicon layer and associated
hits are found. Uncertainties on the track parameters are used to determine the
search region. For each of the silicon hits found a new track is refit with the added
information. Two best candidate hits are kept. The two new tracks are then extrap-
olated into the next layer and procedure is repeated finally resulting in a small tree

of tracks. The track with the best x2 is kept. [40]

3.2 Electrons

Electrons used in this analysis include central (“CEM”) and plug electrons (“PHX”).
Plug electrons are only used in the dilepton dataset while central electrons are used
in both lepton + jets and dilepton datasets.

To reconstruct the CEM electrons clusters of at most two towers adjacent in the n

direction are found in the central calorimeter. The transverse electromagnetic energy
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deposited in the cluster must be greater than 20 GeV. Since electrons are expected
to leave most of their energy in the electromagnetic compartment we require that
the ratio of energy deposited in hadronic and electromagnetic compartments in the
cluster is less than 0.055 + 0.00045 x E(GeV). The dependence of the cut on total
energy of the electron captures possibility of electromagnetic shower spilling into the
hadronic compartment. A COT track with py of at least 10 GeV /¢ must point into
the location of the cluster. We require that the track z intercept is within 60 cm
of the origin, and that the track has hits in at least 3 axial superlayers and 2 stereo
superlayers. The ratio of transverse energy of the cluster to the transverse momentum
of the track must be less than 2 for the tracks with pp < 50 GeV/c. Position of the
electromagnetic shower measured in the CES detector must match the extrapolated
track position within 10 cm in the z direction. Difference between the extrapolated
track and the shower in the CES detector in the direction along the azimuth (6X) must
be —3.0 cm < ¢ X §X < 1.5 cm. The cut is asymmetric due to the bremsstrahlung
radiation and depends on the charge ¢ of the track. Lateral shower profile measured
by the calorimeter and shower maximum detectors must match that measured in the
test beam electrons.

Plug electrons (so called “PHX electrons”) are constructed by combining infor-
mation from the plug calorimeter (PEM), shower maximum detector (PES) and the
silicon tracker (SVX). We require transverse electromagnetic energy in a 2 X 2 tower
cluster to be at least 20 GeV. The ratio of hadronic to electromagnetic energy in the
cluster must be less than 0.05. A cluster in the scintillator shower maximum detec-
tor must be found within 3 cm of the location of the calorimeter cluster. The PES
cluster must lie within pseudorapidity region 1.2 < 74,4 < 2.8. The shower profile in

the PEM and PES detectors must compare well to the profiles measured in the test
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beam. The plug electrons lie in the pseudorapidity region not covered by the central
tracking therefore an independent tracking mechanism had to be devised. This algo-
rithm constructs a track helix based on the location of the pp interaction, location of
the cluster in shower maximum detector and transverse energy measurement in the
plug calorimeter cluster. This seed helix is then used to construct a track using hits
in the silicon detector. To accept the plug electron candidate we require that such
track matches the electromagnetic cluster, has at least 3 hits in the silicon detector
and it’s point of closest approach to the beamline is less than 60 ¢cm from the origin.

Electrons are expected to deposit their energy in a narrow region of the calo-
rimeter. To suppress contribution of hadrons faking electrons we define isolation as
transverse energy in towers within distance R of 0.4 from the cluster (excluding clus-
ter towers themselves) divided by the transverse energy of the cluster. If this ration
is less than 0.1 we call the electron candidate “isolated”. In the lepton + jets dataset
we require that all electron candidates are isolated. In the dilepton sample we allow
non-isolated central electrons.

Electron identification efficiencies are studied by selecting events in the data with
two electrons from a Drell-Yan process. Efficiencies found are approximately 70-80%.
The same technique applied in Monte Carlo samples gives slightly higher efficiencies
leading to electron identification scale factor of 0.94 for PHX electrons and 0.97-0.98
for isolated and non-isolated CEM electrons.

Efficiency for a CEM electron to fire a trigger is evaluated in W candidate sample
by separately studying Level 1, 2 and 3 requirements. Measured trigger efficiency is

98%.
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3.3 Muons

Muons produced in the collision will leave a track in the COT and possibly SVX
detectors, they will pass through the calorimeters leaving energy consistent with a
minimum ionizing particle and finally pass through the muon chambers leaving hits
which are then reconstructed as track segments or “stubs”. We divide the muon types
depending on which muon system they traverse. The muon types considered are: a
CMUP muon - traversing CMU and CMP detectors, a CMU (CMP) muon traversing
CMU (CMP) detector but not CMP (CMU) detector, a CMX muon and a CMIO
muon which does not traverse any of the central muon detectors. We determine
if muon can traverse any of this detectors by extrapolating the COT track. Track
requirements for all the muon types are common. We require a that a track pr is
at least 20 GeV/c. We require that the track has segments in 3 axial and 2 stereo
COT superlayers. Point of closest approach of the track to the beamline must lie
within 60 cm of the origin and it’s impact parameter must be less than 0.2 cm. If the
track has hits in the SVX the impact parameter cut is tightened to 0.02 cm. For all
muon types we require electromagnetic transverse energy deposition in the calorimeter
tower matched to the track to be less than 2+ maxz (0, pp —100) x 0.0115 GeV and the
hadronic energy has to be less than 6 +maz (0, py — 100) x 0.028 GeV. In addition we
require CMIO total energy deposition to be greater than 0.1 GeV. For a CMUP muon
we require that difference in position in azimuthal direction of the track extrapolated
to the depth of muon chambers and the muon stub is less than 7 cm for the CMU
stub and 5 cm for the CMP stub. For a CMU muon this difference has to be less
than 3 cm and for CMP muon less than 5 cm. For the CMX muon we require 6 cm
or better match.

A variable equivalent to electron isolation for muons is ratio of transverse en-
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ergy within radius of 0.4 from the muon traversal position to the track transverse
momentum. Muon is considered isolated if this ratio is less than 0.1.

In the lepton + jets sample we consider isolated CMUP and CMX muons. To
increase acceptance in the dilepton sample we allow CMU, CMP (isolated and non-
isolated) muons as well as isolated CMIO muons.

Both trigger efficiencies for muons are studied using Z — pp events. Trigger
efficiency for CMUP muon is about 92% and for CMX muon about 87%. There are
small differences in muon identification efficiency in data and Monte Carlo. Generally
Monte Carlo samples predict slightly higher identification efficiency resulting in iden-
tification scale factors of 0.93-0.98 for all muon categories except CMIO. The scale

factor for CMIO muons is 1.03.

3.4 Primary Vertex

The luminous region at the CDF II detector lies close to the geometrical axis of the
detector. It is not confined to a small spot in space, but rather spread along the
beamline. The collisions occur according to a Gaussian distribution with standard
deviation of approximately 30 cm. The location of the pp collision is obtained by
finding the mean z coordinate of tracks in the COT. There may be more than one
such “z-vertex” in an event. If this is the case we choose the z-vertex closest to
the z intercept of an isolated lepton. In samples where no leptons are present the
primary vertex is chosen based on the linear sum of transverse momenta of the tracks
originating from that interaction. The location of primary interaction is used as the

origin in calculating transverse energies of towers and jets. [40]
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3.5 Jet Clustering and Jet Corrections

Partons produced in the collisions are not free to escape, but instead must condense
into hadrons. This is due to the confining nature of the strong interaction. Hadrons
may in turn decay into lighter hadrons and leptons. Experimentally we will observe
collimated showers of particles in the detector carrying the momentum of the source
parton. We will not attempt to identify each particle in such a cascade, but we will
cluster them into an object called “jet”. The algorithm JETCLU [41] employed in
constructing jets proceeds as follows:

First, all calorimeter towers with Ep above 1 GeV are found and sorted according
to their transverse energy. These towers are called “seed towers”. Note that the
pseudorapidity coordinate used to calculate the transverse energies is calculated with
respect to the interaction vertex, not with respect to the center of the detector.

The algorithm then forms preclusters by adding neighboring seed towers, but only

within distance R = /(An)2 4+ (A¢)2 of 0.4. For each precluster centroid 7 and
¢ coordinates are calculated as weighted averages of individual tower coordinates.
Tower transverse energies are used in the average. For each precluster, towers with
Er > 0.1 GeV, which lie within the distance R=0.4 of the precluster centroid form a
cluster. If any two clusters share some calorimeter towers the towers will be uniquely
assigned or the clusters will be merged. If the transverse energy in towers shared
between two clusters is greater than a half of the transverse energy in the smaller
cluster, the clusters are merged. Otherwise each shared tower is uniquely assigned to
one of the clusters based on it’s proximity to the centroid in the n—¢ space. Centroids
of all clusters are recalculated and towers added and subtracted from clusters until
no towers are entering or leaving any clusters. Note that towers associated with

reconstructed leptons are removed from the original tower collection in order not
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to reconstruct an electron as a jet and not to capture muon energy in one of the
reconstructed jets. The cone radius R used for jets in this analysis is always 0.4
however a different radius might be used for a different analysis.

Each calorimeter tower of the jet is assigned a massless four-vector whose direction
is the same as that of a unit vector pointing from the interaction point to the center
of the tower. The energy component of this vector is set to the energy in the tower.
A sum of vectors corresponding to all towers is assigned as a four-vector of the jet.
Note that the electromagnetic and hadronic compartments are treated separately.

As we have seen in chapter 2.2.2 the calorimeter is a complicated machine. Dif-
ferent regions of calorimeter display different response and there are regions of the
calorimeter which are not instrumented (“cracks”). In addition the response of a sin-
gle calorimeter tower is non-linear and depends on the number of particles impacting
the tower and their momenta. Spurious energy may be deposited in the jet due to soft
interactions occurring in the same bunch crossing. To obtain the jet energy carried
by the particles contained in this jet (“particle level jet”) we need to compensate for
these effects by applying a series of corrections. The particle level jet is not equivalent
to the parton that originated the jet and further corrections are needed to obtain the
energy of that parton. We will discuss the corrections as they are applied in sequence

to jets. [42]

3.5.1 Relative Jet Energy Corrections

To make the energy response of the calorimeter uniform in pseudorapidity we apply
the relative jet energy corrections. This correction is derived using dijet events using
“trigger and probe” approach. A jet with detector pseudorapidity range of 0.2 <

Inp| < 0.6 is the “trigger” jet and the jet falling outside of this region is the “probe”
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jet. A correction is derived to make the average pr of the probe jet equal to that of the
trigger jet. The correction is a function of the detector pseudorapidity of the jet and
it’s transverse momentum. Due to the calorimeter simulation in the crack and forward
regions the correction has to be derived separately for data and Monte-Carlo events.
In data, samples triggered on presence of high momentum jet are used. To derive
the correction for Monte-Carlo events dijet samples generated with PYTHIA generator
are used. Systematic uncertainty on the correction takes into account the inaccurate
modelling of the dijet events, event selection biases, remaining non-uniformities in
the jet response and inaccuracies of Monte-Carlo modeling of the dijet events. The
uncertainty shown in Fig. 3.1 is the smallest in the central region (0.5%) and grows
to 1.5% for the forward jets with high momentum and to 3% for the forward jets with

low momentum.
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Figure 3.1: Fractional uncertainty on momentum of a jet due to differences in calorim-
eter regions as a function of 74,;. Several ranges of jet py (after relative corrections)
are shown.

3.5.2  Multiple Interaction Corrections

At the Tevatron peak instantaneous luminosities we can have as many as 10 pp

interactions in a single bunch crossing.One of those interactions naturally gives rise to
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the event of interest. The other interactions produce particles which will add to the
energy of the measured jets. To determine how much energy needs to be subtracted
from the jets we use minimum bias data characterized by coincidence of hits in the
forward beam counters. A random cone with a centroid with pseudorapidity region
of 0.2 < |np| < 0.6 is selected in each event and the transverse energy in that cone
is computed. Average E7 deposited is parametrized as a function of number of pp
interactions and taken as a correction. We count number of pp interactions in an
event through number of so-called “z-vertices” (cf. Sec. 3.4)

For each additional interaction 0.6 GeV is expected to be deposited in a jet. Stud-
ies of data samples enriched in jets, W boson and binning the data in instantaneous
luminosity bins yield a systematic uncertainty of less than 1% on the jet momentum

as shown in Fig. 3.2.

3.5.3 Absolute Energy Corrections

The energy read out by the calorimeter does not necessarily correspond to the energy
of an incoming particle. In general the calorimeter response will depend on the
momentum and kind of the particle. For example the calorimeter response is different
for two pions of 3 GeV/c momentum than for one pion with 6 GeV /¢ momentum.
The nonlinearity in single particle response is especially pronounced for particles with
momenta less than 6 GeV /c. This results in overall non-linearity in jet response. To
estimate the size of correction needed, a jet clustering algorithm is applied to stable
particle lists in PYTHIA Monte-Carlo dijet events. Such particle jets are matched to
the calorimeter jets within R of 0.1. The correction is derived using a likelihood fit
dependent on the momenta of the particle and calorimeter jets. Jets in central region

(0.2 < |np| < 0.6) only are used. The energy of the jet has to be increased by as much
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Figure 3.2: Fractional uncertainty on momentum of a jet due to multiple pp interac-
tions. Uncertainty for three cone sizes are shown.

as 30% for a low energy jet (pp ~ 20 GeV/c). The correction drops to approximatelly
10% for high energy jet. We refer to jet afer the absolute corrections as corrected to
particle level.

The systematic uncertainties on the absolute energy correction arise form calorim-
eter response to single particles (given by their E/p ratio). Additional uncertainties
are caused by modeling of particle momentum spectrum inside a jet (fragmentation)
and as well as stability of calorimeter calibration and non-uniformity of calorimeter
in ¢ coordinate. The uncertainty on the correction varies between approximately 2%

for a jet with pp of 20 GeV/c to 3% for a high energy jet as shown in Fig. 3.3.
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Figure 3.3: Fractional uncertainty on momentum of a jet (after absolute corrections)
due to uncertainties on the absolute corrections. Components of the uncertainty are
shown in dashed or dotted curves. The black solid curve gives the total absolute jet
energy scale uncertainty.

3.5.4 Underlying Event Corrections

At a hadron collider such as the Tevatron the hard scattering of quarks and gluons is
of the main interest, however in each pp interaction the proton-antiproton remnants,
not involved in the hard scattering, will also interact. This spectator interaction will
deposit some energy in jets originating from the hard scattering process. Underlying
event corrections remove this contribution. The calculation of this contribution is
performed in the same way as calculation of multiple interaction corrections but with
only one interaction present in the events. The correction needed for cone 0.4 jets is

0.6 GeV with systematic uncertainty of 30%.
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3.5.5  Out-of-Cone Corrections

To compute the energy of the parton escaping the collision based on the particle jet we
need to take into account the energy flowing outside the cone of the jet. The procedure
to determine the energy lost outside of the jet cone is similar to the procedure used to
calculate the absolute energy corrections. Partons escaping the collision are matched
to particle jets in PYTHIA dijet Monte Carlo events. We find that for a jet with pp
of 20 GeV/c approximately 12% of energy flows outside of the cone. This fraction
decreases for higher energy jets. Jet after the out-of-cone corrections is refered to as
parton-level jet since it’s energy is our best estimate of the original parton’s energy.

The systematic uncertainties on this correction are computed by comparing en-
ergy deposited in an annulus with radius R=1.3 surrounding the jet cone in data
and Monte-Carlo y+jet events (triggered on the presence of isolated electromagnetic
cluster). For a 0.4 cone jet with transverse momentum of 20 GeV/c the uncertainty
on the correction is 9% and about 2% for a jet with transverse momentum of 60 GeV.
Uncertainty on the energy deposited beyond the radius R of 1.3, so called “Splash

out”, is evaluated using Monte Carlo samples to be 0.25 GeV per jet.

3.5.6 Total Jet Energy Scale Uncertainty

The jet energy calibration, or the series of corrections that give us the parton momen-
tum given the jet momentum, is called the “jet energy scale”. The uncertainties on
the corrected jet momentum due to all the jet energy scale effects described above are
shown in Fig. 3.4. The total uncertainty (shown in solid black curve) for jets with a
low momentum is as much as 10%. For jets of high momentum the total uncertainty

is approximately 3%.
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Figure 3.4: Total jet energy scale uncertainty is shown in solid black curve as a func-
tion of pr of a jet corrected to parton level. Separate components of the uncertainty
are plotted in dotted or dashed curves

3.6 Identification of b Jets

In all ¢t events two b jets are present. The identification of a jet as originating from a
b quark suppresses background events and provides a handle to separate the sample
into statistically independent subsamples. b jet identification or “tagging” relies on
long lifetime of the b quark. SecVtx algorithm is used to find vertices within jets
that are displaced from the pp interaction point in the r — ¢ plane. The algorithm
attempts to construct a vertex using tracks contained inside the jet whose impact
parameter dg is inconsistent with 0. If such a vertex is found it’s signed distance
in r — ¢ plane Lgp from the pp interaction point is computed. If the significance
Lop /O’LQD is greater than 3.0 the jet is considered “tagged”. If the significance is
less than -3.0 we have a “negative tag”. This is the case when the vector from the
primary vertex to the secondary vertex points in opposite direction to the direction

of the jet. Such an occurrence is due to poorly reconstructed tracks and is a useful
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handle for evaluating tagging rate for light flavor jets (or “mistags”). The mistag rate
is measured in a sample acquired using a jet trigger. After subtracting contribution
of heavy flavor jets having negative tags, light flavor long lived meson decays as well
as contribution of negative tags resulting from detector material interaction the rate
is parametrized in so called “mistag matrix”. Mistag matrix is a function of jet Ep,
1, ¢ and track multiplicity of a given jet as well as scalar sum of transverse energies
of all the jets in a given event. Mistag rate is shown in Figure 3.5. The efficiency for
tagging a b jet is measured in a data sample with low energy (Ep > 9 GeV, track
pr > 9 GeV/c) non-isolated electrons. Two jets are required, one encompassing the
electron within it’s cone. The “electron” jet is presumed to have resulted from a
semileptonic decay of a heavy flavor quark. The fractions of jets containing b decays
and c decays are estimated by studying DY decays or alternatively muons within the
jets. Once the heavy flavor content of the jets is known the tagging efficiency can be
computed. The tagging rate in tf events is shown in Figure 3.6. It is maximum for
a b jet with Ep of ~ 75 GeV and is approximately 43% with mistag rate of about
1%. The tagging rate estimated in Monte Carlo samples is slightly higher therefore
a scale factor of 0.977 £ 0.035 is applied whenever a probability of tagging a heavy

flavor jet is needed. [40]

3.7 Missing Transverse Energy

Neutrinos produced in ¢t decays escape the detector unobserved. However we can
infer their presence using conservation of energy-momentum. In the collisions at the
Tevatron we know that the total momentum of pp system in the direction along the
beamline is zero. However we do not know event-by-event what is the momentum

fraction carried by individual partons, therefore it is impossible to constrain the z
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Figure 3.5: Rate of tagging light jets as b quark jets in ¢t events. The “loose” SecVtx
tagging algorithm relaxes cuts applied on the secondary vertex in the “tight” tagging
algorithm. The “tight” tagging is used in this analysis.

component of neutrino momenta. In the transverse plane the sum of momenta of all
particles leaving the collision is 0. Negative vector sum of transverse energies in all
towers will be equal to the total transverse momentum vector of escaping neutrinos.
The transverse energies are calculated with respect to the pp interaction point.

We need to account for the fact that the muons escaping the collision leave very
little energy in the calorimeter. If the raw energy of the calorimeter tower which the
muon traverses were to be used in the missing energy calculation we would obtain
spurious missing energy collinear with the muon direction. Instead we add back the
energy deposited in the tower corresponding to the muon and add the negative pr of
the muon to the sum.

The resolution of jet energy measurement is expected to be better than the resolu-
tion of the measurement of energy resulting from addition of single towers. To better

reconstruct the missing energy we remove the towers from the sum corresponding to
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Figure 3.6: Efficiency of tagging b-quark jets in ¢f events.

jets. Next we construct jets which are corrected using the relative and absolute energy
corrections. We then add negative vector sum of the transverse energies of these jets
to the missing energy. The jets entering the calculations are not corrected for multiple
interactions. Minimum bias interactions are expected to create no missing transverse
energy, therefore not adding the energy deposited by multiple interaction within the

jet cone to the missing energy sum would result in missing energy mismeasurement.



CHAPTER 4
EVENT SELECTION

4.1 Trigger Selection

Both decay channels under consideration are characterized by presence of at least
one high transverse momentum lepton from the decay of the W boson. We use this
property of ¢t events to design lepton triggers which will suppress presence of the

multijet final states resulting from the high-rate QCD processes.

4.1.1 Muon Triggers

Data was collected using two muon trigger paths: the CMUP trigger path (|nge| <
0.6) and the CMX trigger path (0.6 < || < 1.0).

The CMUP path requires at Level 1 presence of hits on both wires of a CMU
trigger wire pair within a window of 124 ns of one another. A pattern of hits in 3
out of 4 CMP layers must be found. A track extrapolating (in r — ¢ plane) to both
CMU and CMP hits must be found by XFT with transverse momentum of at least
4.09 GeV/ec. At Level 2 the requirements have been changing through the data taking

period as follows:
e Before October 2002: Level 2 requirements replicate the Level 1 requirements.

e October 2002 - April 2004: A track with transverse momentum of at least
8.34 GeV/c must be found by XFT.

49
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e April 2004 - June 2005: A 8.34 GeV /¢ XFT track that extrapolates to the CMU
and CMP hits must be found.

e June 2005 - March 2007: A 14.77 GeV/c XFT track that extrapolates to the
CMU and CMP hits must be found.

e Since March 2007 the requirements have been the same as above but a combina-

tions of prescales! and instantaneous luminosity thresholds has been employed.

The Level 3 requirements include a fully reconstructed muon with pp > 18 GeV/c
COT track. The track, when extrapolated out to the muon chambers must match
the CMU stub within 10 cm and CMP stub within 20 ¢m in the r» — ¢ plane.

The CMX path requires at Level 1 a hit on each wire of the CMX wire pair. Hits
must occur within 124 ns of one another. An XFT track that extrapolates to the
hits with transverse momentum of 8.34 GeV/c is required. After October 2002 a
scintillator hit in the CSX system is also required. Similarly to the CMUP trigger

path the Level 2 requirements have also been changing over time as follows:

e Before April 2004: Level 2 requirements replicate Level 1 requirements.

e April 2004 - June 2005: XFT track extrapolating to the CMX hits is required.

Transverse momentum of the track must be at least 10.10 GeV/c.

e June 2005 - September 2006: The transverse momentum of the track was in-

creased to 14.77 GeV/c

e September 2006 - October 2006: The Level 2 requirements were the same as
above but the trigger was enabled at instantaneous luminosities below

200 x 1039 cm—2s~1

1. When only one in n of the events that fired the trigger is actually accepted, that
trigger is said to be “prescaled” by a factor n
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e October 2006 - February 2007: XFT track with transverse momentum of
14.77 GeV /¢ is required. Stereo Layers of COT are required to match the axial
layers in construction of the track. The track must match the CMX hits. In
addition a Calorimeter cluster with transverse energy of at least 10 GeV is

required in pseudorapidity range of |1g.¢| < 3.6

e Since January 2007: Trigger was enabled at instantaneous luminosities below

270 x 1030 em—2s~1

At Level 3 a reconstructed muon with transverse momentum of 18 GeV/c with a
CMX stub is required. The extrapolated track must match the stub within 10 cm in

the r — ¢ plane.

4.1.2 Electron Trigger

The electron trigger requires at Level 1 a trigger tower with total transverse energy
of at least 8 GeV and a track with transverse momentum of at least 8.34 GeV/c that
extrapolates to the face of this tower. The trigger tower must lie in the pseudorapidity
region of |nge| < 1.3. To ensure that the selected object is in fact an electron a the
ratio of energies in hadronic and electromagnetic compartments must be smaller than
1/8.

Electron trigger path at Level 2 requires that a cluster of trigger towers with
transverse energy of 16 GeV is found within pseudorapidity region of |n| < 1.3.
The hadronic and electromagnetic energy deposition ratio must be smaller than 1/8.
Matching XFT track wit py < 8 GeV/c is required.

Level 3 requires a fully reconstructed central (|| < 1.0) electron with transverse

momentum of 18 GeV/c.
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4.2 Offline Selection for the Dilepton Channel

4.2.1 Selection Criteria

The dilepton selection requires two leptons (electrons or muons). The transverse
energy (momentum) of an electron (muon) is required to be greater than 20 GeV
(GeV/c). One of the leptons has to be isolated and be a CEM electron or CMUP or
CMX muon. The second lepton can be non-isolated CEM electron or CMUP, CMX,
CMU or CMP muon. It can also be an isolated CEM or PHX electron or CMUP,
CMX, CMU, CMP or CMIO muon. One of the leptons (isolated or non-isolated) has
to correspond to the trigger fired in the event. We require that leptons have opposite
signs.

We require two jets corrected to the particle level with E7 > 15 GeV and falling
in the detector region |74 < 2.5. The same jets are used in missing transverse
energy calculation but for this purpose the correction for multiple interactions is not
applied (cf. 3.7).

Since there are two neutrinos escaping ¢t dilepton decays we expect large missing
transverse energy and apply a cut Fp > 25 GeV. The final decay products of the
tt pair have masses much smaller than the top quark mass so the sum of energies
of all the decay products must be comparable to double of the top quark mass. We
require Hp > 200 GeV, where Hrp is a scalar sum of transverse momenta of leptons,
transverse energies of jets and £7. The Hp uses jets corrected to particle level in the
sum.

In order to reject events originating from Z boson decay we require that if a
dimuon or dielectron pair is present, the invariant mass of the pair cannot lie within

the window of 76 —106 GeV/ 2. This requirement is applied only if missing transverse
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energy significance is smaller than 4.00/GeV. We define E7 significance as:

__Er
SET = \/W (4.2.1)

EF'™ is defined as a scalar sum of the transverse energies of all towers. In a similar
fashion to the calculation of £ we subtract energies of towers associated with muons
and add muon transverse momenta. We also remove energies of towers associated
with jets and add energies of the jets corrected to the particle level.

Missing transverse energy measurement may result from an experimental effect
such as a jet or lepton depositing energy in an uninstrumented region. In this case the
missing transverse energy vector will get a spurious contribution collinear with that
jet or lepton. In addition some backgrounds such as Drell-Yan 77~ production have
real missing transverse energy collinear with jet or lepton associated with the 7 decay.
To reduce contamination from both of those effects we apply a cut Ep > 50 GeV if
the angle in 7 — ¢ plane between the £7 vector and any jet or lepton is less than 20°

We divide the dilepton sample into tagged and non-tagged subsamples. We count
the b tags only on the two highest energy jets in the event.

Accepted events are reconstructed using a Neutrino Weighting Algorithm de-
scribed later (Sec. 5.1.1). We require that the reconstruction is successful and impose
additional cuts on the reconstructed observables (cf. Sec. 6.1.1). The effect of these
additional cuts is very small but it is taken into account in the calculation of expected

number of signal and background events below.

4.2.2 Estimate of Signal and Background Events

The template method relies on correct background model. Therefore a relative nor-

malization of all backgrounds is needed. Overall normalization of background is not
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required but improves the precision of the measurement. The calculation of the signal
and background contributions has been performed by the CDF dilepton cross section
group [43] and is only outlined here.

One of the main backgrounds for the dilepton channel is Drell-Yan process with
two leptons in the final state. A Drell-Yan event can pass the selection requirements
due to jet production from initial state radiation. The missing energy appears due
to inaccurate measurement of jet or lepton energy. In the case of states with 7
lepton pair in the final state the missing energy appears in the 7 decay.. To estimate
contribution of Drell-Yan events with dielectron or dimuon we employ a data-Monte
Carlo technique. We select, in the data, events where the dilepton invariant mass lies
within the range 76 — 106 GeV /2. We subtract contribution form other backgrounds
from the number of selected events. We estimate the ratio of the number of events
outside the invariant mass window to the number of events inside using Monte Carlo
samples. This ratio is then used to estimate Drell-Yan content outside the Z peak
window. Similarly we obtain the ratio of events passing and failing the s Fr cut
within the Z mass window in the Monte Carlo samples. This fraction combined with
number of observed events in the data gives the estimate for number of Drell-Yan
events inside the Z window and passing the significance cut.

Another important background for the dilepton channel comes from the produc-
tion of WW, WZ and ZZ pairs. In such events dilepton pair may be produced in
the final state together with real missing transverse energy from the W boson decay.

Contributions of the Diboson backgrounds, the Drell-Yan background where 77~
pair is produced as well as expected tt contribution are estimated using Monte Carlo
simulations. We calculate the acceptance in each dilepton category. This is necessary

in order to convolute the trigger efficiencies and data Monte Carlo scale factors which
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are derived based on the lepton type as described in sections 3.2 and 3.3. Using the
theoretical cross sections and the luminosity measurement we obtain the number of
events expected for each of the processes. The expected yield of ¢t events is calculated
using the theoretical cross section at Mo, =175 GeV/ ¢® of 6.7 pb. The estimate for
tt contribution is not used in the likelihood fit, but it is used to check the method for
bias (cf. Sec. 7.1).

A hadron collider produces QCD multijet events at high rate. Those events can
fake a dilepton signature if we have one real lepton and a jet “faking” lepton signature.
We measure the fake rate for each of the lepton categories (separately for isolated
and non-isolated leptons) using samples collected with triggers that require a jet
with transverse energy of 20 (“JET20”), 50 (“JET50”), 70 (“JET70”) and 100 GeV
(“JET100”). Estimating this process directly from Monte Carlo samples is considered
not reliable due to difficulty in modelling jet hadronization and fragmentation. The
calculation of fake rates requires defining “fakeable” leptons - objects which are likely
to have come from quarks or gluons but resemble closely electrons or muons.

Fakeable electrons are required to have transverse energy of 20 GeV and ratio of
hadronic to electromagnetic energy less than 0.125. For the central electrons we relax
the quality requirements on the COT track. At least one of the cuts on the lateral
shower development, track-shower maximum matching or the hadronic to electromag-
netic energy ratio is then required to fail.

Fakeable muons have to have transverse momentum of 20 GeV/c and ratio of
energy to track momentum less than 1.0. The track quality requirements are the
same as for regular muon selection. We then require at least one of remaining criteria
to fail. These are: presence of the stub (for CMUP, CMU, CMP and CMX muons),

track-stub match, hadronic energy threshold and electromagnetic energy threshold.
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In the JET50 sample we count number of leptons as well as number of fakeable
leptons. The count is performed in 6 E7 bins. To remove trigger bias we remove
events where the denominator lepton is within cone of R=0.4 from the highest en-
ergetic jet. We estimate using Monte Carlo samples how many leptons and fakeable
leptons are expected to have come from W boson decay and subtract those counts.
Therefore we have a count of reconstructed leptons and fakeable leptons originated
by quarks. The ratio of the two numbers is interpreted as a probability of jet faking
a lepton. We perform the same calculation using other jet samples and assign 30%
systematic uncertainty based on the observed differences.

Using the probabilities calculated above we estimate the number of events with
a fake lepton in our sample. In the data sample triggered with central electrons
and muons (the same sample as the one used to make final measurement) we select
events with one lepton and at least one fakeable. We substitute the fakeable for the
second lepton in an event. If the fakeable is an electron and it is within cone of
R=0.4 from a jet we remove this jet from jet collection. We count events which after
such substitution pass the dilepton selection requirements. We assign a weight to
each event corresponding to the fake rate for the considered fakeable. If there are
multiple denominator leptons in the event the event can enter the count several times.
The sum gives number of expected events with a fake lepton. Sums are performed
separately in non-tagged and tagged samples

The background estimate for the Drell-Yan and diboson backgrounds as well as
signal obtained as described above is divided into an estimate for the untagged and
tagged subsamples using Monte Carlo samples. A probability for each of the two
most energetic jets to be tagged is evaluated. If we find that a given jet is originated

by a light flavor quark then probability of the jet to receive a b tag is equal to mistag
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Table 4.1: Expected event yield for the dilepton selection after all cuts.
non-tagged  tagged

Diboson 9.1 £2.2 0.3 0.1

Drell-Yan 16.0 2.5 0.9 +0.1

Fakes 19.3 £5.6 2.7 1.0

Total Background 44.3 £7.0 3.9 £1.0

tt (6.7 pb) 40.1 £3.1 55.8 £4.2
Observed 83 61

probability evaluated using the mistag matrix. However if jet originates from a heavy
flavor quark and if it is tagged then the probability is assigned as a b tag scale factor
(described in section 3.6). If a heavy flavor jet is not tagged we assign probability of
0 for this jet to be tagged. Once the probabilities of each jet to be tagged is known
we evaluate the probability for the event to have no tags or at least one tag. Sum
of probabilities to obtain no tags gives the estimate on the 0-tag sample and sum of
probabilities to find tags gives the estimate in the 1-tag sample.

The results of the calculations described above are summarized in Table 4.1. Ef-

fects of reconstruction efficiency and boundary cut are included.

4.3 Offline Selection for the Lepton + Jets Channel

4.3.1 Selection Criteria

To select events resulting from a ¢t decay into lepton + jets channel we impose
somewhat stricter requirements than in the dilepton channel in terms of types of
leptons and jet thresholds used. This is possible due to higher statistics in this
channel. We require one electron or muon with transverse energy (or momentum) of
20 GeV. The only allowed electron category is CEM. Muon categories allowed are

CMUP and CMX. Strictly one lepton is allowed to remove overlap with the dilepton
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sample. In this dilepton veto we look for the leptons of other categories also including
stubless muons and plug electrons.

At least one b tag is required. We divide the events based on numbers of b tags
present into 1-tag and 2-tag subsamples. In 1-tag sample we require four jets with
transverse energy greater than 20 GeV and falling in detector region of |94, < 2.0.
Events with a fifth jet are disallowed if that jet has transverse energy greater than
20 GeV. Since the background contamination of 2-tag sample is expected to be very
small we relax the jet requirements to increase the event count of this sample. We
require presence of 3 jets with Ep > 20 GeV and |ng.:| < 2.0. The fourth jet has
to have Ep > 12 GeV and |nge| < 2.4. No requirements on extra jets are made.
Only the four most energetic jets are considered for b tagging. All jet threshold
requirements are made as in the dilepton sample on jets corrected to particle level.

In addition to the lepton and jet requirements we require missing transverse energy
of 20 GeV. Missing transverse energy is corrected for jets and muons as described in
Sec. 3.7. Jets with Ep > 12 GeV and |nge| < 2.4 are used to calculate the correction.
This is slightly different than in the dilepton sample so that the requirements are
consistent between this analysis and the respective tt cross section measurements.

As described in Sec. 5.2.1 accepted events are reconstructed using a x? fitter.
A cut of ¥2 < 9.0 is imposed to reject poorly reconstructed events. In addition
as described in Sec. 6.1.1 boundaries are imposed on the reconstructed observables.
Efficiency for passing the x2 cut is 66% and 87% in doubly tagged and single tagged
tt events. Boundary cut is about 99% efficient for all signal events. Those efficiencies
diminish to as low as ~40% for the boundary cut and ~50% for the X2 cut in some

backgrounds.
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4.3.2 Estimate of Signal and Background Events

Estimation of background and signal contribution to the lepton + jets sample relies on
a mixed Monte Carlo/data approach. Estimating background contribution form data
is generally preferable since it is not exposed to uncertainties of Monte Carlo mod-
elling. However some background contributions are too small and no convenient ways
of extrapolating their contribution from some control region to a signal region exist.
This is also true for the signal contribution. The method is sequential: we successively
estimate background components and the estimate of the next background component
relies on the estimate derived previously. We obtain the background contribution es-
timates in the sample before application of b tagging requirements (“pre-tag” sample)
and when the tagging requirements are applied (“tagged” samples). The machinery
used to obtain the estimates, so called so called “Method II” [40], is provided by the
CDF top group. An overview of the method follows.

The event selection employed by Method II is slightly different from the selection
employed in this analysis. One small difference is that Method II allows b tags on
5t and lower jets whereas we allow b tags on only 4 leading jets. In addition we
apply the x2 and boundary cuts mentioned earlier. We account for those differences
by scaling Method II estimates [18].

The contributions estimated first are WW, WZ, ZZ, single top production is s
and ¢ channels and ¢ production. Each of the processes contributes to the final sample
because it can produce a lepton and a neutrino. Contribution of those processes is
estimated directly from Monte Carlo samples both in pre-tag, 1-tag and 2-tag samples.
is:

. 1
The estimate Npyqcess

. M
N rocess = 019 x MO L, (4.3.1)
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theory is

where ¢ signifies pretagged, 1-tag or 2-tag sample, o the theoretical cross

section for this process, L is the integrated luminosity and MO

is selection efficiency
obtained from Monte Carlo sample. The efficiency term includes trigger efficiencies
and data - Monte Carlo lepton identification scale factors (c¢f. Sections 3.2, 3.3). In
case of tagged samples probabilities to tag light flavor jets are evaluated using the
mistag matrix and b tagging scale factor is applied to tagged heavy flavor jets (cf.
Sec. 3.6).

A potential source of leptons other than W and Z boson is QCD multijet produc-
tion, where the lepton is a fake (a jet mimicking a lepton) or comes from semileptonic
decay of a heavy quark. The Ep spectrum of events coming from QCD production
is well separated from Fp spectrum of events with W bosons. This is because in
QCD events a non-zero Fp is due to purely experimental effects such as jets entering
an uninstrumented region of the calorimeter or fake muon’s momentum being added
to the missing energy sum. The QCD background is modeled in the data by events
passing all cuts where instead of a lepton an electron-like (so called “antielectron”)
object is required. Antielectrons pass all the kinematic cuts that are imposed on the
electrons, but fail shower development or track quality cuts. In an alternative, high
statistics model for the QCD background, data events are used where the isolation cut
on the charged lepton is inverted, requiring isolation greater than 0.2. In the tagged
sample only the antielectron template is used for estimate of QCD contribution, but
we use the non-isolated lepton model in the later stages of the analysis. To obtain the
QCD estimate in the pretagged as well as in the tagged sample the QCD E7 shape
and K7 shape from the W+jets Monte Carlo samples are fit to the Ep shape in the
data obtaining the relative normalization of the two. The QCD estimate is then the

fitted fraction times the total number of events in the sample.
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Knowing the QCD contribution as well as the diboson and top contributions
we attribute the remainder of the pretag sample to W+jets production: we simply
subtract the contributions from the other sources from the total number of observed
events.

To estimate the number of W+heavy flavor sample in the tagged samples we start
with the total W-+jets estimate in the pretagged sample. Using the Monte Carlo
W +jets models we estimate the fraction of events with reconstructed jets matched to
heavy flavor quarks. We then estimate the tagging probability for those events. This
is done by first evaluating probability of tagging each jet. This probability is 0 if the
jet is not tagged and equal to the b tagging scale factor if jet is tagged. Probability
of having one tag or two or more tags in an event is then calculated using the jet
tagging probabilities. Therefore now we have fraction of W+jets events that contain
heavy flavor jets and b tags. Multiplying this fraction by the W+jets estimate in the
pretagged sample gives the W+ heavy flavor estimate in the tagged samples.

The remaining piece is estimating W +light flavor component in the tagged sam-
ples. We again start with the W +jets estimate in the pretagged sample. We find the
fraction of events with light jets only and evaluate probabilities of tagging those jets
using the mistag matrix. Based on the jet tagging probabilities we calculate probabil-
ity of each event being tagged and overall tagging probability for this sample. using
this probability and W +jets estimate in the pretagged sample we estimate W +light
flavor contribution to the tagged samples.

The expected composition of the lepton + jets sample is shown in Table 4.2. As

in the dilepton channel estimate we use 6.7 pb for the cross section of ¢¢ production.



Table 4.2: Expected event yield for the lepton + jets selection after all cuts.

1-tag 2-tag

Wb 9.1+3.7 2.14+0.9

Wee, We 8.3+3.4 0.5+0.3

W (mistags) 10.4+2.3 0.2+0.1

Single top 2.040.1  0.7+0.1
Diboson 2.4+0.2 0.21+0.02
QCD 10.4+8.7 0.3+1.6

Total Background 42.7+12.5 4.24+1.9
t (6.7 pb) 156.7421.1 76.6+12.0

Observed 233 99
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CHAPTER 5
EVENT RECONSTRUCTION

Each of the selected events presents us with an overwhelming amount of informa-
tion. We have access to energies of towers in the calorimeter, positions of hits in the
tracking, muon and shower maximum detectors. This information is synthesized to
form higher level objects: electrons, muons and jets as well as the missing transverse
energy. Information contained in these objects has to be related to the mass of the
top quark. In the dilepton channel we have 18 numbers and in the lepton + jets
channel we have 22 numbers describing the event. Such large number of variables
would still be impossible to analyze statistically and must be somehow further re-
duced. We want to construct a variable whose distribution varies substantially as a
function of Myop. Naturally the invariant mass of the top quark is expected to be
the best choice. We estimate it in each event differently depending on which decay
channel the event belongs to. In the following sections we describe the procedures
employed in each of the two channels. We also describe other event variables used to

improve the measurement precision and to estimate in situ the jet energy scale.

5.1 Event Reconstruction in the Dilepton Channel

5.1.1 Neutrino Weighting Algorithm

In the ¢t —dilepton system we do not have enough information to reconstruct the

masses of the decaying top quarks. In the detector we measure four-momenta of
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jets and leptons and an overall imbalance in transverse energy Fr. However in the
dilepton channel we have 2 escaping neutrinos. This means that even when we use
all the knowledge of the event such as masses of the particles in the decay cascade
and we assume that masses of the two top quarks are the same, we still lack one
constraint to reconstruct the four-vectors of final state partons. We need to integrate
over the unknown quantities taking the probability density functions from the Monte
Carlo simulations. In this method we scan over the top quark mass m; and integrate
over pseudorapidities 71 and 79 of the two neutrinos at each point in the scan. As
inputs we use jets corrected up to parton level and lepton momenta. Knowing the top
quark mass and neutrino pseudorapidities we can solve for the neutrino transverse
momenta. This allows us to weight the m; hypothesis by comparing the solution to
the measured Fp. The hypothesis that yields the highest weight will be taken as
the reconstructed top quark mass m}f\IWA. The algorithm has been used previously
in [44, 45, 46|, and is adapted for use in this analysis with minor modifications.
Since jet charge is not reconstructed there are two ways to form b quark jet -
lepton pairs. Assuming that we know the correct pairing and given the value of the
top quark and the neutrino pseudorapidities we write the invariant mass of the top

quark and W boson:

m? = (I+v+b)? (5.1.1)

m¥, = (I+v)? (5.1.2)

Where I, v, and b are the four-vectors of the lepton, neutrino and the b quark respec-
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tively. We can rearrange the two equations above and form two relativistic invariants:

B =2bv= mi—m¥ —m?—2bl (5.1.3)

L =2v= m¥ —m} (5.1.4)

We assumed m, = 0 in the last equation. We calculate the numerical values of these
invariants using world average values for the masses of the particles and the four-
vectors measured in the detector where jets have been corrected to the particle level.
We express the four-vector of the neutrino in terms of its transverse momentum pr,

pseudorapidity 7 and the azimuthal angle ¢ as:

v = (pr cos(¢), prsin(¢@), pr sinh(n), pr cosh(n)) (5.1.5)

We expand the products of b quark and lepton four-momenta with the neutrino

momentum in Equations 5.1.3 and 5.1.4 to obtain:

B = 2pp(E’cosh(n) — pleos(9) — pysin(¢) — plsinh(n)) (5.1.6)

L = 2pr(E'cosh(n) — plycos(¢) — pl,sin(¢) — plsinh(n)) (5.1.7)

Now we isolate pp from Equation 5.1.7 and insert into Equation 5.1.6. Upon rear-

ranging the terms we obtain:

(LE® — BE")cosh(n) — (Lp}, — Bp.)sinh(n) =

(Lpb, — Bpk)cos(¢) + (Lpl, — Bpl,)sin(¢) (5.1.8)
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Now define:
= (LEb — BEl)cosh(n) — (Lpg — Bplz)sinh(n) (5.1.9)
\/(Lp?c — Bpl,)? + (Lp}, — Bpl,)?
We can also define:
cos(a) = (Lpt — Bpt) (5.1.10)
\/(Lpf% — Bpk)? + (Lpl — Bpl)?
I b _ B l
sin(a) = (Lpy — Bry) (5.1.11)

\/(Lpf’c — Bpk)? + (Lp) — Bpl,)?

We divide Equation 5.1.8 by the factor \/(Lpg — Bph)2 + (Lpg - Bpé)2 and using

the definitions above we obtain:
B = cos(a)cos(¢) + sin(a)sin(p) = cos(¢ — ) (5.1.12)
If || < 1 Equation 5.1.12 has two solutions for ¢:
¢ = a £ arccos() (5.1.13)

Where the (0,7) branch of arccos was chosen. In practice we only need the values

sin(¢) and cos(¢):

sin(¢) = sin(a)B £ cos(a)y/1 — B2 (5.1.14)
cos(¢) = cos(a)B F sin(a)y/1 — B2 (5.1.15)

Transverse momentum of the neutrino is obtained from Equation 5.1.7 and we multi-
ply by cos(¢) and sin(¢) to obtain the x and y components of neutrino momentum.

The same procedure is repeated to solve for the x and y components of momentum
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of the other neutrino in the event. Thus we have four possible solutions.
For each jet-to-quark assignment ¢ and each solution ;7 we form a weight
wj j(m¢, N1, n2) by comparing the solution for the transverse momenta of the neutrinos

with the measured Fr using a Gaussian weight:

Tz — Py — Db Ery —py — 1y
w; j(mg,m,n2) = exp(— ””202’” <)exp(— y202y Y) (5.1.16)
ET ET

The resolution o Fr = 19.2 GeV is extracted from a ¢ Monte Carlo sample generated
at Mgop =175 GeV/ ¢2. The value of the x and y components of the sum of neutrino
momenta obtained from the Monte Carlo generator information are compared to the
x and y component of Ar.

To obtain the event weight that depends only on the top quark mass we sum over
the jet-to-quark assignments 7, solutions j and integrate over the neutrino momenta

11, N2 as follows:

2 4
w(mg) = Z//dm dnz g(m)g(n2) Y w; j(m, m1,72) (5.1.17)
i=1 =1

The function g is a Gaussian with 0 mean and width of 1 and describes the neutrino
pseudorapidity distribution in ¢ events. We extract the width of the Gaussian from
the generator information in the Mo, =175 GeV/ ¢ Monte Carlo sample. The inte-
gration over the neutrino pseudorapidities is numerically approximated as a sum over
a grid with spacing of 0.15 and bounded by (—3.0, 3.0).

Scan in m; is performed from m; = 80 GGV/C2 to my = 380 Ge\//c2 in steps of
3 GeV/ 2. A maximum is found in the total weight and in weights corresponding to
each of the two jet-to-quark assignments. Scan is then iteratively repeated near the

maxima with successively smaller steps until the step size reaches 0.03 GeV/ ¢%. The



68

my value maximizing the weight is taken as the reconstructed top quark mass m%\lWA

in this event.

Distributions of thWA for non-tagged and tagged fully simulated Monte Carlo ¢
events with input top quark masses of 160, 170 and 180 GeV/ ¢? passing the dilepton
selection are shown in Figure 5.1. The event reconstruction in the dilepton channel is

};IWA distribution on

imperfect but there is a clear dependence of the shape of the m
the input top quark mass. The mean of the distribution rises linearly by 0.6 GeV/ c?
fora 1.0 GeV/ ¢? rise in the input top quark mass. The RMS of the distribution is 19%
of it’s mean for the non-tagged sample at the input top quark mass of 170 GeV/ 2.

The distribution is about 10% narrower in the tagged sample. Relative resolution of

reconstructed top quark mass improves slightly with increase in the input mass.

5.1.2 Hr

The momenta of the final state particles in a t¢ decay event are directly linked to the
invariant mass of the top quarks in an event, therefore Hp- a linear sum of the jet
and lepton transverse momenta and 7 has a strong dependence on the top quark
mass as seen in Fig. 5.2 where distributions of Hp in ¢t Monte Carlo samples with
three generated top quark masses are shown. To calculate the Hp variable we use
jets corrected to the parton level. The same cuts are made on jets used for the Hp
calculation as during the selection. Jet has to have pseudorapidity |nge¢| < 2.5 and
Er > 15 GeV at particle level. At the input top quark mass of 170 GeV/ ¢? the mean
of the distribution in approximately 330 GeV and rises linearly with the input top
quark mass with constant of proportionally of 1.2. For the input top quark mass of
170 GeV/ ¢® the RMS of the distribution is 84 GeV for the non-tagged sample and

80 GeV and rises slightly with increase in the input top quark mass.
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Figure 5.1: Output of the NWA algorithm for Monte Carlo events with three input
values of Moy, passing the 0-tag (top) and tagged selection (bottom).
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Figure 5.2: Hr for Monte Carlo events with three values of input My, passing the

0-tag (top) and tagged selection (bottom).
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5.2 Event Reconstruction in the Lepton + Jets Channel

5.2.1 Top Mass Reconstruction: the x? Fitter

In contrast to the dilepton channel in the lepton + jets channel we measure enough
quantities to reconstruct four-momenta of all particles escaping the collision. We
get the four-momenta of the quarks directly from the measurement of jets in the
calorimeter and knowledge of the primary vertex location. Energy of an electron is
measured by the calorimeter. Since we know it’s polar angle and we can assume
that it’s massless we obtain the three components of it’s momentum. Similarly for
a muon it’s transverse momentum is measured in the tracker and z component of
momentum we get from the polar angle. Assuming zero mass we get muon’s energy.
Since the pp system before the collision has no momentum in the transverse plane we
can assign the missing transverse imbalance in x and y directions as the components
of the neutrino momentum. The only component missing is the z component of
neutrino momentum. However we have additional information: sum of the two light
jets’ four-vectors must have the invariant mass of a W; the same is true for sum of
lepton and neutrino four-vectors. We can also assume that the masses of ¢ and ¢ are
the same (but unknown). We find the best hypothesis for the four momenta of the
particles, and therefore the top quark mass in the event (m;°°) using a 2 fit. In
subsequent sections we describe the X2 expression and the inputs of the fitter and

relations between fitted quantities.
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The x* Ezpression

The expression minimized using MINUIT package [47] is:

i,fit 1,/meas\ 2 Uﬁt _ Umea5)2
. (7 —pp"™) ;" - U
=) 2 + 2
i=(,4 jets ¢ J=zy J
2
(M;; — My) L My — Myy)*
2 2
FT/V FT/V
(s =m0 (M~ =)’
+ = + = (5.2.1)
t t

The parameters of the fit are:

pzj’,ﬁt - transverse momenta of the lepton and jets

Ugt, U;t - unclustered energy in x and y directions. This is energy that is not

associated with jets or leptons from ¢t decay.

reco

e m;°° - the reconstructed top quark mass
° p?ﬁt - the z component of the neutrino momentum.

The first term in the x2 expression constrains the lepton transverse momentum
and jet transverse momenta to their measured values within experimental resolution
0;. The angles of jets and leptons are assumed to be measured perfectly, therefore
the full four-vector is obtained straightforwardly from prp.

The second term constrains the calorimeter energy not associated with the ¢t decay
products to it’s measured value. In conjunction with the lepton and jet momenta
unclustered energy gives the neutrino transverse momentum.

Third term constrains the four-vectors of the light jet quarks to the W boson

mass. Similarly the fourth term constrains the lepton and neutrino four-vectors. The
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Breit-Wigner W boson width is used in the constraint even though the constraint is
Gaussian.

The last two terms constrain the products of leptonically decaying top quark to
form the same invariant mass (within the Breit-Wigner width) as the products of the
hadronically decaying top. The mi®“ variable floats in the fit and is taken as the
reconstructed top quark mass.

An immediate problem is that it is unknown which quarks from the ¢ decay cause
which jets observed in the detector. In the 2-tag sample we know which jets are from
b quark decay. We don’t know however which b jet to pair with the dijet system of
the hadronically decaying W. In 1-tag sample the situation is even more complicated
giving us possible 6 jet to quark assignments. Another difficulty comes from the
z component of the neutrino momentum. We can solve for it knowing Fp, lepton
momentum and W mass, but two solutions exist. We run the fit for each possible
jet-to-parton assignment twice - initializing the z component of neutrino momentum

to each of the two solutions. The mi®“ for the combination resulting in the lowest

X2 is kept. We reject events with X2 > 9.0.

Lepton and Jets

The lepton transverse momenta supplied as input to the X2 fitter are simply the
reconstructed pr or E7 of muon or electron as described in Chapter 3. If the lepton
is an electron the resolution on it’s transverse momentum is equal to the calorimeter

resolution (cf. Sec. 2.2.2)

2

0.135

oe = pe® x (W) +0.022 (5.2.2)
T
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If the lepton is a muon it’s resolution is set to:
o, = 0.0011 x (ph™e8%)2, 5.2.3
© T

given by the tracking pr resolution.

Differences between light flavor jets and b jets are not taken into account by the
generic jet corrections described in Sec. 3.5. Such differences may arise due to different
fragmentation and semileptonic decays. Explicitly treating b jets and light flavor jets
differently may result in better resolution of the reconstructed top quark mass. We
therefore derive “top-specific” corrections using PYTHIA ¢t samples generated with
top quark mass in the range 160 — 180 GeV/ 2. Jets are initially corrected to particle

level as described in Sec. 3.5, and a response:

arton
S = pg .

P

—1 (5.2.4)

is calculated for light flavor jets and b jets separately. Jets are required to match the
originating partons within R of 0.2. Most probable value (MPV) of the response is
found in 6 bins of |n| and 10 bins of py. The response is then fit to an exponential
in pr where the parameters of the exponential are allowed to vary as a function of 7.

The correction is then found by rearranging Equation 5.2.4:

PR — (Sarpy + 1) x Pt (5.2.5)

The correction for light jets are about 30% for central jet with jet momentum of
20 GeV/c and lower with increasing |n|. The correction decays rapidly as a function

of momentum and for 60 GeV/c jets it’s of the order of several %. Correction for b
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jets are few percent higher and have the same decaying behavior.

Resolution terms are derived using the same approach but instead of the MPV
width of the response is fit as a function of py and 7. The width of the response
is essentially independent of flavor and pseudorapidity of the quark. For jets at
20 GeV/c the response width is around 0.2 and decays asymptotically to about 0.1.

A detailed description of the top-specific corrections is given in [18].

Unclustered Energy

An assumption made by the fitter is that the four leading jets come from the ¢ decay.
Additional jets, allowed in 2-tag sample, are assumed to have come from initial state
radiation. We ignore the possibility of jet originating from initial state radiation or
other effects having higher energy. It is possible that extra jets in an event originates
from final state radiation and ought to be included in the reconstruction. For practical
reasons this effect is also ignored. The energy contained in those additional jets and
energy not belonging to any jets or the lepton is relevant in calculation of the neutrino
transverse momentum in the fitter. Let us define “Additional jets” as the jets that fall
in the pseudorapidity region of |94.4| < 2.4 and have Ep > 12 GeV after correction to
particle level. We exclude the four leading jets (“tf jets”) from this set. Now define
“raw” unclustered energy ﬁ%aw as the (2-d vector) sum of transverse energies of all
towers in the detector excluding the towers belonging to ¢t jets, additional jets and the
lepton. We scale the raw unclustered energy by a factor of 1.4 which is approximately
the particle level correction applied to a jet with Ep = 8 GeV. We then add back

the transverse energies of the additional jets. The unclustered transverse energy in
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the fit is then defined as:

Opess = 14w+ Y Bty Y BV UBL Y E00C o)
additional jets tt jets tt jets

Where E%et’UE is the transverse energy of a jet corrected for all effects up to Un-

E’%et,OOC’ is the transverse energy of a jet corrected for all

derlying Energy flow and
effects. As described in Sec. 3.5 the corrections are applied sequentially. Therefore
the last two terms have the effect of subtracting from the unclustered energy the
out-of-cone energy flow of the ¢ jets, to avoid counting this energy twice in péwe t and
{meas.

The transverse momentum of the neutrino is then calculated at each step in the

minimization:

jet, fit | _lepton, fit
Phy=—| Y oy ey N+ U, (5.2.7)
tt jets

The z momentum of the neutrino is constrained only through the constraints on the
lepton - neutrino system in the fit.

The resolution on the unclustered energy is set to 0.4 x ,/E%"Clwte’“ed, where
E%"Cluswred is a scalar sum of transverse energies of towers in the calorimeter exclud-
ing the towers associated with #¢ jets. That sum is also multiplied by a factor of 1.4
to roughly mimic the particle level correction. This term is obtained from studies of
minimum bias events. Other approaches in calculating the unclustered energy and

it’s resolution were tried and had negligible effect on the reconstructed top quark

mass resolution. [48].
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Results of the Top Mass Reconstruction

Distributions of my®“ for the 1-tag and 2-tag subsamples extracted from Monte Carlo
samples are shown in Fig. 5.3. Plotted are distributions for three values of the top
quark mass. The distribution in 2-tag sample is about 10% narrower than in the
1-tag sample. This is because the correct jet-quark assignment is aided by presence
of additional b tag. In the 1-tag sample the mean m;®® grows linearly by about

0.6 GeV/c? for 1 GeV/c? increase in the input top quark mass, and approximately

10% faster in the 2-tag sample.

5.2.2 The Jet Energy Scale Parameter Ajgg

As we have seen in Sec. 3.5.6 the jet energy scale is known within ~ 3 to ~ 10%.
This systematic uncertainty on the momenta of the jets is derived in data and Monte
Carlo samples of various physical processes such as dijet production or y+jet produc-
tion. However information about all the jet energy scale effects is also present in the
tt events. To reduce the overall jet energy scale systematic uncertainty we use the
hadronically decaying W boson in lepton + jets events. In order to do so we must
construct a nuisance parameter describing the possible difference in the jet energy
scale calibration between Monte Carlo samples and data. We define the parameter
Ajgs to be the offset of the JES calibration from the nominal in o - a unit of the
total systematic uncertainty on the JES calibration. Our a priori estimate of this
parameter is Ajgpg = 0 £ 1o, since the Monte Carlo simulation is tuned to mimick
the physics processes and instrumental effects with no bias. The possible remaining
unknown offset between Monte Carlo and data is quantified as the systematic uncer-
tainty. A positive Ajrg parameter indicates that the corrected jet momenta in Monte

Carlo samples need to be increased.
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Figure 5.3: Output of the x2 fitter for Monte Carlo events with three input values of
Miop passing the 1-tag (top) and 2-tag selection (bottom).

5.2.3 Dijet Mass Reconstruction

The variable sensitive to JES is the invariant mass of hadronically decaying W. We
reconstruct it using the jets corrected using the top specific corrections. As in the
reconstruction of the top quark mass, we assume the simplest scenario for the ¢t decay

and search among the leading 4 jets for the two coming from W boson decay. In the
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2-tag sample we take the invariant mass of the sum of the two jets which do not have
b tags. In the 1-tag sample we have 3 possible pairs of jets that could come from the
W decay. We use the pair that gives the invariant mass closest to the world average
W mass. This variable was found to have the strongest sensitivity to Ajgg shifts
among several possibilities. The dijet mass distribution in 1-tag and 2-tag sample is
shown in Fig. 5.4. The ¢ Monte Carlo sample generated with Mo, = 170 GeV/c?
was used with three Ajgg values. The distribution in 1-tag sample is much narrower
than the 2-tag distribution (about 10 GeV /c? in 1-tag sample and 15 GeV /c? in 2-tag
sample). The change is twice as large as a function of Ajgg in the 2-tag sample as
in the 1-tag sample. This difference in behavior between the two samples is caused
by the incorrect combinations being chosen forcing events into the peak in the 1-tag

sample.
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Figure 5.4: Dijet invariant mass for three values of Ajgrg for Monte Carlo events
passing the lepton + jets 1-tag (top) and 2-tag selection (bottom).



CHAPTER 6
THE TOP QUARK MASS FIT

To extract the mass of the top quark Mgop from the data we employ a likelihood
fit method. We also include the jet energy scale offset Ajgg and the signal and
background cross sections (og, 0p) as parameters of the likelihood. By doing so
we turn the systematic uncertainty on the top quark mass associated with these
additional parameters into a statistical uncertainty. The overall uncertainty will be
reduced since information about these parameters is present in the data. Instead
of considering the values of cross sections we convert them to the expected number
of signal and background events ng and np which are more straightforward to treat.
We first derive a general form for the likelihood which compares the distributions of
observables (c¢f. Chapter 5) found in data to the probability density functions for those
observables. Next we discuss how these probability density functions are extracted
from Monte Carlo samples using Kernel Density Estimation and Local Polynomial

Smoothing.

6.1 The Likelihood

We want to obtain the probability for values of the parameters given the observation
of data p(a,ng,ny|D) where D is a set of N vectors of observables v; from each
event in the data. We grouped the (Mgop, Aygs) pair into a vector ce. We start by

evaluating the probability of observing the data D given values of the parameters:

81
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p(D|a, ns, np) i.e. the likelihood function. The discussion below follows closely the
treatment in [49].

In the dataset D we have some unknown number of signal Ng and background
Ny, events. We can successively decompose the probability over all possible values of

those two random variables:

N
p(D|e, ng,np) = Z (p(D\NS,a,ns,nb)p(Ns\a,ns,nb)> (6.1.1)
NSZO
N N
= 3 3 (p(DINs, Ny ;s )
X p(NS\a,ns,nb)p(Nb\a,ns,nb)> (6.1.2)

Once we know the numbers of signal and background events in a dataset the proba-

bility of observing this dataset no longer depends on values of ng and np so

p(D|Ns, Ny, o, ns, np) = p(D|Ng, Ny, o). (6.1.3)

Moreover the sum of numbers of signal and background events must be equal to /V,

this allows us to collapse the second sum:

N
p(Dleyngmy) = Y (p(D|NS,Nb=N—N3,a)
NSZO
X p(N3|a,ns,nb)p(Nb\a,ns,nb)) (6.1.4)

Ny and Np are independent, Poisson-distributed random variables with means ng and
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ny, respectively, therefore the last two terms in the product can be expressed:

e—nsnst e_nbnbNb

p(Ns|o, ng, np)p(Nplat, ns, mp) = N! Ny!
s :

(6.1.5)

In the dataset of N events there are 2V combinations for assigning each event to
signal or background. We will label each combination by a number NV varying from 0
to 2V — 1. It is convenient to interpret the combination label Y in binary notation.
We will adopt a convention that if the :*! digit of tég) (or the it “bit’ of V) is 1,
then the i*® event comes from signal in combination V. Let us also define t%s as a
label for a combination with exactly Ng signal events. t%g varies from 0 to ( JZ\X; ) and
p(t%s) is a probability of obtaining the combination labeled t%g.

With these definitions we tackle the first term in Equation 6.1.4. We expand the
term p(D|Ng, Ny = N — Ng, ) by summing over all combinations with Ny signal

events:

p(DINs, Ny = Ns = N, @) = 3 (p(DIt,, Ns, Ny = N = Ny, )
tN
Ns
x p(tN [N, Ny = N = Ny, a))

N N
= Y _p(DIty,, )p(ty, [Ns, Ny = N = N, @)
tN

= Zp(D|t%s,a)% (6.1.6)
oy &)

In the last step we used the fact that probabilities of observing all combinations

with N signal events are equal so p(t%s\Ns, Ny =N — Ng,a) = 1/(]]\\,2) We insert
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Equations 6.1.6 and 6.1.5 into Equation 6.1.4 to obtain:

1 e "snglVs e~y Mo

p(D|ns,np, @) = ZZ( (DItN, ) TR N )(6.1.7)
¥ ] !

Ns OtN

ns +nb

TN ZZ( 5™y Nbp(DItY,, e )) (6.1.8)

NS_O tN
Ns

The nested sum in the last equation is over all values of Ny and all combinations with
Nj signal events therefore it is equivalent to a single sum over all combinations (with

order of the terms in the expansion rearranged):

N
—(ns+np) 21

p(Dlngm,a) = S 3 (MM (DN @) (6.1.9)
- tN=0

Where N(tV) and Ny(tYV) are numbers of respectively signal and background events
in combination ¢%V. Expanding the last term using the probability density functions

for the observables v we obtain:

e~ (ns +nb)

N!
2N _1

x ) (nsNS(tN Np(t) I Pstws0) ] Pb(’”iaa))
tN=0 ieS(tN) ieB(tN)
e—(ns+tmy)

N!
oN _1

x Z( [ msPs(vie) ][ (anb('ui,a))) (6.1.10)

tN=0 ieS@tN) ieB(tN)

p(D|TL3, nba a) =

Where S(tV) (B(tN ) is a set of indices of signal (background) events in the combi-

nation tV. For example if t‘(lZ) = 1010 S(t*) = {1, 3} and B(t*) = {0,2}. We assumed



85

that the probability density function P, is a constant function of Myop, but may be
a non-trivial function of other parameters in a, hence we include « in it’s argument
list.

Now we show by induction that the sum in Equation (6.1.10) can be written as a

single product:

2N _1

S (I ePs(wia)) [T (wPywie))

tN=0 ieS(tN) ieB(tV)
N
H(”SPS v;, ) + npPy(v;, )) (6.1.11)
=1

Base Case: N =1

For N = 1 the sum on the left hand side of Equation (6.1.11) runs over t¥ = {0,1}.
The first term of the sum is simply nyPy(v1, ) since t! = 0 denotes that the first
and only event in the dataset is background, so that the first product has no terms

and the second product has just one term. Similarly the second term is ngPs(v1, ),

so Equation (6.1.11) is satisfied for N =1
Induction Step: N > 1

We assume that Equation (6.1.11) holds for dataset size N — 1. Now divide the sum
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on LHS into two sums:

2N _1
S (I wehwia) [T (wPywie))
tN=0 ies(tV) ieB(tN)
oN-1_1
- Z ( H (nsPs(v;, o)) H (anb('vi,a))) (6.1.12)
tN=0 ieS(tN) ieB(tN)
2NV _1
+ Z ( H (ngPs(v;, o)) H (anb('vi,a))> (6.1.13)
tN=2N-1 ies(tN) ieB(tN)

In the first sum on RHS the most significant digit in the base 2 representation of N
is always 0 indicating that the NV th event is a background event therefore the first
product in that sum reduces to a product over all combinations tV=1 In the second
product on line 6.1.12 the term nyPy(vn, ) is present for all terms in the sum
on that line. We explicitly pull out this term from the product, while readjusting
the set of events that the product runs over to i € B(t¥~1) since the sequence

(N .1 — 2N=1 _ 1) is the same as sequence (V=1 : 1 — 2¥=1 _ 1), Thus the

line 6.1.12 becomes:

oN-1_1
> (mhon.e) [ @Pwie) [[ P,e)) (6119
tN-1=0 ieS(N-1) ieB(tN-1)

We treat the sum on line 6.1.13 similarly. We use the fact that in this sum the Nth

N
bit of #V is always set therefore we change limits of the summation: Z?N__;N—l —

N-1
Z?N_l__ol while explicitly pulling out the term ngPs(v, a) from the first product.
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Therefore the line 6.1.13 can be written as:

2N—-1_1
3 (nsPs('u na) [ msPwie) [ (mpPylvi a))) (6.1.15)
tN-1=0 ieS(EN-T) ieB(tV-1)

Therefore we have:

2N _1
S (I tsPrwia) [T Powie)
tN=0 ieS@tN) ieB(tV)

= (nsps('UNa a) +npPy(vp, a))

2N-1_1
x S (I] wePstwia)) [T (mPylei )
tN=1=0 ieS(tN—1) i€B(tN 1)

N—
N
(nsPs U, + anb('Uza ))

(6.1.16)

In the last step we used the induction hypothesis. This completes the proof of Equa-
tion (6.1.11).
Using Equation (6.1.11) in Equation (6.1.10) we find the probability of observing

the dataset D given the values of parameters ng, ny, o

e—(n3+nb) N
p(Dlns, np, @) = —NT H (nsPS(vi, a) + nyPy(v;, a))
1=1

B e~ (s+1) (g 4 )NV

N N!
N
H (nsPs v, @) + nypPy(vg, )) (6.1.17)
i1 Mg + Ny

Since in each channel we use a different set of observables it is beneficial to separate
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the dataset into exclusive subsamples belonging to each channel. Furthermore in a
particular channel categories of events based on additional criteria, such as number of
b tagged jets, have different purities and different distributions of a given observable.
Thus in general the dataset can be logically divided into a number of subsamples M.
We write the probability of observing the dataset D given a and expected number

of signal and background events nsq, np, in subsample g:

M
p(Dl(nsr,ma)s - (msagmoag)) = [[ (pDelrsge g @) (6:0.18)
q=1

In the equation above each term in the product is given by Equation (6.1.17). We
have assumed here that the signal and background expectation values nsq, np, are
independent for different subsamples. This is equivalent to stating that we do not
assume knowledge of how the cross section and acceptance for one subsample influence
these of another subsample.

We now have a form for the likelihood function of observing the dataset D given
values of parameters a and ngg, Npg- The purpose of this analysis is to update the
knowledge of the parameters o, ngg, Nbgq based on the observation D, therefore we
need posterior probability p((ns1,7p1); - - -5 (Rsars Mpar), @ D). We use Bayes’ Law to

obtain:

p((né’lanbl)v cee (n8M7nbM)7 O:|D) =

P((ns1,1p7) 5 (Ms a1, p7),C)P(D|(Ns1,1p7 )55 (s A1 pp ), OF) (6 1 19)
p(D) o

We can drop the constant term p(D) from the denominator. The term

p((ns1,mp1), - - -, (Msar, Mpas), @) is the prior probability which can be factorized on
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assumption that parameters are independent:

p((nSI: nbl)’ R (nSMa nbM): a)

= p(Miop)p(Ags) TTpL1 (P(nsg)p(ms,)) (6.1.20)

We express our ignorance about the number of expected signal events and Mg
by applying uniform priors for these parameters (and dropping the normalization
constants). We have defined the jet energy scale shift A jygg in units of the uncertainty

on JES so the prior for Ajgg is just a Gaussian with zero mean and unit width:
1 A?%ES
A = ——e 6.1.21
p(AjEs) o ( )

The prior probabilities for the background expectation values Npg are Gaussians with
means of the a priori estimates nyp, obtained as described in Sections 4.2 and 4.3
and errors on these estimates are Tnpy,-
. ("bq—"boq)2
L ML
plnyg) = ———=—e (6.1.22)
Ty, V2
Finally we can write the form of the posterior probability that will be maximized

in the fit:

p((ms1,m1), - (g oar) @1 D) = p(Ages) [T (p(rag)p(Dylnsg, mag, @)
g=1
(6.1.23)
It is more practical to take a negative logarithm of Equation (6.1.23) since the product

on the right side of the equation is converted to a sum and the product over all events

in the term p(Dg|nsq, npy, @) is also converted to a sum. Minimizing the negative
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log likelihood is more practical from a computational standpoint since the range of
values of the probability function is diminished leading to less numerical artifacts. The
values of the parameters are then found by numerically searching for the minimum of
—log(p((ns1,mp1), - - -5 (Nsar, npps), @l D)). The uncertainty on any given parameter
is obtained by searching for the values of the parameter in question for which log
likelihood deviates by 0.5 from the minimum while minimizing the log likelihood with
respect to all other parameters. This error estimate will provide a 68.3% coverage in
the case where likelihood form is exactly Gaussian. We will correct for any deviation
in the coverage as described in Section 7.1. The uncertainty on M¢qp obtained in this
fashion includes the statistical error as well as the uncertainty due to the jet energy
scale calibration.

Performing top quark mass fits in separate channels or single subsamples is accom-
plished by including only the appropriate terms in the product in Equation (6.1.23).
These fits will be performed as a cross check to the main result and to check for
consistency between the channels and samples. Note that in the the dilepton channel
we do not have enough information to measure the top quark mass and Ajgg simul-
taneously. Such two-dimensional fit is possible to perform because the information
about the jet energy scale offset will be supplied by the prior p(Ajgg) with no addi-
tional information provided by the distributions of observables. As a part of studies
of systematic uncertainties we break the assumption that the processes leading to jet
energy scale uncertainty can be modeled by just one parameter (Ajgg) as described
in Section 8.1. The adopted treatment of the systematic effect due to this assumption
would be impractical in a channel with no intrinsic power to resolve Ajgg, therefore
in a dilepton-only fit we fix the Ajgg parameter to it’s nominal value and fit for Mg

only.
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Additional cross checks can be performed by removing the priors p(Ajgg) and
p(npg), which is equivalent to claiming ignorance about the value of the jet energy

calibration and expected numbers of background events.

6.1.1 Kernel Density Estimation

To obtain the probability density functions (PDFs) Ps and P, we employ a two step
process. First we estimate the probability density functions for the signal samples
and background samples using the Kernel Density Estimation (KDE) approach de-
scribed in this section. KDE gives us the probability density functions at discrete
values of the parameters Myop, Ajgg (or in case of background just Ajgg) where
the MC samples were generated. We obtain the PDFs as continuous functions of the
parameters using the Local Polynomial Smoothing (LPS) [50] described in the next
section. Reference [18] gives a through overview of the KDE technique.

Given a signal model generated with some value of parameters Moy, Ajgpg or
a background model we are faced with a problem of constructing a PDF for the
observables v; in that sample. Several alternatives exist. One is to use histograms.
A product of two one-dimensional histograms may suffice if the correlations between
the observables are very small. This is not the case here especially for the Dilepton

sample where the correlation between Hp and m are approximately 40% in the

tNWA
signal samples and as much as 60% in the background samples. We can also use a
two-dimensional histogram. This is also not optimal as the bins of the histograms
will have to be chosen separately for different signal and background samples with
very different numbers of events. We can choose to parametrize the distributions

of observables. This approach was used in the previous lepton + jets and dilepton

template top quark mass measurements [24, 45] where the PDFs were parametric
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in the values of observables and values of parameters Miop, Ajgs (or just Migp in
the case of the dilepton measurement). An argument from first principles that would
predict a functional form of the PDF including the instrumental effects is hard to make
therefore an ad-hoc form was chosen in those previous measurements. Moreover it
is formidable to account for correlations between observables since a function of two
variables needs to be parametrized.

One approach that avoids the problems mentioned above is the Kernel Density
Estimation. The technique gives an estimate f for the value of the PDF for a given
sample as a function of the observables v;. The number of events in the sample is
taken into account and correlation between observables are treated intrinsically. We
limit the discussion here to PDF's which are two dimensional in observables, however
the same approach can be applied to PDF's of any dimension.

We start by computing a value of a “pilot” density estimates for all events of the
model samples 7.e. all Monte Carlo signal samples and all background model samples.
For the event j in a given sample Sy,o4¢ for a particular model (tZ, QCD etc.) the

value of pilot density estimate is given by Equation (6.1.24).

. " Vi1 — ;i Vi — Uj
Fsmoaaoito®1) = s (it (81000 s (B2202))
(6.1.24)
In the equation above n is the number of events in the sample. Since in general events
in the sample have unequal weights (due to e.g. different mistag probabilities or fake
lepton probabilities) we apply the weighting factor w; to each event. Function K is

given by Equation (6.1.25).

K(t) = 2(1 —#2)if [f| < 1 and K(t) = 0 otherwise (6.1.25)
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The product of the two functions K in the sum in Equation (6.1.24) is a two-
dimensional “kernel”. The sample or a set of observables {v1,..., vy} can be itself
considered as an estimate for a probability density function consisting of a sum of
two-dimensional delta functions. This is of course not a very useful PDF unless our
sample has infinite statistics. Computing the sum of finite width kernels gives us a
well behaved PDF even for samples with relatively few events. The particular choice
of the kernel function is motivated in [51] as giving the best overall estimate for the
PDF given a fixed number of data points.

This smoothing in first and second dimension is controlled by the bandwidth
parameters hi and hg with larger bandwidths generating a wider kernel. If the un-
derlying PDF is known it is possible to find the optimal value of the smoothing
parameter [51]. However since we naturally do not know the true underlying dis-
tribution we use the “oversmoothed bandwidth” - the upper bound on the optimal
bandwidth. This can be calculated knowing only the variance and event count of the
sample. For our particular choice of kernel oversmoothed A is [18]:

1
gd-1 (d+8)<%_6) ' -
16 - 154251 (1;8) (d+2)

where d is dimensionality of the observable space (here 2) and we use root mean
square width for oy.

The observables considered have natural cut-offs, for example in the lepton +
jets channel a boundary occurs at m;®“® below the W boson mass. Similarly in the
dilepton channel H7 can not be lower than 200 GeV. An event near such a boundary
will contribute to probability outside of physical region and cause the PDF inside the

physical region to be not normalized. We impose a boundary cut rejecting events
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outside. If an event is near the edge of the allowed region it’s kernel will be truncated
at the boundary and scaled to maintain proper normalization. The allowed region
is set at 100 GeV/c? < m}f\IWA < 350 GeV/c? and 200 GeV < Hp < 800 for the
dilepton channel. In the lepton + jets samples we allow
110 GeV/c? < mi*® < 350 GeV/c? and 50 GeV/c? < mj; < 110 GeV/c? in the 1-tag
sample and 50 GeV/c? < mjj < 115 GeV/c? in the 2-tag sample. The efficiency of
passing the boundary cut is approximately 98% for dilepton and lepton + jets signal
samples and is indepentent of M¢op and Ajgs.

Once the pilot density estimate has been computed for all signal and background
samples we are ready to estimate the probability density in sample S;,,4¢; for an

event k from a dataset D as follows:

ng
5 1 model [ 4y, Vg1~ Vi1l Vg2 — V2
— K ) ) K ) ) i
meodel (vk) n Z wj z_: h1 'h‘2i h‘li % h2i
(6.1.27)

Both sums in the equation above run over the ng, o €vents in the model sample,
not in the dataset D. Note that the bandwidth of the kernel is now separate for each
event ¢ in the model sample. The parameter hz, designates the width of the kernel
in dimension z (z is 1 or 2) in the event 7. This bandwidth is calculated using the

pilot density estimate for that event:

meodel pilot clipped(Vi)

The “clipped” pilot estimate for the it" event fgmo del,pilot,clipped(v'i) is the greater

of the two quantities: 0.1 of the maximal pilot density estimate in the model sample
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meo o1 pilot;maz and the pilot density estimate for that event:

meodel,pilot,clipped('vi) = maz(0.1 x meodel,pilot,maxa meodel,pilot (v3)).  (6.1.29)

The quantity G is a weighted geometric mean of the pilot estimates for all the events

in the model sample:

el . (1/ 2 w;)
[T (FSmogermitor(@s)) . (6.1.30)

=1

ng
G

The estimate meo 41 (Vk) given by Equation (6.1.27) is then an “adaptive” estimate.
This means that the applied smoothing varies for different regions of the PDF, with
smaller smoothing applied near the peak than in the tails. This allows us to extract
information about the location of the peak of the PDF and at the same time not be
exposed to effects of small statistics in tails.

The smoothing is proportional to the inverse square root of the PDF in a given
region, and since the actual PDF is naturally not known the pilot density estimate
is taken as a proxy. The choice of the inverse square root dependence on the PDF is
motivated in [52] as minimizing the bias of the estimate where the expected squared
difference of the true PDF and the estimate has been taken as a figure of merit.

The smoothing parameter is varied in relation to the constant hy, therefore we
need to make sure that scaling of the smoothing constant is of order 1. This is
achieved by using a geometric mean in the ratio in Equation (6.1.28).

Application of the adaptive procedure may lead to undesirable effects where the
value of PDF at some point v depends on events in the tails of the distribution

more than it depends on the events near to point v. This occurs when the value of
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pilot estimate changes rapidly. As an example in one dimension consider two events

with observable values v1 and ve with |[v —v1| < |[v — vo|. If |v —v1|/|v — vo| >

\/ fpilot(UZ) / fpz‘lot(vl) the second event contributes more probability at v than the
first, even though it lies further away from v. To control such effects we impose
a limit on how large the smoothing parameter can get. Using the clipped pilot
density estimate in calculation of hy; (Equation (6.1.28)) ensures that the maximum
bandwidth for a sample is at most factor of v/10 larger than the minimum bandwidth.
The particular choice of factor 4/10 is suggested in [52] and was not optimized for.
For a typical signal Monte Carlo sample most events obtain smoothing bandwidth
of 10 — 20 Gre\//c2 in m}f\JWA and 30 — 45 GeV in Hyp in the dilepton sample and
6 — 10 GeV/c? for the m°® and 2 — 4 GeV/c? for mjj in the lepton + jets samples.

The density estimates for a signal sample generated at My, = 170 GeV/ ¢ and
Ajgg = Oo¢ in the dilepton and lepton + jets channels are shown in Figures 6.1 and
6.2. While no substantial correlation between observables is present in the lepton +
jets samples the observables are correlated in the dilepton samples. The correlation
coefficient between observables in the dilepton signal samples approximately 0.4 and
approximately 0.6 in the background dilepton samp]esl. As mentioned above no
special treatment is needed to account for this. The background KDE estimates are
shown in Figures 6.3 and 6.4. The model for the fake lepton background in the
dilepton channel has very low statistics particularly in the 1-tag subsample. This is

why an irregular shape appears in the bottom panel of Fig. 6.3.

1. The correlation coefficient for two random variables x and y is defined as pgy =
Cov(z,y)

ooy where 0, and o, are the standard deviations of the random variables
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Figure 6.1: Kernel density estimate for a signal sample My, = 170 Gre\//c2 and
Ajrs = 0o¢ in the dilepton samples: 0-tag (top) and 1-tag (bottom).
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6.1.2 Local Polynomial Smoothing

As mentioned above the KDE technique gives us the estimate of PDFs at discrete
values of parameters o, where in the case of signal PDFs « is a two-dimensional
vector & = (Mgop, Ajgs). In the case of background PDFs a reduces to the scalar
Ajgs. Using Local Polynomial Smoothing (LPS) [50] we will obtain an estimate
P(c) for the true value of the function P(cr) where we have omitted the labels of the
type of the probability density functions (signal or background) as well as arguments
designating the observable values v. From the kernel density estimation we obtain a

vector of N estimates Yy, for the values of P(xy) at N points ag. We assume that

the uncertainty on the estimate is common for all the points so that:

Vi = Plag) + ¢ (6.1.31)

where the ¢ are identically distributed random variables with finite variance and
vanishing mean. A second order expansion of the function P in the neighborhood of

o can be written as:

P(t) = (a, A(t — @)) (6.1.32)

In the equation above the angle bracket denotes inner product. The quantity A is

a vector of basis functions for space of second order polynomials. We will designate
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the dimensionality of this function space by Ny. For a two-dimensional u A(u) is:

[ 1

Uug
ui
A(u) = (6.1.33)
ugu

[T T
=N ON

If w is a scalar A(w) naturally reduces to a 3-component vector. Coefficients of the
expansion 6.1.32 are given by the components of the vector a.

To evaluate value of P at point a we find a vector of coefficients a for which
the criterion given by Equation 6.1.34 is minimized, that is we find a second order

expansion around « of function P which matches best the estimates Y} at points o,.

C=> wp(a)(Vy — (@, Aoy — a)))? (6.1.34)

4 oy — Qg
wy(er) =W Z(T) (6.1.35)
d=1

The sum in the equation above runs over the components of the vectors and Ny is
the dimensionality of the parameter space. Function W is W(u) = (1 — |u|?)? for
lu| < 1 and 0 otherwise. This gives a smoothly decreasing weight to the estimates Y,
obtained at points far away from the evaluation point cx. The constants hg control

the amount of smoothing, larger values of h; giving more weight to the estimates
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further away from the point a.

To find the minimum of the criterion C' with respect to a we require that all
partials Baa% vanish. This is sufficient to establish the minimum since C'is a quadratic
function of all ag with the terms entering with positive coefficients. First write

Equation (6.1.34) in terms of components:

Ne Ny )
C = Z Wi Yk — Z (anjk) (6.1.36)
k=1 7=1

In the equation above the matrix X consists of the vectors A(a — o) arranged in

columns:

| |
X = A(a—al) A(a—aNe) (6-1-37)

Now taking partials of C' with respect to all coefficients ag we obtain N equations:

N,
oC 2
E =0= kg_l _2kaquk + ka jg_leanjk qu =0 (6.1.38)

= XWXTa=XWY (6.1.39)

In the last step we rewrote the system of equations in a matrix form, where the matrix

W is a diagonal matrix with entries being the weights wy.:

w1

W= (6.1.40)

wNe
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Solving Equation (6.1.39) for a gives the desired vector a:
a=xXwxh)l(xwy) (6.1.41)

The value of the PDF at point « is then readily obtained by taking the first component
of the vector @ as can be seen from Equation (6.1.32). Also the first and second partial
derivatives can be obtained from the successive components of a, however these are

not used in this analysis.

6.1.3 Implementation and Optimization of the Likelihood F'it

The first step in performing a top quark mass fit is to compute the the values of the
KDE estimates for every event 7 in the dataset. Values of the estimates for signal PDF
for event’s observable pair v; are stored for every point in the grid of (Mop, Ajgs)
parameters where the ¢f samples have been generated. Similarly we store the value of
background PDF estimates for event’s observable pair v; for every value of the Ajgg
parameter where background samples have been generated. Thus for every event ¢ in
the dataset we have two sets of numbers: {PSKDE (035 Mtopy, AgESE))s K € [1, Netg]}
{PbKDE (v5, Ayrse); k € [1, Nebackground]} (These are the estimates Y, in the nomen-
clature of the previous section). The quantities Ve . and Nebackgroun ;4 are the numbers
of respectively signal and background samples generated. Note that the events are
divided into subsamples based on the decay channel and number of b-tags and the
calculation above is performed separately for each subsample.

We then employ MINUIT [47] package to minimize the value of the negative loga-
rithm of the posterior probability given by Equation (6.1.23). During the minimiza-
tion process MINUIT package is scanning the parameter space and evaluating the value

of the posterior probability at each point in the scan. Therefore at each step for a
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given subsample the values of Ps(v;; (Mtop, Ajgs)) and Py(v;; Ajgg) are needed for
each of the N events in the subsample. This means that at each step in the minimiza-
tion for each subsample we need to perform 2N LPS fits (/V two-dimensional fits for
the signal PDF and N one-dimensional fits for the background PDF). Let us focus
on obtaining the estimate for the signal PDF. Notice that the LPS fits needed are
all for the same pair (Mgop, Ajgs). The grid of points (Mtop 1, AJES ), Where we
have the KDE estimates Y, is also the same for all events in the subsample. This
leads to optimization in terms of the computing time required. Referring to Equa-
tion (6.1.41) we find that the matrices (XW X7T)~! and (X W) depend only on the
point where the estimate for PDF is needed and on the grid of points where KDE
estimates are available. At each minimization step we will start by pre-computing
these two matrices. Obtaining the LPS estimate for each event amounts then to tak-
ing a product of these two matrices with the vector Y which is specific to each event.
The computation of LPS estimates for the background PDF is performed in the same
fashion.

Computation of the matrix (X W X7T) can be optimized once we notice that most
entries in the diagonal matrix W are zero. Recall that the entries w;, are the weights
of estimates Y';, that depend on distance of the evaluation point « to the points o,
where the KDE estimates are available. The weight wy, is 0 if the argument of the
function W in Equation (6.1.35) is more than 1, that is if the distance to the given
point ay, is large as compared to the smoothing parameters hy. Since we keep the
parameters hg relatively small, as described in the next section, most of the weights
wy, vanish. The matrix (XW X7) is has size N 7 % Ny (N as mentioned above is
the number of basis functions for space of second order polynomials). To evaluate

(XWX T) naively we need at least NezN ¢ multiplications - a high cost considering
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that number of ¢ samples is N, ~ 3000. Instead we start with a 0 V £ X Ny matrix.
Then for each non-zero weight wj, we increment all entries (i,7) of the matrix by

wy, X X; jy x X .. This involves only N]%N

- multiplication operations, where N,g is a

number of non-zero weights. We can also simplify calculation of the matrix (X W) by
multiplying every column of this matrix by the corresponding weight w;. We remove
columns corresponding to zero weights, while removing also the corresponding entries

from the vector Y

6.1.4 Smoothing Parameters for Local Polynomial Smoothing

We have freedom to choose the parameters hMtop’ ha JES for the two-dimensional sig-
nal PDF smoothing and A pq background for the one-dimensional background PDF
smoothing. The choice of parameters hg in Equation (6.1.35) is based on the perfor-
mance of the method in terms of expected performance and bias.

To perform this study we construct pseudoexperiment ensembles using ¢¢ Monte
Carlo sample with the generated top quark mass of 172.5 GeV/ ¢2. In each pseudoex-
periment a number of signal and background events (representative of the expectation
in the data) will be drawn from Monte Carlo samples. A top quark mass fit is per-
formed for each simulated dataset. The procedure of pseudoexperiment construction
is described in more detail in Section 7.1.

We investigate the options for the smoothing parameters given in Table 6.1. For
each of these options a set of 3000 pseudoexperiments is run where we perform two-
dimensional fits for Mg, and Ajgg. Four fits are performed using the four subsamples
separately. A good proxy for the expected uncertainty is the RMS width of the
distribution of fitted mass from the pseudoexperiments. This is shown in Figure 6.5.

The relative uncertainty on the points is expected to be very small as for each value
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Table 6.1: Smoothing parameter options.

Option hMtop (GeV/cZ) hAJES (0c) h’AJES,background (o¢)
1 8.0 0.8 3.0
2 10.0 0.4 3.0
3 10.0 0.6 3.0
4 10.0 0.8 3.0
5 10.0 1.2 3.0
6 10.0 1.4 3.0
7 12.0 0.8 3.0
8 15.0 0.8 3.0
9 20.0 0.8 3.0

of the option same set of pseudoexperiments was performed. As the hMtop and hp JES
parameters are varied the width of the fitted top quark mass distribution varies by at
most 2-3% for h’Mtop within 10 — 15 GeV /c? range and hA g around 0.80¢, therefore
exact tuning of the smoothing parameters is not important for the precision of the
method. We expect smaller values of the smoothing parameters to perform better in
terms of method bias with large smoothing parameter locally forcing the shape of PDF
to a parabola. However for small values of smoothing parameters the smoothed PDF
becomes sensitive to statistical fluctuations of the KDE estimates caused by limited
statistics of the underlying Monte Carlo data sets. We choose hMtop of 10 GeV/c2
for both lepton + jets samples and 15 GEV/C2 for both dilepton samples. We set
hajpg = 0-80¢ for all samples. An example of Local Polynomial Smoothing result
for a Monte Carlo event in the 0-tag dilepton sample is shown in Figure 6.6. The
open points in the graphs indicate the estimates Y obtained from KDE. the solid
line in each of the panels is the result of LPS. In panels (a) and (b) projections of the
two-dimensional signal PDF are shown for a fixed value of Ajgg (0.00.) and fixed

value of Mgy (172 GeV/ 02) respectively. The variation of the KDE estimates is larger
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Figure 6.5: Width of fitted M¢qp distributions from 3000 pseudoexperiments as a
function of the smoothing parameters chosen. The option index is defined in Table 6.1.
as a function of Migp in panel (a) than as a function of Ajygg in panel (b) since as
mentioned in Section 2.2.6 the signal samples for a given value of Mgy, but different
values of Ajgg are generated form the same underlying Monte Carlo sample. Any
fluctuations in the KDE estimates will be correlated for a fixed value of Mg, and
therefore a bias can be seen in panel panel (b). Panel (c) shows the background PDF.

Relatively large variation is present in the KDE estimates due to selection effects.
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The background model consists of multiple samples with small statistics. Events in
these samples are accepted near the jet energy cuts and therefore varying Ajgg can
change sample composition resulting in the observed jitter. A large value smoothing
parameter hA ;oo background iS required. We choose ha jpq background = 3-00¢ for all
samples. Figures 6.7, 6.8 and 6.9 show projections of signal density functions for
selected events from other subsamples: 1-tag dilepton and 1-tag and 2-tag lepton +
jets respectively. The fluctuations of KDE estimates for the signal and background
PDFs will be correlated among events in a given subsample with similar values of
observables. As we see in the figures below the LPS technique largely removes these
fluctuations. Since LPS is applied on a per-event basis the fluctuations in KDE
estimates will not translate into jitter in the likelihood function for the whole dataset.
An alternative approach is to obtain the likelihood function on a grid (Mgp, AjEs)
where MC samples are available and then fit the log likelihood to a paraboloid. This
would involve multiplying the the estimates Y ;. In this approach the correlated
fluctuations in Y'j, would be amplified. For this reason this approach is not viable for
the low statistics dilepton samples. In addition the adopted approach with per-event

Local Polynomial Smoothing does not force the likelihood form to a Gaussian.
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Figure 6.8: Probability density functions for a Monte Carlo 1-tag Lepton + Jets
event reconstructed at mi®® = 164.6 GeV/c? and mj; = 78.7 GeV/c?. Signal PDF
projections for (a) Aygg = 0.00 and (b) M¢op = 172 GeV/c? are shown. Background
PDF is shown in panel (c). See explanation in text.
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CHAPTER 7
BIAS CHECKS

7.1 Check for Fit Bias

We test the fitting procedure using large number of “pseudoexperiments” where we
construct the samples of pseudodata with known values of Mo, and Ajgg. The
ensembles of pseudodata reflect possible statistical variations of the data sample. In
a given pseudoexperiment we select a number of signal (background) events from a
Poisson distribution with mean of the expected number of signal (background) in
the sample. The tf pair production cross section used in constructing the pseudo-
experiments is 6.7 pb. The signal events are then drawn at random from a MC
sample generated at given mass and jet energy scale values. Background events are
drawn from a collection of background models with probabilities corresponding to
the contribution of each background model to the total background and the weight
of the event within given background model. Note that the drawing of signal as well
as background events is done with replacement so that separate pseudoexperiments
share subsets of events in their pseudodata. It is also possible for a given event to
enter the same pseudodata set more than once. After the pseudodata is constructed
we perform a fit as described in the previous chapter. We fluctuate the jet energy
prior and the expected number of background events priors for each subsample to

reflect the possible deviation of those parameters form their a prior: values in data.
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The jet energy scale constraint in Equation 6.1.23 is replaced by:

(AjEs—AJES f)2
e 2 (7.1.1)

where Ajgg f has been selected from a Gaussian with zero mean and unit width.
Similarly each nyg, in Equation (6.1.22) is replaced by a value drawn from a Gaussian
with mean of ny, and width of Tnpog-

The likelihood fit should on average return the value of the top quark mass used
to generate the pseudoexperiments. Figure 7.2 shows average residuals from 3000
pseudoexperiments run using a range of input top quark masses and values of Ajgg.
The results of pseudoexperiments run using pseudodata with Ajgg = 0 o are shown
in black. For other values of Ajgrg marker shapes presented in Figure 7.1 is used.
Residuals from the combined, lepton + jets and dilepton fits are shown. The fit to
a constant shows no bias for the combined and lepton + jets only fits and a small
positive bias for the dilepton only fit. This bias does not warrant a correction since
it is small in comparison to the expected uncertainty with probability of 9% for a
statistical fluctuation generating the observed shift. The ¢ Monte Carlo samples
generated at different values of Ajgg but the same value of Myop, share events while
the Ajgg value is shifted at reconstruction level as described in section 2.2.6. This
leads to large correlations in the pseudoexperiment results therefore we use only the
pseudoexperiments generated at Ajgg = 0 in the fit to a constant in Figure 7.2.
The uncertainty on this fit is interpreted as a systematic uncertainty due to limited
statistics of the signal Monte Carlo samples.

Value of the fitted jet energy scale shift is compared the value at which the pseu-
doexperiments were generated at in Figure 7.3. In both the combined fit and the

lepton + jets only fit we observe a small negative bias. We do not correct for this
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bias since it is less than 5% of the observed uncertainty on Ajgg and only slightly

incompatible with no bias.

v [ * A

45 1 05 0 0.5 1 15
Ags (0c)

Figure 7.1: Shapes and colors of markers for pseudoexperiment results at different
Ajgg value for Figures 7.2, 7.3, 7.4, 7.5 and 7.6

The statistical uncertainty on the measurement is extracted from data. To test
whether the error estimate is sound, for each pseudoexperiment we calculate the
pull defined as a ratio of the residual to the uncertainty. If the residual is positive
(negative) we use the negative (positive) error in the ratio. If the error uncertainty on
the measurement is correct the pull distribution will have vanishing mean and unit
RMS width. The width of the pull distribution for fitted top quark mass is shown in
Figure 7.4. A fit to a constant is performed using ensembles of pseudoexperiments
generated at a range of input top quark masses and Ajgg value of 0. The pull width
is larger than 1 for the combined and lepton + jets only measurements due to small
event statistics used for those two-dimensional fits. It is also slightly larger than 1
in the dilepton only measurement. Derived correction is 3% for the combined and
lepton + jets only measurements and 1% for the dilepton measurement. Graphs of the
pull width for the jet energy scale are shown in Figure 7.5. Correction on the Ajgg
uncertainty is 4% for both the combined fit and lepton + jets only measurement.

The width of the fitted top quark mass distribution from an ensemble of pseudo-
experiments is a measure of the expected uncertainty. The RMS width of the fitted
top quark mass form pseudoexperiments run at a range of input top quark mass is

shown in Figure 7.6. The expected statistical and jet energy scale uncertainty in the
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Figure 7.2: Check for bias in the fitted top quark mass for the combined fit, lepton

+ jets only fit and dilepton only fit.

combined fit is approximately 2.1 GeV/ ¢? at the input top quark mass of 170 GeV / .

For the lepton + jets only measurement and for the dilepton only measurement the

expected uncertainties are approximately 2.2 GeV/ ¢ and 4.0 GeV/c2 respectively.

Note that the jet energy uncertainty is not included in the dilepton-only fit. The

expected uncertainty raises by several percent for all the measurements in the range

of input top quark masses considered. Another measure is the median returned error

shown in Figure 7.7. Positive reported error and negative reported error are shown.

The median reported uncertainty is lower than the RMS of the fitted top quark mass
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Figure 7.3: Check for bias in the fitted jet energy scale shift for lepton + jets only
fit, and combined fit.

distribution by about 0.1 GeV/c? for all fits and the median negative error is lower
by approximately 1 — 2% than the median positive error due to non-Gaussian na-
ture of the likelihood function caused by long positive tails in the probability density
functions (¢f. Figures 5.1 and 5.3).

As noted above when ensembles of pseudodata are constructed the events are
drawn with replacement from the MC samples. If we were to draw the events from
MC samples without replacement such that no two pseudoexperiments were to share
events we would only be able to perform approximately 100 pseudoexperiments for
given input values of Mop, Ajgg due to limited statistics in the samples. Drawing
events with replacement allows us to perform an arbitrarily large number of pseudo-
experiments, fully exploring the possible combinations of events in order to identify
possible bias. However this resampling does not allow us to reduce the uncertainty
on the results of pseudoexperiments such as the value of residual or value of the pull
width. To evaluate the uncertainties on those quantities we use bootstrap technique.
In each bootstrap run we draw events from signal Monte Carlo sample with replace-

ment until we reach the same number of events as in the original sample. We then
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Figure 7.4: Width of the pull distribution for the fitted Mo, for the lepton + jets
only fit, dilepton only fit and combined fit.

run 3000 pseudoexperiments using this “bootstrapped” sample. We repeat the above
procedure multiple times. In each of the bootstrap runs we calculate the desired pseu-
doexperiment statistic such as the mean residual or pull width. The RMS width of the
distribution of that statistic from the bootstrap runs is used as the uncertainty on the
statistic. We used the samples generated at Mo, = 160 GeV/ 02, Miop = 170 GeV/ 2
and Mygp = 175 GeV/ 2 to perform this study since the number of events in those
samples is different (between 10% and 4 x 10% before event selection). The sample

generated at Mo, = 170 GeV/ 2 is typical and bootstrap results from this sample
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Figure 7.5: Width of the pull distribution for the fitted Ajgg for the lepton + jets
only fit, dilepton only fit and combined fit.

are used to estimate pseudoexperiment uncertainties in most other samples. Figures
7.8, 7.9 and 7.10 show the results of the bootstrap run for the fitted top quark mass
bias, pull width and RMS uncertainty and Figures 7.11 and 7.12 show the results for
the jet energy scale bias and pull width. Each entry in the histograms in these figures
is extracted from 3000 pseudoexperiments run using one of the bootstrapped samples
obtained from Myop = 170 GeV/ 2 sample.

The bootstrap technique is also used to evaluate the systematic uncertainty of
limited statistics in the background samples. Now instead of the resampling the
underlying signal Monte Carlo sample we “bootstrap” the background model. Even
though the events in the background samples have different weights each event is
equally likely to enter the bootstrap set. The mean residual of fitted top quark mass

is shown in Figure 7.13.
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Figure 7.6: RMS width of the fitted mass distribution from the combined fit, lepton
+ jets only fit and dilepton only fit.

7.2 Bias Due to Imperfect Instantaneous Luminosity Profile

As noted in Section 2.2.6 the instantaneous luminosity profile used to generate Monte
Carlo samples corresponds well to the instantaneous luminosity profile of data but
only through the first 1.2 fb~!. The instantaneous luminosities were increasing
through the data taking and the second half of the dataset used for this measure-
ment has been taken at higher average luminosities. We use number of z-vertices
to study this effect. A z-vertex is an intersection of tracks in the r — z plane. It is

a good proxy for number of pp interactions present in a given event even for high
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Figure 7.7: Median of the reported statistical uncertainty distribution from the
combined fit, lepton + jets only fit and dilepton only fit. Only results with input
Ajgsg = 0 o¢ are shown.

instantaneous luminosities as pp interactions will generally be spread out along the
beamline. To study this effect we divide the signal Monte Carlo sample generated
at Myop =175 GeV/ 2 by number of z-vertices. Number of events with more than 3
z-vertices in the sample is very small therefore another sample was generated with
high number of minimum bias pp interactions added. We run pseudoexperiments
where the pseudodata belongs to the samples separated by number of z-vertices. Fig-
ures 7.14 and 7.15 show the results. The sample with artificially enhanced number of

interactions was used in the >=4 vertices bin. In that bin results are plotted at the
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Figure 7.8: Results of 60 runs of the bootstrap technique with 3000 pseudoexperi-
ments in each run. Mean mass residual from each run is plotted for the combined fit,
lepton + jets only fit and dilepton only fit.

average number of vertices on the abscissa. Uncertainties on the points are obtained
by scaling the relevant bootstrap results by a a square root of the fraction of events in
a given bin. A clear trend is observed in the dilepton result. In the data we observe
an average of 1.93 z-vertices per event and in the signal Monte Carlo sample we have
an average of 1.50. Based on the difference between those two numbers we calculate
that 0.40 GeV/ ¢? needs to be subtracted from the dilepton only result obtained in
data. The top mass result does not need to be corrected for the combined and lepton

+ jets only fit, however the quoted value of Ajgg will be shifted low by 0.04 o.
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Figure 7.9: Mass pull width from 60 runs of the bootstrap technique for the combined
fit, lepton + jets only fit and dilepton only fit.
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Figure 7.10: RMS of the fitted top quark mass distribution 60 runs of the bootstrap
technique for the combined fit, lepton + jets only fit and dilepton only fit.
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Figure 7.11: Mean Ajgg residual from 60 runs of the bootstrap technique for the
combined fit and lepton + jets only fit.
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Figure 7.12: Ajgg pull width from 60 runs of the bootstrap technique for the com-
bined fit and lepton + jets only fit.
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Figure 7.13: Mean mass residual from multiple runs of bootstrap procedure where the
background was resampled for the combined fit, lepton + jets only fit and dilepton

only fit.
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Figure 7.15: Dependence of the fitted Ajgg mass on the number of z-vertices. Lepton
+ jets only and combined samples.



CHAPTER 8
SYSTEMATIC UNCERTAINTIES

We examine a series of effects that may bias our top quark mass measurement. A
general procedure to obtain a systematic uncertainty associated with a particular
effect is to create two samples with this effect increased and decreased by one unit
of it’s uncertainty. We then run two sets of pseudoexperiments, each set using the
sample where the effect has been shifted up or down as pseudodata. We take the half
difference between the mean fitted top quark mass from both sets as a systematic.
For large systematics the effect on background is also modeled.

In many cases it is possible to construct the pseudodata by reweighting a sample.
This means that the probabilities to draw events in pseudoexperiments are modified.
In other cases we may apply a modified reconstruction to a sample. Both approaches
are preferred since the resulting uncertainty (due to the statistics of the sample) on
the calculated half difference will be small. When entirely new Monte Carlo sample
has to be generated to model a particular effect statistical uncertainties may dominate
the calculated half difference. In such cases we take the statistical uncertainty on the
half difference as the systematic. In addition when the positive and negative shift
result in a shift in the same direction in the mean fitted mass from the mean fitted
mass when using a “nominal” sample, half the maximum difference from nominal
is taken as a systematic. The Monte Carlo sample with the highest statistics (4.8
million events before selection) available to us was generated at Miop = 175 GeV/ 2
and it will be used as the nominal sample. Additional samples needed were generated

with this input top quark mass also.
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8.1 Residual Jet Energy Scale

The method of using the W resonance to calibrate the jet energy scale depends on
two assumptions. First we assume that different effects contribute to the unknown
systematic shift in such a way that jets of different momenta and pseudorapidities are
all shifted by common fraction of o.. We also assume that shifts are 100% correlated as
a function of the jet pp. That is we assume that all information about the systematic
miscalibration of b quark jets (generaly high in pp) is contained in the shift of the W
daughter jets (at medium and low pr). We test how the measurement behaves when
these assumptions are broken and compute the residual JES uncertainty. We prepare
two sets of of pseudodata. In the first set we increase and decrease the size of each
jet energy scale effect up and down by 1 o. This breaks the first assumption as the
separate JES contributions will not have the same effect on jet energies as a function
of pr and n as their sum in quadrature.

The effect of systematic shifts being not fully correlated is expected to be the
most important for the out-of-cone energy flow. The uncertainty on jet momentum
due to this effect is of the order of 10% for low pr jets, has a falling exponential
shape until it becomes constant at pp of 70 GeV/c (c¢f. Fig. 3.4). This imples that
we can be artificially strongly constraining jets at high momenta using the jets at
low momenta even if shifts at high and low momenta are de-correlated by only a
small amount. In addition the uncertainty on the out-of-cone energy flow is derived
using differences in data and Monte Carlo samples and not by estimating some set
of parameters describing modeling of the jets, therefore there is no a prior: reason to
believe that the out-of-cone jet energy scale shifts are correlated. On the other hand
the main effect impacting the out-of-cone energy flow is understood to be modelling of

gluon radiation. This implies that the systematic shifts in jet energies due to out-of-
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cone energy flow are highly correlated between jets of different pr in high momentum
range. At high momenta jets are collimated and therefore the uncertainty is on the
radiation at similar angle to the jet axis (or at similar momentum in the direction
perpendicular to the jet axis). However in the low momentum region jets of different
momenta will occupy different portion of the jet cone therefore in this region the
shifts in jet energies are not neceserily correlated. Exact study of these correlations is
not possible and we are forced to assume a reasonable form for them. Let us denote
by Seoc(pr) a relative systematic shift for a jet o momentum pr (at parton level).
We assume that the correlation between shifts at different momenta has the following

form:

p(300c(PT1); So0e(pT2)) = k(ppy) PT27PTL). (8.1.1)

In the equation above ppq is taken to be smaller of the two momenta. The coef-
ficient k£ is a linear function of ppq in the range 0 — 50 GeV/c and becomes con-
stant for ppq; > 50 GeV/c. We choose &k so that p(seoc(0), Sooc(100)) = 0.5 and
P(S00c(50), Sp0c(150)) = 0.8. Since the jet momentum spectrum is continuous we
have infinite number of random variables spoc(py). The correlation is nearly 100%
for separation of 1 GeV/c and varies little for separation of several GeV/c therefore
we will consider a finite set of random variables - the shifts s; at integer transverse
momenta in the range 8 — 300 GeV/c. Lowest energy jets used in this analysis
have particle level momenta of 8 GeV/c and there will be essentially no jets above
300 GeV/cin pp. Having this finite set of random variables, their standard deviations
given by the size of out-of-cone uncertainty, and correlations given by Equation 8.1.1
we write a covariance matrix for them. Next we apply so called Princpal Component
Analysis procedure. We find 293 eigenvalues \; of the covariance matrix and a set of

293 orthonormal eigenvectors vj. We order the eigenvalues from largest to smallest
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and form a new set of random variables given by:

293
g = Zvjai X 8 (8.1.2)
1=1

The covariance matrix for such defined random variables ¢ is a diagonal matrix con-
sisting of the eigenvalues A, therefore the variables ¢ are not correlated. This means
that we can study the effect of jet shifts being not fully correlated at different mo-
menta, by constructing pseudodata with variables ¢ shifted up and down by unit of
their uncertainty. Variable g; taking on a value of it’s uncertainty \/E is equivalent
to variables s; taking on values s; = \/)ijjﬂ-. Figure 8.1 shows relative shift in jet mo-
mentum induced by 1 ¢ variation in the out-of-cone energy flow in thick black dashed
curve. The thin solid curves show relative shifts induced by 1 o shifts in successive g;
variables. Sum in quadrature of the shifts induced by first five variables ¢; is drawn
in a dotted curve showing that the first five g; are sufficient to cover the out-of-cone
systematic (the dotted curve almost exactly overlaps the thick dashed curve). Values
of the shifts for non-integer momenta are obtained by linearly interpolating between
the integer momenta. We therefore generate 10 additional pseudodata samples (both
signal and background) where the first five variables ¢; have been shifted up and
down by unit of their uncertainty. Note that these pseudodata samples as well as the
pseudodata samples where separate JES contributions were varied are constructed at
selection level, taking into account possible threshold effects due to events with low
energy jets entering and leaving the samples. Pseudoexperiments are run using both
sets of pseudodata. In the lepton + jets fit and the combined fit the jet energy prior
is turned off. If the prior remained it would force the variation in the fitted top mass
to be artificially high.

The residual jet energy scale systematic for the combined and lepton + jets fits
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Figure 8.1: Relative shift on jet momentum induced by 1 o variation in out-of-cone
energy flow (Thick dashed black line); Relative shifts induced by 1 o variations of
variables ¢; (thin solid lines); Sum in quadrature of the shifts induced by first five
variables g; (dotted line)
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is constructed by adding in quadrature half differences of pseudoexperiment results
where the absolute, relative, underlying energy and splash out energy scales as well
as the g; variables have been increased and decreased by 1 o. For the dilepton
measurement which has no in situ JES calibration we use half difference between
pseudoexperiment results where the out-of-cone energy scale has been varied instead
of the g; variables. In all fits the pseudoexperiments generated with increased and
decreased pileup energy scale fit slightly lower than nominal therefore the base pileup
uncertainty is taken to be half of the largest shift from the nominal. The total residual
JES uncertainty in the combined fit is 0.68 GeV/c2, 0.69 GeV/c? in lepton + jets fit
and 3.49 GeV/c? in the dilepton fit.

8.2 b Quark Energy Scale

We identify three sources of uncertainty related to heavy quark jet modeling: the
b quark fragmentation, semileptonic decay branching fractions of b and ¢ quarks
differences in calorimeter response to b jets.

The Bowler fragmentation model [53] gives the probability density function of z

in terms of the fragmentation function:

1
1+rQbm2
z q

f(z) (8.2.1)

(L~ 2eap (M) |

z
where z is the fraction of the b quark momentum carried by the B hadron. In the
equation above m() is mass of the B hadron mg is the mass of b quark, a, b, 7 are
free parameters and pp is the momentum of the B hadron in direction transverse to

the momentum of the b quark. The D collaboration has used the data from ALEPH,

DELPHI and OPAL (ADO) as well as data from the SLD experiments to tune the
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Table 8.1: Mean fitted top quark mass from pseudoexperiments where the jet energy
scale effects were varied. Mean My, results have units of GeV/ ¢? and mean Ajgg
results have units of o.. The Abbreviations used are: MI - Multiple Interactions, UE
- Underlying Event, OOC - Out-Of-Cone. Comb refers to the combined fit, L.J refers
to the lepton + jets fit and DIL refers to the dilepton fit.
Sample: LJ DIL Comb

Mean fitted: Mtop AJES Miop Mtop AJES

Nominal Myop = 175.0 | 175.18 | -0.04 | 175.51 | 175.24 | -0.04

Relative JES +10 175.18 | 0.16 | 176.05 | 175.21 | 0.17

Relative JES -10 175.16 | -0.21 | 174.77 | 175.21 | -0.21

MI JES +1o 175.13 | -0.01 | 175.48 | 175.16 | 0.00

MI JES -1o 175.14 | -0.05 | 175.46 | 175.21 | -0.04

Absolute JES +10 175.54 | 0.51 | 177.77 | 175.56 | 0.53

Absolute JES -1o 174.61 | -0.52 | 173.26 | 174.68 | -0.52

UE JES +1o0 175.13 | 0.05 | 175.79 | 175.18 | 0.06

UE JES -1o0 175.24 | -0.13 | 175.1 | 175.28 | -0.12
OOC JES +1o0 174.83 | 0.76 | 178.03 | 174.88 | 0.77
OO0OC JES -1¢o 175.38 | -0.78 | 172.95 | 175.41 | -0.78

Splash-out JES +1¢ | 175.07 | 0.11 | 175.84 | 175.09 | 0.12
Splash-out JES -1 175.22 | -0.16 | 175.16 | 175.29 | -0.16

a+lo 17476 | 0.7 | 177.73 | 174.80 | 0.72
q1-1o 175.54 | -0.75 | 173.33 | 175.60 | -0.75
G+lo 174.89 | -0.09 | 174.89 | 174.93 | -0.09
go-1o 175.43 | 0.05 | 176.00 | 175.48 | 0.06
3+1o 17517 | -0.14 | 175.08 | 175.22 | -0.14
g3-10 175.21 | 0.06 |175.73 | 175.24 | 0.07
u+lo 175.36 | -0.12 | 175.35 | 175.38 | -0.11
q4-10 175.05 | 0.02 | 175.57 | 175.10 | 0.03
a5+1o 175.23 | -0.01 | 175.64 | 175.29 | 0.00

g5-lo 175.08 | -0.05 | 175.35 | 175.14 | -0.05
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Bowler model used in PYTHIA generator [54]. We reweight the signal sample to
effectively replace the b fragmentation function used by default by PYTHIA generator
with the one obtained from either the ADO data or SLD data (as calculated by
the D@ collaboration). Pseudoexperiments using the ADO reweighted sample have
largest shift from nominal for all fits and this difference is taken as a systematic due to
b fragmentation: 0.13 GeV/c? for the lepton + jets fit, 0.08 GeV/c? for the dilepton
fit and 0.14 GeV/c? for the combined fit.

In the weak decays of b and ¢ quarks neutrinos can be produced which escape the
collision undetected. Uncertainties on the fraction of these semileptonic decays will
then affect the measured top quark mass. The value of the branching fraction of a b

quark to a muon or electron is:
Br(b — 1) = 0.1071 = 0.0022, (8.2.2)
as measured in Reference [55]. The branching fraction of b quarks to 7 leptons is [2]:
Br(b — ) = 0.0248 = 0.0026, (8.2.3)

giving the total branching fraction of b quarks to leptons of 0.239040.007. Uncertain-
ties have been added linearly. This is in agreement with the fraction of semileptoni-
cally decaying b quarks of 0.2396 in the PYTHIA tf Monte Carlo sample generated at
Miop =175 GeV/ 2. We then reweight this Monte Carlo sample so that the b — e, 1, 7
decay branching fraction varies by +0.007.

The b quark can also produce leptons and neutrinos through cascade decays:
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b — ¢ — [. The branching fraction of this mode is:

Br(b — ¢ — [) = 0.0801 = 0.0018. (8.2.4)

The branching fraction of charm quark to lepton is

Br(c — 1) = 0.0969 = 0.0031, (8.2.5)

as quoted in [55], where in both equations [ is an electron or a muon. In the signal
Monte Carlo sample we find on average 2.2 charm hadrons per event from the b
decays. To estimate the expected number of charm hadrons from the W decay, we
sum the expected number of ¢ quarks from W decay in a given ¢t decay channel
over all the ¢ decay channels. Branching ratio of ¢f system into all hadronic decay
mode is 0.46; 0.43 into lepton + lets mode and 0.11 into dilepton mode. Note that 7
leptons are counted in the decay channels. We expect 0.5 of W decays to involve a ¢
quark therefore we expect average of 0.5 and 1.0 charmed hadrons from W decays in
the lepton + jets mode and all hadronic mode respectively. Therefore we expect on
average 0.5:0.43+1.0-0.46=0.68 charm hadrons from W decay in ¢t events. To obtain
the average number of semileptonic charm decays from both W decay and cascade
b quark decay per event, we use the semileptonic branching fractions 8.2.4 and 8.2.5
and obtain:

average semileptonic charm decays per event = ( )
8.2.6

((0.0969 - 0.68) + (0.0801 - 2.2))/(0.68 + 2.2) = 0.168.

The value found in the signal Monte Carlo sample is 0.188 and therefore we reweight

the signal sample so that the amount of semileptonic charm decays is increased or
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decreased by 2% (in absolute terms). This variation is performed coherently with the
variation of the b semileptonic decay fractions resulting in 0.06 GeV/ 2 uncertainty for
lepton + jets fit, 0.17 GeV/ ¢? uncertainty for dilepton fit and 0.07 GeV / ¢? uncertainty
for the combined fit.

A different calorimeter response to b jets and light flavor jets is in principle not
a source of uncertainty as jets are treated identically in the data and Monte Carlo
simulations. However the uncertainties on the absolute jet energy correction are
derived by varying parameters of the light flavor jets. The same procedure as in [42]
is applied to b jets in ¢t Monte Carlo samples to derive the absolute energy scale
uncertainty. The maximum difference in absolute energy scale uncertainty between
the light flavor jets and b jets is found to be 0.2% of jet py. To propagate this possible
difference to the uncertainty on the top quark mass measurement we shift the energies
of the jets matched to b quark up and down by 1% in the signal Monte Carlo sample.
We run pseudoexperiments with pseudodata prepared this way and take 20% of the
half-difference between the results as the systematic due to b jet calorimeter response.
We obtain 0.18 GeV/c2 for the lepton + jets fit, 0.24 GeV/c2 for the dilepton fit and
0.19 GeV/c? for the combined fit.

8.3 Pileup

At the Tevatron accelerator multiple interactions can occur in a single bunch cross-
ing. The interactions additional to the hard scattering process of interest will deposit
energy inside the jet cones. As described in Section 3.5 this effect ought to be re-
moved by the multiple interactions corrections. However we observe that the multiple
interaction correction doesn’t fully remove the effect of additional interactions in a

signal Monte Carlo sample. We observe 250 MeV /jet/vertex slope for jets corrected
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for multiple interactions (this response should be 0) Uncertainty on the multiple
interaction correction is 107 MeV /jet/vertex, which doesn’t cover this effect - the
multiple interactions correction uncertainty should be scaled by a factor of 2.3. The
additional complication comes from the fact that the Monte Carlo samples do not
match instantaneous luminosity profile of the data. We observe 1.93 z-vertices in
data and 1.50 z-vertices in Monte Carlo samples. Therefore we need to scale the
multiple interactions uncertainty further by (0.93/0.50). Such scaling gives resulting
pileup systematic of 0.10 GeV/c2, 0.11 GeV/c? and 0.07 GeV/c? for the lepton +

jets, dilepton and combined fits respectively.

8.4 Background Shape

To study the effect of the dilepton background sample composition on the dilepton
fit and on the combined fit we perform six sets of pseudoexperiments where we vary
given type of background (DY, diboson and fakes) up or down by uncertainty on it’s
estimate while holding the total number of background constant. We take half the
difference from each of the shifts and sum in quadrature. We obtain 0.11 GeV/c?
uncertainty for the dilepton fit and 0.06 GeV/c? for the combined fit. The results of
the pseudoexperiments are shown in Table 8.2.

The 30% uncerainty on the electron and muon fake rates are obtained by mea-
suring the difference in the calculated fake ratio in a given E7 bin between different
QCD samples. The origin of the large discrepancy in the fake ratios is not known,
however the cause must be related to the energy available in the event and therefore
will be correlated to the Ep of the fakable object. We examine the impact of this

effect on the dilepton and combined fits by reweighting the dilepton fake template
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Table 8.2: Results of pseudoexperiments when dilepton background composition is
shifted. Masses are in units of GeV/ ?and Ajgg are in units of o.. Comb refers to
the combined fit and DIL refers to the dilepton fit.
Sample: DIL Comb
Mean fitted: Mtop Mtop AJES
+op_y 175.59 | 175.24 | -0.03
—0p_y 175.41 | 175.19 | -0.02
+0Diboson, | 17543 | 175.22 | -0.02
—0Diboson 175.54 | 175.15 -0.01
+O0Fakes 175.51 | 175.26 | -0.04
—OFakes 175.45 | 175.17 | -0.02

according to:

L.
w+ = wy = 5(2ZET —Tow (8.4.1)

where wq is the unshifted event weight, oy, is the uncertainty on the weight, and Er
denotes the E7 bin. Therefore we will have linear Ep-dependent shifts in the event
weights. Results of pseudoexperiments are shown in table 8.3 Such scaling results in
Table 8.3: Results of pseudoexperiments when dilepton fake template is reweighted.

All units are GeV/ ¢?. Comb refers to the combined fit and DIL refers to the dilepton
fit.

Sample: DIL Comb
Mean fitted: Miop Mtop  AJES
+ve linear shift | 175.67 | 175.17 | -0.03
-ve linear shift | 175.42 | 175.17 | -0.03

0.12 GeV/c? effect for the dilepton fit. In the Combined fit we take the half difference
to the maximum shift and obtain 0.04 GeV/ ¢ systematic.

Drell-Yan events appear in the dilepton channel signal region due to mismeasure-
ment of 7. Accurately modelling the Fr distribution is very difficult as it relies on
correct handling of jet simulation as well as accurate detector model. We examine

the effect of inaccurate modelling of A7 on the dilepton Drell-Yan shape by reweight-
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ing A7 distribution in the template using data-MC comparison. We select events in
W +jets data satisfying the same dilepton cuts as regular dilepton selection and we

require that:
e leptons form electron-positron pair or muon-anti-muon pair.
e dilepton mass falls within 15 GeV/ ¢ from the Z boson mass
e two or more 15 GeV jets are present

Thus we select a Drell-Yan + 2 jets sample. We compare Fp distribution in data to
the one obtained from full Drell-Yan model. The comparison is shown in Figure 8.2.
We obtain 7 dependent weights from this comparison (table 8.4). The reweighted
template is used in pseudoexperiments yielding mean fitted Mgy of 175.74 GeV/ 2
for the dilepton channel and 175.21 GeV/c? for the combined fit. This results in
0.23 GeV/ 2 systematic effect on the dilepton fit and 0.03 GeV systematic on the
combined fit.

Table 8.4: 1 dependent weights for Drell-Yan shape shift.
FEr bin scale factor

25-30 1.11
30-35 0.78
35-40 0.81
40-45 1.10
45-50 0.96
>50 2.09

The evaluation of systematic uncertainty associated with the lepton + jets back-
grounds is described in [18]. We study effects of uncertain background composition
by running pseudoexperiments where background is drawn solely from one source:

Wbb, Wce, We, and W+light jets, single top, QCD or the diboson samples. We take
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the largest shift from the nominal result as a systematic. We obtain 0.17 GeV/c?
systematic for the lepton + jets fit and 0.11 GeV/ ¢? for the combined fit. A variation
of the momentum transfer scale in the Wbb simulation by a factor of two up and
down results in a systematic effect of 0.09 GeV/ ¢2 on the lepton + jets measurement
and 0.10 GeV/c? on the combined fit. Alternative model for QCD background is
used to estimate the associated systematic. In this model a data sample where two
of the electron quality cuts are inverted is used. Those ’anti-electrons’ are meant to
be objects where a quark or gluon jet is closely mimicking an electron. Use of this
alternative sample induces very small differences in lepton + jets and combined fit
results. The total uncertainty due to lepton + jets background shape is 0.19 GeV/ 2

in the lepton + jets fit and 0.17 GeV/c? in the combined fit.

8.5 Lepton Energy Scale

The uncertainty on muon and electron energy reconstruction is estimated to be 1%
at the CDF detector. Since measurement of muon energy is based on the track cur-
vature and measurement of electron energy is calorimeter-based we vary the electron
and muon response independently. The scaling is performed prior to selection and B
calculation. In lepton + jets fit and combined fit up and down electron energy scale
adjustment both result in lower than the nominal pseudoexperiment average. We take
half difference to the nominal result obtaining 0.03 GeV/c? and 0.04 GeV /c? system-
atics for the lepton + jets and combined fits. The electron energy scale systematic in
the dilepton fit is 0.23 GeV/c2. The muon energy scale systematic is 0.09 GeV/cQ,
0.18 GeV/c2 and 0.06 GreV/c2 in the lepton + jets, dilepton and combined fits re-

spectively.
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8.6 Monte Carlo Event Generator

To evaluate a possible bias resulting from a choice of particular Monte Carlo event
generator, we compare results of pseudoexperiments that use pseudodata from a large
(4 million events) HERWIG generated sample with input top quark mass of 175 GeV/ 2
to the results of pseudoexperiments from run using the nominal PYTHIA sample and
a with input values of Myop = 175.0 GeV/ ¢?. We find large differences 0.75 GeV/c?
for the lepton + jets fit, 1.33 GeV/c? for the dilepton fit, and 0.67 GeV/c? for the
combined fit. No single cause has been found for such large differences between the

two generators in terms of the basic distributions of jet, lepton and neutrino momenta.

8.7 Initial and Final State Radiation

The amount of initial and final state radiation has been studied in the Drell-Yan
system [24]. Those studies are used to constrain parameters in the PYTHIA Monte
Carlo generator that control amount of gluon radiation. We run pseudoexperiments
where the pseudodata has been drawn from samples in which the amount of gluon
radiation from the initial and final state have been coherently varied within these
constraints . Resulting half difference gives 0.15 GeV/ ¢? uncertainty in the lepton
+ jets channel. Both up and down shifts result in a change in the same direction in
the dilepton fit therefore half difference (0.20 GeV /c?) to the nominal result is taken
as a systematic. In the combined fit the statistical uncertainty on the half difference
(0.13 GeV/c?) is greater than the half difference itself (0.10 GeV/c?) and is taken as

a systematic.
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8.8 Gluon-Gluon Fusion Fraction

The next to leading order prediction for the fraction of ¢¢ pair production coming from
gluon fusion rather than quark annihilation is 15+5% [15]. However the leading order
signal Monte Carlo samples used predict this fraction at 5.6%. We reweight the events
in Monte Carlo sample generated at 175 GeV/ ¢? so that events coming from the gluon
fusion constitute 20% of pseudodata and take the difference in the mean fitted mass
from pseudoexperiments as a systematic uncertainty. We obtain 0.16 GeV/ ¢ for the
combined fit, 0.19 GeV/c2 for the lepton + jets fit and 0.17 GeV/c2 for the dilepton
fit.

8.9 Parton Distribution Functions

In hadron collisions only a fraction of momentum carried by a hadron will be available
in the hard scattering process. This is because the hadron momentum is shared among
partons within a hadron. The probability of finding a gluon or quark with fraction x of
the hadron momentum is described by a probability density function (PDF). Gluons
and quarks of different flavors have different PDFs. Since PDF's essentially control
the amount of energy available in the collision inaccuracy in the PDFs will have a
direct impact on the top quark measurement. The PYTHIA generator uses the PDF
set published by CTEQ collaboration (the CTEQ5L version) [56]. To evaluate effect of
another PDF set we reweight the nominal PYTHIA sample according this set. We find
which partons produced the hard scattering process and what was the momentum
transfer in the interaction. We then evaluate the probability of finding those partons
given by the PDF from the set under the consideration and the probability given by
the cTEQSL. The ratio of those probabilities is the weight of this event when used in

pseudoexperiments.
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In this manner we compare the MRST72 [57] set to the default CTEQSL set giv-
ing uncertainty of 0.10 GQV/C2 for the lepton + jets fit and the dilepton fit and
0.08 GeV/c? for the combined fit. We also compare MRST72 and MRST75 PDF sets
generated using different values of ag. This yields 0.09 GeV/ ¢? uncertainty for the
lepton + jets fit, 0.39 GeV/c2 for the dilepton fit and 0.11 GGV/62 for the combined
fit. The CTEQ collaboration incorporated a treatment of correlated experimental un-
certainties entering the PDF calculation and produced a set of 40 PDF sets where
the 20 dominant components of uncertainties have been varied by £1o0 [58]. We run
pseudoexperiments using each of the 40 PDF sets and add in quadrature the resulting
half shifts, resulting in 0.22 GeV /¢? uncertainty for the lepton + jets fit, 0.36 GeV/c?
for the dilepton fit and 0.22 GeV/c? for the combined fit. The total PDF uncertainty
is the sum in quadrature of the results described above: 0.25 GeV /c? for the combined

and lepton + jets fits and 0.54 GreV/c2 for the dilepton fit

8.10 Summary of the Systematic Uncertainties

Results of pseudoexperiments where different signal pseudodata was used to model
the systematic effects described above are summarized in Table 8.5. We add the
systematic effects in quadrature and obtain 1.1 GeV/ ¢® total systematic uncertainty
for the combined fit and lepton + jets fit and 3.8 GeV/ 2 systematic uncertainty for

the dilepton fit. The summary of systematic effects is shown in Table 8.6
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Table 8.5: Summary of pseudoexperiment results used to evaluate systematic uncer-
tainties. Mean Mop results have units of GeV/ ¢? and mean A JES results have units
of .. Comb refers to the combined fit, LJ refers to the lepton + jets fit and DIL
refers to the dilepton fit.
Sample: LJ DIL Comb

Mean fitted: Mtop AJES Mtop Mtop AJES

Pythia M¢op = 175.0 | 175.18 | -0.04 | 175.51 | 175.24 | -0.04

Herwig Mo, = 175.0 | 174.43 | 0.32 | 176.84 | 174.57 | 0.33

gg fraction = 20% 174.99 | 0.02 | 175.68 | 175.08 | 0.03

ADO parameters 175.05 | -0.01 | 175.44 | 175.10 | 0.00

SLD parameters 175.08 | -0.01 | 175.55 | 175.13 | 0.00

semilep. fractions -1o | 175.21 | -0.02 | 175.72 | 175.29 | -0.02

semilep. fractions +10 | 175.10 | -0.05 | 175.37 | 175.16 | -0.04

b jet Ep x 0.99 174.63 | -0.04 | 174.69 | 174.65 | -0.04

b jet Ep x 1.01 175.72 | -0.02 | 176.14 | 175.77 | -0.01
e Ep x0.99 175.14 | -0.02 | 175.22 | 175.15 | -0.02
e Ep x1.01 175.12 | -0.03 | 175.68 | 175.20 | -0.02
wpr % 0.99 175.28 | -0.05 | 175.34 | 175.30 | -0.04
wpr % 1.01 175.10 | -0.02 | 175.70 | 175.18 | -0.01

more radiation 175.31 | 0.12 | 175.91 | 175.32 | 0.13
less radiation 175.00 | 0.02 | 175.90 | 175.13 | 0.03

Table 8.6: Summary of systematics uncertainties. All numbers have units of GeV/ 2.
Comb refers to the combined fit, L.J refers to the lepton + jets fit and DIL refers to
the dilepton fit

Systematic LJ DIL Comb
Residual JES 0.7 3.5 0.7
Generator 0.8 1.3 0.7
PDFs 0.3 0.5 0.3
b jet energy 0.2 0.2 0.2
Background shape 0.2 0.3 0.2
gg-fusion fraction 0.2 0.2 0.2
initial and final state radiation 0.2 0.2 0.1
MC statistics 0.1 0.5 0.1
lepton energy scale 0.1 0.3 0.1
pileup 0.1 0.1 0.1

Total systematic uncertainty 1.1 3.8 1.1




CHAPTER 9

RESULTS

9.1 Candidate Event Counts

In the data we observe 144 candidate dilepton events and 332 candidate lepton + jets

events passing all cuts. All dilepton events are reconstructed by Neutrino Weighting

Algorithm and pass the boundary cut. In the lepton + jets channel 104 fail the 2

cut or the boundary cut. Tables 9.1 and 9.2 summarize the event counts.

Table 9.1: Observed number of dilepton candidate events in data before and after the

boundary cuts.

Sample

before boundary cut

after boundary cut

non-tagged
tagged

83
61

83
61

Table 9.2: Observed number of lepton + jets candidate events candidate events in
data before and after the X2 and boundary cuts.

Sample | pre-x? cut

pre boundary cut | after all cuts

1-tag
2-tag

284 237
152 101

233
99

149
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9.2 Fit Results

We apply the likelihood fit to the data and measure:

Miop = 171.9 + 1.7 (stat. + Ajgg only) GeV/c? (combined)

Ajps = —0.12 + 0.340,

Mtop = 171-6i§:g (stat. only) GeV/c? (dilepton)

Miop = 171.8 + 1.8 (stat. + Ajgg only) GeV/c? (lepton + jets)

Ajgs = —0.09 + 0.360

The results above are not corrected for pull width and luminosity effects. The
results are surprisingly consistent between the two channels. Note also that the
combined fit prefers top quark mass value higher then the values preferred by both
the dilepton and lepton + jets fits. This is the effect of in situ JES calibration
being applied from the lepton + jets channel onto the dilepton channel data. Shift of
—0.1 o¢ in Ajgg corresponds to approximately +0.3 GeV/c2 shift in the top mass,
therefore after this calibration the dilepton-only fit actually prefers top quark mass
marginally higher then the lepton+jets fit.

The negative log-likelihood contours for the combined fit are shown in Fig. 9.1. In
this diagram the values of the top quark mass and Ajgg that minimize the likelihood

are indicated by 'x’. Along the oval contours the value of negative log likelihood is
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constant. All other parameters of the fit (that is signal and background expectations
ns and ny for all the subsamples) are minimized at a grid of (Mtop, Ajgrg) and
contours where the value of negative log likelihood increases by 0.5, 2.0 and 4.5
are found. A 1 o uncertainty can be obtained by drawing two vertical tangents
to the inner oval contour. The distances between those two lines and the (Mgop,
Ajgs) point minimizing the likelihood, are the negative and positive uncertainties
due to statistics of the data sample and JES. In the same way we can find the 2
and 3 o uncertainties. Note that interpreting the rise in log-likelihood by 0.5 as the
uncertainty assumes Gaussian likelihood form. Non-Gaussian likelihood causes the

pull width in pseudoexperiments to be larger than 1 and has to be corrected for (cf.

Sec. 7.1).
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Figure 9.1: Negative log-likelihood contours for the combined fit.

The negative log-likelihood contours for the lepton + jets fit are shown in Fig. 9.2.
The interpretation of the contours is the same as for the combined fit.

For the dilepton fit where the in situ JES calibration is not applied we show a
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Figure 9.2: Negative log-likelihood contours for the lepton + jets fit

negative log likelihood profile (Fig. 9.3). A scan in the top quark mass is performed.
At each point we minimize the log likelihood with respect to the signal and background
expectations and plot the resulting offset of the log-likelihood from the minimum. The
points where the offset from the minimum reaches 0.5 are interpreted as positive and
negative uncertainties.

The distributions of observables in data in the dilepton channel are shown in
Fig. 9.4 and from the lepton + jets channel in Fig. 9.5. The normalization of the
templates in the figures is set to the fitted signal and background expectation values
obtained in the combined fit.

To measure the probability of obtaining statistical uncertainty returned by the fits
on the data, we conduct pseudoexperiments where the mean total number of events is
set to the number observed in the data. Average number of background events is set
to the a prior: background estimate in those pseudoexperiments as usual. We use the

Monte Carlo sample generated at Mg, = 172.0 GeV/c? and Ajgg = 0.0 oc to draw
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Figure 9.3: Negative log-likelihood profile for the dilepton fit

the signal pseudodata. Symmetrized error distributions for all three fits are shown in
Fig. 9.6. Both the lepton + jets fit and dilepton fit turn out to be “lucky” with chance
of resulting in smaller error of 21% and 14% respectively. Central values returned by
separate channel fits are very close causing the uncertainty to be significantly lower

than expected with 10% pseudoexperiments obtaining a smaller uncertainty.

9.3 Results After Corrections

As indicated in Section 7.2, the fitted M;op in the dilepton channel and fitted Ajgg
values from the lepton + jets and combined fits need to be corrected for instantaneous

luminosity bias. The quoted statistical uncertainties also need to be increased.



154

N F ;
° 14f L 18
% - 0-tag: 83 events g 0-tag: 83 events
(O] E 16
12 Data e Data
gt O 2 14 O
2 10 []signal+Bkgd § 12 []signal+Bkgd
:>: 8- 4 Bkgd only Yoo £ Bkgd only
6F 8
C 6
a-
2/
B e S 0 e e e =
foo 150 200 250 300 350 o0 300 400 500 60 700 800
miWA (GeV/c”) H; (GeV)
(a) O-tag thWA (b) O-tag Hr
o 12 3 16F
% - Tagged 61 events o F Tagged: 61 events
S 10 D g D
e f |:| ata E 120 |:| ata
2 8- []signal+Bkgd § 108 []signal+Bkgd
c C .
:>: si 3 Bkgd only w oF £23 Bkgd only
af 6
g 4t
2 of
e e —| . w
foo 150 200 250 300 350 00 300 400 500 600 700 800
miWA (GeV/c”) H; (GeV)
(c) Tagged thWA (b) Tagged Hp

Figure 9.4: One-dimensional dilepton data with density estimates overlaid using
Mtop = 172.0 GeV/c2, Ajgg = 0.0, and full background model. The expected
numbers of events are set to the values from the constrained fit. Shown are the
0-tag myWA (a) and Hp (b) distributions, and the tagged myWA (c) and Hp (d)
distributions.
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Figure 9.5: One-dimensional lepton + jets data with density estimates overlaid using
Mtop = 172.0 GeV/c?, Ajgg = 0.0, and a full background model. The expected
numbers of events are set to the values from the constrained fit. Shown are the 1-tag
m;®° (a) and m;; (b) distributions, and the 2-tag mi®® (c) and m; (d) distributions.
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Figure 9.6: Expected errors and probability to get values equal to or smaller than the
measured errors for lepton + jets (top), dilepton (middle) and combined (bottom)
fits. Uncertainty obtained in data is shown by the red arrow
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After all corrections we obtain the following results:

Mtop = 17194+ 1.7 (stat. + JES) £ 1.1 (other syst.) GeV/c?
= 171.9+ 2.0 GeV/c? (combined)

Miop = 171.2 fg:g (stat.) + 3.8 (syst.) GeV/c?
= 171.2 fg? GeV/c? (dilepton)

Mgop = 171.8+1.9 (stat. + JES) & 1.1 (other syst.) GeV/c?

= 171.842.2 GeV/c? (lepton + jets)

(9.3.1)
The Jet Energy Scale measurements are:
Ajgg = —0.17 £ 0.35 (stat. + M¢gp only) oc  (combined)
Ajps = —0.13 £ 0.37 (stat. + Mo only) oc  (lepton + jets)
(9.3.2)

9.4 Cross Checks

We perform fit for Mo, while removing the jet energy constraint prior or the back-
ground expectation priors. We also split the data into subsamples based on tag count,
lepton type and data taking period. The results are summarized in Tables 9.3, 9.4,
9.5 and 9.6. The results quoted are not corrected for pull width or instantaneous
luminosity effects.

Both lepton + jets and combined fits are robust against releasing the JES prior.

The fitted M¢op does not change, however the uncertainty on Mgy is increased by
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about 0.1 GreV/c2 in the lepton + jets fit. The fitted Ajgg value is as expected
slightly lower in the fit with no JES prior but the change is very small.

Removing the background priors from the likelihood has essentially no effect on
the fitted top quark mass across the two channels and in the combined fit. There
are small variations in the fitted signal and background expectations from the values
returned when the priors are applied. Notably the 2-tag lepton + jets sample prefers
no background. The 0-tag dilepton sample prefers about 30% less background than
given by the a priori estimate, but that is within the uncertainty returned by the fit.

“w»

Sometimes the indicated error on the background expectation is “-”. This signifies
that ny is consistent with 0 and the error estimation routine fails.

Fits using the data only from subsamples separated by multiplicity of b tagged
jets are consistent among one another and with the combined result. Separation of
data by lepton or dilepton type gives results that are consistent among one another.
Dividing the data based on data taking period gives a difference of about 9 GeV/ 2
in the fitted Mtqp in the dilepton channel. This difference is actually only at the level
of 1.3 o so is not a cause for concern. Similarly the difference seen in the Ajgg fit in

the first and second half of the data in the lepton + jets and combined results is not

statistically significant.
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Table 9.3: Cross-checks on the data. Nominal fit and fits with JES or background
constraints removed. Comb refers to the combined fit, LJ refers to the lepton + jets
fit and DIL refers to the dilepton fit.

Mtop (GeV/c?) Ajgs (oc)
Comb | LJ: 1tag ng 2tag ng 1tag ny 2tag ny,
DIL: Otag ng  tagged ng Otag np  tagged ny
Fit LJ- Miop (GeV/c?) Ajgs (0c)
only 1tag ng 2tag ng 1tag np 2tag ny
DIL- Miop (GeV/c?)
only Otag ng tagged ng Otag np  tagged ny
171.9+ 1.7 —0.12+0.34
Comb | 184.1 F77 96.4 T3%* 474 102 34419
43.8 T304 56.9 82 415185 39+1.0
Nominal L] 171.8+1.8 —0.09 £ 0.36
184.0 178 96.4 % 4751102 34419
171.6 133 -
DIL |\ ggrsios 5o t82 416408 39110
171.94+ 1.7 —0.14 793¢
No Comb | 184.1 77 96.4 5%+ 474 102 3.4+1.9
JES 43.8 T304 56.9 82 415185 39+1.0
prior L 171.8+1.9 —0.11 533
184.1 H78 96.4 T3%* 475102 34419
171.9+1.7 —0.11 535
Comb | 176.1 T332 99.0 5% 570 T3S 0.0 22
No 54.8 1138 543+12.2 2821152 6.7
background LJ 171.8+ 1.8 —0.06 £ 0.36
prior 175.7 728 99.0 1% 57.3 88 0.0 22
DIL 171.5£3.4 -
54.6 1135 5424123 284 158 6.8 1M
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Table 9.4: Cross-checks on the data. Fits on dilepton and lepton + jets subsamples
separated by tagging multiplicity. LJ refers to the lepton + jets fit and DIL refers to
the dilepton fit. Background prior is applied

Miop (GeV/c?) Ajgs (oc)
Comb | LJ: 1tagngs  2tag ng 1tag ny, 2tag ny
DIL: Otag ng tagged ng Otag ny tagged ny
Fit LJ- Miop (GeV/c?) Ajgs (o¢)
only 1tag ns 2tag ng 1tag ny 2tag ny
DIL- Miop (GeV/c?)
only Otag ng tagged ng Otag ny tagged ny
0-tag | DIL 170.1 775 -
& 43.7 +105 - 416 163 -
172.2 45 -
Tagged | DIL - 57.0 182 - 3.9+1.0
169.1 731 —0.17 1938
Ltag | LI ) g 6 41 - 448 +10.3 -
173.6 725 0.20 *357
>tag | LJ - 96.3 +104 - 35+1.9
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Table 9.5: Cross-checks on the data. Fits on dilepton and lepton + jets subsamples
separated by type of leptons. LJ refers to the lepton + jets fit and DIL refers to the
dilepton fit. Background prior is not applied

Miop (GeV/c?) Ajgs (o¢)
Comb | LJ: 1tag ng 2tag ng 1tag ny 2tag ny
DIL: Otag ng tagged ng  Otagnp  tagged n
Fit | LJ- Mtop (GeV/c?) AjEs (oc)
only 1tag ng 2tag ng 1tag ny 2tag ny
DIL- Miop (GeV/c?)
only Otag ng tagged ng  Otagnp  tagged ny
169.0 = 8.0 -
ee | DIL | 56470 9.0 33 15418l 0013
52
e | DL gy +fg,;7%3'6 sl ertly 17
T75
i DIL 6y 5:27.9 e 12 g AT g A6
. L3 172.24+2.7 —0.09 £ 0.51
95.1 1169 54.0 77 359 t120 0.0 £30
} L] 171.3 *32 —0.04 T5-3¢
81.0 *137 45.0 729 210 t12% 0.0 £




Table 9.6: Cross-checks on the data.
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Combined, lepton + jets and dilepton fits

separated by data taking period. Comb refers to the combined fit, LJ refers to the
lepton + jets fit and DIL refers to the dilepton fit. Background prior is not applied

Miop (GeV/c?) Ajgs (oc)
Comb | LJ: 1tagns  2tag ns 1tag ny 2tag 1y,
DIL: Otag ng tagged ns Otagnp tagged ny
Fit LJ- Miop (GeV/c?) Ajgs (0c)
only 1tag ng 2tag ng 1tag ny 2tag ny
DIL- Miop (GeV/c?)
only Otag ng tagged ng  Otag n,  tagged ny
171.7 755 0.45 520
Comb | 90.8 *138 48.0 T13 a2 T139 0.0 7
328 tlog 176 T3 92 1108 g4 48]
First 1 fb~1 L] 172.2 ¥2% 0.59 7022
89.7 1135 480 7L 4231130 00T
166.1£5.0 -
DIL
34.5 108 16.9 718 7.5 198 9.1 52
171.7+2.7 —0.70 7335
Comb | 89.1 T1i5 51.0 t7-2 11.9 H122 g0 F27
20.3 t12 35.0 &3 207 *H3 0.0 £55
Last 0.9 fb~! [ ] 170.2 737 —0.61 1021
90.5 T153 51.0 72 105 *122 0.0 26
175.2 723 -
DIL —4.7
22.1 T4k 35.0 183 189t 0.0




CHAPTER 10
CONCLUSIONS

We present the first top quark mass measurement using data from two decay channels
simultaneously. In the 1.9 fb~1 of data from ¢7 decays into dilepton and lepton + jets

channels we measure:

Miop = 1719+ 1.7 (stat. + JES) + 1.1 (other syst.) GeV/c?
= 171.9+2.0 GeV/c? (combined)

(10.0.1)

As a consistency check we perform measurements using the data from dilepton channel

and lepton + jets channel separately finding an agreement between the results:

Miop = 171.2 "_'gg (stat.) & 3.8 (syst.) GeV/c?
= 171.2 fg‘} GeV/c? (dilepton only)

Myop = 171.8+1.9 (stat. + JES) £ 1.1 (other syst.) GeV /c?
= 171.84 2.2 GeV/c? (lepton + jets only)

(10.0.2)

The analysis includes full treatment of correlations in systematics between the
two channels and does not assume Gaussian likelihoods or symmetric errors in the

channels being combined. The jet energy scale calibration is extracted form hadronic

163
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decay of the W boson in the lepton + jets channel and is applied to data from both
channels.

The method presented here is expected to achieve statistical precision of about
1.2 GeV/c2 with full Tevatron dataset with no method improvements. The analysis
can and should be extended by an addition of the all-hadronic decay channel providing
a single robust treatment of the systematic effects in all channels. We expect a
decrease of approximately 5% in overall uncertainty resulting from addition of the
all-hadronic channel, however future improvements are hard to predict as systematic
uncertainties may be reduced.

This measurement is an important contribution to the puzzle of creation of mass.
Shown in Fig. 10.1 are the same W boson mass and top quark mass measurements as
in Fig. 1.2, but now also the top quark mass result of this analysis has been added.
As apparent from the figure, this measurement offers an improvement in overall un-
certainty on the top quark mass and seems to indicate slightly higher preferred Higgs
boson mass than either of the two previously published separate dilepton and lepton
+ jets measurements. The measurement presented here is an important milestone
in achieving more precise top quark mass results. These future precision measure-
ments of the top quark mass as well as the measurements of the W boson mass will
allow us to test if the current understanding of the electroweak symmetry breaking
mechanism is correct. The Tevatron will continue to run through the Spring of 2009
providing a total data set about three times larger than used for this analysis. With
such large data set a measurement of the top quark mass with total uncertainty of
about 1 GeV/c? (using both CDF and D@ data) and a measurement of the W boson
mass with uncertainty lower than 25 MeV/ ¢? will be possible. The Higgs boson may

also be discovered using the Tevatron data. If the Higgs is not found at the Tevatron,
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it will be found at the LHC - provided that it does exist. Given those measurements
we will then be finally able to answer the question “Why do things have mass?”, or

we may find out that our current understanding is incorrect.

_I_ ' - , T i T T T
- - - -CDF best published lepton + jets
---------- CDF best published dilepton
80.51 ——CDF this analysis

68% CL

Ao

1
150 175

m, [GeV]

Figure 10.1: Dependence of the Higgs boson mass on the top quark mass and the
W boson mass. Adapted from [3]. Ellipses indicate CDF II W boson mass measure-
ment [4] and most precise CDF II (published or submitted) dilepton [5] (dotted) and
lepton + jets [6] (dashed) top quark mass results. Solid ellipse indicates the top quark
mass result presented in this analysis and the W boson mass result used in the other
two ellipses. One dimensional 68% confidence levels are indicated by the ellipses.



REFERENCES

[1] F. Abe et al. Evidence for top quark production in pp collisions at /s = 1.8 TeV.
Phys. Rev. D, 50(5):2966, Sep 1994.

[2] W.-M. Yao et al. Review of particle physics. J. Phys. G, 33:1, 2006. and 2007
partial update for the 2008 edition.

[3] ALEPH Collaboration, DELPHI Collaboration, L3 Collaboration, OPAL Collab-
oration, The LEP Electroweak Working Group. Precision electroweak measure-
ments and constraints on the Standard Model. hep-ex/arXiv:0712.0929. Updated
July 2008.

[4] T. Aaltonen et al. First measurement of the W boson mass in run II of the
tevatron. Phys. Rev. Lett., 99(15):151801, 2007.

[6] T. Aaltonen et al. Measurement of the top quark mass with dilepton events
selected using neuroevolution at CDF. arXiv:hep-ex/0807.4652, 2008. Submitted
to Phys. Rev. Lett.

[6] T. Aaltonen et al. Precise measurement of the top quark mass in the lepton +
jets topology at CDF II. Phys. Rev. Lett., 99(18):182002, 2007.

[7] ALEPH Collaboration, DELPHI Collaboration, L3 Collaboration, OPAL Col-
laboration, The LEP Working Group for Higgs Boson Searches. Search for the
Standard Model Higgs boson at LEP. Phys. Lett. B, 565:61, 2003.

[8] The Tevatron Electroweak Working Group. A combination of CDF and D®
results on the mass of the top quark. hep-ez/arXiv:0808.1089, 2008.

[9] S. Heinemeyer et al. Precise prediction for My in the MSSM.
hep-ph/arXiv:0604147v2. Updated March 2008.

[10] S. Heinemeyer et al. Electroweak precision observables in the Minimal Super-
symmetric Standard Model. Physics Reports, 425:265, 2006.

[11] A. Djouadi et al. Supersymmetric contributions to electroweak precision observ-
ables: QCD corrections. Phys. Rev. Lett., 78(19):3626, May 1997.

[12] A. Djouadi et al. Leading QCD corrections to scalar quark contributions to
electroweak precision observables. Phys. Rev. D, 57(7):4179, Apr 1998.

166



167

[13] S. Heinemeyer et al. Leading electroweak two-loop corrections to precision ob-
servables in the mssm. J. High Energy Phys., 2002(10):072, 2002.

[14] J. Haestier et al. Electroweak precision observables: Two-loop yukawa correc-
tions of supersymmetric particles. arXiv:hep-ph/0508139v1.

[15] M. Cacciari et al. The tt cross-section at 1.8 and 1.96 TeV: a study of the
systematics due to parton densities and scale dependence. J. High Energy Phys.,
04:068, 2004.

[16] B. W. Harris et al. The fully differential single top quark cross section in next-
to-leading order QCD. Phys. Rev. D, 66:054024, 2002.

[17] K. Chetyrkin et al. Second order QCD corrections to I['(¢t — Wb). Phys. Rev. D,
60:114015, 1999.

(18] J. Adelman. Measurement of the Top Quark Mass at CDF Using the Template
Method in the Lepton + Jets Channel. PhD thesis, The University of Chicago.

[19] L. Lyons et al. How to combine correlated estimates of a single physical quantity.
Nucl. Instrum. Meth. A, 270:110, 1988.

[20] adopted from www.fnal.gov.

[21] P. Derwent et al. Debuncher cooling performance. Technical report, FNAL,
FERMILAB-CONF-05-458-AD.

[22] Jim Morgan. The Antiproton Source Rookie Book.

[23] D. Acosta et al. Measurement of the J/1 meson and b-hadron production cross
sections in pp collisions at /s = 1960 GeV. Phys. Rev. D, 71:032001, 2005.

[24] A. Abulencia et al. Top quark mass measurement using the template method in
the lepton + jets channel at CDF II. Phys. Rev. D, 73:032003, 2006.

[25] A. Sill et al. CDF Run II silicon tracking projects. Nucl. Instrum. Meth. A,
447:1, 2000.

[26] The CDF II Collaboration. The CDF II detector, technical design report.
FERMILAB-Pub-96/390-E, 1996.

[27] T. Affolder et al. CDF central outer tracker. Nucl. Instrum. Meth. A, 526:249,
2004.

[28] A. Abulencia et al. Measurements of inclusive W and Z cross sections in pp
collisions at /s = 1.96 TeV. J. Phys. G, 34(12):2457.



168

[29] L. Balka et al. The CDF central electromagnetic calorimeter. Nucl. Instrum.
Meth. A, 267:272, 1988.

[30] S. Bertolucci et al. The CDF central and endwall hadron calorimeter. Nucl.
Instrum. Meth. A, 267:301, 1988.

[31] M. Albrow et al. The CDF plug upgrade electromagnetic calorimeter: test beam
results. Nucl. Instrum. Methods A, 480:524, 2002.

[32] G. Apollinari et al. Shower maximum detector for the CDF plug upgrade calo-
rimeter. Nucl. Instrum. Methods A, 412:515, 1998.

[33] D. Acosta et al. The performance of the CDF luminosity monitor. Nucl. Instrum.
Methods, A494:57.

[34] T. Sjostrand et al. Pythia 6.4 physics and manual. J. High Energy Phys., 05:026,
2006.

[35] G. Corcella et al. Herwig 6.5. J. High Energy Phys., 01:010, 2001.

[36] F. Maltoni et al. Madevent: Automatic event generation with MadGraph. J.
High Energy Phys., 0302:027, 2003.

[37] M. L. Mangano et al. ALPGEN, a generator for hard multiparton processes in
hadronic collisions. J. High Energy Phys., 07:001, 2003.

[38] T. Sjostrand et al. High-energy-physics event generation with pythia 6.1. Com-
put. Phys. Commun., 135:238, 2001.

[39] M. L. Mangano et al. Matching matrix elements and shower evolution for top-
quark production in hadronic collisions. J. High Energy Phys., 01:013, 2007.

[40] Darin E. Acosta et al. Measurement of the ¢t production cross section in pp
collisions at /s = 1.96 TeV using lepton + jets events with secondary vertex
b—tagging. Phys. Rev. D, 71:052003, 2005.

[41] F. Abe et al. The topology of three jet events in pp collisions at /s = 1.8 TeV.
Phys. Rev., D45:1448, 1992.

[42] A. Bhatti et al Determination of the jet energy scale at the
Collider Detector at Fermilab. Nucl. Instr. Meth. A, 566:375, 2006.

[43] The CDF Collaboration. Top dilepton cross section in 2.0 fb~! using the DIL
selection. CDF Public Note CDF9291, 2008.

[44] B. Abbott et al. Measurement of the top quark mass in the dilepton channel.
Phys. Rev. D, 60(5):052001, 1999.



169

[45] A. Abulencia et al. Top quark mass using template methods on dilepton events
in pp collisions at /s = 1.96 TeV. Phys. Rev. D, 73:112006, 2006.

[46] S. Sabik. Measurement of the Top Quark Mass in the Dilepton Channel Using
the Neutrino Weighting Algorithm at CDF II. PhD thesis, University of Toronto,
2006.

[47] F. James et al. Minuit: A System for Function Minimization and Analysis of
the Parameter Errors and Correlations. Comput. Phys. Commun., 10:343, 1975.

[48] E. Brubaker. A Measurement of the Mass of the Top Quark in Lepton + Jets
Events at CDF. PhD thesis, University of California, Berkeley, 2004.

[49] S. Snyder. Measurement of the Top Quark Mass at D@. PhD thesis, State
University of New York at Stonybrook, 1995.

[50] Clive Loader. Local Regression and Likelihood. Springer, 1999.

[51] David W. Scott. Multivariate Density Estimation: Theory, Practive and Visu-
alization. Wiley-Interscience, 1992.

[52] Tan S. Abramson. On bandwidth variation in kernel estimates - a square root
law. The annals of Statistics, 10(4):1217, 1982.

[53] M.G. Bowler. A Note on the Fragmentation Functions of Discrete Particles on
the Mennessier String. Z. Phys. C, 22:155, 1984.

[54] DO Collaboration Y. Peters. Private communication.

[55] Precision electroweak measurements on the Z resonance. Physics Reports, 427(5-
6):257-454, 5 2006.

[56] H. L. Lai et al. Global QCD analysis of parton structure of the nucleon: CTEQ5
parton distributions. Fur. Phys. J. C, 12:375, 2000.

[57] A. D. Martin et al. Parton distributions and the LHC: W and Z production.
Eur. Phys. J. C, 14:133, 2000.

[58] J. Pumplin et al. New generation of parton distributions with uncertainties from
global QCD analysis. J. High Energy Phys., 07:012, 2002.



