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Abstract

The study of the top quark pair production mechanism in proton-antiproton colli-
sions at a center-of-mass energy of 1.96 TeV is described. The main subjects are the
measurements of the top quark pair production cross section, the top quark mass
and a search for a new particle decaying to the top quark pair. The analyses are
based on 1.9 fb ! of data collected by the Collider Detector at Fermilab (CDF) Run
IT experiment between March 2002 and May 2007, using the lepton+jets events.
The measured top quark pair production cross section is 8.2 + 0.5 (stat.) + 0.8
(syst.) = 0.5 (lum.) pb, which is slightly higher than the standard model prediction
at the top mass of 175 GeV/c?. The top quark mass is an important parameter in
the standard model, and also in the experimental studies. The measured top quark
mass is 171.6 + 2.0 (stat.) + 1.3 (syst.) GeV/c%. Finally, we report on a search for
a new gauge boson decaying to tt, which interferes with the standard model gluon
in the q7 — tt production process. We call such a hypothetical particle a “Massive
Gluon”. The observed t¢ invariant mass distribution is consistent with the standard
model expectations, and also the measured massive gluon coupling strength with
quarks is consistent within a statistical fluctuation of the standard model expecta-
tion in the wide range of the massive gluon masses and widths. We set the upper
and lower limits on the coupling strength of the massive gluon.



Acknowledgments

This dissertation could not have been finished without the dedication and support
of many people. First of all, I would like to thank my supervisor, Prof. Kunitaka
Kondo for giving me the opportunity to work on the interesting topics during my
years at CDF, sharing his great insight into physics, and being a patient adviser.
I would like to thank Prof. Masatoshi Takano for accepting me to his laboratory
to perform the thesis work at Waseda University after Prof. Kondo retired from
Waseda. I would also like to thank Prof. Shinhong Kim for giving me the oppor-
tunity to work at Fermilab, and providing me with the place to continue the CDF
work at Tsukuba University when I was back to Japan.

I thank members of the CDF Collaboration and the technical staff of Fermilab
for providing world-class research facilities with their endless hard work, days and
nights. I thank Dr. Kaori Maeshima for providing me with the opportunity to work
on the CDF online monitoring system which make me familiar with the CDF data
acquisition system.

I thank Dr. Anton Anastassov, Dr. Kenichi Hatakeyama, and Dr. Steve Kuhlmann
for giving me the opportunity to work on the jet energy resolution improvements
at my early days at CDF. They are the real experts on the jet and the calorimetry
system. I could become familiar with the real CDF work, and they taught me the
importance of the careful and vigilant analysis.

I want to thank the experts of Lepton+Jets analysis, especially Dr. Kevin Lannon,
Prof. Jason Nielsen, Prof. Anyes Taffard, and Prof. Weiming Yao. Their expertise
was essential to my analysis.

I thank Prof. Florencia Canelli, Prof. Robin Erbacher, Prof. Takasumi Maruyama,
Dr. Nick Van Remortel, Prof. Evelyn Thomson, Prof. Kirsten Tollefson, Dr. George
Velev, Prof. Daniel Whiteson, and all the members of CDF TopMass and Top groups
for encouraging me to pursue the analysis.

I would like to express the special thanks to all the members of CDF Japan group,
especially Dr. Yoshiaki Kusakabe, for sharing a lot of great times with me at Fer-
milab.

This work was supported by the U.S. Department of Energy and National Science
Foundation; the Ministry of Education, Culture, Sports, Science and Technology of
Japan; the Italian Istituto Nazionale di Fisica Nucleare; the Natural Sciences and
Engineering Research Council of Canada; the National Science Council of the Re-

2



public of China; the Swiss National Science Foundation; the A.P. Sloan Foundation;
the Bundesministerium fuer Bildung und Forschung, Germany; the Korean Science
and Engineering Foundation and the Korean Research Foundation; the Particle
Physics and Astronomy Research Council and the Royal Society, UK; the Russian
Foundation for Basic Research; the Comision Interministerial de Ciencia y Tecnolo-
gia, Spain; and in part by the European Community’s Human Potential Programme
under contract HPRN-CT-20002, Probe for New Physics.

I want to express the best of my thanks to my parents.



Contents

1 Introduction

1.1 The Standard Model . . . . . . . . ... .. .. ... ... ...,
1.2 The Top Quark . . . . . . . . ...
1.3 Top Quark Production . . . . ... ... .. ... ... ... .....
1.4 Top Quark Decay . . . . . . . . . . .. . .. ... ... ...
1.5 Top Quark Mass . . . . . . . . .. ...
1.6 Massive Gluon . . . . . . . . . .
2 Experimental Apparatus
2.1 The Fermilab’s Accelerator Chain . . . . . . ... ... ... .....
2.1.1 The Pre-accelerator . . . . . . . . . . . ... .. ... .....
2.1.2 TheLinac . . . . . . . . . . . .
2.1.3 TheBooster . . . . . . . . . . .. . ... ...
2.1.4 The Main Injector . . . . . ... ... ... L.
2.1.5 The Antiproton Source . . . . . . .. .. .. ...
2.1.6 The Recycler . . . . . . . . ... ..o
2.1.7 The Tevatron . . . . . . . . . . . . . . ... .. ... ...
2.2 The CDF Detector . . . . . . . . . . . . e
2.2.1 Tracking System . . . . .. ... oL
2.2.2 Calorimeters. . . . . . . . . ..o
2.2.3 Muon Detectors . . . . . . . ... ...
2.2.4 Trigger System . . . . . ...
3 Dataset and Event Selection
3.1 Electron . . . . . . . . . e
3.1.1 Electron Trigger . . . . . . . . . . .. ... ..
3.1.2  Electron Clustering . . . . . . .. .. ... ... ... ...,
3.1.3 Electron Corrections . . . . . . . . . . . .. .. ... ...
3.1.4 Electron Geometric and Kinematic Cuts . . . . ... ... ..
3.1.5 Electron Identification Cuts . . . .. ... ... ... .....
3.2 Muon . .. ... e
3.2.1 Muon Triggers. . . . . . .. ..o
3.2.2 Muon Geometric and KinematicCuts . . . . . . ... ... ..

10
10
10
12
12
13
13
14
14
15
17
19
20
21



3.2.3 Muon Identification Cuts . . . . . .. .. ... ... ... ...
3.3 Jet ..o e
3.3.1 Jet Clustering Algorithm, JetClu . . . . . . .. .. ... ...
3.3.2 Variablesin JetClu . . . . . . .. .. ... ..
3.3.3 Jet Energy Corrections . . . . . . .. ... ... ... ...,
3.3.4 Jet Energy Scale Uncertainties . . . . . . .. .. .. ... ...
3.4 Bottom Quark Tagging . . . . . .. .. ... .. L.
3.5 Missing Transverse Energy . . . . . . .. ... ...
3.6 Primary Vertex . . . . . . . . . ...
3.7 Luminosity Measurement . . . . . . . . . .. ... ... ... ...
3.8 The Lepton+Jets Event Selection . . . . . .. ... ... .......

Top Pair Production Cross Section Measurements

4.1 SecVitx Tagging Algorithm . . . . . . .. ... . ... ... ... ...
4.1.1 Background Estimation. . . . . . .. ... ... ...
4.1.2 Electroweak and Single Top (MC Based Background) . . . . .
41.3 QCD Fake Events (Non-W) . . . ... ... ... ... .. ...
414 W 4+ Heavy Flavor . . . . . ... .. .. ...
4.1.5 Mistags . . . . ..o
4.1.6 Top Pair Production Cross Section with SecViz Tag . . . . . .

4.2 JetProb Tagging Algorithm . . . . . . .. .. ... ... ... ...
4.2.1 Top Pair Production Cross Section with JetProb Tag . . . . .

Top Mass Measurements

5.1 Top Mass Measurement by DLM . . .. .. ... ... ... .....
5.1.1 Likelihood Definition . . . . . . ... ... ... ... .....
5.1.2 Mapping Function . . . . ... ... 0oL
5.1.3 Result . .. . ... ..

5.2 Tevatron Top Mass Combination at 1 fb=' . . . . . . . . .. .. ...

Top Pair Invariant Mass Reconstruction by DLM

6.1 Dynamical Likelihood Method (DLM) . .. ... ... ... .. ...

6.2 Transfer Function . . . . . . . . .. .. oo
6.2.1 Matching between Quarks and Jets . . . . . .. ... ... ..
6.2.2 Responses of Each Observable . . . . . ... .. ... .....
6.2.3 Transfer Function of Jet Energy . . . . . . .. ... ... ...
6.2.4 n and Er Dependences of Jet Energy TF . . . . . . . ... ..
6.2.5 Parameterization of Light Quark Energy TF . . . . . ... ..
6.2.6 Parameterization of Bottom Quark Energy TF . . . . . . . ..
6.2.7 Transfer Function of Missing Er and Its ¢ . . . . . . . .. ..

6.3 Top Pair Invariant Mass Reconstruction . . . . . ... ... ... ..
6.3.1 Path Calculations . . . . . . ... ... ... L.
6.3.2 /5; Reconstruction with SM ## Correct Combination . . . . .

ii

39
39
41
42
43
44
44
45
46
48

49
49
49
o1
52
93



7

B O aQ W »

6.3.3 Combination Selection . . . . . . . . . . . ... ..

Extraction of Coupling Strength

7.1 Signal Reconstructed \/sz P.D.F . ... ... ... ... ...
7.1.1 Reconstructed /s;z P.D.F with SM Process . ... ... ...
7.1.2  Check of Resolution Function with Z’ Sample . . . ... . ..
7.1.3  Reconstructed /si P.D.F for Massive Gluon . . . . . . .. ..

7.2 Background Reconstructed /sy PD.F . ... ... .. ... ... ..

7.3 Likelihood Fit of Coupling Strength . . . . . .. ... ... ... ...

7.4 Linearity Tests of Coupling Strength . . . . . . ... ... ... ...
7.4.1 Consistency with SM Expectations . . . . ... .. ... ...

Systematic Uncertainties

8.1 Nominal Response of Coupling Strength . . . . . ... ... .. ...
8.2 Top Quark Mass and Jet Energy Scale (JES) . . . . .. .. ... ...
8.3 Parton Distribution Function (PDF) . . .. ... ... ... ... ...
8.4 Initial and Final State Gluon Radiation . . . . . . . . ... ... ...
8.5 Generator . . . . . ..o
8.6 NLO . . . . . e
87 WHJets Q* Scale . . . . . . . ...
8.8 Background Fraction . . . . . ... ... o000
8.9 B-tagging Efficiency . . . . .. . ... o o o
8.10 Multiple Interaction . . . . . . . .. . ... L Lo
8.11 Lepton Pr . . . . . . . . e
8.12 Total Systematic Uncertainties . . . . . . . . ... ... ... .....
8.13 Incorporation of Systematic Uncertainties . . . . . . ... ... ...

Results and Conclusion

9.1 Results. . . . . . . o e
9.1.1 Top Pair Invariant Mass Distribution . . . . . . .. ... ...
9.1.2 Consistencies with the Standard Model Expectations . . . . .
9.1.3 Limits on Coupling Strength . . . . . .. ... ... ... ...
9.14 Cross Checks . . .. .. .. ... . Lo

9.2 Conclusion . . . . . . .. L

Massive Gluon Probability Density Functions
Monte Carlo Re-weighting

All Systematic Uncertainties

Comparison between Data and Simulations

Publication List

iii

106
106
106
107
109
112
114

115

122

124

131

141



List of Figures

1.1

1.2

1.3

14

1.5

1.6

2.1
2.2
2.3
2.4
2.5
2.6
2.7

2.8
2.9

3.1

4.1

4.2

Top: Leading-order production diagram for g — t¢. Bottom: Leading-
order production diagrams for gg —tt. . . . . . . ... .. ... ...

NLO calculations of oy [13] for pp collisions at /s=1.96 TeV as a
function of top quark mass. Also shown are the experimental mea-
surements of o, made at CDF using RunlI data [14]. . . . . ... ..
Electroweak constraints on the Higgs boson mass using the current
best measurements of W boson and top quark mass (left). Global fit
of Higgs boson mass to several electroweak parameters (right). . . . .

Feynman diagram: Left diagram is SM ¢ — g — tt. Right diagram
is the massive gluon process. These processes interfere. . . . . . . ..

Left and right plots show the A = —1 and +1 cases respectively with
I'/M =0.20, M; =160 GeV/c?, and \/s=1.8TeV. . . ... ... ..

Total cross section as a function of A for the various masses and decay
widths. . . . . . ...

Overview of Fermilab accelerator complex. . . . . . .. ... ... ..
Ion source and the electrostatic accelerating column. . . . . . .. ..
A schematic view of the Fermilab Booster injection area. . . . . . . .
A simple view of the target station. . . . . . . ... .. ... .....
Bunch spacing in the Tevatron. . . . . . .. ... ... ... .. ...
A cross-sectional view of the CDF detector [35]. . . . . .. ... ...

A schematic overview of the CDF tracking system. The region of the
detector with |n| < 1.0 is referred to as the central region. . . . . . .

Coverage of the CDF muon systems. . . . . ... ... ... ... ..
The CDF Trigger and Data Acquistion System. . . . . ... ... ..

The total uncertainties of JES as a function of corrected jet pr in the
central calorimeter (0.2 < [p| < 0.6). . . .. ... ... ... .....

The image of SecVir tagging algorithm. Information of L, signifi-
cance is used to be considered “displaced”. . . . . . .. ... ... ..
The b-tagging efficiency plots as a function of jet Ep (left) and 7
(right) for the two (tight and loose) operating points. . . . . . . . ..

v

3

8

11

41



4.3

4.4

4.5

4.6

4.7

5.1

5.2

5.3
5.4

6.1

6.2

6.3

6.4

6.5

The plots show the false positive tag rate (including asymmetry cor-
rections) as a function of jet Er (left) and 7 (right). These have been
measured from inclusive jet data. . . . . .. .. ... L. 41

The expected and observed number of events sorted by jet multiplic-
ity. The tt contribution is normalized to the measured value of 8.2

The sign of the impact parameter of a track. The impact parameter
is positive (negative) if the angle ¢ between the jet axis and the
line connecting the primary vertex and the track’s point of closest
approach to the primary vertex is smaller (bigger) than 7/2. . . . . . 46

The JetProb b-tagging efficiency plots as a function of jet Ey (left)
and n (right). . . . . .. 48

The expected and observed number of events sorted by jet multiplic-
ity, the jet probability with 1%(left) and 5%(right). The t¢ contribu-
tion is normalized to the measured values. . . . . . .. ... ... .. 48

The mapping function for measured AJES as a function of input M,
and input AJES. . . ... 52

The joint likelihood as a function of M;,, and AJES. The cross mark
in the center of figure is the maximum point of the likelihood and the

blue curve is one o curve. . . . . . ..o o o 52
2 dimensional fit of JES and top quark mass [55]. . .. ... .. ... 53
A summary of the top quark mass measurements and the world av-

erage top quark mass, using the dataset up to~ 1fb=t . . . . . . .. 54

The responses of each observable. The first to fourth lines are the lep-
ton, neutrino, light quark, and bottom quark responses, respectively.
The first, second, and third columns are the energy (or Fr), n, and ¢
responses, respectively. The response variables are shown in the tops
of each plot. Numbers in bracket are mean and RMS values. . . . . . o7

The physics 7 (left) and detector n (right) dependences of the jet
energy transfer functions for W-daughter and bottom quarks. The
vertical axes are the mean values of £. The lengths of bar represent

the values of RMS ineach bin. . . . . .. .. ... ... ... ..... 59
The jet energy TF’s separated by physics 17 and detector 7 regions for
W-daughter and bottom quarks. . . . . . .. ..o 59

The jet E7 dependences of jet energy transfer functions for W-daughter
(left) and bottom quarks (right). The vertical axes are the mean of

&. The lengths of bar represent the values of RMS in each bin. . . . . 60
¢ distributions separated by the jet Er ranges for W-daughter (left)
and bottom quarks (right). . . . . . ... .. Lo L 60



6.6

6.7

6.8

6.9

6.10

6.11

6.12

6.13

6.14

6.15

The light quark energy TF’s for the different jet Er ranges fitted by
T-distributions: The top left 9 plots are £ distributions in |n(det.)| <
0.07, the top right 9 plots are those in 0.07 < |p(det.)| < 1.5, and
the bottom left 9 plots are those in 1.5 < |n(det.)|. The bottom right
plots in each 9-plot show the x?/ndf as a function of jet Er. The
bottom right 9 plots show the fitting results of pg,p;, and ps (The
horizontal axes are the jet Ex). . . . . ... ... ... ... ... ..

The jet energy TF’s of light quark: The left 3 plots show the param-
eterized TF’s normalized at a given jet Ep. The right 3 9-plot’s show
the checks of parameterized TF’s with the different jet Ep ranges
from the ranges to make the parameterized TF’s. . . . .. . ... ..

The bottom quark energy TF’s for the different jet Er ranges fitted by
the modified form of Gaussian: The top left 9 plots are & distributions
in |n(det.)| < 0.07, the top right 9 plots are those in 0.07 < |n(det.)| <
1.5, and the bottom left 9 plots are those in 1.5 < |p(det.)|. The
bottom right plots in each 9-plot show the x?/ndf as a function of
jet Er. The bottom right 9 plots show the fitting results of pg, p1, po,
and ps (The horizontal axes are jet Ep). . . . . .. .. .. ... ...

The jet energy TF’s of bottom quark: The left 3 plots show the
parameterized TF’s, normalized at given jet Ep. The right 3 9-plot’s
show the checks of parameterized TF with the different jet Er ranges
from ranges to make the parameterized TF’s. . . . . . ... .. ...

The missing E TF: The left 6 plots show the £ Br distributions with
the different F7 ranges. The right 6 plots show the ¥ dependences
of fitting parameters. . . . . . . .. ..o
The ¢ of missing Er TF: The left 6 plots show the & o(Fr) distribu-
tions with the different f7 ranges. The right 3 plots show the Fr

dependences of fitting parameters. . . . . . . ... .. ...

The parameterized Fr and (1) TF’s: The left plot shows the
parameterized Fr TF, and the right plot shows the parameterized
¢(Fr). These are normalized at a given Fr. . . . . . . ... .. ...

The images of the reconstruction procedures in W boson hadronic
decay (left) and W boson leptonic decay (right). Numbers in the
bracket are the orders of reconstruction. . . . .. ... ... .. ...

The example with 2pr()pr(v) [1 — cos Ad(l, v)] = 90?2 GeV?/c? case.
Only ~3% of Lorentzian have the p,(v) solution in this case. . . . . .

The examples of event likelihood using the SM ¢t MC with the cor-
rect combination. The red lines are the true values from generator
information. . . . .. ..o

vi

67



6.16

6.17

6.18

7.1
7.2

7.3

7.4

7.5
7.6
7.7

7.8

7.9

7.10

7.11

7.12

7.13

7.14

7.15

The left plot shows the ¢t invariant mass distributions of the generator
level (histogram) and the reconstruction (dots). The right plot shows
the difference between the true values and the reconstructed values
of the ¢ invariant mass. . . . . . . . . . . ... 72

The logarithmic ratios of the correct combination likelihood to the
others, 10g( Lcomb./ Leorrect ), (left: arbitrary scale), and the largest like-
lihood combination (right) for 1, 3 b-tagging and 2 b-tagging events. . 74

The comparison of the reconstructed ,/s; resolutions, using the all
(red), the best (blue), and the best and second (green) combinations. 74

The SM parton level qqg — tt /s distribution after the event selection. 76

The event selection efficiencies as a function of Vi, for the various
massive gluon parameters. . . . . . .. ... Lo 7

The left plots show the parton level gg — tt \/s; distributions. The
right plots are the ratios of MG/SM histograms with the ratio func-
tion times oyoa1 (SM) /010t (MG) (red line). . . . . . .. ... .. ... 7

The resolution function fitted by Johnson SU function + Gaussian:
The horizontal axis is /sy, — /stgp, and the vertical axis is probability. 79
The final iteration of the fitting of the parameters p;(, /stgp). ..... 80
The parameterized resolution function, normalized at each | /54, point. 80
The SM ¢q — tt reconstructed /s; distribution (light-blue his-
togram) and the convoluted signal |/s; p.d.f at A =0 (red line). . . . 81

The example of Z’ process: The parton level /s;; distribution (left)
and the difference between reconstructed and parton level /s (right)
with M(Z)=700 GeV/c®. . . . . . . . .. . . 82

The differences between reconstructed and parton level /s;, and the
resolution functions (red lines) for the various M (Z'), each top right
plot is the parton level ,/s;; distribution. . . . . . . . . ... ... .. 83

The reconstructed /s; distributions (light-blue histogram) and the
convoluted signal /s p.d.f’s (red lines) for the various mass and A
pointsat I/M =0.2. . . . . . ... 84

The reconstructed “background ,/s;” distributions. . . . . . . . . .. 86
The total “background /s;7” p.d.f, fitted by Johnson SU + 2 Gaussian’s. 86

An example of pseudo experiment: The pseudo data distribution and
the signal+background best fit functions (left), and —21og[L())/ Lmax]

(right). . . .« 88
The best fit A distributions from the 10 thousand PEs at |A| = 0.05,
0.1,0.2, M =500 GeV/c> and T/ M =0.2. . ... ........... 89
The mean values of the fitted A distributions as a function of the true
A from 10k PEs. The lengths of the bar represent the RMS. . . . .. 89

vii



7.16

7.7

7.18

7.19

8.1
8.2

8.3

8.4

8.5

8.6

8.7

8.8

The left figure shows the usual confidence interval of 1 — v confidence
level, ®! is the quantile, imitating Ref. [57]. The right plot shows
the example of the actual pseudo experiments assuming I'/M = 0.2
and M =500 GeV/c® . . . . . 90

The expected fitted A fluctuations assuming each mass and width
(statistical fluctuation only). The vertical axes represent the fitted
A fluctuations and the horizontal axes are the assumed masses, with
the fixed widths. . . . . . . ..o oo o 91

One pseudo experiment example: The 96% C.L. lower and upper lim-
its (left), the lower and upper limits distributions from the 10 thou-
sand psueudo experiments (right), assuming I'/M = 0.2 and M = 700

GeV/c? (statistical fluctuation only). . . . . ... ... ... .. ... 92
The expected 95%C.L. lower and upper limits assuming each T'/M

and mass point (statistical fluctuation only). . . . . . . .. ... ... 93
The likelihood fit results using the nominal distributions. . . . . . . . 97

The example of systematic uncertainty due to the top quark mass
and JES uncertainties: The left plots show the changes of shape by
shifting top mass by +2 GeV/c? and JES by +1o. The right plot
shows the best fitted A by shifting top mass by +£2 GeV/c? and JES
by +10 assuming the massive gluon M = 400 GeV/c? and I'/M = 0.05. 98

A\ as a function of true A from the top mass and JES uncertainties
at the various massive gluon masses and widths. . . . . . . . ... .. 99

The top 3 plots show the relative weights of the different PDF sets
to CTEQAL, and the bottom 20 plots show the relative weights of 20
eigen vectors to CTEQ6M central value, as a function of generator

level /siz. . -« o e e e 100

The reconstructed SM /s distributions in ¢g — ¢t (tops) and gg —
tt (bottoms) processes. In qq — tt process, the effects from the eigen
vector uncertainties are small (Top right plots show the 20 eigen vec-
tor +10 variations, which are almost identical). In gg — ¢t process,
the difference between MRST72 and MRST75 and the uncertainty of

15th eigen vector gives the visible shape change. . . . . . . . .. . .. 101
An example of the best fitted As for the different PDFs at I'/M=0.2,
M=500GeV/c?,and A=0.2. . . . . . ... ... 101

The data-MC ratio of tagging efficiency as a function of jet Er. The
blue lines show the uncertainties. . . . . .. . ... ... ... .... 103

The total Systematic uncertainties as a function of true A\ at the
massive gluon mass is 450 GeV/c2 and T/M =0.1. . . ... .. ... 104

viii



8.9

9.1

9.2

9.3

9.4

9.5

9.6

9.7

9.8

Al
A2
A3
A4
A5
A6

B.1

Example of the lower/upper limit shifts by the systematic uncertain-
ties at I'/M = 0.20, M = 700 GeV, A = 0 (left) and I'/M = 0.20,
M =600 GeV and A = 0 (right). The histograms are the likelihood
functions without the systematic effects, and the smooth lines are the
likelihood functions with the systematic effects. . . . . . . . ... .. 105

tt invariant mass distribution (black points) with SM predicted distri-
bution (histogram). The pink hatch is the background normalization

uncertainty. . . . ... Lo Lo 106
An example of the likelihood fit (left) and the consistency with the
standard model from the statistical fluctuations (right). . . . . . . . . 107

The best fitted As of data (red) as a function of massive gluon mass
for the 6 width points, 0.05 < I'/M < 0.5. The blue, light blue,
yellow, green regions are the central value, 1, 2, and 3 os from SM
expectations. . . . . ... L. oL e 108
The left plot shows an example of the likelihood distribution to ob-
tain the 95% C.L. limits at I'/M = 0.1 and M = 800 GeV/c. The
right plot shows the obtained limits (arrows) with the expected limits
obtained by the standard model MC (histograms). . . . . . . ... .. 109
Limits on A as a function of the massive gluon mass at each width
including the systematic uncertainty effects. The yellow regions are
excluded, and only the white regions are allowed in 95% confidence

The top quark pr distributions of data (black points) and the SM
predictions (histograms) in the hadronic (left) and leptonic (right)

The data (black points) and the standard model MC (histograms)
most probable response variables of Er of b-quark (left), light-quark

(middle), and the pr of neutrino (right). . . . . ... ... ... ... 113
The likelihood distributions of data (black points) and the standard

model MC (histogram). . . . . . . ... ..o L 113
The SM+MG reconstructed /s p.d.fs with I'/M =0.05.. . . . . .. 116
The SM+MG reconstructed /s p.d.fs with T'/M =0.10.. . . . . .. 117
The SM+MG reconstructed /s; p.d.fs with I'/M =0.20.. . . . . .. 118
The SM+MG reconstructed /s; p.d.fs with I'/M =0.30.. . . . . .. 119
The SM+MG reconstructed /s; p.d.fs with T'/M =0.40.. . . . . .. 120
The SM+MG reconstructed /s; p.d.fs with T'/M =0.50.. . . . . .. 121

The standard model (green), generated (red) and re-weighted (blue)
reconstructed /sy distributions with A = +0.2, M = 500, 700 GeV /2,
and I'/M = 0.2. Each bottom plot shows the (re-weighted)/(generated)

X



B.2

C.1
C.2
C.3
C4
C.5
C.6

D.1
D.2
D.3
D.4
D.5
D.6
D.7
D.8

The standard model (green), generated (red) and re-weighted (blue)
observed level py distributions with A = +0.2, M = 500, 700 GeV /c?,

Tatlo. . . . . . e e e e e e e e e e e 123

Total systematic uncertainties as a function of true A at I'/M = 0.05. 125
Total systematic uncertainties as a function of true A at I'/M = 0.10. 126
Total systematic uncertainties as a function of true A at I'/M = 0.20. 127
Total systematic uncertainties as a function of true A at I'/M = 0.30. 128
Total systematic uncertainties as a function of true A at I'/M = 0.40. 129
Total systematic uncertainties as a function of true A at I'/M = 0.50. 130

Kinematic distributions of tight jets. . . . . ... ... ... .. ... 132
SecVtzr b-tagged jet distributions. . . . . .. ..o 133
SecVtr b-tagging related distributions. . . . . . . ... ... 133
Kinematic distributions of leptons. . . . . . . . . ... ... 133
The missing Er, phi of fp, W transverse mass, and Hr distributions. 134
Vertex related distributions. . . . . . . . ... L0000 L. 134
AR distributions. . . . .. ... 134
A¢ distributions. . . . .. ..o 135



List of Tables

2.1

3.1

3.2

4.1
4.2

4.3

4.4

4.5
4.6

6.1
6.2
6.3

7.1

7.2
7.3
7.4

8.1

Properties of the CDF 1II calorimeter systems. The energy resolutions
for the electromagnetic calorimeters are for electrons and photons; the
resolutions for the hadronic calorimeters are for isolated pions. . . . . 19
Systematic uncertainties in the luminosity calculation using the CLC
and the CDF measurement of the inelastic cross section. . . . . . .. 36
Summary of identification and kinematic cuts of electron, muon, and
Jeb. e e 38
Cross sections used to estimate backgrounds. . . . . . . ... ... .. 43
Expected contribution from non-W backgrounds. The ¢t contribution
is removed from the missing Er distribution. Statistics are merged
for all events with three or more jet multiplicity bins in the fit, and
errors include the systematics. . . . . . . .. ..o 43
The heavy flavor fractions for W-+Heavy Flavor background. These
are the fractions of generic W+jets (in %) containing heavy flavor jets. 44
Tagging efficiency for the various classes of heavy-flavor event in
Wjets. . . . o o e 44
Selection criteria for tracks used by the jet probability algorithm. . . 47
The measured t¢ cross sections (pb) using the JetProb, the first errors
are the statistical uncertainties and the seconds are the systematic
uncertainties. . . . . . . L Lo Lo oL 48
The regions to fit transfer functions at 3n x (5 + 3)Er ranges. . . . . 61
The 3n x (5 + 3) Er regions to fit the bottom quark transfer function. 64
The combination selection efficiencies by selecting largest likelihood
combination. . . . . . .. ..o 73
The \/S_tzp step to fit the resolution function. . . . . . . ... ... .. 78
The background estimationsin 1.9 fb~=%. . . . .. ... .. ... ... 85
The parameter points to test the linearity of \. . . . . .. ... ... 88
The massive gluon parameter points to test the fitted A fluctuations
with the standard model pseudo data. . . . . ... ... ... .... 90
The sources and the processes of systematic uncertainties. . . . . . . 95

xi



8.2
8.3

8.4

9.1
9.2

Al
C.1

The parameter points to study the systematic effects. . . . . . . . .. 95
The slopes (top values in each block) and intercepts at A = 0 (bot-
tom value in each block) at the various mass and width points using

nominal distributions. . . . .. .. ... oL o oL 96
Scale factors from the ratio of data/MC according to the number of

Vertices. . . . . .. L e e 103
Observed 95% C.L. lower limits . . . . . ... ... ... ....... 111
Observed 95% C.L. upper limits . . . . . . . . . ... ... ... ... 111

The parameter regions of the massive gluon p.d.fs in Figs. A.1-A.6. . 115

The meanings of the abbreviations in Figs. C.1-C.6. . . . . . . .. .. 124

xii



Chapter 1

Introduction

This section provides a brief overview of the standard model of particle physics, of
top quark phenomenology, and of the massive gluon.

1.1 The Standard Model

The standard model of particle physics describes all known fundamental parti-
cles (quarks and leptons) and their interactions in the strong, electromagnetic and
weak nuclear forces. The model itself is a combination of the theory of quantum
chromodynamics (QCD) [1, 2] and the Glashow-Salam-Weinberg (GSW) theory of
electroweak interactions [3, 4, 5]. The former describes the strong nuclear force
and is represented by the SU(3)c gauge group, while the latter describes weak and
electromagnetic forces and is represented by the SU(2), x U(1)y gauge group. The
standard model is locally invariant under transformations of the group,

G = SU@B3)e x SU2), x U(1)y. (1.1)

It is known that there exist three generations of fundamental fermions. Each
generation consists of a pair of leptons, whose interactions are mediated by the

electroweak forces,
e 7 T
() (4)- (0): =

and a pair of quarks, whose interactions are mediated by electroweak and strong

(QCD) forces,
(@) () 6): e



The existence of three generations of quarks and leptons gives a natural explana-
tion of CP violation. However, any theory cannot succeed to give a natural explana-
tion of the three generations. The vast majority of stable matter we observe is made
up of particles entirely in the first generation. Bosons mediate each of the forces
described by the standard model: the photon (7) for the electromagnetic force, the
W+ and Z° bosons for the weak force, and the gluon (g) for the strong force.

The standard model has been successful at describing interactions of the parti-
cles described above, all of which have been discovered experimentally. In addition,
many of the predicted properties of these particles have been confirmed, some to a
high degree of precision. However, in order for the symmetry described in Eq.(1.1)
to be exact, the fermions and the W and Z bosons would have to be massless. In
order for the standard model to be compatible with the large masses of the W and Z
bosons and thus the large division between weak coupling constant (Fermi coupling
constant) and electromagnetic coupling constant (fine structure constant), sponta-
neous symmetry breaking must occur. This symmetry breaking would additionally
be responsible for the mass hierarchy observed in the fermions. This Electroweak
Symmetry Breaking (EWSB) is accomplished by the introduction of a scalar field
known as the Higgs Field [6]. The existence of a massive boson, the Higgs boson,
would be associated with the Higgs field.

The existence of the Higgs boson has yet to be confirmed experimentally, and
remains one of the most important tasks for the field of high energy physics. Direct
searches for the standard model Higgs boson at the CERN Large Electron Positron
(LEP) collider have set a lower bound on its mass of My > 114.4 GeV/c? at the 95%
confidence level [7]. In addition, indirect bounds on the mass of the Higgs boson can
be set from precision measurements of the top quark and W boson masses, as these
quantities are sensitive to InMy through radiative corrections. Using measurements
of the top quark mass and the precision electroweak measuments made at LEP [8],
the constraints on the standard model Higgs bosons are

My = 76133 GeV/c?, :
My < 144 GeV/c* at 95% C.L.. (1.5)

1.2 The Top Quark

Following the discovery of the bottom (b) quark in 1977, the existence of its
doublet partner, the top (t) quark, could be inferred for several reasons. For one,
the renormalizability of the standard model requires that the sum of electric charges
of all left-handed fermions must equal zero. This condition is only satisfied with the
existence of a sixth quark with an electric charge of +2/3. In addition, the precise
measurements involving the isospin of the b-quark can be made at ete™ colliders
which can be used to exclude the possibility of the b-quark being a member of a
singlet [9]. The discovery of the top quark was accomplished in 1995 at the CDF
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and DO experiments [10, 11]. By the end of the 1992-1996 collider run (Run I),
combined measurements from both experiments datasets of ~ 100 pb™! provided a
measurement of the top quark mass of M; = 178.0 = 4.3 GeV/c? [12].

1.3 Top Quark Production

In pp collisions, top quarks are predominantly produced in pair form via the strong
force, while single top quark production via the electroweak force is predicted in the
standard model. At the current Tevatron center-of-mass energy of /s = 1.96 TeV,
top-antitop pair (¢¢) production occurs via the channel ¢g§ — ¢ approximately 85%
of the time while occurring via the channel gg — tt the remaining 15% of the time
[13]. The leading order diagrams for these production channels are shown in Fig.
1.1.

q t
g
q t
g t g ‘ssusus————— t g ——— t
g 'y 'y
g t g s e t g —— t

Figure 1.1: Top: Leading-order production diagram for ¢ — tt. Bottom: Leading-
order production diagrams for gg — tt.

The theoretical prediction of the ¢ production cross-section at Next-to-Leading
Order (NLO) is o¥0 = 6.770: pb at M, = 175 GeV/c? [13]. Figure 1.2 shows
the NLO calculation of oy for pp collisions at /s = 1.96 TeV as a function of top
quark mass. A combination of current measurements of o;; made at CDF during the
current collider run, Run IT (/s =1.96 TeV) is also shown, and is in good agreement

with the predicted value.
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Figure 1.2: NLO calculations of oy [13] for pp collisions at /s=1.96 TeV as a
function of top quark mass. Also shown are the experimental measurements of oy
made at CDF using RunlI data [14].

1.4 Top Quark Decay

Nearly 100% of top quarks are expected to decay via the channel ¢ — Wb. Other
decay channels are permitted in the standard model, but are heavily suppressed by
factors of |Vis?/|Vip|? &~ 1072 and |Vig|?/|Vis|? = 5 x 107, where V}; is the Cabibbo-
Kobayashi-Maskawa (CKM) weak-mixing matrix [15]. The large mass of the top
quark results in a very rapid decay with a mean lifetime of 7, ~ 10724 s. As this is
shorter than the timescale required for quarks to form bound states (or ”hadronize”),
the top quark essentially decays as a "free” quark. The b-quark resulting from the
decay will then proceed to hadronize and manifest itself in the detector as a jet, or
a collimated stream of hadrons. The W boson will decay rapidly into either a pair
of quarks or a charged lepton and a neutrino. Thus, for the case of a ¢t pair decay,
there are six particles in the final state: two b-quarks and two decay products from
each of the W bosons. It is the decay mode of the W bosons that defines the decay
channels of the ¢t system used in its experimental study. These decay channels are
classified as:



The all-hadronic channel, where both W bosons decay to quarks, resulting in
a final state having an experimental signature of six jets. This decay mode carries

the largest branching ratio, of 46%), but suffers from the largest amount of irreducible
QCD background.

The lepton+jets channel, where one W decays to a lepton and the other to
quarks, resulting in an experimental signature of a high momentum lepton, four jets,
and missing transverse energy associated with the neutrino. Due to the difficulty
of identifying 7 leptons at a hadron collider, only leptonic states with an electron
or muon in the final state are considered. This channel carries a branching ratio of
30%. The analyses described in the dissertation are performed in the lepton+jets
channel.

The dilepton channel, where both W bosons decay to leptons, resulting in an
experimental signature of two high momentum leptons, two jets, and large missing
transverse energy associated with two neutrinos. As with the lepton+jets channel,
only leptonic states with an electron or muon on the final state are considered. The
remaining 20% of t¢ decays involve the production of a lepton that does not decay
to an e or u. While measurements in this so-called ”7 4+ X” channel are possible,
they do not afford nearly the same precision that any of the other three channels
do.

1.5 Top Quark Mass

The top quark mass is a fundamental parameter in the standard model. Due to
its relatively large value, it has a more critical influence on the standard model cal-
culations than the other quarks. It influences higher order (radiative) calculations
to electroweak processes. It also helps to constrain the mass of Higgs boson via the
radiative correction to the mass of the W boson. Figure 1.3 shows two differing
views of the constraint on the Higgs boson mass using the precise electroweak mea-
surements, such as the W boson mass from LEP, and of the top quark mass from
the Tevatron. As indicated in Fig. 1.3, the most likely value of the Higgs boson
mass is ruled out by the direct observation at LEP. Failure of the standard model
to properly describe these results may indicate new physics yet to be discovered.
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Figure 1.3: Electroweak constraints on the Higgs boson mass using the current best
measurements of W boson and top quark mass (left). Global fit of Higgs boson mass
to several electroweak parameters (right).

1.6 Massive Gluon

The mass of the top quark is the largest among all fermions and provides a sensitive
probe of new physics. The heaviness of the top quark may reflect the presence of
new physics at the electroweak scale. An attractive approach to understand elec-
troweak symmetry breaking and the origin of fermion masses is that of new strong
dynamics. The popular models of new strong dynamics are those of technicolor,
topcolor, and their variants. In topcolor models, a spin-one Coloron (top-gluon),
produced by quark-antiquark annihilations, would decay into tf and bb with roughly
equal probability, and would be appear as a broad resonance [16]. In technicolor
models, a spin-zero color-octet resonance, the techni-eta, is produced in gluon-gluon
fusion and decay into t¢ [17]. The process, g — Z' — tt has been searched for at
the Tevatron by both CDF and D@ [18, 19, 20]. We search for the process which
interferes with the standard model q7 — g — tt process, assuming the existence of
a gluon like particle with non-zero mass, which we call Massive Gluon (G) in the
dissertation.

From an experimental point of view, it is preferable to perform the search with the
generic case. Figure 1.4 shows the Feynman diagram of the massive gluon process.
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Figure 1.4: Feynman diagram: Left diagram is SM ¢q — g — tt. Right diagram is
the massive gluon process. These processes interfere.

By assuming that the massive particle interferes with the gluon, the production
matrix including parity violation is written by the following way:

|-/\/tprod|2 = g;nggz(Q - ,82 + ,82 COS2 0)

4
+ %)FHGé? [(r® + ) (r +1)% = 2rl(r® + 1%) % + 2(r* — I*)*Bcos b + (r* + 1%)? B cos® §]

+ %)\Him.éz [(r* +1°)(1 + Bcosh)® +2rl(1 — Beosh)® + (r +1)*(1 — B%)]. (1.6)

The first, second, and third terms correspond to the standard model qq — tt
production, the massive gluon production, and the interference term, respectively.
The color factor 2/9 is not written in Eq.(1.6).

e (3 and @ are the velocity (v/c) of top quark and the scattering angle of the top
quark with respect to the initial quark direction in the ¢¢ rest frame.

A is the product of the massive gluon coupling to the light quark, A,, and to
the heavy quark, A\g, relative to the strong coupling, g;.

The current: j* = o(rR + [L)y"u

R=(1+7)/2, L=(1-)/2

r24+02=2



In Eq.(1.6), the gluon, massive gluon, and interference propagator factors are

1

Hg == g, (17)

1

HG == = , (18)
(8 — Mg)* + MET
0 - M2

1_[ini:. = Z7a_ 219 212 ° (19)
§(8—ME)?+ METE

The helicity of heavy quark is

1
hM|? = —h|M? = %éZCg—Q [(A2XS)(r? + 1P)ILg + AgAQILine.] (r* — 17)(1 + Bcos)®. (1.10)
Q

With the assumption of no parity violation (r = [ = 1), the production matrix is
simply written by

2
Moproa|” = §g;‘j§2(2 — B2 + B2 cos? 0) (I, + Ay, + NTlg). (1.11)
With the massless light quarks approximation, the decay width is written by
2
_ 9sMg 2 2
I'g= e (nf)\q + )\Q). (1.12)

There are 3 independent parameters, A, Mg, and I'¢/Mg. A can be both negative
and positive, which distorts the ¢ invariant mass spectrum. I'¢/Mg is typically
large (I'¢/M¢g 2 0.2), but smaller widths are also explored.

Because there is no Monte Carlo generator for gluon and massive gluon interfer-
ence, we put the massive gluon effect in PYTHIA [21]. Figure 1.5 shows the example
of ¢t invariant mass distribution from the modified PYTHIA using GRV 94L PDF
set with the various masses assuming I'/M = 0.20, A = &1, M; = 160 GeV/c?, and
/s = 1.8 TeV to compare with Ref. [16].
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Figure 1.5: Left and right plots show the A = —1 and +1 cases respectively with
/M = 0.20, M; = 160 GeV/c?, and /s = 1.8 TeV.



Leading order total cross sections (output of PYTHIA) are well fitted by the
quadratic functions of A\, as shown in Fig. 1.6. Total cross section can be both
higher and lower than the standard model due to the interference effect. The total
cross section information is not used in the search, because the ¢ production cross
section at the Tevatron can not be explained in the leading order and NLO cross
sections with the massive gluon are not known.
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Figure 1.6: Total cross section as a function of A for the various masses and decay
widths.



Chapter 2

Experimental Apparatus

The experimental apparatus consists of the accelerators, the CDF detector, and
the data acquisition systems. These have been continuously upgraded since the first
Tevatron collision in October 1985.

2.1 The Fermilab’s Accelerator Chain

(All the accelerator figures and contents are courtesy of Fermilab Accelerator Divi-
sion)

The accelerator complex is described in detail in Ref. [22] and briefly summarized
here. It consists of the pre-accelerator, the linear accelerators (linac) [23], the booster
[27], the main injector [29], the antiproton source [30], the Recycler [32], and the
Tevatron [34]. An overview of the accelerator complex is shown in Fig. 2.1.

2.1.1 The Pre-accelerator

The pre-accelerator produces the beam of 750 keV H~ ions, which consists of a
negative hydrogen ion source [24], a Cockcroft-Walton generator [25], an electro-
static accelerating column, and a transport line. Hydrogen gas is passed through
a magnetron to produce H~ ions at the dome with a potential of -750kV. The po-
tential is created by the 5-stage diode voltage multiplier, which converts 75kV AC
to the -750kV DC. The extracted H~ ions are accelerated to 750 keV by passing
through the accelerating column. The amount of H~ beam allowed to pass from
the source to the Linac is controlled by the chopper. The transport line includes
the focusing magnets and a single gap RF cavity which bunches the beam at the
RF frequency of the Linac. A schematic view of the pre-accelerator is shown in Fig.
2.2.
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Figure 2.2: Ion source and the electrostatic accelerating column.

2.1.2 The Linac

The Linac is a two-stage linear accelerator that produces a pulsed beam of 400
MeV H~ ions for charge-exchange injection [28] into the Booster. The first stage
is an Alvarez drift-tube accelerator [26], which accelerates the ions to 116 MeV.
The second is a side-coupled linac, which accelerates the H~ beam to 400 MeV.
The accelerating gradient for each side-couple cavity is about three times that of
the drift-tube Linac. The H~ beam is focused by the quadrupole magnets at both
Linacs.

2.1.3 The Booster

The booster [27] is an 8 GeV proton synchrotron as an injector for the Main Ring.
It accelerates 400 MeV protons obtained from the Linac by stripping the electrons
off the negative hydrogen ions. H~ ions are merged with protons circulating in the
booster using dipole magnets, and the combined beam is passed through carbon foil
to strip electrons, as shown in Fig. 2.3. The opposite charge of the injecting H~ and
the circulating proton allows to merge the beam efficiently. The booster consists of
a series of magnets arranged around a 75-meter radius with 18 RF cavities.
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Figure 2.3: A schematic view of the Fermilab Booster injection area.

2.1.4 The Main Injector

The main injector is a synchrotron, which accelerates 8 GeV protons from the
booster to either 120 GeV or 150 GeV. When used to produce the antiprotons, the
final energy is 120 GeV. When used to inject into the Tevatron, the final beam
energy is 150 GeV. The main injector can accept both protons from the booster and
antiprotons from the antiproton source. The main injector contains 20 RF cavities
for particle acceleration and a series of dipole/quadrupole magnets for beam focusing
and steering.

2.1.5 The Antiproton Source

The antiproton source [30] consists of a target station, a Debuncher ring, and an
Accumulator ring. The 120 GeV proton beam from the main injector is delivered
to a nickel target, producing the antiprotons in a shower of secondary particles.
Antiprotons of 8 GeV are most effectively produced by about 120 GeV proton beam.
About one antiproton is produced for every 10° protons striking the target. The
secondary particles are collected and focused by a cylindrical lithium lens, as shown
in Fig. 2.4. Lithium is the least-dense solid conductor which reduces the antiproton
absorption and multiple scattering. 8 GeV antiprotons are selected by a pulsed
dipole magnet and delivered to the Debuncher.

13
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The Debuncher is a rounded triangular-shaped synchrotron with a mean radius
of 90 meters. It reduces the high momentum spread of antiprotons from the target
station to improve the Debuncher to Accumulator transfer through bunch rotation
and adiabatic debunching. Both (transverse) stochastic cooling [31] and (longitudi-
nal) momentum cooling are applied to reduce the beam size and momentum spread.
The Debuncher keeps the antiproton energy at 8 GeV.

The Accumulator is also a triangular-shaped synchrotron of radius 75 meters and
is in the same tunnel as the Debuncher. Its purpose is to accumulate antiprotons
extracted from the Debuncher. All of the antiprotons made are stored here at 8
GeV and cooled through the several different cooling systems. After several hours,
enough antiprotons have been accumulated, antiprotons are transfered to the Main
Injector and the Tevatron for a store (or to the Recycler via the Main Injector).

2.1.6 The Recycler

The Recycler is an antiproton storage ring located along the ceiling of the Main
Injector tunnel, which keeps the antiproton energy at 8 GeV. The proposed purpose
of the Recycler was to recycle the antiprotons from a Tevatron store. The recycler
now accepts the antiproton beam only from the antiproton source and cools further
than the Accumulator is capable. The Recycler uses both a stochastic cooling and
an electron cooling system [33]. The recycler uses the stochastic cooling until the
intensity reaches 2 x 10'2 particles per pulse. The electron cooling is used to cool
the antiprotons further.

2.1.7 The Tevatron

The Tevatron is a 1 km radius synchrotron which accelerates proton and antiproton
from 150 GeV to 980 GeV [34]. All dipoles, quadrapoles, and correction element
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magnets are superconducting magnets, cooled to about 4.6 K with liquid Helium.
Proton and antiproton collide at the positions of CDF and D@ detectors. The
separators around the ring separate the proton bunches from the antiprotons except
at the collision regions. There are 3 trains of 12 bunches and a abort gap between
the trains in the Tevatron, as shown in Fig. 2.5.

Bunch 21 buckets 1113 RF buckets total

139 buckets
o ik

AL g g g g

Abort Gap
Figure 2.5: Bunch spacing in the Tevatron.

2.2 The CDF Detector

The CDF detector is an azimuthally and forward-backward symmetric detector
designed to study pp collisions at the Tevatron. A schematic overview of the CDF
detector is shown in Fig. 2.6.

The CDF coordinate system is right-handed, with the z-axis pointing along the
proton direction. The remaining rectangular coordinates x and y are defined point-
ing outward and upward from the Tevatron ring respectively. Often, it is more
convenient to work in polar coordinates (which are facilitated by the symmetry of
the CDF detector in the xy-plane), where r = /22 + y2 + 22 and ¢ = tan~!(y/x).
The canonical third variable in the polar coordinate system is # = cos™(z/r). How-
ever, f is not invariant under longitudinal boosts. Since the constituent particles
of the proton and the antiproton will not have an initial energy of 980 GeV, the
production of particles as a function of angle will depend on the initial velocities of
the constituent particles. The rapidity, defined as:

(2.1)

is invariant under boosts along the z-axis. For the massless case (p > m), the
rapidity can be approximated as the pseudo-rapidity, defined as:

n = In(tan g) (2.2)

This coordinate is invariant under Lorentz transformation and is used as the third
coordinate in the CDF coordinate system. The basic structure of the CDF detector
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Figure 2.6: A cross-sectional view of the CDF detector [35].
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can be subdivided from the inside (starting at the beam-pipe) out into: the tracking
system (responsible for measuring momenta of charged particles), the calorimeters
(responsible for measuring the energy of interacting particles), and the muon system
(responsible for identifying muons).

2.2.1 Tracking System

The CDF tracking system consists of a silicon microstrip tracker and an open-cell
drift chamber. The silicon tracker consists of three subdetectors, listed in order of
distance from the beam-pipe: Layer 00 (L00), the Silicon Vertex detector (SVX),
and the Intermediate Silicon Layers (ISL). The drift chamber, known as the Cen-
tral Outer Tracker (COT), surrounds the silicon tracking system. The entire CDF
tracking system is placed in a 1.4 T magnetic field that is generated by a supercon-
ducting solenoid magnet. The solenoid has a radius of 1.5 m, a length of 5 m, and a
stored energy of 30 MJ when at full field strength. The magnetic field produced by
the solenoid is uniform along the direction of the z-axis. Charged particles within
the magnetic field follow the helical trajectories. The radius of curvature and the
orientation of the helix can be used to determine the momentum and charge of a
charged particle. A schematic overview of the CDF tracking system is shown in Fig.
2.7.

Silicon Detector

The silicon detector, which provides high-resolution position measurements of
charged particles close to the interaction region, consists of three subdetectors. The
main subdetector is the SVXII [36] detector, a five layer, double-sided silicon detector
that covers the radial region between 2.5 cm and 10.6 cm. The SVXII detector is
composed of three cylindrical barrels, each 16 cm long in the z-direction. Each barrel
is divided into 12 azimuthal wedges of 30° each. Each of the five layers in a wedge
is further divided into electrically independent modules called ladders. There are a
total of 360 ladders in the SVXII detector. The double-sided silicon microstrips of
the SVXII detector are arranged so that one side is aligned with the z-axis (known
as "axial” strips) and the other side is either at an angle of 90° or 1.2° with respect
to the axial layer. These arrangements make it possible to make three-dimensional
position measurements by combining the r-¢ and r-z measurements.

The innermost subdetector of the silicon detector, Layer 00 (L00) [37], is a single-
sided layer of silicon wafers mounted directly on the beam-pipe at a radius of 1.6
cm and provides measurements closest to the interaction point. The outermost
subdetector, the Intermediate Silicon Layers (ISL) [38], is comprised of one or two
additional layers of double-sided silicon, depending on the polar angle, at radii from
20 cm to 28 cm. The ISL serves to extend silicon tracking coverage up to [n| < 2.
The combined CDF silicon detector has a total of 722,432 channels.
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Figure 2.7: A schematic overview of the CDF tracking system. The region of the
detector with |n| < 1.0 is referred to as the central region.
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CcoT

The Central Outer Tracker (COT) [39], a large open-cell drift chamber, is positioned
outside the silicon detector from radii of 0.43 m to 1.32 m. The COT contains 8
”super-layers” each containing 12 wire layers for a total of 96 layers. Four of the
super-layers provide r-¢ measurements (axial super-layers) while the other four have
2° inclined measurements (stereo super-layers). The drift chambers are filled with a
1:1 mixture of argon and ethane. This mixture provides for a maximum drift time
of 177 ns with a drift velocity of 100 um/ns, which prevents pileup of events in the
drift chamber from previous events. The resulting transverse momentum resolution
of the COT is 0, /pr ~ 0.15% x pr. In combination the silicon and COT detectors
provide the excellent tracking up to |n| < 1.1 with decreasing coverage to |n| < 2.0.

2.2.2 Calorimeters

The CDF calorimetry system sits outside the solenoid and is responsible for measur-
ing particle energies. The calorimeters sample electromagnetic and hadronic showers
produced as particles interacting with dense material. The system covers a full 27
in azimuth and is subdivided into a ”central” region (|n| < 1.1) and a ”plug” region
(1.1 < |n| < 3.6). Each calorimeter is segmented into ”towers”, containing alter-
nating layers of scintillator and inert material. Each calorimeter system described
below consists of an electromagnetic component and a hadronic component. The
electromagnetic component measures the energy of electrons and photons by sam-
pling electromagnetic showers caused by bremsstrahlung of the electron or e™e™ pair
production of the photon. The hadronic component measures the energy of hadrons
and jets by sampling electromagnetic showers due to neutral meson production and
their subsequent electromagnetic decay and hadronic showers due to strong inter-
actions of hadrons with heavy atomic nuclei. A summary of the CDF calorimeter
systems is shown in Table 2.1.

System | Coverage in 1 | Thickness | Energy Resolution
CEM Inl < 1.1 18X, 1) 13.5% / VEr
PEM |11 <|n| <3.6 | 21X, 1\ 16% / /Er
CHA In| < 0.9 4.5\ 50% / VEr
WHA | 0.7 < |n| < 1.2 4.5\ 75% | VEr
PHA |12< |n| < 3.6 P 80% / VEr

Table 2.1: Properties of the CDF II calorimeter systems. The energy resolutions for
the electromagnetic calorimeters are for electrons and photons; the resolutions for
the hadronic calorimeters are for isolated pions.
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The Central Calorimeter

In the central region of |n| < 1.1, the calorimeter towers are 15° in ¢ and 0.1
in 7. The central electromagnetic calorimeter (CEM) [40] constitutes the front
of the wedges in the central region. The CEM consists of alternating layers of
lead and scintillator, amounting to 18 radiation lengths of material. Embedded
in the CEM is the central electromagnetic shower maximum detector (CES). The
CES provides position measurements of the electromagnetic showers at a depth of
5 radiation lengths and is used in electron identification. Behind the CEM is the
central hadronic calorimeter (CHA) [41], which provides energy measurements of
hadronic jets. The CHA consists of 4.5 interaction lengths of alternating steel and
scintillator. The CHA covers the region up to |n| < 0.9.

The End-Wall and Plug Calorimeter

Since the CHA covers only the region up to |n| < 0.9, the end-wall hadronic
calorimeter (WHA) covers the region from 0.7 < |n| < 1.2. Its construction is oth-
erwise very similar to the CHA. The plug electromagnetic calorimeter (PEM) [42]
consists of alternating lead absorber and scintillating tile readout with wavelength
shifting fibers; the total thickness is 21 radiation lengths of material. A plug electro-
magnetic shower maximum detector (PES) [43] provides position measurement of
electron and photon showers. The plug hadronic calorimeter (PHA) has alternating
layers of iron and scintillating tile for a total of 7 interaction lengths.

2.2.3 Muon Detectors

As muons are 200 times more massive than electrons, they lose considerably less en-
ergy due to bremsstrahlung in the calorimeter and thus are not effectively detectable
by the calorimeter. Thus, the muon detectors sit on the very outside of the CDF
detector, and are separated from the calorimeter by a layer of steel shielding. This
layer of shielding serves to absorb charged pions which can traverse the whole of the
calorimeter and could incorrectly be interpreted as muons. Unlike the tracking and
calorimetry systems, the muon system is incomplete in ¢, due to space constraints.
Its coverage is shown in Fig. 2.8.

The muon detection system consists of three sandwiched drift tube layers, each
utilizing single wire drift cells 4 layers deep. Directly behind the central hadronic
calorimeter and the layer of steel shielding is the central muon detector (CMU) [44]
which can detect muons with py > 1.4 GeV/c in the region of || < 0.6. Additional
muon coverage in this region is provided by the central muon upgrade (CMP) which
is separated from the CMU by 60 cm of steel. The CMP detects muons with pr > 2.0
GeV/c. The central muon extension (CMX) provides further coverage in the region
of 0.6 < |n| < 1.0.
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Figure 2.8: Coverage of the CDF muon systems.

2.2.4 Trigger System

Of the over 2 million pp collisions that occur every second during operation of
the Tevatron collider, the vast majority are not interesting in the study of high
energy physics. CDF employs a three-level trigger system to select events involving
physically relevant phenomena and record them, while rejecting uninteresting events.
Due to the physical limitations involved in physical storage and the rate at which
data can be stored, the trigger system must reduce the data acquisition rate from
the approximately 2 MHz collision rate to approximately 75 Hz. An overview of the
CDF Trigger system is shown in Fig. 2.9.

Level 1 Trigger

The level 1 trigger utilizes the custom designed hardware to make decisions based
on simple physics quantities within events. Raw information from the detector from
every beam crossing is stored in a pipeline capable of buffering data from 42 beam
crossings. Processing of this data takes place in one of three streams. One analyzes
calorimeter information to identify objects that may further be reconstructed into
electrons, photons, or jets. Another stream searches for track segments in the muon
detector, or "stubs”, which may be used in conjunction with tracks in the tracking
system to reconstruct muons. The third stream utilizes tracking data to identify
tracks that can be linked to objects in the calorimeter or muon detector. The level
1 trigger decision takes place 5.5 us after a collision and reduces the event rate to
approximately 50 kHz.
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Figure 2.9: The CDF Trigger and Data Acquistion System.

Level 2 Trigger

The level 2 trigger utilizes the programmable processors to perform limited event
reconstruction on events accepted by the level 1 trigger. These events are then
stored in one of four asynchronous buffers and a decision is made as to whether the
events pass one of the pre-defined level 2 trigger criteria. The decision time for the
level 2 trigger is approximately 25 ps. The level 2 trigger further reduces the event
rate to approximately 300 Hz.

Level 3 Trigger

The level 3 trigger consists of two components: an ”event builder” that uses the
custom hardware to assemble data from all subdetectors of CDF into a reconstructed
event, and a large processing farm consisting of commodity computing hardware.
Each processor in the processing farm can then make a decision as to whether an
event reconstructed by the event builder satisfies pre-defined level 3 trigger criteria.
The level 3 trigger then separates events into streams based on the physics objects
that resulted in their trigger and commits them to permanent storage. The level 3
trigger reduces the event rate to approximately 75 Hz.
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Chapter 3

Dataset and Event Selection

In this chapter, the dataset used in the analyses, the details of the particle identi-
fication, and the event selection criteria are described.

3.1 Electron

3.1.1 Electron Trigger

Using information from several detector subsystems, the trajectories of electron
from pp collisions can be traced from the interaction region with high precision,
through the tracking chambers, and into the electromagnetic calorimeters. The
identification of electrons begins with the on-line trigger system. The data passed
through that on-line system, which classifies the electron characteristics, are stored
into the tape permanently. Then the offline reconstructions are performed for these
events. All events are reprocessed with the re-calculated electron track parameters
with the most up-to-date calibration constants. The best electron candidates are
specified with several selection cuts. The results are a sample of tight central electron
events that contain high-pr events as a subset. The following descriptions are the
principal requirements to identify a high-pr electron event in the central region
(In| < 1.1). The ELECTRON_CENTRAL_18 trigger path is used in the analyses,
which requires the electron objects with an energy in the central electromagnetic
calorimeter and a track in the on-line track reconstruction.

3.1.2 Electron Clustering

A bunch of the electromagnetic calorimeter towers which satisfy the trigger selection
criteria are formed as the electromagnetic (EM) clusters. The EM cluster is a
collection of towers distributing around a seed tower with largest Fr (> 3 GeV),
where the Er of a calorimeter tower is defined by Fr = E'sin as the 6 is the polar
angle measured from the event vertex to the centroid of the tower. The neighbor
towers around the seed tower are only two adjacent towers laid on the || direction
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(called “shoulder” tower), not on ¢. The tower threshold in that cluster is Ep > 100
MeV. In addition, the ratio of the electromagnetic to hadronic energy associated
with the cluster is required to be less than 0.125 in order to reject hadrons.

3.1.3 Electron Corrections

Various corrections are applied in data as well as the MC simulation after triggering
the high p; electron sample.

Vertex Correction : In the trigger level, the electron transverse energy is
calculated assuming the interaction point is located at z = 0.0 cm. The z position of
the interaction point is defined as the z, position of the electron track. Additionally,
the angle of the electron track is used to calculate the Er.

CEM Energy Corrections : Corrections of the CEM response as a function
of the position in local coordinates are implemented. The CEM energies are also
corrected for tower-to-tower gain variations. Additionally, the absolute energy is
scaled in the data and in the simulation such that the Z — e*e™ mass peak is around
91 GeV/c?. This results in +1.2 % correction in the data and -0.6 % correction in the
simulation. The energy in the simulation is also smeared by 2 % in order to match
the resolution observed in the data. Energy dependent variables are re-calculated
to reflect these corrections.

Beam Constrained Tracking : The tracks of the electron candidate are refitted
by a beam constrained tracking algorithm only using COT information. The beam
constrained track induces a bias in the track curvature since the track fitting is
forced to the beam spot. The change of the track curvature has been studied by
looking at the energy-momentum ratio E/p.

Leakage Correction : The electron cluster is basically formed only using
one tower in CEM. Only one adjacent tower along the 7 direction is allowed to be
merged into the electron cluster in CEM if that tower has an energy deposition larger
than the seed tower Ep. If the electron hits near the edge of the tower in ¢ but
not in 7, the leakage energy thus increases significantly. The isolation requirement
on the electron energy to discriminate between jets and electrons or photons will
be disturbed by this energy leakage. The isolation energy is corrected using the
parameterized formula.

3.1.4 Electron Geometric and Kinematic Cuts

Electrons from W — ev decays in the top quark pair process typically have the
large transverse energy. The following geometric and kinematic cuts are applied to
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identify electron from W.

Fiducial Requirements : The fiducial volume ensures the stable and good
response from the electromagnetic calorimeter for the electron candidates. The
boundary of the calorimeters in |n4| < 0.05 and two chimney towers, which are
located for the cryogenic penetration of the magnet, are excluded. In addition to
the restriction due to the mechanical design, the fiducial requirements to eliminate
regions of poor response are also imposed on the azimuthal boundaries in the local
position coordinated of the electron at the calorimeter wedge, |Ziocal| > 21 cm, and
the 90° boundary of the CEM, |zipcal] < 9 c¢m and |zjpca| > 230 cm. The local
positions on the electromagnetic cluster are extrapolated using the maximum pg
track to the plane of the CES in the wedge.

Kinematic Requirements (Er > 20 GeV, pr > 10 GeV/e, |nq4| < 1.1) :
The electron candidates are required within the central region, |ng| < 1.1, which is
covered by CEM. That guarantees precise energy measurements and electron track
quality. The transverse energy (Er) of every electron candidate is required to be
larger than 20 GeV within the central region. The track transverse momentum (pr)
have to be larger than 10 GeV/c. That distinguishes electrons from photons or neu-
tral pions. The track transverse momentum is measured from the fully-reconstructed
track curvature.

Interaction Vertex (|Zyix| < 60 cm) : To keep the interaction within the
fiducial volume of the detector, and to maintain the calorimeter projectile tower
geometry, the interaction vertex is required to lie within 60 cm around the center
of the detector in z. The interaction vertex is identified as the z; position of the
electron track.

3.1.5 Electron Identification Cuts

Several electron identification variables are used to reject backgrounds and enhance
the fraction of true electrons.

Energy-Momentum Ratio (E/p < 2.0 ¢ or Ex > 50 GeV) : The electron
passing through the COT material in the magnetic field makes bremsstrahlung. Due
to the worse momentum resolution of the high-pr track, the energy-momentum ratio
is required to be in the range of E/p < 2.0 c if the electron transverse energy is less

than 50 GeV.
Hadronic Energy Fraction (Had/EM < 0.055 + 0.00045E) : The elec-
tromagnetic showers are mostly contained within the EM calorimeter. To reject the

contamination of hadronic jets that deposit a large fraction of energy in the hadronic

25



calorimeter, small amount of the fraction of hadronic energy is imposed. Since the
leakage of electron energy into the hadronic calorimeter increases with energy, the
sliding cut is applied to maintain a high efficiency for the electron. The hadronic-
electromagnetic energy ratio (Had/EM) is required to be less than 0.055+0.00045F,
where E is the cluster energy in GeV.

Isolation (Iso(0.4) < 0.1) : The isolation is defined as

E%A - ET

Iso(0.4) = 2 ,
T

(3.1)
where E%* is the total transverse energy contained within a cone of radius R = 0.4
(in n-¢ plane) with respect to the center of the electromagnetic cluster. This cut
is also imposed to reject the contamination of hadronic jets. A small isolation cut
leads to a well-separated cluster.

Lateral Shower Profile (Lg,, < 0.2) : The lateral sharing of energy between
the calorimeter towers gives a criterion to identify electrons. The lateral shower
profile, Lg,., is defined as

Eadj Eexp
Lshr = 0.14 x Z (32)
V(0.14)2F + (AE™®)?’

where the summation is over the two towers adjacent to the seed tower in the same
azimuthal wedge, El-adj is the measured energy in a tower adjacent to the seed tower,
E*® is the expected energy in that tower, AE;™® is the uncertainty on E;*’  and
0. 14\/E is the uncertainty on the cluster energy. The expected energy, E.Xp, is a
function of the seed tower energy, impact point, event vertex, and a shower profile
from the test-beam results. Lg,, is required to be less than 0.2.

Strip Chamber Profile (x2, < 10) : The pulse heights on the CES strips
in the electromagnetic shower are compared with channel-by-channel between the
observed shower and the expected shower profiles based on the test-beam results.
The quantity from the fitted results, x2, is required to be less than 10.

Track Matching (-3.0 cn < QAz < 1.5 cm and Az < 3.0 cm) : A track
matching is required that the extrapolated track of the electron candidate points out
into the electromagnetic shower location measured by CES. The differences to each
direction, Az and Az, denote the separation between electron track and electron
cluster in CEM, where () is a track charge.

Track Segment : The only well-reconstructed electron tracks are used. The
stub of the electron track is required to have more than 3 axial super-layers and 2
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stereo super-layers with at least 5 hits in COT.

Conversion Removal : When high energy photons convert to electron-positron
pair, those signatures will be mimics of the high Er electron signatures. Those fake
signals are removed by the requirement of an electron track pair with opposite
sign pointing the same origin. At the conversion point, both tracks are almost
parallel and follow the direction of the parent photon. Thus |Azy| < 0.2 cm and
|A cotf| < 0.04 are required for an opposite-signed track, where |Azy| is the r-Ag¢
separation at the point of conversion. In order to avoid the over-filtering to the
additional conversion of the photon radiated from the real electron, no existence of
an additional conversion partner which is presumably coming from the real electron
is required.

3.2 Muon

Muon candidates are expected to have a track in the COT which points to hits
in the muon chambers. Muons are almost minimum ionizing particles, hence the
energy deposited by muons in the calorimeter is expected to be only a few GeV,
independent of its momentum.

3.2.1 Muon Triggers

There are three central muon detectors: CMU, CMP, and CMX. Muons in the
dataset basically follow the MUON_CMUP18 or MUON_CMX18 trigger path. The
trigger path for high-pr muons observed in both the CMU and CMP detectors
is MUON_CMUP18. Level-3 of this trigger requires a match between tracks in
the COT and muon stubs in both the CMU and CMP detectors (r-A¢ less than
10 em for CMU stubs and 20 cm for CMP stubs), and a COT track with pr >
18 GeV/c. The trigger path for high-p; muons observed in the CMX detector is
MUON_CMX18. Level-3 of this trigger requires a COT detector track matched to
a CMX stub in a window of 7-A¢ of less than 10 ¢m, and a COT track with py >
18 GeV/e.

3.2.2 Muon Geometric and Kinematic Cuts

Position information from the COT and muon chambers can be used together to
extrapolate the path of a muon through the CDF detector.

Kinematic Requirement (pr > 20 GeV/c): Muons from W decay in the
top quark pair process are expected to have high-pr.
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CMU Track Matching (|Ar|cmu < 7.0 cm): This is a COT and the muon
detector (CMU) matching requirement. The extrapolation of a COT track to the
muon chambers must fall within Ar < 7.0 cm of the associated hits in the CMU
detector.

CMP Track Matching (JA7|cmp < 5.0 cm): This is a COT and the muon
detector (CMP) matching requirement. The extrapolation of a COT track to the
muon chambers must fall within Ar < 5.0 cm of the associated hits in the CMP
detector.

CMX Track Matching (|Ar|cmx < 6.0 cm): This is a COT and the muon
detector (CMX) matching requirement. The extrapolation of a COT track to the
muon chambers must fall within Ar < 6.0 cm of the associated hits in the CMX
detector.

COT exit radius (for CMX muons) > 140 cm: The exit radius requirement
is imposed on CMX muon only to guarantee that muons passing through the COT
detector have the opportunity to pass through a minimum number of COT layers.

Interaction Vertex (|Zytx| < 60 cm): The same reason as electron.

3.2.3 Muon Identification Cuts

Several muon identification variables are used to reject backgrounds and enhance
the fraction of true muon.

EM Energy (Egm < max(2.0,2.0 4+ 0.0115 X (p — 100.0)) GeV): The
energy deposited by a muon passing through a CEM tower must be less than 2.0 or
(2.040.0115 x (p—100.0)) GeV, whichever is a maximum. This ensures that muon
candidates are consistent with the expectations of minimum ionizing particles.

Hadronic Energy (Egap < max(6.0,6.0 4+ 0.0280 X (p — 100.0)) GeV):
The energy deposited by a muon passing through a central hadronic calorimeter
tower must be less than 6.0 or (6.0 +0.0280 x (p—100.0)) GeV, whichever is a max-
imum. The threshold for the hadronic region of the calorimeter is higher than that
for the electromagnetic region because the hadronic region contains more material
for the muon to interact with.

Isolation (Iso(0.4) < 0.1): Like electron candidates, muon candidates have
a maximum value of isolation. For muons, isolation is calculated the same as for
electrons, although the subtraction of the muon pr is not necessary. To measure
muon isolation the E in a cone of AR < 0.4 around the track which has been
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matched to hits in the muon detectors is use. The isolation is determined as:

EO.4
Iso(0.4) = -, (3.3)
pr

where pr is calculated by the muon track using the hit information from the COT
and E%* is the transverse energy within a cone of AR < 0.4.

Impact Parameter (dy < 0.2 cm if no silicon hits, dy < 0.02 cm if silicon
hits): The impact parameter, dy, is used to help with the rejection of cosmic rays
which pass through the CDF detector and might enter the dataset. dj is determined
using the track which has been matched to the hits in the muon detector. The cut
on impact parameter is looser for tracks which do not have silicon hits. The tighter
cut is applied with the silicon hits due to the improvement of the tracking resolution.

Track Segment : The only well-reconstructed muon tracks are used. The stub
of the muon track must have more than 3 axial super-layers and 2 stereo super-layers
with at least 5 hits in the COT.

Cosmic Veto: The muons from cosmic rays are detected and reconstructed in
the CDF detector although they do not originate from the interaction point. Most
cosmic rays pass through the CDF detector leaving the two signatures in the muon
detectors separated in ¢ by 180° and separated in time as the muon passes from one
end of the detector to the other. The cosmic veto algorithm is capable of rejecting
cosmic rays by cutting on the A¢ between a reconstructed muon and any other
muon stub found in the detector while considering the timing information obtained
for the calorimetry and the tracking detectors.

3.3 Jet

3.3.1 Jet Clustering Algorithm, JetClu

The partons produced by the hard interaction processes of the pp collisions expe-
rience the strong force of QCD, and then fragment to the bunch of hadrons. This
parton fragmentation process with the subsequent deposition of single particle en-
ergies into the tower of the calorimeter creates the typical jet structures observed
in collisions producing high transverse energy. Therefore the energy information on
calorimeter towers is used to reconstruct a jet, but the assignment of towers to the
jet is not unique.

The definition of a jet is obviously arbitrary and found by a suitable algorithm. If
one tries to extrapolate a parton information using the suitable algorithm, one has to

29



pay attention to the parton configurations in the perturbative calculation. Higher-
order QCD processes give more elaborate configurations of partons. For instance,
the gluon radiation produced by the association with the hard-scattering partons
may not be observed under the loose size of cone, while the dominant configurations
are the presence of the high-pr scattering from the outgoing hard-scattering partons.
If the experimental definition of a jet is sufficiently loose, all configurations will fall
into the single jet.

Various cone algorithms have been developed with many experiments, where a cone
have a circular cross-section in the n-¢ plane to account for the distortion expected
to form the Lorentz transformation. A fixed cone algorithm, JetClu, is employed
which is a widely used in many analysis at CDF. One merit of using the fixed cone
algorithm is a definition of the tracks associated with the cone. This is supported
by the algorithms of a heavy flavor tagging like a bottom quark.

The JetClu starts by making a list of all towers with an Er greater than some
threshold, called E5**d. The second list containing candidates for clustering is made
of all towers above the second threshold E$2d. At the present the default values
of E5*d and ES$d are 1 GeV and 0.1 GeV, respectively. In the plug and forward
calorimeter regions, towers are grouped together in sets of three in ¢, spanning 15°
to correspond to the segmentation of the central calorimeter. Precluster is formed
by combining all touching seed towers, which are required to have continuously
decreasing tower Ep. The clustering is performed using the tower segmentation
without gathering towers used in preclustering. A fixed cone in 7-¢ space of ra-
dius R is formed around the centroid determined from the E; weighted centroid
of their precluster. The candidate towers in this cone are merged into the cluster
and the centroid is re-computed. Again, all candidates inside the cone around the
new centroid are merged in. This process is iterated on until the tower list remains
unchanged. The actual cone size used in the analyses is 0.4. The iterative cone
algorithm also provides a scheme from treating overlapping clusters. If the towers
of one cluster are completely contained within another, the smaller one (lesser E7)
is dropped. If the towers of different clusters partially overlap, an overlap fraction
is computed as the sum of the Er of the common towers divided by the Er of the
smaller cluster. If the fraction is above a cutoff (default is 0.75), then the two clus-
ters are combined. If the fraction is less than the cut, the clusters remain separate,
and each tower in the overlap region is assigned to the cluster with the nearest center
in n-¢ space. After the towers are uniquely assigned to clusters, the centroids are
re-computed. This tower reshuffling process is iterative, and ends when the tower
lists remain fixed.

3.3.2 Variables in JetClu

During the clustering process, the centroid associated with each cluster is calcu-
lated by assigning massless four-vectors to each of the electromagnetic and hadronic
towers. The four-vectors have a magnitude equal to the energy deposited in the
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tower, and a direction defined by a unit vector pointing from the event vertex to
the center of the face of the calorimeter tower (calculated at the depth that corre-
sponds to shower maximum). A cluster four-vector (p,, py, p;, F) is then defined
by summing over the towers in the cluster:

pwzzpiv pyzzp;p pzzzpia E:ZEZ (34)

Given the cluster four-vector, several jet quantities are readily calculated:

Er = FEsinf, n=—1In {tan <g> } , ¢ = arctan (%) , (3.5)

/ 2_|_ 2
6 = arcsin 2pw Zpy AR (3.6)
N R

Because the z vertex distribution is spread out along the beam line, forming a
Gaussian with a ¢ of approximately 30 cm, it is necessary to correct the pseudo-
rapidity of all jets from 7, to n. This shift implies a small energy correction to
account for the incidence angle of the jets on the face of the calorimeter.

where

3.3.3 Jet Energy Corrections

The measured four-vector of jets generally differs from the energies of the initial
partons. This is the result from both instrumental and physical effects such as
low energy non-linearities, 1 crack energy losses, underlying events, and clustering.
Some of the corrections are decided by the measurable quantities independent of the
theory, while some of them rely on the theory prediction. Thus the row jet energies
measured in the calorimeter must be corrected for detector effects at first before
they can be compared to physics predictions/models. The correction strategy is the
followings:

Relative Corrections : The first step in jet energy corrections is to correct
the jets for any variation in the response with detector 7. For this correction, dijet
event samples are used. Since the transverse energy of the two jets in a 2 — 2
process should be equal, the energies of jets in the plug and forward calorimeters
are scaled to give the energy of an equivalent jet in the central calorimeter. One well-
measured central jet (0.2 < |p| < 0.6) is required and a scale factor is derived from
the dijet balance to the second jet. The central calorimeters CEM/CHA are the best
understood calorimeters in CDF and the selected region is far away from the cracks.
The gain variation depending on the time (run range) in the plug calorimeters is also
taken into account. The corrections for the Monte Carlo and data are determined
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separately since some discrepancy between data and simulation can be seen due to
a lack of the materials in the detector simulation.

Multiple Interaction Corrections : The multiple interaction affects the
measured jet energy when the energy from these minimum bias events falls into the
jet clustering cone. The transverse energy in a random cone is measured in minimum
bias data and parameterized as a function of the number of vertices in the event.
This transverse energy is subtracted from each jet to account for multiple interaction
in the same bunch crossing as a function of the number of vertices in the event. This
correction factor is a linear function of the number of reconstructed vertices in the
event. Only vertices associated with at least 2 COT tracks in minimum bias events
are used to decide this correction factor.

Absolute Corrections : The jet energy measured by the calorimeters must be
corrected for any non-linearity and energy loss in the un-instrumented regions of each
calorimeter. The absolute jet corrections account for the response to particle-level
energy in the central calorimeter. This correction depends on the jet fragmentation
properties. The calibration point is derived using a 50 GeV pion from test beam
data. For the non-linearity response, the tuned Monte Carlo events are used for the
charged and neutral particles. After fragmentation, the events are processed with
a full CDF detector simulation. Each simulated event is compared to the total pr
of all generated particles lying in a cone centered about the measured jet axis. A
quadratic spline fit is used to parameterize the mean jet response as a function of
Er for the each cone size.

Underlying Event Corrections : The underlying event contains all the soft
interactions except the hard one. The underlying event energies must be subtracted
from the measured jet energy when these particles fall into the clustering cone. The
correction procedure is the same as the multiple interaction correction. Events with
only one vertex are used to determine the underlying event correction.

Out-of-Cone Corrections : The jet clustering may not include all the energy
from the initiating parton. Some of the partons generated during fragmentation
may fall outside the cone chosen for clustering algorithm. Out-of-cone corrections
are applied in order to correct the particle-level jet energy to the parton energy
(as much as theoretically allowed). These corrections are completely independent
of detector/calorimeter performance and depend on the parton fragmentation func-
tions. The correction factor is parameterized as a function of jet py. Jet tends to
become narrower at large energies, and the fractional energy deposited outside the
cone decreases.
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Thus, the jet energy is corrected by
pr(R) = [P2Y(R) X fra — UEM(R)] X faps(R) — UE(R) + OC(R), (3.7)

Traw

where R denotes the clustering cone size, pr and p7*" are the corrected and row
transverse momenta of jet, fre is the relative jet energy correction, UEM(R) is the
multiple interactions correction, faps(R) is the absolute jet energy correction, UE(R)
is the underlying event correction, and OC(R) is the out-of-cone correction.

3.3.4 Jet Energy Scale Uncertainties

The differences between the data and CDF simulations of the jet responses are
treated as the systematic uncertainties of the jet energy scale (JES) [58]. The uncer-
tainties are estimated for each type of jet energy corrections. The uncertainties due
to the absolute scale and the jet shape (out-of-cone) are dominant. The main system-
atic uncertainties on the absolute scale are obtained by propagating the uncertainties
on the single particle response (E/p) and the fragmentation. Smaller contributions
are from the calorimeter response close to tower boundaries in azimuth, and from
the stability of the calorimeter calibration with time. The uncertainties from the jet
shape are estimated by measuring the energy flow between cones of size 0.4 and 1.3
in both data and MC simulations. The total JES uncertainties in the central region
are shown in Fig. 3.1.
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Figure 3.1: The total uncertainties of JES as a function of corrected jet pr in the
central calorimeter (0.2 < |n| < 0.6).
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3.4 Bottom Quark Tagging

Most of the non-t¢ events which pass the lepton+jets event selection criteria are not
processes which contain any heavy flavor b or ¢ quarks in the final state. Thus the
b-quark “tagging” technique is important for the top quark analysis. The bottom
hadrons have the long life time (c7 ~ 460um), the large mass, and the semi-leptonic
decay modes (~ 10%/lepton). The keys of b-quark tagging are the displaced sec-
ondary vertex, the large impact parameters of associated tracks, the soft lepton
inside the jet, and the high invariant mass. The displaced secondary vertex tagging,
SecViz [45], and the large impact parameters of tracks inside the jet cone, JetProb
[48], are commonly used in CDF. The details of these algorithms are described in
Chapter 4.

3.5 Missing Transverse Energy

In proton-antiproton collisions at the Tevatron, the total transverse energy should
sum into zero since the colliding protons and anti-protons are known to have zero
momentum in the transverse (z —y) plane. A vector sum of the transverse energy of
all calorimeter towers and muons in the event is considered. The difference between
zero and this vector sum is taken as the missing transverse energy, . There are
many sources of Fr: neutrinos in the event which escape the detector without having
the energy measured directly, particles which escape the detector through cracks
between calorimeter wedges, the small calorimeter energy deposition of muons, the
beam slope which causes the non-central collisions, or the mis-measurement of the
energy. In the lepton+jets dataset, the events with high missing transverse energy
due to the neutrino from W decay are expected.

When tracks and vertex positions are reprocessed offline, a curvature correction
has an impact on the muon pr. Accordingly, the z and y components of the Fr to
account for this effect are corrected:

Ew,corr = Eﬁﬁ,uncor + (pT,uncor - pT,corr) COS(¢HHCOI‘)7 (38)
Ey,corr = Ey,uncor + (pT,uncor - pT,corr) Sin(¢unc0r)- (39)

Up to this point, the ' has been calculated using the raw jet energies. Since the
jet energies are corrected prior to the application of jet Er cuts, the components of
the Fr now need to be adjusted for the difference between the raw and the corrected
jet energies. This is done for all jets by replacing p; of muon with Ep of jets in
Eqgs.(3.8) and (3.9). More than 20 GeV on the corrected Fyp is required.
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3.6 Primary Vertex

Some of the lepton+jets selection criteria require the knowledge of the position of
the interaction point, known as the primary vertex. The calculation of Er as well
as [ relies on the position in z where the collisions occur on an event-by-event
basis. Initially, stand-alone tracking using information from only the silicon and
COT detectors is used to determine the primary vertex z position. A set of minimal
quality requirements are imposed on both silicon and COT tracks; tracks which pass
these requirements are then used by the tracking algorithm to triangulate vertices
in the r-z plane. Since there is a high fake rate for these vertices, the primary vertex
finder imposes stronger criteria on the number of tracks and the minimum py. The
primary vertex finder requires that vertices contain tracks with either silicon or COT
hits associated with them.

A point of origin along the z-axis (zp) is assigned for all tracks in the event. If a
track happens to pass within 1 cm of a silicon stand-alone vertex, or within 5 cm of
a COT stand-alone vertex, it is considered to belong to that vertex. To determine
the position of the vertex, the zy of all tracks for a particular vertex are weighted
by their errors,

L i 04/0%

> 1/67

where the sum is taken over all tracks associated with a particular vertex, z;; and
0; are the zg and the associated error of the i-th track, respectively.

(3.10)

The PrimeVtz algorithm is used to find the z and y coordinates of the primary
vertex. This information is essential for the b-quark tagging algorithm. Starting
from an input vertex with a given xy, yo and zy position, the primary vertex is
the beam-line position which has been measured during proton-antiproton collision.
Some requirement on Az and the impact parameter, dy, are imposed on the tracks
prior to being considered by the vertexing algorithm:

® |2 — Zyertex| < 1.0 cm
e |dy| < 1.0 cm (with respect to the beam-line)
e |dy|/o < 3.0 (with respect to the beam-line)

After passing these selection criteria, the tracks are ranked by decreasing pr. Only
the highest pr tracks which pass the selection criteria are used in a fit to the primary
vertex. The PrimeVtr algorithm removes the tracks with the worst fit, determined
by requiring x%, < 10. The algorithm continues this process of fitting and track
rejection based on xZ, iteratively, until these are no tracks in the fit which have
a x% > 10. The precision obtained in the determination of the vertex z and y
coordinates is ~ 25 — 30 pum, but strongly depends on the z position of the vertex.
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3.7 Luminosity Measurement

The luminosity of hadron collider experiments can be determined from the counting
measurement of inelastic pp interaction which has a large cross section measured with
an uncertainty of approximately 3%. This process allows precisly to measure the
total integrated luminosity. The luminosity monitor has been done at the Cerenkov
Luminosity Counters (CLC) [49] by measuring the rate of the inelastic pp events.
The Cerenkov Counters has a merit that the Cerenkov light is not insensitive to an
accidental event such as the beam halo. The total integrated luminosity is expressed
as

R:D;ﬁ

L=—"%
€CLC * Tin

(3.11)

where R,; is the rate of the inelastic pp events measured by CLC, ecrc is the
CLC acceptance determined from data and simulation, and o, is the inelastic cross
section. The inelastic cross section 61.7 mb is obtained by scaling the CDF mea-
surement o, = 60.4 + 2.3 mb at /s = 1.8 TeV to 1.96 TeV. +1.9 % correction
to the luminosity which comes from extrapolating the inelastic cross section from
Vs = 1.8 TeV to 1.96 TeV is also applied. Using these numbers and requiring the
run to belong to the “Good Run List”, which contains the run list of proper detector
operation, the total luminosity is estimated to be

L=19+0.1fb"" (3.12)

The estimated uncertainty in the CLC measurement is 4.4% and is mostly due to
the uncertainty in the absolute normalization of the CLC acceptance. By using the
CDF measuerment of the inelastic cross section with the 2.5% uncertainty, the total
systematic uncertainty of the integrated luminosity is about 6 %. The summary of
the luminosity uncertainty is presented in Table 3.1.

‘ Effect ‘ Uncertainty Estimate
Inelastic cross section (CDF measurement) 2.5%
CLC acceptance 4.4%
Detector instability <2%
Detector calibration <15%
On-line to Offline transfer <1.0%
Total Uncertainty ~5.7 %

Table 3.1: Systematic uncertainties in the luminosity calculation using the CLC and
the CDF measurement of the inelastic cross section.

36



3.8 The Lepton+Jets Event Selection

Several additional cuts are applied to the candidate events to purify the lepton+jets
sample. The selection criteria are listed in brief below:

e one tight high-p lepton
A single tight electron or muon as described previously

[ ) ET Z 20 GeV
Missing transverse energy > 20 GeV, also described previously

e multiple jets
- Requirement of at least one b-tagged jet
- More than three jets for the top quark pair production cross section mea-
surements
- Exact four jets for the top quark mass measurements and the resonance
search

e 7/ boson veto

The Z boson veto criteria removes events in which the invariant mass of the
charged lepton and another object in the event falls within a specific range of
the Z boson mass. It is the intention of this cut to eliminate events which
come from the decays of Z bosons, but which managed to pass the more
general lepton—+jet selection criteria when one lepton from the decay of the Z
is lost. Z bosons can mimic the signal of a W boson in the CDF detector when
one of the leptons from the Z decay are mis-identified. For example, consider
the decay Z — ee where one electron is included in the jet collection, or falls
into a crack between calorimeter wedges. The veto rejects events where the
tight lepton and any second object from an invariant mass between 76 and 106
GeV/c?, which corresponds to a +15 GeV/c? window around the 91 GeV/c?
Z boson mass.

e Dilepton veto
This is done to ensure that no ¢t candidate events which belong in the dilepton
sample make it into the lepton+jets event sample.

The identification and kinematic cuts of electrons, muons, and jets are summarized
in Table 3.2.
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‘ Variable Value

Global Event Quantities
Z and Dilepton Veto Applied
ET 2 20 GeV
number of tight leptons 1
Jets
Er > 15 GeV
l <20
Tight Electrons
Fiducial and CEM True
Er > 20 GeV
pr > 10 GeV/c
Euan/Erm < 0.055 4 0.00045 x E
E/p (if Er < 100 GeV) <20
pr (if Er > 100 GeV) > 50 GeV/c
Q X Ar > 1.5 and > 3.0 cm
|Az]| < 3.0 cm
‘thrip| <10
L < 0.2
Number of Axial Segments >3
Number of Stereo Segments > 2
| Zytx| < 60 cm
Isolation < 0.1
Conversion False
Tight Muons
Cosmic Veto Applied
CMUP or CMX True
pr > 20 GeV/c
Frm < max(2.0, 2.0 + 0.0115 x(p-100.0)) GeV
Fuap < max(6.0, 6.0 + 0.0280 x(p-100.0)) GeV
‘AIE‘CMU < 7.0cm
‘Ax|CMP < 5.0cm
‘AQJ‘CMX < 6.0 cm
|Azp| < 60 cm
|do| if no silicon hits < 0.2 cm
|do| if silicon hits < 0.02 cm
Number of axial hits >3
Number of stereo hits > 2
Isolation < 0.1
COT exit radius (for CMX) > 140 cm

Table 3.2: Summary of identification and kinematic cuts of electron, muon, and jet.
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Chapter 4

Top Pair Production Cross Section
Measurements

In this chapter, the measurements of the top quark pair production cross section
(04) in the lepton+jets channel are described. The production cross section is
calculated from the following formula:

N, obs T M bkg
(Fscaleﬁtag) (epretag f Ldt) ’

(4.1)

O =

where N is number of events in data passing event selection, Npyg is number of non-
tt events expected to pass event selection, €tag 1S tt acceptance (geometric acceptance
and event selection efficiency), Ficae is the ratio of event tagging efficiencies in data
and Monte Carlo, and [ Ldt is integrated luminosity.

The b-tagging algorithm is the most important part to measure the top quark pair
production cross section. First we describe the #f production cross section using the
SecVtz, and then using JetProb.

4.1 SecVitr Tagging Algorithm

The b-quarks are identified by vertexing the decay daughters of the b or ¢ meson.
The SecViz tagging algorithm is described in detail in Ref. [45], and briefly sum-
marized here. The SecVitr algorithm first obtains a primary interaction vertex on
an event-by-event basis. This primary vertex has a resolution of order 10-20 pm.
The algorithm considers each jet for tagging, and examines tracks within each jet,
applying basic quality cut. The algorithm then attempts to find a secondary vertex
that is displaced from the primary vertex by vertexing tracks with large impact pa-
rameter (dp) significance with respect to the primary vertex, as shown in Fig. 4.1.
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Figure 4.1: The image of SecVizr tagging algorithm. Information of L, significance
is used to be considered “displaced”.

Then a seed vertex is calculated from the two most displaced tracks, and the
tracks are added to that seed vertex. The vertex under consideration has three
tracks with impact parameter significance |dy|/o4, > 2.0 and transverse momentum
pr > 0.5 GeV/c, containing at least one track with pr > 1.0 GeV/c. If no three-
track vertex is found, the algorithm attempts to find a two-track vertex of tracks
with higher quality cut, |dy|/04, > 3.5, and pr > 1.0 GeV /¢, containing at least one
track with pr > 1.5 GeV/c. Once a secondary vertex is found, the distance between
the primary and secondary vertices in the plane perpendicular to the beam-line is
calculated. This vertex is then projected to the jet axis:

Lop = (rgv — 7v) * Djet, (4.2)

where rpy is the position of the primary vertex, rgy is the position of the secondary
vertex, pje is the jet direction, and Lyp is the two-dimensional decay length along
the jet axis. |Lop|/orep > 7.5 for the jet to be considered “displaced”. If the sign
of Lyp is positive (negative), this is considered as a positive (negative) tag.

Long-lived quarks (b’s and ¢’s) enhance the positive tag distribution, while the
negative tags are primarily due to the resolution of the tracking. The negative
tag distribution is taken as an estimate of the positive tags due to the resolution
(mistag).

Both the positive and negative tag rates are parameterized in jet E;, the number
of tracks in the jet, jet n, jet ¢, and the total scalar sum of the E; of all the jets.
These parameterizations are called tag matrices. The negative matrix (or mistag
matriz) is used to determine the number of mistags.

The scale factor is calculated by taking the data-MC ratio of b-tagging efficiency,
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Fraie = 2ATA _ (.95 + 0.04. (4.3)

EMC

Per jet tagging efficiencies for the top quark pair MC sample are shown in Fig.
4.2 and the mistag rates in Fig. 4.3.
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Figure 4.2: The b-tagging efficiency plots as a function of jet Er (left) and 7 (right)
for the two (tight and loose) operating points.
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Figure 4.3: The plots show the false positive tag rate (including asymmetry correc-
tions) as a function of jet Er (left) and n (right). These have been measured from
inclusive jet data.

4.1.1 Background Estimation

To estimate the background events in the lepton-+jets sample, the data is used as
much as possible to know the process normalizations. In particular, the W+jets con-
tribution, which dominates the pretag (before the requirement of b-tagging) sample
and the tagged 1 and 2 jet multiplicity bins, is not known due to the large corrections
to the calculable cross section at higher order. Therefore the W+jets normalization
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is estimated from the pretag data sample by subtracting the events with fake W’s
(non-W) and those with non-QCD jet production (¢, diboson, single top). This
normalization is done independently in each jet multiplicity bin.

In order to estimate the tag rate for such events, additionally the heavy flavor
fraction in W+jets (the fraction containing real bottom and charm jets) must be
evaluated. The fraction is assumed to be more stable at higher order than an abso-
lute cross section. These fractions are measured at leading order in a Monte Carlo
sample, which specifically takes into account Wbb, Weé, and We processes, and
the overall scale for bb and c€ is calibrated in the generic jets. This scale is pri-
marily intended to cover a mis-estimate of ¢ — bb and ¢ — ¢ processes which
contribute largely to the heavy-flavor content of both W+jets and the generic QCD.
For W +jets processes, the pretag and tag expectation numbers can be written as:

NW — Ndata(l o Fnon—W) o Ntt o Ndlboson o Nsmgle—top

pre pre pre pre pre ’

NY = NI, (Z M EM 4 el (1 - ZF{‘@) , (4.5)

(4.4)

where €’s are tagging efficiencies, F*/’s are the heavy flavor fractions, and the sum
is over different heavy flavor configurations (1b, 2b, etc.). The quantity Fpon_w is
the fraction of the pretag sample not attributed to the process with a real W decay.
It is clear from the above equations that the backgrounds, especially the W-+jets
normalization, depend on the assumed cross sections for other processes. Thus to
measure the f cross section this method is implemented iteratively. In the following
explanations, this iteration is neglected to avoid the complications.

The four main categories of background are considered: diboson and single top
production (MC based background), generic QCD with a faked W (non-W), W’s
produced in association with real heavy flavor (W + Heavy Flavor), and real W’s
with light flavor tags (mistags). These background estimations are described in the
followings.

4.1.2 Electroweak and Single Top (MC Based Background)

Several distinct physics processes involving real W’s can reproduce the signature
of top pair production. The contributions from diboson production (WW, W Z, and
Z7), single top production, and Z — 777~ are considered. These processes have
well-defined theoretical cross sections and a high probability of producing a tagged
jet. WW and W Z events can result in a leptonic W and a heavy flavor decay of
the other boson; single top yields at least one b-jet and a real W; ZZ requires one
Z to decay leptonically with one missed (or misidentified) lepton, with the other
decaying to bb or c¢; and Z — 77 have one 7 decay leptonically with a tag on
the opposite-side three-prong hadronic decay. The recent theoretical cross section

42



results of these processes are assumed as in Table 4.1. The single top cross section
is additionally scaled by 1/3 to account for the forced W decay to leptons.

Process Cross Section (pb)
Www 12.4 + 0.25
W2z 3.96 £+ 0.06
YA 1.58 £ 0.06

single top (s-ch) 0.88 4+ 0.05
single top (t-ch) 1.98 + 0.08
4 =TT 265 £ 30

Table 4.1: Cross sections used to estimate backgrounds.

4.1.3 QCD Fake Events (Non-W)

The requirements of an identified lepton and large missing energy enhance the W
content of the pretag sample, but some events can pass these requirements without
a real W. Fake leptons can come from conversions (electrons) or mis-identified
pion’s/kaons. Missing energy results from mis-measured jets, detector effects, and
some energy at high n that misses the detector altogether.

Since non-W events will rarely have a high-pr neutrino as the real cause of the
missing energy, these events are separated from real W’s by isolating excesses of
events with low missing Ep. The missing energy distributions in the range 0 to
120 GeV are fitted separately in each jet bin and for the pretag and tagged sample.
To conserve statistics in the higher jet multiplicity bins, three or more jets events
are merged. The electron-like objects are used to model the non-W kinematics,
which fail the two of electron ID cuts. A fraction of non-W, F,,,_w is measured. A
summary of the results is shown in Table 4.2.

1-jet 2-jet > 3-jet

FPe (%) | 025 +£6.4 [ 16.0 £25 | 17.3 £ 2.8
F2e (%) ]0.18 £0.16 | 0.76 + 0.21 | 1.08 & 0.29
F228 (%) : 0.03 + 0.04 | 0.08 + 0.11

Table 4.2: Expected contribution from non-W backgrounds. The ¢t contribution is
removed from the missing Er distribution. Statistics are merged for all events with
three or more jet multiplicity bins in the fit, and errors include the systematics.
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4.1.4 W + Heavy Flavor

After subtracting the non-W, electroweak, and ¢t contributions from the sample,
the process of generic W+jets remains. Due to the poor knowledge of the higher
order W+jets cross sections, the heavy flavor fractions, which determine how much
of the remaining pretag sample contains b or ¢ jets, is measured. Although the
method is partially Monte Carlo driven, the final measurements are checked against
generic jet data. The contributions from Wbb, Wcé, and We are considered. A
summary of the heavy flavor fraction is shown in Table 4.3.

The tagging efficiency for each class of event is measured in Monte Carlo, then the
scale factor is applied. A summary of the efficiencies is shown in Table 4.4. The
efficiency times the heavy flavor fraction, summed over the four class of heavy flavor,
yields the tag rate for W+Heavy Flavor. This total rate times the corrected pretag
sample provides an estimate of the tagged background expectation.

1-jet 2-jet 3-jet > 4-jet
Whbb, 1b 07+03|14+£06| 24+1.0 | 3.3+14
Wbb, 2b - 09+04| 1.84+07 | 3.3+£1.3
Wee or We, 1¢ | 5.5 £ 1.7 | 87 £ 3.2 | 11.7 £ 3.8 | 13.3 £ 4.9
Wee, 2¢ - 144+06| 33+£1.3 | 6.0+24

Table 4.3: The heavy flavor fractions for W+Heavy Flavor background. These are
the fractions of generic W+jets (in %) containing heavy flavor jets.

| 1-jet | 2-jet [ 3-jet [ > 4-jet
Single Tag Efficiency (%)

16 |131+2 34+£2|36+2|37T+£3

2b - 55+ 2 | 56 +£2 | 57 £ 3

le| 72 8+ 2 9+2 | 11 £2

2¢ - 14+£2(15+£2|17+£3
Double Tag Efficiency (%)

10 - 0+0 1+0 2+0

2b - 12+1(13+1 |13 +2

1c - 0£0 0£0 0£0

2c - 1+0 1+1 1+0

Table 4.4: Tagging efficiency for the various classes of heavy-flavor event in W +jets.

4.1.5 Mistags

After accounting for all non-W events, ¢, other electroweak processes, and heavy
flavor tags in generic W+jets, the only remaining contribution is from tags in W
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+ Light Flavor, or mistags. A leading order estimate is to run the negative mistag
matriz on the pretag sample, then to scale down by the fraction of events which
are not W+Light Flavor. The matrix is applied to jets in the pretag sample and
determines a probability for each jet to be tagged. The sum of these probabilities
is the expected number of mistagged jets. This estimate is corrected by the jet Ep
dependent mistag asymmetry to account for the imbalance in positive and negative
tags for light jets, as well as the effect of heavy-flavor tags in the sample where
the matrix is created. Once each jet has been assigned a mistag probability, the
probability for each event to have > 1 or > 2 mistagged jets can trivially constructed.
To isolate the W +Light Flavor component, the total prediction is multiplied by the
fraction of the pretag sample not yet attributed to ¢¢, dibosons, single top, non-W,
and W+Heavy Flavor. In general, heavy flavor jets (especially from top) will have
higher mistag probabilities than light jets, meaning that an average top event will
contribute more to the total prediction than a typical W+4jets event.

4.1.6 Top Pair Production Cross Section with SecVix Tag

The ¢t production cross section is calculated by Eq.(4.1). The ¢t acceptance and
efficiency is calculated using a PYTHIA ¢t sample with a M; = 175 GeV/c?. Figure
4.4 shows the jet multiplicity after requiring at least one b-tag using the data of 1.12
fb~!. The measured top quark pair production cross section is

o = 8.2+ 0.5(stat) £ 0.8(syst) = 0.5(lum) pb. (4.6)

CDF Run Il Preliminary (1.12 fb'1) —

.E [ ‘ ' ‘ C [JropB2et)
&) —
-g [ Mon-w

§BOG : -W+Charm

= [ w+Battom

T ¢

G 600F

2 | 7 ]

2 >5
Number of Jets

Figure 4.4: The expected and observed number of events sorted by jet multiplicity.
The ¢t contribution is normalized to the measured value of 8.2 pb.

45



4.2 JetProb Tagging Algorithm

The jet probability tagging algorithm, JetProb [47], is also used to determine
whether a jet has been produced from a light parton or a heavy parton. The lat-
ter results in long-lived hadrons whose decay gives rise to tracks displaced from
the primary interaction vertex. This algorithm uses tracks associated with a jet to
determine the probability for these to come from the primary vertex of the inter-
action. The calculation of the probability is based on the impact parameters (dp)
of the tracks in the jet and their uncertainties. The impact parameter is assigned
a positive or negative sign depending on the position of the track’s point of closest
approach to the primary vertex with respect to the jet direction, as shown in Fig.
4.5. By construction, the probability for tracks originating from the primary ver-
tex is uniformly distributed from zero to one. For a jet coming from heavy flavor
hadronization, the distribution peaks at zero, due to tracks from long lived particles
that have a large impact parameter with respect to the primary vertex.

jet "f
y
" track 1

track 2

Track 1: d, is positively signed

Track 2: d, is negatively signed

Figure 4.5: The sign of the impact parameter of a track. The impact parameter is
positive (negative) if the angle ¢ between the jet axis and the line connecting the
primary vertex and the track’s point of closest approach to the primary vertex is
smaller (bigger) than 7/2.

The particles in a jet coming from a light parton originate at the primary vertex,
but these tracks are reconstructed with a non-zero impact parameter due to the
finite tracking resolution. They have an equal probability of being positively or
negatively signed. Jets originated from a heavy parton contain long lived hadrons
giving rise to tracks displaced in the jet direction, which preferentially populate the
positive side of the signed impact parameter distribution.

The tracking resolution can be extracted from the data by fitting the negative side of
the signed impact parameter distribution of tracks. Tracks are divided into different
categories according to the number and quality of SVX hits, detector n, and pr. To
minimize the contribution from badly measured tracks with a large impact parameter
significance, Sy, (ratio of the impact parameter to its uncertainty), is parameterized
for each track category. Tracks passing the quality cuts (Table 4.5) are called jet
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probability tracks. The negative side of Sy, is fitted with a function R(S) called
the resolution function, which is used to determine the probability, P (Sg,), that

the impact parameter significance of a given track is due to the detector resolution,
defined as:

J Sl R(S)dsS
[°_ R(S)dS

P, (S4,) (4.7)

The Sy, distribution peaks at zero and falls quickly with increasing value of |Sg,|,
but the tails are rather long.

The jet probability P; that a jet is consistent with a zero lifetime hypothesis is
defined as

Ntrk_l k
—In
P=Ix 3 % (4.8)
k=0
where
Ntrk
(4.9)

H=E&

and Ny is the number of jet probability tracks with positive impact parameter.
Jets are required to have at least two jet probability tracks with positive impact
parameter to be taggable. Tracks with negative impact parameter are used to define
a negative P;, which is used to estimate the mis-identification rate. The positive
(negative) tagged jets are defined as those jets whose positive (negative) Pj is less
than a cutoff of 1% or 5%. Positive tagged jets are expected to be enriched in heavy
flavor.

Figure 4.6 shows the b-tagging efficiency using JetProb algorithm as a function of
jet Er and 7 in the top quark pair MC for the jet probability less than 5% and 1%.

Variable Cut
pr > 0.5 GeV/e
|d0| < 0.1 cm
NSVX axial Z 3 and S 5
NCOT axial Z 20
Ncor stereo > 17
|Ztrk — Zpo <5 cm

Table 4.5: Selection criteria for tracks used by the jet probability algorithm.
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JetProb Tag Efficlency for Top b-Jets JetProb Tag Efficlency for Top b-Jets
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Figure 4.6: The JetProb b-tagging efficiency plots as a function of jet Er (left) and
n (right).

4.2.1 Top Pair Production Cross Section with JetProb Tag

The results of ¢¢ production cross section using JetProb [48] are summarized. The
tt acceptance and efficiency is calculated using a PYTHIA ¢t sample with a M; =
178 GeV/c?. Figure 4.7 shows the jet multiplicity after requiring at least 1 JetProb
tagging using 318 pb~!. Table 4.6 is the summary of the measured cross sections
using the jet probability less than 1% and 5%, requiring 1 or 2 b-tags.

CDF Run Il Preliminary L=318 pt{1 CDF Run Il Preliminary L=318 pt{1
7 ~ TopMass = 178 GeVic’ : 2 Top Mass = 178 GeV/c* .
2001 7 [ ] IéW + Single Top . [ ] IéW + Single Top
7 ) [Jtto=89pb $1000 [ ]tio=96pb
 ti+bkg.t 1o B  ti+bkg.t 1o
3004 [ ] W + Heavy Flavor [ ] W + Heavy Flavor

W + Light Flavor
2001 g [ Non-W
L) e Data

W + Light Flavor

] Non-W

_____ —e— Data

H, > 200 G

Number of single 1% tagged events

Number of single 5% tagge:

3 4 3 4
Number of jets in W+jets Number of jets in W+jets

Figure 4.7: The expected and observed number of events sorted by jet multiplicity,
the jet probability with 1%(left) and 5%(right). The ¢t contribution is normalized
to the measured values.

‘ ‘ Single Tag ‘ Double Tag ‘
JP < 1% [ 8.9F 0 £1.1 111775 £1.9
JP <5%[9.67,5 £1.2]11.67]T4+1.9

Table 4.6: The measured ¢t cross sections (pb) using the JetProb, the first errors are
the statistical uncertainties and the seconds are the systematic uncertainties.
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Chapter 5

Top Mass Measurements

The top quark mass is an important parameter of the standard model. The precise
measurement of the top quark mass provides a constraint on the Higgs boson mass
and other parameters in physics beyond the standard model.

5.1 Top Mass Measurement by DLM

The Dynamical Likelihood Method (DLM) [50, 51, 52, 53], is used to reconstruct
the top quark mass. The basic idea of DLM is to use the necessary and sufficient
information of physics process, which is defined by the products of the differential
cross section (do/d®) and Transfer Function (TF). The transfer function gives the
probabilistic correspondence between the parton level variables and the observables.
More information of DLM are described in Chapter 6. The top quark mass is
determined by the maximum likelihood method. The most important improvement
since the previous results from 318 pb™! [54] is the improvement in the Jet Energy
Scale (JES) uncertainty by including a variable of JES into the likelihood so that the
likelihood is a function of M., and AJES. With this improvement of likelihood, most
of JES uncertainty is considered not as a systematic but as a statistical uncertainty.

5.1.1 Likelihood Definition

To reconstruct the top quark mass, the three types of likelihood, per path likelihood
(Eq. 5.1), per event likelihood (Eq. 5.2) and the joint likelihood (Eq. 5.4) are
defined. A process from the initial state of hard process to the observables is called
a path.

do

Lpath(Mtopa JES’ yj|Xi) = Nd@(f) v

(Yj‘xi;MtopaJES) (51)
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Npath Ncomb Nsol

=2 3 X Loawlys Moy JESk) (52)

1=1 comb=1 v,sol=1

Lev(Mtopa JES‘Y] =

Nev
L(Myop, JES) = [ [ Lev(Miop, JES|y;) (5.3)

7j=1
where ¢ is path number, j is event number, x; is parton level momenta of i-th path,
y; is observed quantities of j-th event and w is transfer function. In Eq. (5.1) we

use the factorized formula of matrix element: production matrix element, ¢ and ¢
propagators (Pr(t) and Pr(t)), and decay matrix element,

|M|2 ~ |Mprod|2pr(t)Pr(D|Mdecay(t)|2‘Mdecay(ﬂ‘2- (5.4)

The production matrix elements of ¢ — tt and gg — tt processes are

_ 4g; p
2 S 2 2 L
IM(qq — tt)|* = 9 <7'1 + 75 + 2) (5.5)
2
= §g54 (2 — B*sin’0), (5.6)
M(gg = th)? = gt LI § 24124 p— r (5.7)
8 67'1’7'2 8 1 2 47’17’2 ’
(5.8)

where 71, 79, and p are

2 2(ps - 4M?
7_1 — (pls p2)’ 7_2 (p2 p3)’ p: §t . (5'9)

§
The indices of p in Eq. (5.9) are 1 = ¢(¢g1), 2 = @(92), 3 = t(t) and 4 = ¢(¢) in
q7 — tt (9192 — tt) process.

The decay matrix elements are

4 !
2 Iw (t- f) b-f)
- v 1
|Mdecay(t)| 4 (Sff’ )2+M2 FQ s (5 O)
4
s Gw (t- )(b i)
|Mdecay(f)| - 4 (Sff’ )2 +M2 FQ 3 (511)

where f and f’ are W daughters.
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The normalized form of the propagators is used,

1 MiopTio
Pr(t) = — P_op . 5.12
rt) 7 [se— MZ_J> + M2 T2 (5.12)

top™ top

CTEQSL is used for parton distribution function. Other parameters are

My = 80.45 GeV/c?, (5.13)
T'w = 2.071 GeV/c?, (5.14)
G
gy = SM%VTQ, (5.15)
M2
Gr = ma( 2W) -~ 1.16637 x 10°°, (5.16)
V2zw (MZ,) ME,
1
a(ME) = 28 zw (M) = 0.23, (5.17)
2
g; 9 127
47‘{' aS(Q ) (33 _ 2f) ln(QQ/AQ)a f 5a 0 9 ’ ( )
M3 M2\’ My \?
r, = G L1 Vip|? 1—(—) 1+2(—> GeV/c?, (5.19
¢ F87r\/§| tb| ( M; M; /C ( )
Val> = 1, (5.20)
|A| = |B| =980 GeV. (5.21)

5.1.2 Mapping Function

Since the maximum point of the 2-dimensional likelihood, L(M,,, AJES) to deter-
mine M,,, and AJES is affected by the wrong jet assignments and the background
contamination, the offset from the true value needs to be corrected. To determine
the offset from the true value, a large number of pseudo-experiments are done for
the different top quark masses and different JES so that we make a 2-dimensional
function f (Mo, AJES) called the mapping function. Figure 5.1 shows the mapping
function for measured AJES as a function of input M;,, and input AJES.
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Figure 5.1: The mapping function for measured AJES as a function of input M,
and input AJES.

5.1.3 Result

The joint likelihood of 1.7 fb~! data is fitted with a quadratic surface, shown in
Fig. 5.2. The measured top mass using DLM at 1.7 fb! is

Mo, = 171.6 + 2.0(stat.) & 1.3(syst.) GeV/c>. (5.22)

-IIII|IIII|IIII|IIII|IIII|IIIIJ

CDF Run Il Preliminary 1;7Ifbl‘lI

After correction

[y

o
o

o

1 'Io

[=Y [6)]
BT T T[T T T T[T T T T [T T T T[T T T T[TTTT
BE T TTTI T T

1 I 1 1 1 '
166 168 170 172 174 176 178 2
Mmp(GeV/c )

Figure 5.2: The joint likelihood as a function of M,,, and AJES. The cross mark
in the center of figure is the maximum point of the likelihood and the blue curve is
one ¢ curve.

52



5.2 Tevatron Top Mass Combination at 1 fb!

At the CDF, the top quark mass have been measured using various techniques.
Out of those technique, the use of the DLM and the similar technique using matrix
element, and the in-situ jet energy scale (JES) calibration based on the invariant
mass of W — ¢q¢' decays, improve the top mass measurement significantly [55]. By
combining the Tevatron experiments, the top quark mass is now known with a rela-
tive precision of 1.1% limited by the systematic uncertainties, which are dominated
by the jet energy scale uncertainty. This systematic uncertainty is expected to im-
prove as larger data sets are collected since new analysis techniques contain the jet
energy scale using in-situ W — ¢¢' decays. It can be reasonably expected that with
the full Runll data set the top quark mass will be known much better than 1%.
Figure 5.3 shows the CDF best top quark mass measurement in the lepton-+jets
channel, using both matrix element and in-situ jet energy scale calibration with the
integrated luminosity of 940 pb~1,

Mo, = 170.9 + 2.2(stat + JES) & 1.4(syst) GeV/c>. (5.23)

Figure 5.4 shows the summary of the top quark mass measurements and the their
world average.

CDF Preliminary 940 pb™

AN L=05
Al L=2.0

0.98 |- S —— o

160 170 180
MtOIO (GeVic))

Figure 5.3: 2 dimensional fit of JES and top quark mass [55].
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Tevatron Results (*Preliminary)
DO-I dilept
-1 dilepton
(L= 125 pb) ° 168.4+12.3+ 3.6
CDF-I dilept
(L 110 Y 167.4+10.3+ 4.9
"DO-1I dilept
-1l dilepton
(L=1030 pb?) 1725+ 5.8+ 5.6
CDF-I1 dil
1030 164.5+ 3.9+ 3.9
CDF-I lepti jet
-1 lepton+jets
- 108 p 176.1+ 5.1+ 5.3
DO-I lept jet:
-1 lepton+jets
(L= 195 pb ) 18%11 3.6+3.9
CDF-Il L, 15.7
(L= 695 pb) 183.9+:35 £5.6
"CDF-II lepton+jets
- +J
(L= 940 pb™) 170.9+1.6+2.0
"DO-II lepton+et
-l lepton+jets
(=900 50 170.5+1.8+2.0
"CDF-l all-jet
-1 all-jets
(L= 943 pb) 171:1 2.8+3.2
CDF-I all-jets
(L= 110 p5") 186.0+10.0+ 5.7
"Tevatron March’07
(CDF+DO Run I+l1) 170.9% gété%ii (]S-y-g)
x*/dof = 9.2/10
| | | | |

150 160 170 180 190 200
Top Quark Mass (GeV/c’)

Figure 5.4: A summary of the top quark mass measurements and the world average
top quark mass, using the dataset up to ~ 1 fb™!
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Chapter 6

Top Pair Invariant Mass
Reconstruction by DLM

6.1 Dynamical Likelihood Method (DLM)

A process at the parton level is assumed to be described by

a/p+b/p— =1+ + e, (=0), (6.1)
where a and b are the initial partons in beam particles proton and anti-proton
respectively, and C(cy, co,- -+, ¢,) are the final state partons.

do 9
where
I(a.b) (o). a0 fgplens @) frlprac)  (63)
, = a Za, p\%b, ) -
AIA[B[ /a0 — gy /7 S T

The symbol a stands for a set of dynamical constants, e.g. masses, decay widths or
coupling constants. Variables z, = a,/|A| and 2z, = b,/|B| are momentum fractions
of a and b in proton and anti-proton, and pr is the total momentum of initial/final
system of process. d®{/) is the phase space of the final state. f, /p(2a) and fy5(2) are
the parton distribution functions, CTEQS5L is used. fr(pr) is the probability density
function of the total-system transverse momentum. DLM is used to reconstruct the
event-by-event top quark pair invariant mass in this chapter.

6.2 Transfer Function

The Transfer Function (TF) is the probability density function (p.d.f) which gives
the relation between the parton state and the observed quantities. The transfer
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function contains the effects of the gluon radiations in the parton evolution, the
hadronizations, the detector responses and the object reconstructions. Ideally the
transfer function in ¢¢ lepton+jets channel should be

w(ylx) = w (y(l),y(v),y(i1), y(42), y(4s), y (Ga) |z (1), x(v), 2(q1), 7(q2), 2(g3), % (q4)) , (6.4)

where x/y represents the parton-level /observed quantity.

Equation (6.4) expresses the correspondence of the 18-dimension parton momen-
tum space (3-momentum of 6 final partons) to 18-dimension observables, which
requires the high statistics of Monte Carlo. The transfer function is assumed to be
factorized as follows,

4

w(ylx) = wly()z()wy@)lz@)) ] [ wyGi)lz(a). (6-5)

=1

6.2.1 Matching between Quarks and Jets

In addition to the lepton+jets (exact 4 jets) selection, the 3 conditions of matching
between the partons and the observables are required.
1) tt pair decays to lepton (electron or muon), neutrino, and 4 quarks from parton
level information to remove the dilepton events passing the lepton+jets selection.
2) The events with top decay to W + s or d quark are excluded. (|Vi|> = 1 is
assumed.)
3) One-to-one matching (AR < 0.4) between quarks and jets is required.

6.2.2 Responses of Each Observable

If the particular observables are well measured, the transfer function for those
variables is approximated by a delta-function. Figure 6.1 shows the responses of
each observables from PYTHIA SM ¢ MC sample with M;,, = 175 GeV/ 2.

The observed lepton directions describe the generator level lepton directions well,
because those directions are reconstructed in the good resolutions from the tracking
information. The mean values of lepton energy responses, [E(obs)—FE(gen)]/E(gen),
are well close to 0. The delta-functions are used in the responses of lepton momen-
tum.

The peak positions of the missing E7 and it’s ¢ response are well close to true v,
but the widths are relatively large. The response of missing Er is not changed by
the lepton detector types. The details of missing E7 and it’s ¢ transfer functions
are studied later.
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The response of jet direction has a peak around 0, the jet direction transfer func-
tion is approximated to delta-function. The responses of jet energies are much wider
compared to lepton energy and the response shapes are not Gaussian’s, and these
peaks are not around 0. The response of jet energy does not depend on lepton
detector types. The details of jet energy response come later.
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Figure 6.1: The responses of each observable. The first to fourth lines are the lepton,
neutrino, light quark, and bottom quark responses, respectively. The first, second,
and third columns are the energy (or Fr), n, and ¢ responses, respectively. The
response variables are shown in the tops of each plot. Numbers in bracket are mean

and RMS values.
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6.2.3 Transfer Function of Jet Energy

The most important part of transfer function is in jet energy, because the uncer-
tainties associated with the jet energy measurements are relatively large and there
are 4 jets in the final state. The response variable, &, is defined as follows,

E(parton) — E(jet)
E(jet) '

£ = (6.6)

The response variable, £, is expected to have less dependence on the jet energy than
the variables like [E(parton) — F(jet)]. The jet transfer functions of W-daughter
quarks (u,d,c,s) and the bottom quarks from the top quark decay are studied
separately due to the different jet evolutions.

6.2.4 17 and Er Dependences of Jet Energy TF

In the studies of jet energy transfer functions, the generic relative, multiple inter-
action, and absolute jet energy corrections described in Section 3.3.3 are applied.
The underlying energy subtraction and the out-of-cone jet energy corrections are
not applied because these depend on the physics processes. The observed jet Er
and 7 dependences remain in the response variable, &, which is particular in the ¢
lepton+jets channel. There is no ¢ dependence as expected. Figure 6.2 shows the
n dependence of £. 7 dependences are largely reduced by the relative jet energy
corrections, but there remains the  dependences. The response variable, £, is sep-
arated according to the red lines of Fig. 6.2. From Fig. 6.3, the dependences of
physics and detector 7 are almost the identical, but the response at the central crack
is clearer at the detector n. The transfer functions are separated by the detector n
to 3 regions, |n(detector)| = {(0—0.07), (0.07—1.5), (1.5—)}. The detector 7 regions
from 0.07 to 1.5 are merged, because the responses in these regions are almost the
same.

Figure 6.4 shows the Er dependence of £&. Because there are larger dependence
at lower jet Er, the response variable, £, should be separated finely at low jet Ep
regions. The & is separated by the red lines of Fig. 6.4. Figure 6.5 shows the &
distributions separated by jet Er’s, the clear E dependences can be seen.

Thus, the jet energy transfer functions are separated according to the detector n
positions, because detector 17 dependence of £ is not smooth. The jet energy transfer
functions are parameterized as a function of jet Er, because Er dependence of £ is
smooth.
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Figure 6.2: The physics n (left) and detector n (right) dependences of the jet energy
transfer functions for W-daughter and bottom quarks. The vertical axes are the
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6.2.5 Parameterization of Light Quark Energy TF

The first step is to fit the transfer functions divided into 3 detector n positions, 5
jet Er ranges and the additional 3 jet Er ranges to increase the fitting points of jet
Er, as shown in Table 6.1.

| detector |n| | 0-0.07 | 0.07-1.5 | 1.5- |

X
jet Er (GeV) range 0-25 | 25-35 | 35-60 | 60-110 | 110-
additional jet Ep (GeV) range | 22-29 | 29-45 | 45-81

Table 6.1: The regions to fit transfer functions at 3n x (5 + 3) Er ranges.

The light quark £ distributions are fitted by the several probability density func-
tions (p.d.f’s). Among these p.d.f’s, T-distribution fits the £ distribution well in the
whole Er range. Figure 6.6 shows the fitting results of the light quark £ distributions
by T-distribution,

1

I;r(p [1 + [pO(g _pl)]z]—pz—;"ldg

_ )
p(&)dﬁ—pomr(%) > : (6.7)

where pg, p1, and py are the fitting parameters.

The next step is to fit the parameters, p;(i = 0,1, 2), in Eq. (6.7). These param-
eters are fitted as a function of jet Er, as shown in the bottom right 9-plot of Fig.
6.6. To perform the fitting of p;, first p; related to the peak values is fitted and
then all the & distributions are fitted keeping this p;(FEr). The same procedures for
po and py are repeated. The bottom right 9-plot of Fig. 6.6 shows the final loop
of p; fittings. Thus the parameters of Eq. (6.7) are the functions of jet Er, and
T-distribution is written as,

P(pz(E2T)+1)

[po(Er){€ — p1(Er)}]?

e (Br)T(24E1)) 1+ p2(Er) ]

_ po(Er)+1
2

p(& Er)dE = po(Er) d¢. (6.8)

The left 3 plots of Fig. 6.7 show the parameterized transfer functions, and right
3 9-plot’s show the checks of the parameterized transfer functions with the different
jet Er ranges (10GeV interval) from Table 6.1.
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6.2.6 Parameterization of Bottom Quark Energy TF

The bottom quark energy transfer functions are made by the same procedure as
light quark. The modified form of Gaussian (Eq. 6.9) with the replacement of o
by the linear function of ¢ is used to fit the bottom quark & distributions. The
separated ranges to fit the £ distributions are shown in Table 6.2. The 7 ranges are
the same as light quark TF.

{f - p1(ET)}2

s Ep)dE = po(ET) exp |— d 6.9
p(é- T) 5 pO( T) p 2{p2(ET)+p3(ET)§}2 5 ( )
| detector |n| | 0-0.07 | 0.07-1.5 | 1.5- |
X
jet Ep (GeV) range 0-25 | 25-40 | 40-70 | 70-150 | 150-

additional jet Ep (GeV) range | 22-32 | 32-50 | 50-100

Table 6.2: The 3n x (5 + 3) Er regions to fit the bottom quark transfer function.

Because the integration of Eq. (6.9) becomes infinity, this function is not p.d.f.
Thus the bottom quark TF’s with —1 < £ < 1 range are used, which covers most of
possible £ values from Monte Carlo simulations. Figure 6.8 shows the fitting results
of the bottom quark £ distributions. The bottom right 12-plot of Fig. 6.8 shows the
final iteration of the p; fittings.

The left 3 plots of Fig. 6.9 show the parameterized transfer functions, and the
right 3 9-plot’s show the checks of the parameterized transfer functions with the
different jet Ep range (10GeV interval) from Table 6.2.
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Figure 6.9: The jet energy TF’s of bottom quark: The left 3 plots show the param-
eterized TF’s, normalized at given jet Er. The right 3 9-plot’s show the checks of
parameterized TF with the different jet Er ranges from ranges to make the param-
eterized TF’s.
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6.2.7 Transfer Function of Missing Er and Its ¢

The transfer functions of missing Er and its ¢ depend on all the object reconstruc-
tions. The observed missing Er dependence is simply used. The missing Er (¥r)
and ¢ of missing Er (¢(F#r)) response variables are defined as £ B = (Br —vr)/vr

and £¢(ET) = ¢(¥r) — ¢(v), where vy is pr of neutrino.

The missing E response, & Br distributions are fitted by the modified form of
Gaussian (Eq. 6.10) with the replacement of o by the cubic function of £ Br The ¢
of missing E7 response, & o(Fir) distributions are fitted by T-distribution (Eq. 6.11).

{&py — 1 (Br)}?

P P =00 O |75 ) + paBr)e + B0y, + B, 12| “Br 010
, _ (i, P2(Br)y pr)” _esBrn
p(§¢(ET)’ET)d€¢(ET) —pO(ET) ﬂ—pl(ET)I‘(pl(ZET))[l—i— pl(ET) ] §¢'(ET) (6.11)

The parameterization procedures are the same as the jet energy transfer functions.
Figure 6.10 shows the fittings of missing Er response, & B distributions. The left

plot of Fig. 6.12 shows the parameterized missing Er transfer function. Figure 6.11
shows the fittings of ¢ of missing Er response, & o(Fry distributions. The right plot

of Fig. 6.12 shows the parameterized ¢ of missing Er transfer function.
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Figure 6.10: The missing Er TF: The left 6 plots show the & Br distributions with

the different F7 ranges. The right 6 plots show the F; dependences of fitting
parameters.
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Figure 6.12: The parameterized Fr and ¢(F7) TF’s: The left plot shows the pa-

rameterized Fr TF, and the right plot shows the parameterized ¢(Fr). These are
normalized at a given Fr.
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6.3 Top Pair Invariant Mass Reconstruction

The DLM is used to reconstruct the ¢ invariant mass, /5, event by event. The
algorithm is slightly different from that in top mass reconstruction, because the top
mass is a dynamical parameter while /s;7 is not. The ¢ production matrix element
is not used to reconstruct /s;; since the production property of ¢g — tt is of the
current interest and it is necessary to avoid the bias by assuming the standard model
or the massive gluon production matrix element. Thus [do/d®(qq — tt)] is defined
where the production matrix is assumed to be a constant. Per path likelihood and
per event likelihood are defined as Eqs.(6.12) and (6.13),

L) = N [ a7 )] iy, (6.12)

Lev(v/50;y5) = ZLpath (yi )05 — O =i)°)- (6.13)

pat

A mean value of \/s;7 in per event likelihood is used as a reconstructed ,/s; in the
event,

< Vi 2o [ VLo (Vv )iy (6.14)

There are 3 differences in the likelihood formulation from the likelihood used in
the top quark mass reconstruction. First, neither the ¢q¢ — ¢t nor the gg — tt
production matrix element is used. Second, the delta function is inserted in per
event likelihood to get event-by-event ,/s;7. Third, we assume M, is 175 GeV/ c?
and that the SM is valid for the decay matrix elements of ¢ and ¢. In the following
sections /sy reconstruction are tested using mostly SM t¢ samples.

6.3.1 Path Calculations

DLM requires significant CPU time because do/d®w(y|x) are calculated many
times (one million paths per event in this analysis). CPU time can be saved sig-
nificantly by using importance sampling [56], instead of scanning the final parton
momenta with the flat way. The images of calculation of the top quark propagator,
the decay matrix element, and the transfer function weights are shown in Fig. 6.13,
with M, = 175 GeV/c? constraint. The Lorentzian (Breit-Wigner) weights of top
quark and W boson give the large effects. Thus the importance samplings are used
basically for these Lorentzians.
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Figure 6.13: The images of the reconstruction procedures in W boson hadronic
decay (left) and W boson leptonic decay (right). Numbers in the bracket are the
orders of reconstruction.

The top propagator, the decay matrix element, and the transfer function weights
are inferred by the following ways to calculate the weights of top hadronic decay
side.

1. A W-daughter momentum and sy, are inferred from TF and the Lorentzian.
2. Another W-daughter momentum and TF weight are calculated.
3. s; is inferred from the Lorentzian.

4. b-quark momentum is determined with M, = 0 assumption. Then, TF weight
is calculated.

To calculate the weight of top leptonic decay side,

1. pr and ¢ of neutrino are inferred from TF (Lepton momentum is assumed to
be perfectly measured).

2. sy with p,(v) solution is inferred from Lorentzian: sy range with p,(v) solu-
tion is calculated from p,(1), py (1), p(v) and p,(v), as in Eq. (6.15).

3. 2 p,(v)s are calculated. The fractional area of Lorentzian with p,(v) solution
is calculated as the weight.

4. b-quark momentum is inferred from TF.
5. Top propagator weights are calculated for 2 p,(v)s.

sw range with p, solutions is given by

sw = 2pr(pr(v) [l — cos Ag(l,v)
Sw < — QpT(l)pT(l/) [1 + cos A(b(l, l/)
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Because the physics sy has the positive value, only the higher sy range should
be considered. Sometimes this range is at the high side tail of the Lorentzian.
The Lorentzian random number generator is prepared with p,(v) solutions to avoid
generating the sy, without p,(v) solution. The example is shown in Fig. 6.14. The
initial state weight (Eq. 6.3) is calculated from the energy-momentum conservation.

B ——— Lorentzian
-1

10 = Lorentzian with v, solution
2 1020
= 10"
o) -
© I
2 3
O 107
S -
o -

10™

I L L L I L L L I L L I L L L I L L L I L L L

20 40 60 80 100 120 140 160
Sw

Figure 6.14: The example with 2pr(I)pr(v) [1 — cos Ag(l,v)] = 902 GeV?/c? case.
Only ~3% of Lorentzian have the p,(v) solution in this case.

6.3.2 ./s;; Reconstruction with SM ¢t Correct Combination

Figure 6.15 shows the examples of the event likelihood distributions using the
SM ¢t MC (Mo, = 175 GeV/c?) with the correct combination. The most probable
values (MPVs) of the likelihood distributions look close to generator level |/s; from
these plots. The resolutions between MPV’s and mean values are compared. By
taking the mean values of the event likelihood distributions, the resolution is better
than MPVs because there are double-peak events by 2 p,(v) solutions as seen in
Fig. 6.15 and taking of a wrong peak gives worse effects. Thus the event |/s; is
reconstructed from Eq. (6.14).

Figure 6.16 shows the reconstructed ,/s;; and the event by event difference (recon-
struction - generator /s;) distributions. The reconstructed ,/s;; agrees fairly well
with generator level /s, but slightly biased ~ 1.3 GeV/c?.
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Figure 6.15: The examples of event likelihood using the SM ¢t MC with the correct
combination. The red lines are the true values from generator information.
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Figure 6.16: The left plot shows the ¢t invariant mass distributions of the generator
level (histogram) and the reconstruction (dots). The right plot shows the difference
between the true values and the reconstructed values of the ¢f invariant mass.
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6.3.3 Combination Selection

In this section, the relation between the combination (parton to jet assignment)
and the /s; resolution, and the combination selection are discussed. There are 12
combinations with 1 b-tagging and 3 b-taggings, 4 combinations with 2 b-taggings,
and 24 combinations with 4 b-taggings. The 4 b-taggings case is neglected because
its fraction is very small (There is no event with 4 b-taggings in the real data). The
combination selection efficiencies using SM ¢t MC are tested with the parton-jet-
matched events. Figure 6.17 shows the logarithmic ratio of the correct combination
likelihood to the others, 1og(Lcomb./Leorrect), and the largest event likelihood com-
bination. From these plots, the correct combination and the combination with
exchanging of W daughter quarks tend to have the large likelihood, and the other
combination effects are relatively small. Table 6.3 shows the combination selection
efficiencies by selecting the largest event likelihood combination.

Correct combination | Exchange of W quarks | Sum of left 2 columns
1 or 3 b-tags 37.4% 30.3% 67.7%
2 b-tags 50.5% 39.1% 89.6%

Table 6.3: The combination selection efficiencies by selecting largest likelihood com-
bination.

Next, the /s resolutions by the 3 reconstruction ways are compared.
1. All the combination likelihoods are added.

2. Only the best likelihood combination is used.

3. The best and the second best likelihood combinations are added.

Figure 6.18 shows the resolution comparison from the 3 ways. The first option
gives the best resolution because it always contains the correct combination effect.
However, these 3 options give almost the same resolutions. The only best combi-
nation is used because of the CPU time. The combination selection efficiency is
stable from 0.1 to 1 million path calculations. The 1 million path calculations for
each combination are performed to reconstruct ,/s;. By selecting the best combi-
nation with 0.1 million path calculations, and then calculating 1 million paths, the
results can be obtained by roughly 6 times faster than adding all combinations in 1
b-tagging case.
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Figure 6.17: The logarithmic ratios of the correct combination likelihood to the
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Figure 6.18: The comparison of the reconstructed ,/s; resolutions, using the all
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Chapter 7

Extraction of Coupling Strength

In this chapter, the likelihood fitting of the couping strength, A, is discussed. To
fit A the reconstructed signal /54 p.d.f of gq¢ — ¢t process is defined first, which has
3 massive gluon parameters. Then the reconstructed /s; p.d.f of the background
process is defined. The gq — tt process is called signal even if A = 0, because
the massive gluon and the standard model q¢ — tf processes can not be treated
separately. The other processes are defined as background.

7.1 Signal Reconstructed ,/s;; P.D.F

The decay of top (anti-top) quarks from the massive gluon including interference
with the SM process is the same as the standard model top quark decay and the
difference is only in the production matrix element as mentioned before. If the
resolution of reconstructed /s; depend mainly on parton level /s, and not much
depend on the production property of g7 — t¢ (which is validated later using Z’
sample), the reconstructed signal /54 p.d.f is described by the convolution of parton
level /s; p.d.f and the resolution function which depend on the parton level |/s;.
The signal reconstructed /sy p.d.f is defined by

oLy, seldysi, = N [ [ = ] (Vi) R511, @) F (53, — siti Voit, )iy, (1)
Pl SM:qg—tt

where , /17, 18 the reconstructed /s, /stt-p is the parton level /s;7, a is the massive
gluon parameters (I', M, ), N is the normalization factor, € is the acceptance, R
is the (Massive Gluon)/(SM) differential cross section ratio and f is the resolution
function.
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_ do
Nyt = [ [d mp]SMWEU_R(&TEP;a)e(\/stp)dmp (7.2)
[do'/d\/s_tfp]MG _ |Mpr0d(3tfp; a)l%/[G

[da/d\/s_tgp]sM B |Mprod(3tfp)|§M

Stfp(stfp - MQ) 42 3t£;2; (7.3)
(Stfp — M?2)2 + M2T1?2 (stgp — M?2)2 + M212 '

= 142X

In Eq.(7.1) the differential cross section ratio is used to describe the massive gluon
parton level /s, because by taking the ratio many factors are canceled, like PDFs,
the top propagators, the decay matrix elements, and the Jacobian’s. Thus the
differential cross section ratio is written by the simple formula (Eq. 7.3). Each
factor in Eq.(7.1) is explained hereafter.

To describe [ do €(y/5s. ), the histogram of SM ¢g — tt process from
/ity | SMLiqgstE ( ttp) g qq p

the PYTHIA MC sample (M;,, = 175 GeV/c?) after the event selection is used, as
shown in Fig. 7.1, because it will be hard to convolute the resolution function by
the analytical way. Even if this distribution is fitted by a function, the step by step
separation is necessary to convolute the resolution function.

_2\0.007_— do D( 5. )
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O 0.006] p i
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Figure 7.1: The SM parton level g§ — tt \/s; distribution after the event selection.
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The selection efficiencies, e(\/sTgp), of the massive gluon samples could depend
on the massive gluon parameters, but as shown in Fig. 7.2 these agree with the
SM qq — tt process within the statistical uncertainties. If 6(\/8_tfp) depend on the
massive gluon parameters, the effect should be larger at larger |A|, but this is not
the case.

Figure 7.2: The event selection efficiencies as a function of Vi, for the various
massive gluon parameters.

The parton level (Massive Gluon)/(SM) differential cross section ratios are checked

with a few parameter points by taking Monte Carlo ratios, as shown in Fig. 7.3.
These ratios are described well by Eq.(7.3) times oyota1(SM)/0tota1 (MG).
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Figure 7.3: The left plots show the parton level qg — tt \/s; distributions. The
right plots are the ratios of MG/SM histograms with the ratio function times

Utotal(SM)/O-tOtal(MG) (red line).
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The resolution function, f(y/sg, — /8175 + /St{p), is estimated from the SM ¢q — tt
MC, as shown in Fig. 7.4. The /547, range is separated according to Table 7.1.
These distributions are fitted by the Johnson SU function + Gaussian:

P4 1 5
flz) = pOPQﬁ\/ﬁexp [—5 {p3+p4log(y+\/y +1)}]

+ (1 —po)\/;ﬂmexp [—@;7;55)2] ; (7.4)

where

r—p
T =St — VSt Y= la (7.5)

D2

and the fit parameters are p; = p;(, /stgp). Although there exists |/s; reconstruction
bias as shown in Fig. 7.4, the resolution function contains the bias information.

The parameterization is performed in the same way as the light quark TF pa-
rameterization. Figure 7.5 shows the final loop of p; fittings. The extrapolations of
the pi(\/s_gp) fitting to lower/upper VS, values is inappropriate. The edge points
of the fit value are used for lower/upper /siz, values (/s = 700 GeV/ ¢? value is
used for po at /s, > 700 GeV/c?).

Figure 7.6 shows the parameterized resolution function, normalized at each \/S_tgp.
Vi, = 350 GeV/c? resolution function is used at /sy, < 350 GeV/c® and /5y, =
800 GeV/c?® at /s, > 800 GeV/c”.

V5t (GeV/c*) range | 350 - 500 | 500 - 560 | 560 - 620 | 620-700 | 700 - 800
s, (GeV/c?) interval 10 20 30 40 50

Table 7.1: The /stt-p step to fit the resolution function.
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7.1.1 Reconstructed ,/s; P.D.F with SM Process

Figure 7.7 shows the reconstructed SM ¢g — ¢t /sy distribution and the function
of Eq.(7.1) at A = 0 (whatever I' or M is). The distribution (histogram) and the
function (red line) agree well except for /57 < 350 GeV/c?. The disagreement at
V54, < 350 GeV/c? does not affect the final results because the background events
mentioned later do not have the events at this point (the top mass is constrained to

175GeV/c?).
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Figure 7.7: The SM gq — tt reconstructed /s; distribution (light-blue histogram)
and the convoluted signal /sy p.d.f at A =0 (red line).

7.1.2 Check of Resolution Function with Z’ Sample

The parameterized resolution function is given by the SM ¢g§ — tt process MC.
This function is used also for the massive gluon processes. Whether or not the
resolution function depend on the massive gluon parameters is tested. q7 — Z' — tt
process is better for this kind of checks than the massive gluon process. Z’ samples
are generated using PYTHIA default settings without y/Z/Z' interference, with
M(Z") = 350 — 900 GeV/c? in 50 GeV/c? interval (~5 thousand events survive
after the event selections). The left plot of Fig. 7.8 shows the example of \/S_tgp
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distribution with M(Z') = 700 GeV/c?, which has the long low invariant mass tail.
To check the resolution function, the following function is used to account for the
parton level low invariant mass tail,

P, — Vi) = Y [Py, (001 (V5 — Vo Vo (0)] (7.6)

where p 7 (¢) is é-th bin content of /57, distribution (like the left plot of Fig. 7.8)
and f(y/su, — V/Sti; ,/stgp(z')) is the resolution function given by the SM ¢q — tt
process.

The right plot of Fig. 7.8 shows the reconstructed /s; distribution and the p.d.f
(Eq. 7.6). This agreement is from the fact that the top quark decay is the same as
SM and the production matrix element is not included to reconstruct /s, by DLM.
Figure 7.9 shows the same kind of tests for the various M(Z')’s. The resolution
function depends little on X of qg — X — ¢ process from these checks. Thus
the same resolution function is used also for the p.d.f of \/s;, in the massive gluon
processes.
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Figure 7.8: The example of Z’ process: The parton level /sy distribution (left) and
the difference between reconstructed and parton level |/s;7 (right) with M(Z’)=700
GeV/c2.
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Figure 7.9: The differences between reconstructed and parton level |/s;z, and the
resolution functions (red lines) for the various M(Z'), each top right plot is the
parton level ,/s;; distribution.
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7.1.3 Reconstructed ,/s;; P.D.F for Massive Gluon

Figure 7.10 shows the reconstructed ,/s; distributions and the p.d.f from Eq.(7.1)
at the various mass and A points. The more examples of the massive gluon recon-
structed /s;; p.d.f’s are shown in Appendix A.

Figure 7.10: The reconstructed /sy distributions (light-blue histogram) and the
convoluted signal /s;; p.d.f’s (red lines) for the various mass and A points at I'/M =

0.2.
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7.2 Background Reconstructed ,/s;; P.D.F

In the massive gluon search, gg — tt process is the background (gq — ¢t process
is categorized as signal). To estimate the number of gg — t¢ events, the theoretical
fraction in ¢t events from Ref. [13], F,, = 0.16 £ 0.05, is used. The number of
gg — tt process is estimated by N(g99 — tt) = F,g(Ndata — Nnon—s). The back-
ground estimations in 1.9 fb~! are summarized in Table 7.2.

To reconstruct “background /s;;”, the same method used for the signal is applied.
Figure 7.11 shows each reconstructed background ,/s; distribution. All the distri-
butions are combined to define the reconstructed background /s p.d.f. Figure 7.12
shows the total background /s distribution fitted by Johnson SU + 2 Gaussian’s.

p(Vsw,) = fl#mexp [—%{’Y+510g(y+ Vy2+1)}2]

fa (\/S_tfr—lil) 1-=fi—f2) (\/%T — p12)
e el s e A
y = V=& (7.8)

)\ ?

where f1, f2,&, A\, 7,0, 01, 1,09 and uy are the fit parameters.

| Process |  Number | Modeling |
WW 2.53 +0.27 PYTHIA
WZ 0.94 £0.08 PYTHIA
77 0.09 +=0.01 PYTHIA

s-channel single top 2.00+0.20 | MAD-EVENT
t-channel single top 1.94+£0.17 | MAD-EVENT

Z =1t 2.39£0.28 ALPGEN
Whbb 16.53 £ 6.66 ALPGEN
Wee/We 12.88 + 5.23 ALPGEN
Mistags 16.65 4+ 3.64 ALPGEN
QCD fake (Non-W) | 13.62 +11.68 ALPGEN
gg — tt 48.23 +15.57 DATA
Total Background | 117.80 4+ 19.83 -
‘ Data ‘ 371 ‘ - ‘

Table 7.2: The background estimations in 1.9 fb™?.
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7.3 Likelihood Fit of Coupling Strength

The likelihood of the massive gluon parameters (I', M, A) is defined by the unbinned
extended likelihood with the Gaussian constraint on the total background number,

) p(N': 1) H vsps(v/Sir,(1); @) + prb(\/?tfr(i))’ (7.9)

L(aaysayb) EG(Vb;Vgxpao-b U
=1

where « is the massive gluon parameters (A, M,T’), G and P stand for Gaussian
and Poisson terms, v * is the central value of expected background number, o,
is the uncertainty of the total background number, N is the observed number of
events, py(y/5i,(1); @) is i-th event signal /sy probability (Eq. 7.1), py(y/54, (%))
is i-th event background /sy, probability (Eq. 7.8), v, and v, are the signal and
background numbers (v = vy + 1).

The pseudo data is obtained by the following way to perform the pseudo exper-
iments (PEs). The total number of events, N = 371, is fixed to the same number
as real data. The background number in a PE is given by the Poisson fluctuation
around v, *. The signal number is given by [N - (background number)]. The |/s;’s
of pseudo data are obtained at random from the template histograms of the signal
and background. The likelihood function (Eq. 7.9) is maximized for the parameters
(A, vs,vp) by MINUIT [66] at a given massive gluon mass and width point. The
confidence interval is given by the calculation of the likelihood at the maximized
point of vy and v, at a given massive gluon mass and width.

7.4 Linearity Tests of Coupling Strength

The likelihood function (Eq. 7.9) is tested by performing the pseudo experiments
using the true mass and decay width.

An example of pseudo experiment using the MC sample (A = 0.2, M = 500
GeV/c* and T'/M = 0.2) is performed. To perform the likelihood fit, the true mass
and decay width are assumed. The left plot of Fig. 7.13 shows the pseudo data
and the signal+background function using the best fitting values. The likelihood
is calculated as a function of A\ by using the best values of v; and v,. The right
plot of Fig. 7.13 shows —210g[L())/Lmax], A = 0.201013 is obtained in this pseudo
experiment.

The same kind of 10 thousand pseudo experiments are performed at various masses,
decay widths and X’s (Table 7.3), and the best fit A is obtained with the assumption
of the true mass and decay width. Figure 7.14 shows the best fitted A distributions
with M =500 GeV/c? and T'/M = 0.2 case. As shown in these plots, the fitted \’s
have the broad distributions and the mean values do not perfectly describe the true
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values of A’s, but fairly agree within RMS.

The re-weighting technique described in Appendix B is used to obtain the tem-
plates of the massive gluon processes.

| T/M | A Mass (GeV/c?) |
0.05 | -0.2, 0.1, -0.05, 0.05, 0.1, 0.2 | 400, 500, 600, 700, 800
0.1
0.2
03 | -04,-0.2,-01,0.1,02,04
0.4
0.5 |-0.6,-0.3, -0.15, 0.15, 0.3, 0.6

Table 7.3: The parameter points to test the linearity of .

Figure 7.15 shows the mean values of the fitted A distributions as a function of the
true A at each mass and decay width. The error bars are the RMS’s of the fitted A
distributions. As shown in these plots, A determinations become hard (large RMS)
at the wide decay width, high mass, and M = 400 GeV /c? points (around the peak
of /s distribution).
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50F g 3
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40F —— Bkg+MG(BestParam) N.
30
20:—
10F
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ol e
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Figure 7.13: An example of pseudo experiment: The pseudo data distribution and
the signal+background best fit functions (left), and —21og[L(A)/Lumax] (right).
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Figure 7.14: The best fit A distributions from the 10 thousand PEs at |A| = 0.05,
0.1, 0.2, M = 500 GeV/c? and T/M = 0.2.
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7.4.1 Consistency with SM Expectations

In this section the fitted A fluctuations from the standard model pseudo data are
studied, assuming only statistical fluctuation. The PYTHIA MC of qg — ¢t and the
background template histograms are used to get the pseudo data, and the likelihood
fit is performed to see how much the fitted A fluctuates from the standard model
qq — tt events. The left plot of Fig. 7.16 shows the image of 1o, 20, and 30 of
the fluctuations from the standard model qg — tt events, with the perfect Gaussian
case. 1o, 20, and 30 correspond to 1—v = 0.6827, 0.9544 and 0.9973. The right plot
of Fig. 7.16 shows the example of the fitted A fluctuations assuming I'/M = 0.2 and
M =500 GeV/c? from the 10 thousand pseudo experiments. As shown in this plot,
if the fitted A distribution have the long tail, the evidence or observation become
hard.

[/M=0.2, M=500 [

E E _ Best Flt A Mean  2.16e-05

Z 250 — 10 points oo

\ E - 20 pOlntS Overflow 0

" 200:_ _30- polnts Integral le+04
83 ;
E 150+
25 C
~ r C
-~ 100f.
§1.5E— 3
'3 50F
0.5;— -

97 04 0 6705:04703:0201 0 010203

Best A

Figure 7.16: The left figure shows the usual confidence interval of 1 — 7 confidence
level, ! is the quantile, imitating Ref. [57]. The right plot shows the example of
the actual pseudo experiments assuming I'/M = 0.2 and M = 500 GeV/c?.

The same kind of tests are performed with the parameter points in Table 7.4. The
results are shown in Fig. 7.17.

T/M 0.05, 0.1, 0.2, 0.3, 0.4, 0.5
M (GeV) | 400, 450, 500, 550, 600, 650, 700, 750, 800

Table 7.4: The massive gluon parameter points to test the fitted A\ fluctuations with
the standard model pseudo data.
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Figure 7.17: The expected fitted A fluctuations assuming each mass and width
(statistical fluctuation only). The vertical axes represent the fitted A fluctuations
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If the fitted A values of the real data assuming the various masses and decay widths
are consistent with the fluctuations from the standard model, the lower and upper
limits on A are set at the massive gluon parameters in Table 7.4. No massive gluon is
assumed to get the expected lower and upper limits. Figure 7.18 shows the example
of 95% C.L. lower/upper limits (95% C.L. corresponds to —21log(L/Lyax) = 3.84).

Figure 7.19 shows the mean and RMS of the expected 95%C.L. lower and upper
limits on A at the various mass and decay width points.
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Figure 7.18: One pseudo experiment example: The 96% C.L. lower and upper limits
(left), the lower and upper limits distributions from the 10 thousand psueudo exper-

iments (right), assuming ['/M = 0.2 and M = 700 GeV/c? (statistical fluctuation
only).
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Figure 7.19: The expected 95%C.L. lower and upper limits assuming each I'/M and
mass point (statistical fluctuation only).
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Chapter 8

Systematic Uncertainties

In this Chapter, the systematic uncertainties, mainly due to the uncertainties in
our understanding of the detector responses, on A\ are estimated. The systematic
sources listed in Table 8.1 affect the shape of the reconstructed ,/s;. Because
the massive gluon total cross section information is not used in the analysis, the
uncertainties on the absolute scale like the integrated luminosity, the lepton IDs,
the trigger efficiencies, and so on do not affect the results. The fitted A shifts from
the nominal result, A), depend on the massive gluon parameters, a = (A, M,T).
The systematic uncertainties are estimated up to the very high values of |A| to
check the overall effects. The massive gluon parameter points for the estimation
of A\ are listed in Table 8.2. Because there are 657 parameter points and ~ 65
systematic sources, the more than 40 thousand x (number of pseudo experiments per
massive gluon parameter and systematics source) are needed. The only one pseudo
experiment per massive gluon parameter and systematic source is performed due to
the wide parameter space. To get the average effects on the shifts of the fitted A from
the nominal results, the likelihood function and the pseudo experiment procedure
are modified to avoid performing the large number of pseudo experiments. The
likelihood function is modified to estimate the systematic uncertainties as following,

Lgys. (o)

NIy ps (/3. (ibin); @) + veps (/352 (ibin N(ibin)
[T T [Pl me) conmmm) ™

. 14
sig/bkg ibin=1

The template histograms are utilized to calculate Lgys (). The signal and back-
ground template histograms are scaled to (N —v; ") and v, *. The v, v;, and v are

fixed to v, = 1;*, vy = (N — v;"") and v = N in the likelihood function (Eq. 8.1).

The template histograms are obtained by the re-weighting of MC sample, described
in Appendix B. Table 8.1 shows systematic uncertainty sources and the processes.
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‘ Systematic Source ‘ Signal ‘ Background

Jet Energy Scale O All
Top Mass O gg — tt
ISR/FSR O gg — tt
Generator O gg — it

NLO O gg — tt
PDF O | g9 — tt, Wbb, Wee/We, W+LF
b-tag Efficiency O All
Multiple Interaction O All
W+Jets Q? Scale X W bb
Background Fraction X All
Lepton Pr O All

Table 8.1: The sources and the processes of systematic uncertainties.

| T/M | A | Mass (GeV/c?) |
0.05 | -0.5 ~ 0.5: 0.05 interval (21 points) | 400 ~ 800: 50 interval (9 points)
0.1
0.2 | -1.0 ~ 1.0: 0.1 interval (21 points)
0.3
0.4 | -1.5 ~ 1.5: 0.1 interval (31 points)
0.5

Table 8.2: The parameter points to study the systematic effects.

8.1 Nominal Response of Coupling Strength

The nominal response by the likelihood function (Eq. 8.1) are tested before the
study of systematic uncertainties. The PYTHIA SM ¢t re-weighted histograms are
used as the nominal signal sample. Figure 8.1 shows the likelihood fit results. As
can be seen from the plots there are large errors at large |A| and large I'/M, because
the reconstructed /s, p.d.f changes little at these points as shown in Appendix A.
The slopes and intercept at A = 0 are shown in Table 8.3, which are consistent with
1 and 0 on the whole with the nominal sample.
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| [ T/M =005 | T/M=010 | I/M=020 | [/M=030 | [/M=040 | T/M =050 |
M=400 | 0.98£0.08 | 0.98+0.07 | 1.01£0.09 | 1.03£0.09 | 1.05%0.08 1.06 £ 0.09
0.002 £ 0.007 | 0.003 £0.009 | 0.007 +0.018 | 0.010 £0.022 | 0.016 £ 0.028 | 0.022 & 0.031
M=450 | 1.02£0.07 | 1.02£007 | 1.02+0.08 | 1.03£0.09 | 1.03%0.08 1.04 £0.08
0.004 = 0.007 | 0.005 £ 0.008 | 0.008 +0.015 | 0.009 £0.020 | 0.011 £ 0.024 | 0.013 +0.028
M=500 | 0.98£0.05 | 099+£005 | 1.02+0.06 | 1.02£0.07 | 1.03%0.06 1.04£0.07
0.005 £ 0.006 | 0.006 = 0.008 | 0.009 £ 0.014 | 0.009 +0.018 | 0.010 £ 0.023 | 0.011 = 0.027
M=550 | 0.9 £0.04 | 1.00£0.04 | 1.02£0.05 | 1.02£0.06 | 1.03£0.05 1.03 £ 0.06
0.006 £ 0.006 | 0.006 = 0.008 | 0.009 £ 0.015 | 0.008 +0.019 | 0.010 £ 0.022 | 0.012 = 0.027
M=600 | 1.01£0.04 | 101+0.04 | 1.02£0.04 | 1.02+£0.05 | 1.03+0.05 1.03 £0.05
0.006 £ 0.007 | 0.006 £ 0.009 | 0.009 £ 0.016 | 0.009 +0.020 | 0.011£0.024 | 0.011 £ 0.029
M=650 | 1.01£0.03 | 1.01+£003 | 1.03£004 | 1.03£0.04 | 1.03L0.04 1.04£0.04
0.008 = 0.007 | 0.009 £0.009 | 0.011+0.016 | 0.011 £0.023 | 0.011 £ 0.026 | 0.011 % 0.032
M=700 | 1.03£0.03 | 1.03+£0.03 | 1.04£0.04 | 1.04£0.04 | 1.04%0.04 1.04 £0.04
0.006 £ 0.007 | 0.007 £0.010 | 0.009 £0.019 | 0.010 +0.025 | 0.010£0.029 | 0.010 £ 0.035
M=750 | 1.04£0.03 | 1.05£004 | 1.05+004 | 1.05£0.04 | 1.05%0.04 1.05 £ 0.04
0.006 £ 0.008 | 0.007 £0.012 | 0.009 £ 0.021 | 0.008 £ 0.028 | 0.008 £ 0.032 | 0.006 £ 0.040
M=800 | 1.08£003 | 1.08£0.04 | 1.06£0.04 | 1.06£0.05 | 1.06%0.04 1.06 £ 0.04
0.004 £ 0.010 | 0.006 £0.014 | 0.006 £ 0.024 | 0.004 +0.033 | 0.003 = 0.036 | 0.0005 £ 0.046

Table 8.3: The slopes (top values in each block) and intercepts at A = 0 (bottom
value in each block) at the various mass and width points using nominal distribu-
tions.

8.2 Top Quark Mass and Jet Energy Scale (JES)

The systematic uncertainties due to the uncertainties of top quark mass [59] and
jet energy scale [58] would be correlated, as described in Ref. [18]. To estimate
the systematic uncertainties due to the top quark mass and JES uncertainties, both
top mass and JES are shifted by +10 at the same time. These uncertainties are
estimated by re-weighting PYTHIA MC sample with top masses of 173 and 177
GeV/c®. The top mass effect in the single top process is ignored. For JES, the
effects on the reconstructed ,/s;; from the acceptances are included, and the effects
from all the processes are estimated.

The left plots of Fig. 8.2 show the changes of the reconstructed ,/s; shapes by
shifting top quark mass by +2 GeV/c? and JES by +1o with the SM ¢q — ¢t pro-
cess. The right plot of Fig. 8.2 shows the fitted A values by changing the top mass
and JES. In this example the systematic uncertainty of A\ is AX = —0.012 + 0.013
by taking (minimum output)-(nominal output) and (maximum output)-(nominal
output).

Figure 8.3 shows the summary plots of systematic uncertainties due to the top
mass and JES uncertainties at the various massive gluon parameter points. There
are 2 issues in these estimations. First, there can be the double-peak of likelihood
distributions because the template distribution can not be explained with the nomi-
nal fit functions. The jump of A\ between A\ = 0.2 and A = 0.3 at the massive gluon
mass=800 GeV/c? and I'/M = 0.5 is this case. Second, the likelihood function uses
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Figure 8.1: The likelihood fit results using the nominal distributions.
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only the shape information and the signal reconstructed ,/s; distributions do not
change so much at very large A as can be seen at Appendix A. The jump of A\
between A = 0.3 and A\ = 0.35 at mass=500 GeV/c*> and I'/M = 0.05 is this case.
These shifts are kept using as systematic uncertainties.

—— Nominal (Miop=178) .~
—— Mtop=173, JES+lo| |

—— Nominal (Mtop=178) .~
—— Miop=175, JES+Io

—— Nominal (Mtop=175)
—— Mtop=177, JES+Io|

/M=0.05, M=400, F(correlation)=0.449, AN(Mtop)JAN(JES)=0.010, AA(Mtop,JES)=0.013

- - - o1
B S a ot SR R = 0.003 0.010 0.014
Reconstructed tf inv. mass Reconstructed tf inv. mass Reconstructed tf inv. mass

—— Nominal (Mtop=17)
—— Mtop=173, Default

—— Nominal (Mtop=174)
—— Mtop=177, Default

y -0.005 = 0.001

JES

—— Nominal (Mtop=17§) -]
—— Miop=173, JES-10

—— Nominal (Mtop=178) = — Nominal (Mtop=17§)

e i [l 0.011 -0.006

172 173 174 175 176 177
Mtop

Figure 8.2: The example of systematic uncertainty due to the top quark mass and
JES uncertainties: The left plots show the changes of shape by shifting top mass by
+2 GeV/c? and JES by +10. The right plot shows the best fitted A by shifting top
mass by £2 GeV/c? and JES by £10 assuming the massive gluon M = 400 GeV/c?
and I'/M = 0.05.

8.3 Parton Distribution Function (PDF)

The 3 types of contributions from the PDF uncertainties are considered using the
CTEQ [60] and MRS [60] PDF sets. The relative weights of MRST72, MRST75, and
CTEQS6L to CTEQSL (default) PDF set, and those of CTEQ6M’s 20 eigen-vector
+10 values to the central value are used for the estimations.

e The PDFs from the different groups with the same «;: The difference between
MRST72 and CTEQ5L is considered.

e The difference in ay: The difference between MRST72 and MRST75 is con-
sidered.

e The uncertainties of 20 eigen vectors in CTEQ parameterization: These are
estimated using each CTEQ6M eigen vector uncertainty. The differences of
each eigen vector £1o0 value from the central value of CTEQ6M are added
quadratically.
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Figure 8.3: A\ as a function of true A from the top mass and JES uncertainties at
the various massive gluon masses and widths.
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Figure 8.4 shows the relative event weights as a function of generator level /s;.
At the most of the massive gluon parameter points, the difference between MRST72
and MRST75 gives the largest systematic uncertainty, as shown in Figs. 8.5 and
8.6. PDF has the direct Q? dependence, it yields special effects compared to the
other systematic uncertainties.
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Figure 8.4: The top 3 plots show the relative weights of the different PDF sets to
CTEQ5L, and the bottom 20 plots show the relative weights of 20 eigen vectors to
CTEQ6M central value, as a function of generator level ,/s;.
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Figure 8.5: The reconstructed SM ,/s;; distributions in ¢g — ¢ (tops) and gg — t¢
(bottoms) processes. In qg — ¢t process, the effects from the eigen vector uncertain-
ties are small (Top right plots show the 20 eigen vector +10 variations, which are
almost identical). In gg — tf process, the difference between MRST72 and MRST75
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8.4 Initial and Final State Gluon Radiation

There are uncertainties on the initial state radiation (ISR) and the final state
radiation (FSR) due to the emissions of gluon in QCD, which are estimated with
Drell-Yan data [62]. The MC samples are generated with the radiation modeling ad-
justed to have less or more radiation. Normally the fitted As by less and more gluon
radiation modelings have the opposite values compared to the nominal response.
However, at a few parameter points ISR (FSR) less and more responses shift to the
same side due to the MC statistics. In this case the larger shifts are considered as
one side (AX has only plus or minus value) systematic uncertainties.

8.5 Generator

The MC generator systematic uncertainties are estimated by HERWIG [63] and
PYTHIA difference. HERWIG considers the ¢¢ spin correlations while PYTHIA
does not. These generators are independent and have the different hadronization
models and the tuning of underlying events. One side systematic uncertainties are
assigned. The effects from non-tt processes are ignored.

8.6 NLO

The systematic uncertainties due to the LO and NLO difference are estimated
by using MC@QNLO with MRST02 and CTEQ5M PDF sets. We do not know the
actual effect of NLO for the the massive gluon, we assumed that the re-weighting
technique can be applied also in NLO with the same way as LO (NLO effect would
be more complicated). The negative weight events exists in NLO MC, which are
re-weighted with the negative value. The larger one side shifts between MRST02
and CTEQbHM are assigned as the systematic uncertainty if the shifts are the same
side. If the shifts are opposite sides, the 2 sides (A has both plus and minus values)
systematic uncertainties are assigned asymmetrically.

8.7 WJets Q° Scale

The systematic uncertainties due to W+jets @Q? scale uncertainties are estimated
by using the @ scale factors, 0.5 and 2.0 (default scale is 1.0) using ALPGEN [65]
MC samples. The 2 side systematic uncertainties are assigned asymmetrically.

8.8 Background Fraction

The systematic uncertainties due to the uncertainties of the background fractions
are estimated by shifting each background fraction by +10 in Table 7.2. The 2 side
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systematic uncertainties are assigned asymmetrically.

8.9 B-tagging Efficiency

The systematic uncertainties from the jet Ep dependence of SecVir b-tagging
scale factor are estimated. The event weights are estimated by taking the scale
factor slopes as a function of jet E7, as shown in Fig. 8.7. The 2 side systematic
uncertainties are assigned asymmetrically.

: xZ 7 ndf 652/6
\ Tight SecVtx SF vs Et | o 0.0852+ 0 orne
1oF ‘ ‘ p1 -0.0005391+ 0.001038
l; ‘-«a'?;& & .
[
0.8 ]
0.6} o ]
: Constant Fit ’
0'4; —————— Linear fit
0.2 — ttbar b-jets
o ]
20 40 60 80 100 120 140

Figure 8.7: The data-MC ratio of tagging efficiency as a function of jet E7. The
blue lines show the uncertainties.

8.10 Multiple Interaction

The systematic uncertainties are estimated from the data and MC differences in
number of vertices. One side systematic uncertainties are assigned. The scale factors
described in Table 8.4 are applied.

Number of vertices 1 2 3 4 >5
Scale Factor 0.792 | 0.995 | 1.65 | 4.21 | 7.90

Table 8.4: Scale factors from the ratio of data/MC according to the number of
vertices.

8.11 Lepton Pr

The systematic uncertainties due to the lepton pr uncertainty is estimated by
shifting the lepton pr by +1%. The 2 side systematic uncertainties are assined
asymmetrically.
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8.12 Total Systematic Uncertainties

All the systematic uncertainties are added quadratically by assuming each sys-
tematic uncertainty source is uncorrelated (except for top mass and jet energy scale
uncertainties). Figure 8.8 shows the example of total systematic uncertainties at
M = 450 GeV/c? and T'/M = 0.1. The total systematic uncertainties at the other
parameters are listed in Appendix C. The top mass and jet energy scale uncertainties
give the largest uncertainties of the fitted .
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Figure 8.8: The total Systematic uncertainties as a function of true A at the massive
gluon mass is 450 GeV/c? and I'/M = 0.1.

104



8.13 Incorporation of Systematic Uncertainties

The systematic uncertainties are incorporated into the likelihood function to cal-
culate the 95% C.L. lower and upper limits on A by the following way,

L'\ = L(z) x / Z = (A_L);A+(z)) exp [—%} da, (8.2)

where L' is the likelihood function including the systematic uncertainties, L is the
likelihood function without the systematic uncertainties (Eq. 7.9), A_ and A, are
the negative and positive systematic errors, and A is A_ if A <z and A, if A > z.

The linear functions are assumed between the estimated points of A(z). The
likelihood function is smeared by the asymmetric Gaussian, is not integrated by the
numerical way. The left plot of Fig. 8.9 shows an example of the likelihood including
the systematic uncertainties for the same pseudo-data as Fig. 7.18. The right plot
is an example of the “jump-up” systematic uncertainty effect due to M., and JES:
the jump-up effect gives no problem to set the limits, because the jump-up points
are far away from the 95% C.L. limits (3.84 in the horizontal axis).
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Figure 8.9: Example of the lower/upper limit shifts by the systematic uncertainties
at I'/M = 0.20, M = 700 GeV, A = 0 (left) and I'/M = 0.20, M = 600 GeV and
A = 0 (right). The histograms are the likelihood functions without the systematic
effects, and the smooth lines are the likelihood functions with the systematic effects.
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Chapter 9

Results and Conclusion
9.1 Results

The results of the massive gluon search are summarized in this section.

9.1.1 Top Pair Invariant Mass Distribution

Figure 9.1 shows the data and the standard model ¢f invariant mass distributions
reconstructed by DLM. The Kolmogorov-Smirnov (KS) probability is 42.3%.

CDF Runll Preliminary 1.9 fb™

“weof
% C KS=42.3%
Q70 —e— Data (Nev=371)
8602_ [ ]Top
P [ EW & Single Top
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Lﬁ - [ I Non-w

405 [ w+Charm

30F [ w+Bottom

20F

10F

=== i P ool . eleee |
3900 400 500 600 700 800 900 1000

tt invariant mass [GeV/c?]

Figure 9.1: t¢ invariant mass distribution (black points) with SM predicted distri-
bution (histogram). The pink hatch is the background normalization uncertainty.
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9.1.2 Consistencies with the Standard Model Expectations

The left plot of Fig. 9.2 shows an example of the likelihood fit. The black points,
green, blue, red lines are the data distribution with error bars, the background, the
standard model, and the massive gluon ,/s;; functions, respectively. The functions
(lines) are normalized to the best fit numbers. The fit is performed with M = 800
GeV/c?* and T'/M = 0.1. The best fit value of A (0.148) has the positive value
because the there are more data at > 800 GeV/c? and less data around 650 GeV/c?
than the standard model expectations (blue line).

The right plot of Fig. 9.2 shows the data consistency check with the standard
model expectations assuming the same mass and decay width. The 10 thousands
of pseudo experiments using the standard model MC are performed to know the
statistical fluctuations with current amount of data. The obtained A (0.148) is
consistent with the standard model expectations at the level of ~ 1.70.

The same kind of consistency checks are performed by varying the mass (from 400
to 800 GeV/c?) and the decay width (I'/M from 0.05 to 0.50) of the massive gluon.
The As obtained from the likelihood fit are consistent with the standard model
expectations, as shown in Fig. 9.3. Thus no massive gluon evidence is obtained at
the explored parameter regions.
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Figure 9.2: An example of the likelihood fit (left) and the consistency with the
standard model from the statistical fluctuations (right).
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Figure 9.3: The best fitted As of data (red) as a function of massive gluon mass for
the 6 width points, 0.05 < T'/M < 0.5. The blue, light blue, yellow, green regions
are the central value, 1, 2, and 3 os from SM expectations.
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9.1.3 Limits on Coupling Strength

The obtained data is consistent with the standard model predictions, thus the
limits on the coupling strength are set.

Figure 9.4 is an example of the limits at I'/M = 0.1 and M = 800 GeV/c?>. The
left plot shows the 95% C.L. upper and lower limits on A including the systematic
uncertainties. The right plot shows the same limits obtained from data (arrows),
and the expected limits from the pseudo experiments using the standard model MC
(histograms). The dashed lines are the mean values of the expected limits, and the
hatch regions show the mean + RMS regions.

Figure 9.5 shows the summary plots of the 95% C.L. upper and lower limits
obtained from data (blue and red points/lines) together with the expected limits by
the pseudo experiments using the standard model MC (hatch regions). The yellow
regions are excluded by the 1.9 fb~! data obtained at CDF. The scales of limits on A
largely depend on the width. Only the white regions are allowed in 95% confidence
level. The observed lower and upper limits are also summarized in Tables 9.1 and
9.2.
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Figure 9.4: The left plot shows an example of the likelihood distribution to obtain
the 95% C.L. limits at I'/M = 0.1 and M = 800 GeV/c. The right plot shows the
obtained limits (arrows) with the expected limits obtained by the standard model
MC (histograms).
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Figure 9.5: Limits on A as a function of the massive gluon mass at each width
including the systematic uncertainty effects. The yellow regions are excluded, and
only the white regions are allowed in 95% confidence level.
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M/T
M (GeV/e 0.05 0.10 0.20 0.30 0.40 0.50
400 -0.043 | -0.056 | -0.089 | -0.12 | -0.16 | -0.19
450 -0.045 | -0.057 | -0.086 | -0.12 | -0.15 | -0.18
500 -0.059 | -0.067 | -0.10 | -0.14 | -0.17 | -0.20
550 -0.064 | -0.083 | -0.12 | -0.16 | -0.19 | -0.23
600 -0.073 | -0.10 | -0.16 | -0.15 | -0.22 | -0.23
650 -0.081 | -0.096 | -0.13 | -0.16 | -0.26 | -0.34
700 -0.070 | -0.068 | -0.091 | -0.13 | -0.31 | -0.37
750 -0.020 | -0.021 | -0.033 | -0.026 | -0.063 | -0.37
800 -0.011 | -0.017 | 0.017 | -0.042 | -0.011 | -0.32
Table 9.1: Observed 95% C.L. lower limits
M/T
M (GeV/e 0.05 | 0.10 | 0.20 | 0.30 | 0.40 | 0.50
400 0.040 | 0.067 | 0.11 0.18 | 0.20 | 0.23
450 0.027 | 0.042 | 0.062 | 0.094 | 0.14 | 0.19
500 0.034 | 0.043 | 0.069 | 0.098 | 0.14 | 0.19
550 0.039 | 0.055 | 0.085 | 0.13 | 0.18 | 0.20
600 0.048 | 0.069 | 0.10 | 0.16 | 0.20 | 0.28
650 0.069 | 0.083 | 0.15 | 0.20 | 0.28 | 0.35
700 0.091 | 0.14 | 0.19 | 0.29 | 0.37 | 0.47
750 0.13 | 0.18 | 0.26 | 0.38 | 0.47 | 0.61
800 0.17 | 0.26 | 0.37 | 0.50 | 0.63 | 0.76

Table 9.2: Observed 95% C.L. upper limits
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9.1.4 Cross Checks

The primary effect of the massive gluon appears in the top quark pair invariant
mass distribution. If the massive gluon exists, the secondary effect will appear in
the pr distributions of the top quarks. The prs of the top quarks are reconstructed
in the same way as the top quark pair invariant mass by the DLM. There is no
significant discrepancy from the standard model expectations, as shown in Fig. 9.6.

CDF Runll Preliminary 1.9 fb* CDF Runll Preliminary 1.9 fb!

L0 L
o KS=77.5% 2 70 KS=31.5%
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Hadronic Decay Side Top PT [ GeVic] Leptonic Decay Side Top PT [ GeVic ]

Figure 9.6: The top quark pr distributions of data (black points) and the SM
predictions (histograms) in the hadronic (left) and leptonic (right) decays.

Because the transfer functions are completely derived from the standard model
MC, the transfer function response variables of data and MC are compared. Figure
9.7 shows the response variable distributions, which are obtained by taking the
parton momenta with the maximum likelihood. The jet and missing Er responses
are defined as [Er(jet) — Er(quark)]/Er(quark) and [F7r — pr(v)]/pr(v). Data and
the standard model MC distributions are consistent with each other.

As a check of the likelihood of the DLM, the magnitudes of likelihood in data and
the standard model MC are compared. The likelihood distributions are consistent
with each other, as shown in Fig. 9.8.

The comparisons of the basic input variables used in the event selection and DLM
between data and the standard model expectations are shown in Appendix D.
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Figure 9.7: The data (black points) and the standard model MC (histograms) most
probable response variables of Er of b-quark (left), light-quark (middle), and the

pr of neutrino (right).
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9.2 Conclusion

The top quark pair production mechanism is studied through the ¢ production
cross section and the top quark mass measurements, and the search for new particle
decaying to tt. The CDF Runll high p; lepton dataset are used up to 1.9 fb~! of
data. The top quark pair production cross section is measured using two different
b-tagging algorithms. The results are roughly 1o higher than the standard model
expectation of 6.7 pb at the top mass of 175 GeV/c?>. The top quark mass is mea-
sured using the W boson mass constraint to reduce the jet energy scale uncertainty,
which was the largest systematic uncertainty at the previous measurement of the top
quark mass by DLM [54]. The search for the massive gluon is performed using the
DLM. The observed #t invariant mass distribution is consistent with the standard
model predictions. The fitted massive gluon coupling strengths are consistent with
the standard model predictions for the wide range of the mass and width within the
statistical fluctuation. The upper and lower limits are set on the coupling strength
of the massive gluon.

The large uncertainty of the top quark pair production cross section measurement
is caused by the background estimation, especially in the W+jets process due to
the poor knowledge of the higher order cross sections. There have been the recent
results which can reduce the uncertainty of the W+jets estimation by measuring
the cross section of W+heavy flavor (bb, c¢ and 1c) process independently. The
We production cross section is measured using the soft-lepton-tagging technique
using the fact that the charge of lepton from W boson decay and the charge from
semi-leptonic decay of charm meson are opposite [67]. The W+bb production cross
section is measured by looking at the mass distribution of b-tagged jets using the
heaviness of the bottom hadron mass [68].

The systematic uncertainty of the top quark mass measurement is dominant un-
certainty, which can not be improved by increasing the amount of data. Since the
analysis technique itself is now mature enough, more efforts to reduce the systematic
uncertainty are necessary for a more precise measurement of the top quark mass.

The search for the massive gluon decaying to ¢, which interfere with the standard
model top quark pair production process, is the first attempt in the world. Although
there is no evidence of the massive gluon using the current data, the massive gluon
could still exist outside the range of explored parameter regions. Tevatron provides
the unique opportunity of the search for the new particle decaying to ¢t in the ¢g
annihilation process, because gg fusion process is dominant at the upcoming LHC
experiment. Tevatron will provide more than three times of data analyzed in this
dissertation, and our hope is to improve the search limit or to find the evidence of
the massive gluon using data from the CDF Runll experiment. The heaviness of the
top quark mass is still a mystery, and the existence of a new particle could explain
it and open the window to physics beyond the standard model.
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Appendix A

Massive (Gluon Probability
Density Functions

The reconstructed top quark pair invariant mass (,/s;;) probability density func-
tion (p.d.f) is parameterized by Eq.(7.1). There are 3 parameters (decay width,
mass, and coupling strength) of the massive gluon. The ,/s; p.d.fs in the quark
pair annihilation of the standard model (SM) plus the massive gluon (MG) with the
interference effects are shown in this appendix (Figs. A.1-A.6) for the various pa-
rameter points in Table A.1. The positive and negative A cases are shown separately.
In these p.d.fs, the enhancements at \/s;z > M (\/s;7 < M) and the suppressions at
V55 < M (/55 > M) are seen if X is positive (negative). The reconstruction effect
smears these characteristics. The black lines in the plots show the standard model
p.d.f. The effects in the top quark pair invariant mass shape are larger with smaller
mass and smaller decay width at the same coupling strength (), and vice versa.

L/M Range of A | M (GeV/c?)
0.05 (Fig. A1) | [=0.5,0.5] | [400,800]
0.10 (Fig. A.2) | [=0.5,0.5] | [400,800]
0.20 (Fig. A.3) | [=1.0,1.0] | [400,800]
0.30 (Fig. A4) | [-1.0,1.0] | [400,800]
0.40 (Fig. A5) | [-1.5,1.5] | [400,800]
0.50 (Fig. A.6) | [=1.5,1.5] | [400, 800]

Table A.1: The parameter regions of the massive gluon p.d.fs in Figs. A.1-A.6.
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Figure A.1: The SM+MG reconstructed /s;z p.d.fs with I'/M = 0.05.
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Figure A.2: The SM+MG reconstructed ,/sz p.d.fs with I'/M = 0.10.
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Figure A.3: The SM+MG reconstructed /sz p.d.fs with I'/M = 0.20.
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Figure A.4: The SM+MG reconstructed /sz p.d.fs with I'/M = 0.30.

119



[/M=0.40, M=400, Negative A /M=0.40, M=400, Positive A [/M=0.40, M=450, Negative A /M=0.40, M=450, Positive A
2voif 150  ZvoosfE —A=150 2" —M=-1.50 2v.008f —A=150
= 120 = = —\=120 =

Qo £0.007| Qo £90.007f

% “t %nboua- -§0 006

0.008f- —2=1.00 Eo.ooe- Eu ek —A=1.00

0.006|
0.004]

0.002]

ki

0 300 400 500 600 700

Reconstructed tf invariant mass

Reconstructed ti invariant mass

/M=0.40, M=500, Positive A

0.004f

0.002f

/M=0.40, M=550, Negative A

506556

80

—=-0

400 500 600 700
Reconstructed tf invariant mass

Reconstructed ti invariant mass

[/M=0.40, M=550, Negative A

/M=0.40, M=500, Negative A
Syon

2 150  Zvoosf —\=1.50 2v.008F —A\=-150  Zvoosf —\=1.50
=0.008f 140 = = —A=-1.40 =
a B0.007F 00.007F
Sooo7E = =
© G0.006f- 0 '00.006f 0
(70006 Iy —A=1.00 T —A=1.00
0.005f
0.005f
0.00af
0.004F
0.003F. 0.003f
0002 0002
0.001F 0.001F

067300 40630606 700 067300 -406"306"06" 700
Reconstructed tf invariant mass Reconstructed ti invariant mass Reconstructed tf invariant mass Reconstructed ti invariant mass
/M=0.40, M=600, Negative A  '/M=0.40, M=600, Negative A /M=0.40, M=650, Negative A  T'/M=0.40, M=650, Negative A
Zo.008F —\=-150 2». —)\=1.50 Zo.008F —%:-1.58 2v.008F —)\=1.50
. = = —A=-1.4 =
Q0.007F Q0.007) 00.007F
© © o
Q Q g3
"O0.006F "©0.006| '©0.006F
B-.00sf- B6,.00 6,005
0.004F 0.004 0.004
0.003f 0.003 0.003
0.002F 0.002f 0.002F
0.001= 0.001¢ 0.001=
06300 406" 500800 700 % 06300
Reconstructed tf invariant mass Reconstructed i invariant mass Reconstructed tf invariant mass Reconstructed i invariant mass
[/M=0.40, M=700, Negative A  [/M=0.40, M=700, Negative A [/M=0.40, M=750, Negative A  /M=0.40, M=750, Negative A
Zo.008F —\=-1.50  2v.00| —)\=1.50 Zo.008F —A\=-1.50
- . = = —A=-1.40
Q0.007) 00.007
© ©
Q Q
"©0.006| "©0.006|
B6,00 B-6,00
0.004 0.004
0.003 0.003
0.002f 0.002f
0.001¢ 0.001¢

B

Reconstructed tf invariant mass

Reconstructed i invariant mass

=0.40, M=800, Negative A

/M=0.40, M=800, Negative A
2v.008F J—

90.007]
©
Q
'©0.006]
B-6,00
0.004)
0.003)

0.002]

0.001}

1.50

Reconstructed tf invariant mass

Reconstructed i invariant mass

Reconstructed tf invariant mass

Reconstructed i invariant mass

Figure A.5: The SM+MG reconstructed /s;z p.d.fs with I'/M = 0.40.
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Figure A.6: The SM+MG reconstructed /sz p.d.fs with I'/M = 0.50.
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Appendix B

Monte Carlo Re-weighting

The difference between the standard model and the massive gluon process is only
in the production matrix element. Thus, the standard model Monte Carlo sample
is re-weighted, instead of generating Monte Carlo sample for the huge parameter
space. The weight is simply production matrix ratio (MG/SM) in Eq.(7.3). Figures
B.1 and B.2 are the comparisons of the generated massive gluon and the re-weighted
standard model distributions of the reconstructed ,/s;; and observed level pr. The
generated and re-weighted distributions agree well as shown in the plots (Various
other low level quantities not shown here also agree). The re-weighting technique
is used especially in the studies of systematic uncertainties, because there are many
sources of systematic uncertainties and the many explored massive gluon parameters.
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Figure B.1: The standard model (green), generated (red) and re-weighted (blue)
reconstructed /sy distributions with A = 0.2, M = 500,700 GeV/c?, and T'/M =
0.2. Each bottom plot shows the (re-weighted)/(generated) ratio.
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Figure B.2: The standard model (green), generated (red) and re-weighted (blue)
observed level pr distributions with A = +0.2, M = 500,700 GeV/c?, and I'/M =
0.2. Each bottom plot shows the (re-weighted)/(generated) ratio.
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Appendix C

All Systematic Uncertainties

All the systematic uncertainties are shown in Figs. C.1-C.6 at the parameter
points in Table 8.2. The black points/lines show the total uncertainties (A\) as a
function of true A. There are some “jump-up” points at the large As in these plots.
These jump-ups do not affect the final results of the lower and upper limits on the
coupling strength, because the obtained As are close to 0 and the obtained limits are
away from the jump-ups. The meanings of the words at the right of each plot are
summarized in Table C.1. The contributions from the uncertainty of top quark mass
and the jet energy scale are large as a whole. The contributions from the difference
between LO and NLO are large at the large mass. The contributions from the PDF
uncertainty are large at the large decay width.

Abbreviation | Meaning

ISR Initial state radiation uncertainty

FSR Final state radiation uncertainty

Btag slope Uncertainty on Er dependence of b-tagging efficiency
Lepton PT Uncertainty on lepton pr measurement

Wijets Q2 Uncertainty on Q? definition in W + bb process

EWK 1o Uncertainties on the electroweak background processes
WLF +lo Uncertainty on the W+light flavors background process
Wee/We +10 | Uncertainty on the W+charm quarks background process
Wbb +1o Uncertainty on the W+bottom quarks background process
NonW +lo Uncertainty on the QCD fake background process

gg — tt 1o Uncertainty on the gg — tt background process

NLO Difference between LO and NLO

Herwig Difference between PYTHIA and HERWIG

MI Uncertainty on the multiple interaction

PDF Uncertainty on the parton distribution function
Mtop&JES Correlated uncertainty on top quark mass and jet energy scale
Total Addition of all the contributions quadratically

Table C.1: The meanings of the abbreviations in Figs. C.1-C.6.
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C.2: Total systematic uncertainties as a function of true A at I'/M = 0.10.
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C.3: Total systematic uncertainties as a function of true A at I'/M = 0.20.
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C.4: Total systematic uncertainties as a function of true A at I'/M = 0.30.
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Figure C.5: Total systematic uncertainties as a function of true A at I'/M = 0.40.
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Figure C.6: Total systematic uncertainties as a function of true A at I'/M = 0.50.
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Appendix D

Comparison between Data and
Simulations

In this appendix, the basic observed quantities are compared between data and
the standard model MC after the lepton+jet event selections. Any significant dis-
crepancy indicate the mis-modeling of CDF detector simulations or the existence of
new physics. The distributions of data and the SM modeling agree well as a whole,
which reflects the quality of CDF simulations.

Figure D.1 shows the E7, n(physics), n(detector), ¢, and EM fraction distributions
of the tight jets (Ep > 20 GeV, |n(det.)| < 2.0) with the order of jet Er.

Figure D.2 shows the Er, n(detector), ¢, and EM fraction distributions of b-tagged
jets.

Figure D.3 shows the vertex cr, mass, x?, pr, Lyy, and number of good tracks
distributions related to the SecVtx tagging obtained from the b-tagged jets.

Figure D.4 shows the pr, 0, ¢, and charge distributions of leptons (electrons and
muons). The bumpy distributions of 7 and ¢ come from the fiducial volume of the
detector coverages.

Figure D.5 shows the missing Er, ¢ of fo, W transverse mass, and Hr (the scalar
sum of Er of jets, pr of lepton, and missing E7) distributions.

Figure D.6 shows the distributions of number of vertices, z of primary vertex, and
the difference between zy of lepton and z of primary vertex. The number of vertices
distribution shows the significant discrepancy between data and the simulations.
This is because the increasing performance of the Tevatron makes the more multiple
interactions and MC simulation could not catch up with its performance. This
discrepancy is covered as the systematic uncertainty in the multiple interaction
modeling.

Figure D.7 shows the AR distributions. All the possible combinations from the
lepton and 4 jets are listed.

Figure D.8 shows the A¢ distributions. All the possible combinations from the
lepton, missing Er, and 4 jets are listed.
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Figure D.1: Kinematic distributions of tight jets.
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Figure D.4: Kinematic distributions of leptons.
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