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Abstract

This thesis studies the high-energy collisions of protons and antiprotons.
The data used in the measurement were collected during 2004-2005 with
the DO detector at the Tevatron Collider of the Fermi National Accelerator
Laboratory and correspond to 0.7 fb™! of integrated luminosity. High energy
hadron collisions usually produce collimated sprays of particles called jets.
The energy of the jets is measured using a liquid Argon-Uranium calorimeter
and the production angle is determined with the help of silicon microstrip
and scintillating fiber trackers. The inclusive jet cross section in proton-
antiproton collisions is measured as a function of jet transverse momentum
pr in six bins of jet rapidity at the center-of-mass energy /s = 1.96 TeV.
The measurement covers jet transerve momenta from 50 GeV up to 600 GeV
and jet rapidities up to |y| = 2.4.

The data are collected using a set of seven single jet triggers. Event and jet
cuts are applied to remove non-physical backgrounds and cosmic-ray inter-
actions. The data are corrected for jet energy calibration, cut and trigger
efficiencies and finite jet pr resolution. The corrections are determined from
data and the methods are tested with Monte Carlo simulation. The main ex-
perimental challenges in the measurement are the calibration of jet energies
and the determination of the jet pr resolution. New methods are developed
for the jet energy calibration that take into account physical differences be-
tween the y+jet and dijet calibration samples arising from quark and gluon
jet differences. The uncertainty correlations are studied and provided as a
set of uncertainty sources.

The production of particle jets in hadron collisions is described by the theory
of quantum chromodynamics (QCD). When the transverse jet momentum is
large, the contributions from long-distance physics processes are small and
the production rates of jets can be predicted by perturbative QCD. The
inclusive jet cross section in pp collisions at large pr is directly sensitive
to the strong coupling constant (ay) and the parton distribution functions
(PDFs) of the proton. This measurement can be used to constrain the PDFs,
in particular the gluon PDF at high proton momentum fraction z, and to
look for quark substructure at the TeV scale. The data are compared to
the theory predictions with perturbative QCD in the next-to-leading order
precision and a good agreement between data and theory is observed.



Tiuvistelma

Téassa tyossa tutkitaan protonien ja antiprotonien tormayksié korkealla ener-
gialla. Mittauksessa kiytetty data on keratty vuosina 2004-2005 DO ilmaisi-
mella Yhdysvaltain Fermilab-kiihdytinlaboratorion Tevatron-torméyttimelld
ja vastaa 0.7 fb~! yhteenlaskettua luminositeettia. Suurenergisten hadronien
tormayksissd syntyy yleensd yhdensuuntaisia hiukkasryoppyjé, jetteja. Jetti-
en energia mitataan nestemdista argonia ja uraania sisaltavalla kalorimetrilla
ja niiden suunnan mittaamiseen kiytetdan apuna piimikronauha- ja tuikekui-
tu-jalki-ilmaisimia. Jettien tuotanto eli hadroninen kokonaisvuorovaikutus-
ala mitataan poikittaisen liikemaérén py funktiona kuudessa rapiditeettialu-
eessa massakeskipiste-energialla /s = 1.96 TeV. Mittaus kattaa poikittaisen
liikeméadran 50 GeV:istd 600 GeV:iin saakka ja rapiditeetin |y| = 2.4 saakka.

Mittausdata on kerdtty kayttden seitseméd jettiliipaisua. Epéfysikaalinen
tausta ja kosmisten siteiden aiheuttamat signaalit poistetaan eventti- ja jet-
tileikkauksilla. Jettien energia kalibroidaan ja dataa korjataan leikkausten ja
liipaisinten tehokkuudella sekd p : n mittauksen epdtarkkuudesta. Korjauk-
set madritetddn kiyttden dataa ja menetelmét testataan Monte Carlo-simu-
loinnilla. Mittauksen haasteena on jettien energian kalibrointi sekd pp-reso-
luution maaritys. Energian kalibrointiin kehitetdan uusia menetelmia, jotka
huomioivat kvarkki- ja gluonijettien eroista johtuvat erot y-+jetti ja kah-
den jetin tapausten vililla. Epavarmuustekijoiden korrelaatiota tutkitaan, ja
niistd muodostetaan joukko virheldhteité.

Jettien tuotantoa hadronitérméiyksissd kuvataan kvanttikromodynamiikalla
(QCD). Kun jettien poikittainen liikkem&érd on suuri, pitkdn matkan vuo-
rovaikutukset ovat pienid ja jettien tuotantoa voidaan ennustaa hiiridteo-
rian avulla. Hadroninen kokonaisvuorovaikutusala pp-tormayksissi korkeal-
la pr:1ld on suoraan riippuvainen vahvasta kytkentdvakiosta (o) sekd pro-
tonin partonidistribuutiofunktioista (PDFs). Tatd mittausta voidaan kéyt-
tda rajoittamaan erityisesti gluonien PDF-jakaumaa korkealla osalla = pro-
tonin liikemaérasta sekd etsimédédn kvarkkien alirakennetta TeV-energiaskaa-
lassa. Mittausta verrataan teorian ennustuksiin, jotka on laskettu kiyttaen
pQCD:té toisen kertaluvun tarkkuudessa, ja ndmé ovat hyvissd sopusoin-
nussa mittausten kanssa.
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Abbreviations and acronyms

CC
ICR
EC
SMT
CFT
EM
EMF
CHF

JES
JER
MC
MPF
7B

MB
L1,L2,L3
ID

CAF

QED
QCD
pQCD
LO
NLO
PYTHIA
HERWIG
PDF
DIS
CTEQ

MRST

Central calorimeter
Intercryostat region
Endcap calorimeter
Silicon microstrip tracker
Central fiber tracker
Electromagnetic
Electromagnetic fraction
Coarse hadronic fraction

Jet energy scale

Jet energy resolution

Monte Carlo (simulation)
Missing- Er projection fraction
Zero bias (trigger)

Minimum bias (trigger)

Level 1,2,3 (trigger)
Identification

Common analysis format

Quantum electrodynamics

Quantum chromodynamics
Perturbative quantum chromodynamics
Leading order

Next-to-leading order

Event generator

Event generator

Parton distribution function

Deep inelastic scattering

Coordinated Theoretical-Experimental
Project on QCD
Martin-Roberts-Stirling-Thorne
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CDF
CERN
LHC
DESY
HERA
H1
ZEUS
BCDMS

NMC
CCFR

Collider Detector at Fermilab

Conceil Europeen pour la Recherche Nucleaire
Large Hadron Collider

Deutches Elektronen-Synchrotron

Hadron Electron Ring Accelerator

Particle detector at HERA

Particle detector at HERA

Bologna - CERN - Dubna - Munich - Saclay
Collaboration

New Muon Collaboration

Chicago - Columbia - Fermilab - Rochester
Collaboration



Common variables and units

The DO experiment uses a right-handed coordinate system where positive x
points to the middle of the accelerator ring, positive y points vertically up
and positive z points along the proton beam direction.

) azimuth angle, ¢ = arctan (%)
0 polar angle, # = arctan 7”962%2
n pseudorapidity, n = —In (tan (g))
The jet is characterized by a four-vector (E, py, py, p:)-
E energy of the jet
pr transverse momentum of the jet,
pr = /P: +p;
Y rapidity, y = %hl (%ﬁi)
Er transverse energy of the jet, Bz = E/ cosh(n);

NB: used in Run I when massless jets had
Er=prandn=y

A distance in ¢,
A¢ = min(|py — ¢1],2m — [P — ¢1])
(0 < Agp <)

AR distance in y-¢-space,

AR =/(y2 — 11)* + (A¢)?
The parton distribution functions are usually measured as a function of the
proton momentum fraction x.

NG center-of-mass energy of the proton-antipro-
ton system
x fraction of proton momentum carried by the

interacting parton, r = E/ /s
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The following numbers are extracted from the Review of Particle Physics,
W-M. Yao et al., Journal of Physics G 33, 1 (2006).

c speed of light in vacuum, ¢ = 299792458 3
My Z boson mass, Mz = 91.1876(21) GeV /c?
g strong coupling constant,
as(Mz) = 0.1176(20)
eV unit of energy, kinetic energy of an electron

accelerated by a 1 volt potential difference,
electron-volt, eV = 1.60217653(14) x 10719 J

GeV gigaelectron-volt, GeV = 10° eV

TeV teraelectron-volt, TeV = 10!2 eV

barn unit of cross section (area), barn = 1072 m?
pb~! inverse picobarn, pb™' = 10%* m~2

fb=1 inverse femtobarn, fb™ = 10* m~2

It is common to use the convention ¢ = 1 and omit ¢ in units of momentum

(GeV/c) and mass (GeV/c?).
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Chapter 1

Introduction

1.1 Zeitgeist

High energy physics is the study of the smallest elements of the universe,
the subatomic particles that live within the atomic nuclei and come into
brief existence in collisions of high energy. The particles and fields that
describe these collisions are also needed to understand the earliest times of
the universe, the era after the hot Big Bang when all the matter we see today
came into existence.

The theories of particle physics, jointly known as the “Standard Model”, have
withstood testing against mountains of data during the past fifty years with
only minor modifications to the parameters of the model. Yet the theory
is incomplete: there is no universally accepted and experimentally tested
extension that would combine the Standard Model with the other grand
theory of physics, Albert Einstein’s General® Relativity, the theory of gravity.
The description of gravity is simply omitted in the Standard Model, its effect
imperceptible in the energy range being accessible to colliders today.

Many experimental observations also support the notion that as thoroughly
tested as the Standard Model is, it is still incomplete. The universally ac-
cepted model of cosmology, the “ACDM” model [1, 2|, asserts that the uni-
verse is composed of 74% “dark energy” (A, Lambda) and 22% “cold dark
matter” (CDM), neither of which is described by or known to the Standard
Model. A mere 4% of the universe is visible in stars, galaxies and gas clouds
and described by the Standard Model. The cosmological model is supported

!The other famous theory of Einstein’s on the interconnectedness of time and space
(producing E = mc?), the Special Relativity, is part and parcel of the Standard Model.
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by a wealth of data from the cosmic microwave background (afterglow of
the Big Bang), measurements of the expansion speed of the universe using
distant quasars, models of the structure formation in the universe and the
measurements of gravitating matter (both visible and dark) using gravita-
tional lensing.

The Standard Model still lacks the experimental observation of the last key
element, the Higgs boson, which is the quantum of the scalar field that creates
the mass of elementary particles. The Standard Model predicts one Higgs bo-
son; The minimal supersymmetric extension of the Standard Model predicts
five Higgs bosons and in addition a heavier superpartner for every known
elementary particle. The increasingly popular string theory suggests super-
symmetry and extra dimensions beyond the familiar time and three spatial
dimensions. If large extra dimensions existed in sufficiently low number, high
energy collisions could produce instantly vaporizing mini black holes at the
Large Hadron Collider (LHC), due to start in 2008. Many experimentalists
think and hope that the theorists have missed something, and the nature will
bring another surprise.

In anticipation of the LHC the stage is set to do precision measurements of
the Standard Model and pave the way for future measurements of the new
physics that is expected in the TeV energy scale. The Tevatron is already
probing the lower end of the TeV scale and, with luck, could get the first
glimpse of the new discoveries to come.

The status of the current theoretical predictions is discussed in Chapter 3.

1.2 Inclusive jet cross section

The inclusive jet cross section measured in this thesis is first and foremost a
test of perturbative quantum chromodynamics (pQCD) and a measurement
of the structure of the proton. Quantum chromodynamics is an important
part of the Standard Model that describes the interactions of quarks and
gluons. Together these form the protons and neutrons of the atomic nuclei.
Understanding the composition of the protons is important in order to pre-
cisely describe the collision of protons with antiprotons and protons. Only
then the relatively weak effects of new physics become observable.

The distributions of quark and gluon momenta inside the proton are reason-
ably well known from measurements of electron-proton collisions and from
fixed target experiments. However, there is significant freedom in the gluon
distribution at a high fraction of the proton momentum. This feeds into a
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large uncertainty in the tests of new physics at the LHC, in particular for
searches of extra dimensions at high energy [3].

The inclusive jet cross section is sensitive to the parton (quark and gluon) dis-
tributions over a wide angular range, but new physics (non-QCD) processes
would contribute most in the direction transverse to the beam direction. By
measuring the cross section over a wide range of jet momenta and scattering
angles it is possible to simultaneously constrain both the parton distribution
functions (PDFs) and the new physics processes such as quark compositeness,
or substructure.

The inclusive jet cross section measurement is not alone in constraining the
structure and testing the validity of pQCD. Related measurements are re-
viewed in Ch. 2.

1.3 Collider and detector

The proton-antiproton collisions measured in this thesis were produced at the
Fermilab Tevatron Collider at a center-of-mass energy of 1.96 TeV. Fermi Na-
tional Accelerator Laboratory (Fermilab) is a busy particle physics hub in the
United States located in Illinois about 50 km west of Chicago. The labora-
tory employs about 2000 scientists and engineers and about 1,200 physicists
collaborate in its two main experiments, D@ and CDF.

The laboratory produces a constant supply of antiprotons by bombarding a
target with a high energy beam of protons. The protons themselves have
been pre-accelerated with a chain of accelerators. The antiprotons are stored
in a recycler ring, bunched together, accelerated in the Tevatron ring and
collided with the protons at the sites of the two detectors, DO and CDEF.

The DO detector is a three-story tall detector made out of tons of Uranium,
liquid Argon, steel, plastic scintillator and silicon. Like most particle detec-
tors, its composed of an onion-like structure with concentric cylindrical layers
of silicon tracking, scintillating fibre tracking, Uranium-liquid Argon electro-
magnetic and hadron calorimetry and an outer layer of muon scintillators
and chambers. The detector has a 2T solenoid magnet wedged between the
tracker and the calorimeter for bending charged particle tracks and producing
an enhanced momentum measurement.

The collider and detector systems are discussed in more detail in Chapter 4.
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1.4 Experimental challenges

The DO experiment records collisions at a rate of 2.5 million per second,
selects the most interesting events with a chain of dedicated electronics and
a farm of a few hundred commodity CPUs and stores about fifty events per
second on tapes housed at the Feynman Computing Center. The amount
of data collected in Run II of the Tevatron between 2002 and 2005 is about
1 PetaBytes or equivalent to a 150 m stack of dual-side DVDs.

The data collected at a high energy collider undergoes a long chain of pro-
cessing before being published. The raw data is reconstructed to find objects
such as particle tracks and calorimeter energy clusters. These are grouped
into physical objects such as interaction vertices and jets, collimated sprays
of particles.

The experimental challenges lie in the careful cleaning and calibration of the
data. The time periods with detector problems are removed and real events
are separated from cosmic-ray background. Jets and vertices are selected
with object identification (ID) cuts that remove spurious detector noise, ad-
ditional soft collisions and events that are hard to calibrate. The remaining
good events are calibrated to measure the average jet energies, angles, energy
resolution and angular resolution. The final analysis corrects the measure-
ment for selection efficiencies, unfolds the resolutions and normalizes the
result to the total inelastic cross section.

The processing and reconstruction of the data is discussed in Chapter 5, the
energy and angular calibration in Chapter 6 and the resolutions in Chapter 7.
The analysis and final results are detailed in Chapter 8.



Chapter 2

Review of previous measurements

To understand the impact of the D@ Run Ila inclusive jet cross section mea-
surement in high-energy physics, it is important to review what other related
measurements have contributed. This chapter will outline measurements
performed at HERA, fixed target experiments and the Fermilab Tevatron
Collider that have contributed to our understanding of the parton distri-
butions functions (PDFs), the validity of theoretical perturbative quantum
chromodynamics (pQCD) predictions and Monte Carlo models, and the pos-
sibility of new physics at high energies. These measurements span almost two
decades in time starting from Tevatron Run I (1992-1996), through HERA
(1992-2007) to the latest Tevatron Run IIa (2002-2006) results published in
2007.

2.1 HERA measurements

The Hadron Electron Ring Accelerator (HERA), operated at the Deutches
Elektronen-Synchrotron (DESY) in Hamburg, Germany, between 1992 and
2007, was the first and so far the only electron-proton collider in the world.
The 27.5 GeV electrons and positrons collided on 920 GeV protons were
measured by four particle detectors, H1, ZEUS, HERMES and Hera-B. The
two largest experiments, H1 and ZEUS, took data between 1992 and 2007.
Colliding electrons and positrons on protons allowed for very detailed studies
of the proton structure functions through neutral and charged current deep-
inelastic scattering (DIS). The very extensive and precise DIS measurements
from HERA form the backbone of the parton distribution analysis, along
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with fixed-target data! from BCDMS [26, 27|, NMC [28] and CCFR. [29].

The H1 collaboration has presented results on the measurement of the proton
structure functions? Fy(z, @) shown in Fig. 2.1(a), Fr(z, Q%) and xF3 |30].
These measurements have constrained the quark and gluon PDFs and tested
the Q? evolution of the structure functions as predicted by the DGLAP evolu-
tion equation in the framework of next-to-leading order perturbative QCD.
These theoretical concepts will be discussed in more detail in Ch. 3. The
ZEUS collaboration has a similarly strong set of measurements of Fy(x, Q?)
shown in Fig. 2.1(b), F(z,Q?), xF3 and DGLAP evolution [31]. Together
these experiments have laid strong constraints on the quark and low-z (z <
0.01) gluon PDFs. They have also observed the running of the strong coupling
constant o, with @% and tested QCD in jet and particle production [32].

25
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Figure 2.1: (a) H1 [30] and (b) ZEUS [31] high-z (x > 0.01) data compared to
CTEQ6M PDF fits. The values on the vertical axis are offset to separate the
curves for readability. The data points include the estimated corrections for
systematic errors as needed by the PDF fits. Error bars show the statistical
uncertainty only.

!The older fixed target experiments are not covered in this thesis, but the interested
reader is invited to follow the references provided herein.
2F1(z,Q?) has been measured only indirectly, but a direct measurement is being done.
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2.2 Tevatron Run I measurements

Fermilab’s Tevatron collided proton-antiproton beams at a center-of-mass
energy of /s = 1.8 TeV during Run I. Although the center-of-mass energy
was comparable to what it is at the Tevatron today, the beam intensity was
considerably lower. The integrated luminosity collected during Run I was
about 100 pb~!, about one tenth of the present Run Ila data set and one
fiftieth of the projected Run IIb data set by 2009.

Tevatron’s Run I had on its side a cleaner collision environment caused by
the lower luminosities and longer signal integration times, but also lacked
the more accurate tracking we have available today. Nevertheless, the Run I
measurements set the standard for high energy QCD measurements to which
today’s Run II measurements are compared. Reference [4] provides a good
summary of the D@ high-pr jet measurements in Run I. Another useful
review article on inclusive jet and dijet production is |5, covering both DO
and CDF experiments in Run I.

2.2.1 DO inclusive jet cross section

The Run I inclusive jet cross section measurement [6] is a direct predecessor of
the inclusive jet cross section measurement presented in this thesis. Most of
the techniques used are the same as today. The cone size for jets was the same
Reone = 0.7 as in this thesis, but the actual jet algorithm, DO Run I cone [4],
was different. The data set contained 95 pb~! of luminosity collected at a
center-of-mass energy of 1800 GeV. The measurement was later extended to
include pseudorapidity bins 0.5 < |n| < 1.0, 1.0 < |n| < 1.5, 1.5 < |n| < 2.0
and 2.0 < |n| < 3.0 [7], shown in Fig. 2.2(a) along with theoretical predictions
for CTEQ4M PDF. The central |n| < 0.5 measurement was also repeated
using the k7 jet algorithm [106] with parameter D = 1.0, where the next-
to-leading order (NLO) pQCD prediction is essentially identical to the cone
algorithm with R = 0.5 [8].

The uncertainty of the measurement for || < 0.5 is shown in Fig. 2.2(b). The
total uncertainty and its main components are plotted versus jet Ep. The
perturbative QCD next-to-leading order predictions using PDFs available at
the time, CTEQ3M, CTEQ4M and MRST [9, 10, 11|, were in agreement
with data. The level of agreement with theory and the size of uncertainties,
shown in Fig. 2.3, is comparable to the results presented in this thesis. The
interesting region of the inclusive jet cross section measurement is at high



CHAPTER 2. REVIEW OF PREVIOUS MEASUREMENTS 8

107 35
4 [ —.. Tota Error
[ oo Energy Scale (partialy correlated
e 00<|n| <05 30¢ oy Scale (partially )
O 05<|n| <10 [ —w Overall Luminosity (fully correlated)

A 10<|n|<15
0O 15<|n| <20
v 20<|n| <30

25F ___ Resolution (fully correlated)
[ Relative Luminosity (partialy correlated)

20

— QCD-JETRAD [ Jet Selection (fully correlated)

15F

10F

Cross Section Uncertainty (%)

E ¢ Y EE T E U R E N B R
50100 180 200 250 300 350 400 450 500 50 100 150 200 250 300 350 400 450
Ey (GeV) E, (GeV)

(a) (b)

Figure 2.2: (a) Inclusive jet production cross section in D@ Run I in five
rapidity intervals, showing only statistical uncertainties |7]. Solid lines show
the theoretical prediction using CTEQ4M PDF. (b) Contributions to the
In| < 0.5 cross section uncertainty plotted by component [6].

pr, where the present measurement benefits from more luminosity, higher
/s and smaller systematics.

2.2.2 DO 1800 GeV versus 630 GeV

At the end of Tevatron’s Run I, special data was taken at a lower center-
of-mass energy of 630 GeV. This gave a rare opportunity to do QCD mea-
surements at two widely separated center-of-mass energies using the same
detector |4, 12]. As shown in Fig. 2.2(b), the leading uncertainties in the
cross section measurement at 1800 GeV were jet energy scale and luminos-
ity, both largely detector related systematics. By accounting carefully the
correlations between these uncertainties at 1800 GeV and 630 GeV, the un-
certainty on the ratio of cross sections at these center-of-mass energies was
significantly reduced. The theory predictions showed excellent agreement
with the measurement at 630 GeV and the agreement was also satisfactory
for the ratio, as shown in Fig. 2.4(a). Despite a 10-15% difference in the
absolute magnitude, the dependence of the ratio on the scaled jet transverse
momentum xp = Er//s was very similar for data and theory.
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Figure 2.3: DO Run I inclusive jet cross section compared to theory with
CTEQ4M PDF in five pseudorapidity intervals [7]. The closed (open) cir-
cles show NLO QCD predictions calculated using JETRAD with CTEQ4M
(CTEQ4HJ).

2.2.3 CDF Run I inclusive cone jet cross section

The CDF collaboration made measurements of the inclusive jet cross section
comparable to D(’s measurements in Run Ia, but only covering the range
0.1 < |n| < 0.7. The lower limit of || = 0.1 in the CDF measurement was
dictated by the inconveniently placed gap in the CDF calorimeter at || < 0.1
[14]. The first measurement was published on a 19.5 pb~! data set and an
excess of events over theoretical predictions was seen at Ep > 200 GeV [13].
This prompted some speculation in the paper about the possibility of a quark
substructure that could cause such an excess. This excess was not seen by
D@, however [6].

Later CDF Run Ib publication with 87 pb~! of data was still in agreement
with the earlier measurement, but by this time it was shown that an increased
gluon density in the proton at high momentum fraction = could explain
the relative increase in the observed cross section at high Er [15]. This
increase was implemented in the CTEQ4HJ PDF set [16] that gave special
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emphasis to the CDF high-E7 data. The paper also showed that DO and
CDF measurements agreed at a 96% confidence level after accounting for all
correlated and uncorrelated statistical and systematic uncertainties in the
two measurements. The comparison after relative normalization is shown in
Fig. 2.4. The remaining difference at high pp, although within statistical
uncertainties, is about 20-30%.
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Figure 2.4: (a) Ratio of scale invariant jet cross sections [12|. The stars are
D@ data, the band is the systematic uncertainty, and the lines are the NLO
predictions. (b) Comparison of DO and CDF Run Ib data to DO smooth
curve in the region 0.1 < |n| < 0.7 [12]. The data have been normalized to
each other, with the error band showing uncertainty in the relative normal-
ization.

2.2.4 CDF Run I two-jet differential cross section

Although the CDF collaboration did not publish the inclusive jet cross sec-
tion at higher rapidities in Run I, they presented a two-jet differential cross
section in Ref. [17]. In this study one of the jets was constrained to ra-
pidity 0.1 < || < 0.7 and the other in one of four rapidity bins in the
range 0.1 < |72 < 3.0. Comparison with all available NLO pQCD predictions
showed relative excess in the cross section in the highest py bin, comparable
to the excess observed in the inclusive jet cross section measurement in range
0.1 < |n| < 0.7. This was interpreted as possible need for yet increased gluon
density at high z. This is a plausible interpretation, as the earlier proposed
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quark substructure would have shown relatively more excess events at low
rapidities.

2.3 Tevatron Run Il measurements

The Tevatron Run I measurements left a legacy of high interest in the possi-
bility of seeing evidence for quark substructure in the high-Fr interactions.
Although the updated PDF fits showed good agreement between data and
theoretical predictions, a sizable discrepancy of 20-30% between D@ and
CDF measurements remained at high Er. This has in turn left a high degree
of freedom for the gluon PDF fits at high momentum fraction x. With the
factor of ten more luminosity and higher reach in py, the Run Ila measure-
ments should be able to significantly constrain the high pr gluon PDF and
settle the issue of possible quark substructure in the observable energy range.
It is also interesting to note that the uncertainty on the gluon PDFs is one
of the leading uncertainties in new physics searches at the LHC [18].

Currently the only published inclusive jet measurements in Run Ila have
come from CDF |19, 23, 25|. Preliminary results of the measurement covered
in this thesis have been presented in [24].

2.3.1 CDF Run II inclusive jet cross section

The first Run IT measurements of the inclusive jet cross section were published
by CDF, based on a data set of 385 pb~! and using the cone and k7 algorithms
[23, 19]. The two algorithms are expected and observed to produce closely
comparable results for high pr jets, but can differ at low pr depending on the
kr algorithm D parameter. The hadronization corrections grow rapidly as a
function of D at low pr and have an uncertainty of 10-20% at pr = 60 GeV /c.

As shown in Fig. 2.5, the cone jet measurement shows 1-1.50 excess over the
latest theoretical predictions in the two highest py bins. It should be noted
that the high pr excess in Run I has already been included as increased gluon
density at high x into the more recent PDF fits (CTEQ6M, CTEQ6.1M,
MRST2004) [20, 21, 22|, yielding good agreement between Run I data and
theory, and Run II data and theory at py < 450 GeV/c. The data and
theory at pr > 450 GeV/c are in agreement, but the observed excess may
be indicative of increased high-z gluon density. The rapid rise is hard to
account with smooth gluon PDF fits and may be a statistical fluctuation
and/or systematic bias. The Run I proposal of quark substructure is not
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ruled out either, so it is important to confirm the CDF observations with an
independent D measurement.
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Figure 2.5: CDF Run II inclusive jet cross section measurement using the
cone algorithm [19].

The latest CDF inclusive jet publication presents the inclusive jet cross sec-
tion using the kr algorithm in five bins at rapidities |y’®T| < 2.1 [25] with
1.0 fb~!. The agreement between theory and data is good. Again, it should
be emphasized that the PDF fits have used Tevatron Run I data to constrain
the gluon PDF at high x. The highest pr bins have about 1 o excess at all
rapidities, as shown in Fig. 2.6(b).

2.4 Electroweak measurements

Not all constraints on the PDFs come from hadronic final states, i.e. studying
jet production. The production of electroweak vector bosons also offers a way
to constrain the PDFs. One example is the measurement of the asymmetry
of W*, W~ production at the Tevatron, others are measurements of the
properties of W-jet and Z+jet production.

The CDF collaboration has published a measurement in Run I of W, W~
asymmetry by observing the charge asymmetry of the electrons and muons
produced in W decays [33]. The W bosons are produced in the proton-
antiproton collisions by the following leading order diagrams:

ut+d—W*h d+uau—W", (2.1)
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Figure 2.6: CDF Run II inclusive jet cross section measurement using the kp
algorithm [23].

so the W charge asymmetry is sensitive to the ratio of the d (d) and u (u)
quark PDFs in the proton (antiproton). Since the two u valence quarks in
a proton carry on average more momentum than the single d valence quark,
the W boson is boosted along the proton beam direction and the W~ along
the antiproton beam direction, giving rise to charge asymmetry

_do(W*)/dy —do(W™)/dy _ p(d)

AW = G Jay T+ do(W)/dy ™ pla)’

(2.2)

where y is the W boson rapidity and the symbol p denotes the parton den-
sity. In practice only the muon and electron from W — ev and W — uv
decays can be observed. The observed lepton asymmetry is then a con-
volution of the W production charge asymmetry and the asymmetry from
the well-understood vector-axial (V' — A) decay of the W. The CDF Run I
measurement is an important constraint for the ratio of d and u PDFs [20].

The CDF collaboration has published the W asymmetry measurement in the
W — ev channel with 170 pb™! in Run II [34] and the DO collaboration in
the W — pv channel with 0.3 fb~! [35]. The CDF collaboration has also a
public preliminary result with 1 fb™! in the W — ev channel [36].
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2.5 Other QCD topologies

The measurement of the inclusive jet cross section involves a large variety of
experimental uncertainties that affect the interpretation of the final results.
It is therefore prudent to briefly review some recent measurements in the DO
QCD group that are subject to some of the same experimental uncertainties.
These measurements share the data and many of the tools used in the inclu-
sive jet cross section measurement. Each will be sensitive to the experimental
uncertainties in a different way. Achieving consensus between the analyses
grants an extra degree of confidence in the results of the inclusive jet cross
section measurement.

The dijet production p + p — jet; + jet, + X in the leading order of pertur-
bation theory is fully described by three orthogonal kinematic variables, the
invariant mass of the dijet systems M;;, the angle between the jets in the
center-of-mass frame 6* and the boost of the dijet system nyoost = (71 +172)/2.
This can be written as [37]

\m12\2, (23)

d30. _ WO(?(Q2) (2M)Z f(xlan) f(IQan)
ANboost d M, jd cos 0 T 2g2 77 = T T
where « is the strong coupling constant, () is the hard scale that charac-
terizes the parton scattering (which could be the jet pr or the dijet mass
M;;) etc.), s is the center-of-mass energy squared of the proton-antiproton
system, x; (z2) is the fraction of proton (antiproton) momentum carried by
the interacting parton, f(z,Q?) is the parton distribution function (PDF),
and |m1»|? is the hard scattering matrix element.

Integrating Eq. 2.3 over boost and production angle results in the dijet mass
spectrum. This measurement can constrain the PDFs like the inclusive jet
cross section measurement, but it is more sensitive to high mass objects
produced in the central rapidity regions. Integrating over mass and boost
yields the dijet angular distribution. This is a good way to test the hard
scattering matrix elements which is almost totally insensitive to the PDFs.
Comparisons of suitable ratios of mass spectra and angular distributions
to theoretical predictions can establish stringent limits on the presence of
conjectured quark substructure (compositeness scale A).

In the leading order of perturbation theory, there are only two jets back-to-
back with a scattering angle A¢ = min(|¢g — @11, 27 — |p2 — ¢1]|) = 7. The
higher order effects are apparent in the production of additional jets and in
the decorrelation of the angle between the leading jets. The higher order
behavior of QCD is probed by the three-jet mass spectrum and the dijet
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azimuthal decorrelations, measured as the normalized cross section versus

Ao,

The following sections will discuss the measurements on the dijet mass spec-
trum, dijet angular distributions (), dijet angular decorrelations (A¢) and
three-jet mass spectrum in more detail.

2.5.1 Dijet mass

The dijet mass analysis measures the cross section for producing a given in-
variant mass of the two highest pr jets. Dijets are produced in the leading
order of perturbative QCD and form the main fraction of events in the in-
clusive jets analysis. By looking at the invariant mass M;; of the leading
jets the analysis increases the sensitivity to possible resonances at Q? ~ MJQJ
New physics would most easily be seen as an increase of the dijet mass cross
section at rapidities |y| ~ 0 relative to higher rapidities.

The dijet mass spectrum closely resembles the inclusive jet py spectrum as
these two are related through

M;; = \/(El + Ey)? — (P + ﬁ2)2 ~ pry/ 2 cosh(Ay), (2.4)

assuming massless, pr balanced, back-to-back dijets. The main result of
the dijet mass analysis is a lower limit on the scale of quark compositeness,
A > 2.4 TeV, shown in Fig. 2.7(a) from DO Run I measurement |38]. These
data have also been used to set additional limits on quark compositeness [39)].
The CDF Run I measurement of the dijet mass spectrum [40] is in good
agreement with DO results.

The dijet mass spectrum measurement has been updated once in Run II with
48 pb~! and a preliminary version of jet energy scale [41]. The dijet mass
spectrum for the full Run Ila data set has been studied in parallel with the
inclusive jet cross section measurement, providing a complementary check of
systematic uncertainties.

2.5.2 Dijet angular distribution

The dijet angular spectrum is usually derived versus the variable y;,

B 1 1+ Bcosb* 1Pl
= el vy (PO2T) . sl e

1+ | cos 6|

X 1 —|cosf*|
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Using x instead of #* flattens the angular spectrum and makes comparison
to theory easier. The x distribution is sensitive to the hard scattering matrix
element, but almost completely insensitive to the PDFs. Figure 2.7 shows
what the matrix element for Rutherford scattering, QCD and generic New
Physics models looks like. Current measurements are in agreement with the
QCD predictions [42], with recent Run Ila measurements at D@ extending
to the M;; > 1 TeV region [43].

The dijet y measurement has been shown to be insensitive to the overall vari-
ations of the jet energy scale, but very sensitive to the relative energy scale
at different rapidity ranges [43]. It therefore requires both small uncertainty
in the rapidity dependence of the jet energy scale and precise understanding
of the uncertainty correlations across rapidity to be sensitive to beyond Stan-
dard Model effects. These are also important ingredients when the inclusive
jet cross section measurements are used for global PDF fits.
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Figure 2.7: Two probes for new physics: (a) Ratio of dijet mass spectra at
IMiet| < 0.5 and 0.5 < |njet] < 1.0, with the theoretical curves for different
quark compositeness scales A [42]. (b) Dijet angular spectrum versus dijet
X, showing the expected shapes for classical physics (Rutherford scattering),
QCD and generic New Physics models [43].

2.5.3 Dijet azimuthal decorrelations

Multi-parton radiation is one of the more challenging aspects of QCD. A way
to study radiative processes is to examine their impact on angular distribu-
tions, shown in Fig. 2.8 [44]|. Dijet production in hadron-hadron collisions,
in the absence of radiative effects, results in two jets with equal transverse
momenta with respect to the beam axis and correlated azimuthal angles
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Agijet = |@jet,1 — Pjet,2|. Additional soft radiations causes small azimuthal
decorrelations, whereas Agg;je significantly lower than 7 is evidence of addi-
tional hard radiation with high py. Exclusive three-jet production populates
21/3 < A¢gijer < m while smaller values of Aggijer require additional radia-
tion such as a fourth jet in an event.

The results are well described in perturbative QCD at next-to-leading order
in the ag, except at large azimuthal differences where soft effects are signifi-
cant. The Monte Carlo generators Herwig and Pythia are shown to describe
data well, although Pythia needs increased initial state radiation (Pythia
Tune A) for a good match to data.

The A¢ variable is fairly insensitive to the jet energy scale as additional
jets are inferred from the azimuthal decorrelations and do not need to be
reconstructed [45]. This provides a good independent test of the Monte
Carlo generators that are used in the jet energy scale and jet pr resolution
derivation.

2.5.4 Three jet production

With the advent of NLO predictions for three-jet production [46] it has in
principle become possible to use 2-jet and 3-jet production ratio and event
shapes to extract a;, from a purely hadronic measurement. The three-jet mass
spectrum would also probe the next-to-leading order properties of pQCD.

Dalitz distributions have been used as a practical way to analyze the three-jet
production spectrum [47|. In this approach the three jet system is boosted
into its center-of-mass frame and the three leading jets are numbered such
that E3 > E; > E;. The Dalitz variables are defined as X; = E;/ms_je,
where mg3_j¢ is the invariant mass of the 3-jet system. This naturally leads
to X35+ X4+ X5 = 2. The distribution of events in the X3-X, plane, shown
in Fig. 2.8, acts as a base for comparisons to NLO theory and Monte Carlo
calculations. The first Run I results have been published by CDF [47|, and
D@ also has an ongoing analysis using similar techniques in Run II.

2.6 Summary and motivation for the measure-
ment

In this review we have seen that earlier Tevatron measurements have al-
ready laid the groundwork for a precise measurement of the inclusive jet
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Figure 2.8: (a) The Aggijer distribution showing dijet azimuthal decorrela-
tions [44]. Lines show leading order and next-to-leading order theoretical
predictions. (b) Dalitz plot of three-jet production in the X35-X, plane [47].

cross section. The Run I results have also been incorporated in the global
PDF fits, resulting in increased gluon density at high pr, a surprise at the
time. The quark and low-x gluon PDFs have been stringently constrained by
DIS measurements at HERA and at fixed target experiments, and by elec-
troweak measurements at the Tevatron. This has left flexibility only to the
high = gluon PDF, which is currently limited by the precision of HERA and
Tevatron Run I measurements. Independent measurements of dijet angular
distributions and azimuthal decorrelations have provided additional confir-
mation on the validity of the Standard Model and the implementation of its
predictions in Monte Carlo models. Finally, new emerging analyses on three-
jet production will test the validity of the higher orders of pQCD predictions.
These measurements are important also for the LHC physics program and
to look for beyond Standard Model effects.

From this review of past and current related measurements, two main goals
stand out for the inclusive jet cross section measurement: precision measure-
ment of the gluon PDF at high momentum fraction x and constraints on
New Physics, particularly on the conjectured quark substructure (compos-
iteness). The latter requires the former, as any claims of New Physics have
as a prerequisite sufficient constraints on the parameters of existing models.
There have been tempting hints of New Physics in Run I, but the standard
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PDFs have shown enough flexibility to accommodate the observations within
the Standard Model framework. The higher luminosity and energy reach
of Run II should allow further constraints on the crucial parameters of the
theory, finally substantiating or refuting the claims made in Run 1.

On the experimental side there are three main requirements to reach the
aforementioned physics goals: reduce systematic and statistical uncertainties
at the very highest pr bin of the measurement, extend the measurement to
high rapidities, and carefully calculate the uncertainty correlations between
measurement points. The high pr measurement is the natural place to look
for New Physics effects. The extension of the measurement to high rapidities,
along with precise knowledge of the uncertainty correlations, will allow strong
constraints on the PDFs and will facilitate the interpretation of the high pr
results in the Standard Model framework.



Chapter 3

Status of theoretical predictions

This chapter will review the current status of the theoretical predictions in
quantum chromodynamics (QCD), the theory used for predicting the inclu-
sive jet cross section. The theoretical framework naturally divides into sec-
tions on perturbative QCD (pQCD) predictions, associated experimentally
determined parton distribution functions (PDFs), non-perturbative correc-
tions, and finally on Monte Carlo generators. The Standard Model [48], the
highly successful framework on which particle physics has been built for the
past 40 years, is only briefly covered here as it is considered standard text-
book material. The interested reader will find a useful introduction e.g. in
Ref. [49].

3.1 Introduction to the Standard Model

The Standard Model of particle physics is in essence a description of the world
at the very smallest distance scales. It is a relativistic quantum field theory
that combines the familiar electromagnetic force with two other forces, the
weak force and the strong force, only acting at sub-atomic distances. The
dominant force in the macroscopic scales, gravity, is negligible at the dis-
tances normally considered in particle physics and is not part of the Standard
Model.

According to the Standard Model, all the forces are mediated by force carry-
ing particles, the spin-0 and spin-1 bosons, listed in Table 3.1. In addition,
all the matter is made up of spin-1/2 particles, fermions, that come in two
types, quarks and leptons. These are also listed in Table 3.1. The distinctive
feature of the quarks is that they can interact through the strong force, in

20
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Table 3.1: Elementary particles and some of their properties.

21

Fermions

Generation 1 | Generation 2 Generation 3 Charge
Up Charm Top ; 42
Quarks Quark Quark Quark 3
Down Strange Bottom b 1
Quark Quark Quark 3
Electron e Muon 1 Tau T +1

Leptons Electron Muon Tau
Neutrino ¢ | Neutrino # | Neutrino v 0
Bosons
Electromagnetic force Weak force Strong force
Photon v | Gauge bosons Z° W= | Gluons g
‘ Higgs field ‘ Higgs boson H ‘ ‘

addition to the weak and electromagnetic force felt by the other particles.
Neutrinos carry no electric charge and interact only through the weak in-
teraction. The quarks and leptons are divided into three generations, each
with a different mass! and flavor, but otherwise identical properties. Only
the neutrinos and the lightest particles of each generation are stable. All the
ordinary matter in the universe is made of electrons, neutrinos, and up (u)
and down quarks (d) inside protons (uud) and neutrons (udd).

The Standard Model comprises quantum electrodynamics (QED), electro-
weak theory, and quantum chromodynamics. The gauge symmetry group of
the full Standard Model is the SU(3) x SU(2) x U(1) group in which the
sub-group SU(3) represents QCD and SU(2) x U(1) the unified electroweak
theory. It has been hypothesized that the symmetry group of the Standard
Model is actually a subgroup of a single large symmetry group which unifies
the forces at high energies (far beyond the current experimental reach). Such
theories are known as Grand Unified Theories and they are usually linked to
the currently popular supersymmetric models that predict the existence of
heavier supersymmetric partners for all fermions and bosons, and a multitude
of Higgs bosons.

! The neutrinos have been recently shown to have masses by atmospheric and solar neu-
trino measurements [65], e.g. by the Kamiokande [66] and Soudan mine [67] experiments.
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3.1.1 Quantum electrodynamics and the weak force

The theory of electromagnetic interactions, QED, is the most precisely tested
theory to date. It is a very powerful calculational tool when used with per-
turbation theory. In this approach the QED Lagrangian is developed into a
Taylor series of the electromagnetic coupling constant «. Because the cou-
pling constant has a small value, a ~ 1/137 [114], the series converges very
quickly.

The QED has been combined with weak interactions in the Weinberg-Salam-
Glashow model, or the electroweak theory. According to this theory the weak
interaction is identical with the electromagnetic force, except that its force
carriers, the Z°, W+ and W~ vector bosons have a high mass that causes
the force to have a very short range and be weak at low energies. At energies
much higher than the Z mass of 91.1876 GeV [114] the electromagnetic and
weak force unite into a single force. The validity of the electroweak theory
has been established by the observation of the charged and neutral currents
it predicts, and by the observation of the weak vector bosons.

The electroweak symmetry breaking has been explained by a hypothetical
Higgs field that acquires a non-zero vacuum expectation value and creates
the observed masses of the elementary particles, including the masses of the
vector bosons Z and W [50]. A fundamental consequence of the Higgs field
is the existence of its force mediator, the Higgs boson. This long-sought
particle is the last missing piece of the Standard Model.

3.1.2 Quantum chromodynamics

The most interesting ingredient of the Standard Model for this thesis is QCD.
It was developed following the same general symmetry principles that were
so successful in formulating the SU(2) x U(1) electroweak theory. Quantum
chromodynamics is based on the simplest symmetry group, SU(3), that de-
scribes the observed multitude of baryons (three quarks) and mesons (quark
and antiquark), jointly known as hadrons. In a sense the formulation of QCD
could be compared to the impact the atomic model of protons, neutrons and
electrons had for the periodic table of elements in chemistry. At the time
QCD was formulated, physicists had already found hundreds of “elementary”
particles. This multitude was then explained by the quark theory that forms
the basis of QCD.

The charge-equivalent of the strong force is known as color. There are three
colors, red, green and blue for quarks, and three corresponding anticolors for
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antiquarks. According to this model a zero net color charge (white) can be
obtained by adding equal amounts of red, green and blue, or by adding equal
amounts of color and its corresponding anticolor. An interesting consequence
of the SU(3) symmetry is that there are eight different mediators of the strong
force, known as gluons. In a simplistic picture each of the gluons carries a
color and another anticolor?.

The gluons can interact with themselves, unlike the photon or the vec-
tor bosons. This has important consequences for QCD that makes it very
different from weak and electromagnetic force. Because of the gluon self-
interactions the potential of the color field grows with distance between the
color charges of quarks. At sufficiently large separations the field grows large
enough to create quark-antiquark pairs from the vacuum. For this reason
bare color charges, “naked quarks”, cannot be observed at macroscopic dis-
tances larger than the size of the atomic nucleus. Only color-neutral com-
binations of three quarks or a quark and antiquark are allowed. This phe-
nomenon is know as quark confinement. The second consequence of gluon
self-interactions is that at very small separation the strong force becomes
sufficiently weak that the quarks can be considered as essentially free par-
ticles. The so-called asymptotic freedom happens at distance scales smaller
than the size of the proton, about 107 m.

In the simplistic model offered earlier, the protons that are collided at Fer-
milab are made of two up quarks and a down quark. The antiprotons would
correspondingly consist of two anti-up quarks and an anti-down quark. The
antiparticles are traditionally denoted by a bar, such that we can write pro-
ton as wud and antiproton as @@d. The quarks in this static three-quark
picture are called valence quarks. The actual structure of the proton is far
more complex and dynamic as shown schematically in Fig. 3.1. In addition
to the valence quarks the proton contains a number of so-called sea quarks,
virtual quark and antiquark pairs briefly blinking into existence from vac-
uum before disappearing again. The lifetimes and momenta carried by the
sea quarks are limited by the Heisenberg uncertainty principle, AEAt < h.
The strong color field inside the proton also means that a large number of
gluons occupy the proton at any given time, most of these very soft.

The proton constituents — sea quarks, valence quarks and gluons — are
jointly known as partons. The number and momenta of the partons are con-
stantly evolving. The time-average momentum distributions of the partons,

2More precisely, each of the gluons carries equal amounts of color and anticolor, but
not necessarily just one of each. There are eight orthogonal, non-white, combinations of
colors plus anticolors and thus eight, not e.g. six or nine, different gluons.
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Figure 3.1: Schematic structure of the proton. Large disks represent the
three valence quarks and small disks sea quarks, wiggly lines are gluons.

know as parton distribution functions (PDFs), are discussed in more detail
in Section 3.3. The experimentally determined PDFs act as input for the
pQCD and Monte Carlo calculations, described in the following section.

3.1.3 Numerical solutions of QCD

There have been three main approaches to solve the equations of QCD: lattice
QCD and perturbative QCD, which are based on first principles, and the
more phenomenological approach of using Monte Carlo models that borrows
from pQCD.

In lattice QCD time and space are divided into small elements that are
ordered into lattices. The discretized QCD equations are then solved for
these elements, evolving the system in time. This approach is calculationally
very heavy, even for relatively small lattices, because the equations operate
in four dimensions and require multidimensional integration. Lattice QCD
has been successful in calculating the masses of a few mesons, although these
calculations have generally required years of computer time on large farms.
It is also very useful for studying phenomena like quark confinement and
quark-gluon plasma, but is rarely applied to interactions between particles.

Perturbative QCD imitates the successful application of perturbation theory
to QED. The main problem in QCD is that the running coupling constant as
is close to 1 at energies below about 1 GeV, which is the energy equivalent of
the the mass of the proton, rendering the perturbative approach useless. At
higher energies the magnitude of o decreases and at 15 GeV the coupling
is roughly ag ~ 0.1, making perturbative calculations possible. The series
still converge much more slowly than for QED. The best current predictions
of perturbative QCD give barely 10% accuracy for the inclusive jet cross
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section, while the precision of the QED predictions is measured in better
than parts ber billion. The recent progress in pQCD is discussed in detail in
Section 3.2 as it forms the main theoretical framework for this thesis.

The Monte Carlo models generate random events in a distinctly more phe-
nomenological approach. Internally they often use a leading order matrix
element calculation combined with a parton shower model to simulate the
hard scatter. In addition, the Monte Carlo generators model some of the
more complex non-perturbative aspects of QCD, such as the underlying event
and hadronization. These processes are difficult to solve exactly so empirical
models are used instead. The non-perturbative aspects of QCD are discussed
in Section 3.4 and the leading Monte Carlo generators in Section 3.5. The
Monte Carlo generators are used in this thesis for the modeling of the non-
perturbative corrections to pQCD results. They are also used in combination
with the detector simulation to test data-based analysis methods and derive
small bias corrections for these methods.

3.2 Perturbative quantum chromodynamics

The perturbative QCD approach expands the QCD Lagrangian into a Tay-
lor series of relatively simple interaction that can be visualized as Feynman
diagrams. Figure 3.2(a) shows example diagrams in the leading order (LO)
a? of perturbative QCD. The full set of leading order diagrams is presented
in Fig. A.1 in Appendix A. These represent 2 — 2 scattering of the in-
coming partons from the proton and the antiproton. At high jet pr the
quark-antiquark annihilation/scattering process is dominant.

The scattering of partons inside the proton and the antiproton is shown
schematically in Figure 3.3. The outgoing partons form jets by hadronizing.
The hadronization process is complicated and must be described by non-
perturbative QCD, covered later in Sec. 3.4. The cross section for the basic
scattering process can be calculated in a fixed order " with the equation

2 2
o= Z/dxldx2fi(x17/1«%)fj(x2v/ﬁ«“)&ij (ag”(ué),lel,@P% Q_27 Q—g) :
Py Hp MR
(3.1)

where the summation goes over all the initial states of participating partons
¢ and j. The parton distribution functions f;, f; multiply the matrix ele-
ment, or point cross section, ;; for an interaction evaluated at a momentum
transfer Q> = FEZ. The parameters ur and pp indicate the factorization
and renormalization scales, respectively. The x; and x5 are the momentum
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a)

b)

c)

Figure 3.2: Leading pQCD Feynman diagrams at high pr. (a) Leading order
(LO) diagrams, (b) next-to-leading order (NLO) diagrams with virtual gluon
loops, (¢) NLO diagrams with initial state radiation (ISR) and final state
radiation (FSR).

fractions of the total momenta P, and P, of the proton and the antiproton
carried by the scattering partons.

The latest developments in pQCD use next-to-leading order (NLO) theory
with the resummation of the leading logarithms of the next-to-next-leading
order theory (NLL) in the so-called 2-loop approximation [51]. Figures 3.2(b)
and 3.2(c) show examples of NLO contributions. These include the tree-level
diagrams of three-jet production in Fig. 3.2(c), but also contributions from
internal gluon loops in Fig. 3.2(b) although the nominal number of vertices
is higher.

A proper treatment of pQCD requires the specification of a renormalization
scale pgr to remove non-physical infinities arising in a fixed order of the per-
turbation theory. These infinities are not present in the full theory. At lower
orders of the theory the theoretical uncertainty on the jet cross section due
to renormalization scale dependence is quite sizable. Typical choices set the
pr and pp close to the hard scale (), with half and twice of this scale used
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Figure 3.3: Schematic of a 2 — 2 scattering process of partons inside a col-
liding proton and antiproton. Only one parton of each hadron participates in
the primary hard-scatter, denoted with the matrix element ¢;;. The outgoing
partons promptly hadronize into jets.

to estimate the theoretical scale uncertainty (DO prefers ugr = pr = pr,
whereas CDF does pgr = purp = pr/2). For NLO theory this uncertainty is
in the order of 10% over the full pr range of the inclusive jet cross section
measurement as shown in Fig. 3.4. When the NLL corrections are added to
NLO, the scale dependence is significantly reduced especially at the low end
of the pr spectrum.

3.2.1 pQCD generators

The pQCD jet cross sections are usually computed using Monte Carlo in-
tegration of Eq. 3.1 in LO or NLO. Although not explicitly written on the
equation, the double-differential (versus transverse momentum and rapidity)
inclusive jet cross section has cuts on the final state observables (pr and y
bins) that are easiest to implement using MC. The equations can also be
solved analytically only up to NLO.

The current standard NLO Monte Carlo program is NLOJET++ [52] that
is commonly used with the CTEQG6 family of PDFs |20, 21|. Evaluating the
matrix elements using this program can be very time-consuming, taking days
of CPU time, so estimating uncertainties using many different PDF sets is
not very practical. Instead, NLOJET++ is only used to solve the matrix
elements once for a grid in z and Q?. The matrix elements are then used as
cross section weights for a posteriori inclusion of arbitrary PDFs. A practical
implementation of this approach is given in the fastNLO [53| program that
can evaluate PDFs in seconds once the matrix elements have been calculated
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Figure 3.4: Uncertainty on the inclusive jet cross section due to the choice
of the renormalization scale ur in NLO theory.

by NLOJET++. A unique feature in fastNLO is the inclusion of the O(a?)
threshold correction terms (in the 2-loop approximation mentioned earlier)
to the inclusive jet cross section.

3.3 Parton distribution functions

In the simplest model of proton structure, the proton consist of three valence
quarks, two up (u) quarks and a down quark (d). The strong color field
between the quarks creates a large number of gluons (g) which interact among
themselves, and may also give rise to virtual quark-antiquark pairs (quark
loops) such as the strange quark-antiquark (ss). At any given instant of
time the proton contains a number of additional quarks and gluons, jointly
known as partons, created by the dynamic interactions between the proton
constituents. This dynamic contribution is known as the sea. Figure 3.5
shows the parton distribution functions for the leading proton constituents,
u, d, g and s.
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Figure 3.5: Proton parton distribution functions for gluons (g), sea quarks
(S), the up valence quarks (u,) and the down valence quark (d,). The hor-
izontal axis shows the momentum fraction x carried by each parton, and
f(x,Q?) gives the probability density of finding a parton at given interval
dx. The probability density is multiplied by the momentum fraction such
that the area on the graph gives the total fraction of proton momentum car-
ried by each parton type. Gluon and sea quark distributions are multiplied
by 0.05 for presentation purposes.

It should be noted that the proton also contains small amounts of antiquarks,
heavier quarks ¢, b, t and any other particles allowed by the Standard Model
in the sea. The non-valence quarks have equal contributions of quarks and
antiquarks such that the proton would contain e.g. similar amount of §
as s shown in Fig. 3.5. The valence quark contribution is clearly visible
on the PDF plot, with u, carrying twice the fraction of proton momentum
(area on the plot in linear scale) compared to d,, and a significant amount
of momentum is also carried by the low-z gluons. The non-valence v and d
contributions are comparable to the strange quark sea, but the overall proton
content is dominated by the gluon sea.
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3.3.1 Experimental input for PDFs

The main source for the PDFs, especially for the quark part, have been the ep-
scattering experiments H1 and ZEUS at HERA, discussed in Ch. 2, and fixed
target experiments (BCDMS [26, 27|, NMC [28]). The PDF uncertainties of
CTEQG6.1 are mainly limited by the precision of H1 and ZEUS experimental
uncertainties at low x, as can be appreciated by the size of the uncertainty
bands in Fig. 3.5. The high x part of the PDFs is largely constrained by the
fixed target experiments.

Due to the nature of the ep scattering (electrons do not directly interact with
gluons), the HERA experiments are not sensitive to the gluon PDF in the
leading order of pQCD. They do still provide the leading constraints to the
gluon PDF at low x through higher order corrections, but especially the high-
2 gluon PDF remains relatively poorly constrained as it is only accessible via
jets at HERA. Currently the leading constraints to the high-z gluons have
come from the Tevatron Run I inclusive jet cross section measurements at
high @2, and from the fixed target experiments at low Q2.

3.3.2 Available PDF sets
CTEQ6.5M / CTEQ6.1M

The main PDF set used in this analysis is provided by the CTEQ collab-
oration, chosen over the MRST2004 fit because of its detailed PDF uncer-
tainty analysis. The latest global fit from the CTEQ collaboration, dubbed
CTEQ6.5M [150], utilizes DO and CDF Run I measurements, as well as the
most recent deep inelastic scattering (DIS) data from HERA and existing
fixed target DIS and Drell-Yan (DY) data. A main feature of the CTEQ6.5M
PDF set is the provision of 40 eigenvector basis PDF sets, representing 20
independent up and down variations of the PDFs within the 95% confidence
level of the data sets used in the fit. Figure 3.6(a) shows the main parton dis-
tributions in the CTEQ6.5M fit and Fig. 3.6(b) shows the uncertainty in the
gluon PDF? at a typical high pr momentum transfer for the DO experiment
(Q? = (500 GeV)?).

The earlier commonly used CTEQ6.1M [21] PDF set provides almost iden-
tical central prediction for the inclusive jet cross section measurement as
CTEQ6.5M, but has almost twice as large PDF uncertainty. The CTEQ6.1M
is almost equivalent to the CTEQ6M PDEF set [20], but provides more reli-

3Such plots can be readily obtained from http://durpdg.dur.ac.uk /hepdata/pdf3.html.
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Figure 3.6: (a) Main parton distributions for CTEQ6.5M PDF set. The up
and down quark contributions include both valence and sea quarks.

(b) Uncertainty of the CTEQ6.5M gluon PDF (solid lines) compared to the
ratio of MRST2004 and CTEQ6.5M central values (dashed line) in percent-
ages at Q% = (500 GeV)? [54].

able and symmetrical uncertainties. Unlike in earlier C'TEQ families of fits
CTEQ4 and CTEQ5, the enhanced high-z gluon PDF is naturally part of
the standard CTEQ6 description. Previously the Tevatron jet data was given
special weight in the CTEQ4HJ, CTEQ5HJ fits, leading to increased high-x
gluon PDF, whereas the more commonly used CTEQ4M and CTEQ5M had
a more conventional fit with no special emphasis on Tevatron data.

MRST2004

Another widely used PDF parametrization is provided by Martin, Roberts,
Stirling and Thorne (MRST). Their latest NLO global fit MRST2004 22| has
a new, more physical parametrization of the gluon distribution that provides
an improved description of DO Run I data at |n| < 3.0. The differences with
respect to CTEQ6.5M central value are reasonably small, with the greatest
difference being in the high-z gluon description. This difference is neverthe-
less within the CTEQ6.5M uncertainty band, as seen in Fig. 3.6.

Future QCD analyses from D® may consider using the latest NNLO parame-
trization MRST2006 [64] when the NNLO fits from CTEQ become available.
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The MRST2006 fit also provides a PDF eigenvector set comparable to the
CTEQ6.5M.

Alekhin

The PDF fits by Alekhin [55] differ from CTEQ and MRST in that they
only use DIS data, not the DY or Tevatron jet data. This gives Alekhin’s
fits a more predictive status than the “postdictions” of CTEQ and MRST.
A central consequence is that the high-z gluon PDF is considerably lower
than that for the recent CTEQ and MRST fits (-60— -80% at 600 GeV). It
is, however, still almost within the CTEQ uncertainty band.

Alekhin’s fits do not contain as much freedom for the high x gluon as the
recent CTE(Q and MRST fits. This extra freedom has been largely introduced
to explain the Tevatron Run I data, and it is one of the motivations of this
analysis to confirm or refute the Run I observations.

3.4 Non-perturbative QCD

3.4.1 Hadronization corrections

Perturbative QCD gives a simple picture of the parton-parton interactions
as 2 — 2 or 2 — 3 processes. This is only part of the true picture. The
outgoing partons carry color charge, and as such create strong color fields
between themselves and the rest of the proton. With increasing separation,
these color fields grow strong enough to create additional quark-antiquark
pairs that will consume some of the energy and momentum of the original
parton. This hadronization process continues until color charges are neutral-
ized and there is not enough energy left to create additional quark-antiquark
pairs. The process is non-perturbative and is currently only described by
phenomenological models.

The end result of the hadronization is that the original parton is transformed
into tens of mesons and baryons. These particles form what is here referred
to as a particle jet, a collimated spray of particles and their decay products.
The energy deposits of the particle jet are observed as a calorimeter jet, a
collection of calorimeter energy clusters.

As some of the momentum of the original parton is lost to the proton or
antiproton through the color fields present in the hadronization process, the
observed energy of the calorimeter and particle jets is slightly lower than
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that of the original parton giving rise to the jet. Figure 3.7 shows that the
resulting corrections to the inclusive jet cross section are in the order of
5-20% for the momentum range of interest.
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Figure 3.7: PYTHIA prediction for the size of hadronization and underlying
event corrections to the inclusive jet cross section.

3.4.2 Underlying event

In addition to the hadronization process, the partons in the proton that did
not take part in the hard scattering, generally referred to as spectators, carry
a net color charge opposite in sign to that carried away by the scattered par-
tons. This color charge interacts with the outgoing partons, soaking some
of their energy, which then gets radiated as particles isotropically in all di-
rections. The spectator partons may also have additional soft interactions
independent of the hard scatter, producing more radiated energy. Some of
this isotropic radiation overlaps with the jet cones, increasing the observed
energy of the particle and calorimeter jets.

The non-perturbative corrections are best studied using phenomenological
models of the hadronization process implemented in Monte Carlo event gen-
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erators, discussed in the next section. Figure 3.7 shows the PYTHIA predic-
tion for the hadronization and underlying event corrections to the inclusive
jet cross section in the central region of the calorimeter. This result was
obtained using PYTHIA v6.412 tune QW][56] with CTEQ6.1M PDFs. The
prediction was tuned to to the Tevatron data, as discussed in the next sec-
tion.

3.5 Monte Carlo event generators

Many particle physics processes are readily studied using Monte Carlo sim-
ulations that combine parton shower or matrix element hard scatter to non-
perturbative hadronization and underlying event models, and finally to de-
tector simulation. These Monte Carlo programs are referred to as event
generators to distinguish them from the MC programs used for pure pQCD
calculations. The Monte Carlo event generators can provide direct predic-
tions of jet observables such as particle jet composition, particle multiplic-
ities, energy spectra, distribution in n — ¢ space etc. The calorimeter jet
properties often depend on these quantities in a complex way so many effects
can be reliably studied only by feeding the full Monte Carlo simulation of an
event through a detailed detector simulation. The detector simulation will
create the tracker hits, muon detector hits and calorimeter energy deposits
with realistic efficiencies, responses and resolutions, then digitize these and
process through a simulation of the detector electronics before events are re-
constructed in a process identical to data. The following sections discuss two
favorite choices of Monte Carlo event generators, PYTHIA |96 and HERWIG
|97|, the detector simulation with GEANT and data-based pile-up.

3.5.1 Pythia

The DO collaboration uses PYTHIA version 6.323 [57] with CTEQG6L1 [20]
PDFs for primary Monte Carlo generation. PYTHIA hard scatter is based
on a leading order QCD matrix element calculation and a parton shower
model [58] whereby the participating partons radiate additional partons in
a bremsstrahlung type process. This approach has been useful in describing
the multijet topologies in data.

The resulting parton shower is hadronized (or “fragmented”) using the Lund
string model [59, 60], schematized in Fig. 3.8. In this model a color flux tube
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Figure 3.8: Schematic of the Lund string model. Breaks in the color flux
tube (string) between quark and antiquark produce mesons (“yo-yo modes”).

is formed between the outgoing quarks®. The flux tube acts as a massless
relativistic string with a string constant £ ~ 1 GeV /fm. The lengths of the
strings are of typical hadronic sizes, roughly 1 fm. As the quarks fly apart the
potential energy stored in the string increases linearly. The string may break
by producing a quark-antiquark pair. If either or both of the string remnants
has sufficient energy, the fragmentation process continues iteratively on the
string remnants. The fragmentation process ends when only on-mass-shell-
hadrons remain, each hadron corresponding to a small piece of string with a
quark in one end and an antiquark in the other. The hadronization model
parameters have been tuned to LEP ete™ data.

The Lund model invokes the idea of quantum mechanical tunneling to create
the string break-ups. This implies a suppression of heavy quark production,
withu:d:s:c~1:1:03:10"". Charm and heavier quarks are then
expected to be only produced in the perturbative branchings g — qq.

Many of the resulting hadrons are unstable and quickly decay into observable
stable (or almost stable) particles. The decays are based on experimental
data on mass distributions and particle life-times. The decay products are
normally distributed according to phase space, i.e. there is no dynamics
involved in their relative distributions.

The remaining parts of the PYTHIA simulation involve the underlying event,
including the beam remnants and multiple parton interactions. These are
the least well understood aspect of the current generators, and only phe-

4Gluons will act as additional kinks in such flux tubes, or strings.
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nomenological models exist. DO uses the so-called “PYTHIA TUNE A” which
was optimized to describe CDF Run I data.

Tunes of Pythia

Being largely based on phenomenological models, PYTHIA has a large number
of changeable parameters. Several “tunes”, or sets of these parameters, have
been developed to get a good fit between PYTHIA and data. Of particular
interest for this analysis are Rick Field’s TUNE A and TUNE QW [56], both of
which have been tuned to give a good description of previous Tevatron data,
but with slightly different assumptions. The tuning has focused on giving
a good description of the energy density in regions far from jets, affecting
the underlying event description, and of the third jet distributions, affecting
primarily the initial state radiation. The TUNE A has also been shown to
give a good description of the jet shapes in dijet events [68].

3.5.2 Herwig

Although the physically well-motivated Lund string model used by PYTHIA
has proved to be very successful in describing the hadronization process, and
many other details of the high energy events are also reasonably successfully
described, PYTHIA is not the final and only answer as the authors readily
admit. Therefore it is often useful to compare to other event generators to
get an idea of the uncertainties related to the physics models used.

HERWIG is another program successful in describing QCD events that takes
many different approaches to the same basic physics. The latest version
is HERWIG 6.5 [61]. The hard scatter and parton showers are modeled in a
fashion similar to PYTHIA. The hadronization process is somewhat dissimilar
and based on color clusters. In the cluster model color singlets are projected
on a continuum of high-mass mesonic resonances (clusters). These decay to
lighter well-known resonances and stable hadrons.

An important feature of HERWIG is the full inclusion of color coherence into
the parton shower development. The quantum mechanical interference effects
related to the color flow affect especially the spatial distribution of the third
hardest jet in the event with respect to the positions of the two leading jets.
Comparisons to data have shown that HERWIG provides a good description
of the third hardest jet distributions, whereas the default PYTHIA description
is not as good [63]. However, modification of some Pythia parameters like
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PARP (67) that affect initial state radiation can produce comparably good fits
to data [44].

3.5.3 Geant

The GEANT package [62] is not a Monte Carlo generator in the same sense
as HERWIG and PYTHIA. Rather, it is a useful tool for propagating parti-
cles through matter on which the DO Run II detector simulation is based.
GEANT receives as input the stable hadrons produced by other Monte Carlo
generators and models their passage through the dead and active material
that makes up the detector. This description includes the productions of
secondary particles by scattering off of the electrons and nuclei, and a model
for the energy deposition and absorption by ionization and nuclear reactions.

As the incoming particles are tracked through the detector material they
produce showers of secondary particles that may contain thousands of par-
ticles. The sheer number of particles combined with detailed calculations of
energy loss and showering in material make the GEANT simulations compu-
tationally expensive. In some cases, such as in jet energy scale systematics
studies, it is useful to replace the detailed detector simulation with a coarse
parametrization of important effects in order to generate enough Monte Carlo
statistics.

Pile up

Because the Monte Carlo underlying event simulations are known to be prob-
lematic and D@ detector simulation has suffered from some disagreement
between data and Monte Carlo, the DO collaboration has chosen an alterna-
tive route to describe the effects of high luminosities. In essence, the Monte
Carlo event generation is based on a single interaction vertex. The effects of
additional simultaneous proton-antiproton collisions are simulated by over-
laying raw measured data on top of the Monte Carlo generated events. The
raw data is collected with the Zero Bias trigger that has no other require-
ments than the timing of the bunch crossings. This procedure produces well
the observed calorimeter energy density from the combination of the hard
scatter, noise, pile-up and multiple interactions.
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Description of the DO Detector

The DO detector, shown in Fig. 4.1, is a large general purpose detector for
the study of short distance phenomena at high energy proton-antiproton (pp)
collisions. The detector operates at the Fermi National Accelerator Labora-
tory’s (Fermilab) Tevatron collider, studying proton-antiproton collisions at
a center of mass energy of 1.96 TeV. The DO detector was proposed in 1983
and operated successfully during Tevatron Run I in 1992-1996. The data
collected at DO led to the discovery of the top quark [69] and a measure-
ment of its mass |70, 71, 72, 73, 74|, a precision measurement of the mass of
the W boson |75, 76, 77, 78, 79, 80, 81| and studies of jet production |6, 8, 4],
among other accomplishments [82]. The Run I DO detector is described in
detail in Ref. [83].

For the Tevatron Run II, beginning in 2001, the D@ detector was upgraded
to cope with Tevatron’s increased luminosity and collision energy, and to im-
prove the physics capabilities of the detector. The primary changes concern-
ing this thesis were the installation of a solenoid magnet and a full upgrade
of the readout electronics and trigger systems. Tevatron’s collision energy
was increased from 1.8 TeV in Run I to 1.96 TeV in Run II, and the peak lu-
minosities have risen by over an order of magnitude. The upgraded Tevatron
collider has 36 proton and antiproton superbunches colliding at intervals of
396 ns, compared to 6 bunches with 3500 ns between bunch-crossings in Run
I. The high luminosity of the collider has meant that radiation hardness is
a consideration for some detector components, and signal integration times
have decreased, requiring faster electronics and upgraded trigger systems to
be installed. The integrated luminosity of Tevatron Run II is expected to be
between 4-8 fb~! as opposed to the Run I integrated luminosity of 120 pb~1!,
a factor of 40 improvement or more.

38
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D@ Detector

Figure 4.1: Isometric view of the DO detector.

To improve the physics yield of the detector in Run I, the DO detector
was upgraded with new elements of the detector, including silicon microstrip
tracker, central fiber tracker, solenoidal magnet, preshower detectors, for-
ward muon detectors, and forward proton detectors. In this chapter we will
focus on the detector components essential for the inclusive jet cross section
measurement, whether old or new, and leave others to little or no mention.
The upgraded DO detector is described in detail in Ref. [84].

4.1 Tevatron collider

Although not strictly speaking part of the DO detector, the Tevatron col-
lider at Fermilab is an essential component of the experiment. The purpose
of the collider is to provide the experiments with well controlled, tightly fo-
cused beams of protons and antiprotons that are collided at the center of
the detector. The technical specifications require the interaction region (of
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Figure 4.2: Fermilab Tevatron accelerator complex.

04y ~ 40pm, o, ~ 30 cm) to be within 1 mm of the geometric center of the
detector in the transverse plane (zy) and centered to within a few centime-
ters of the middle point of the calorimeter in the longitudinal direction (z).
The coordinate system is chosen to be right-handed, with z along proton di-
rection and z pointing toward the center of the Tevatron ring. The following
section will briefly outline the collider sybsystems, shown in Fig. 4.2.

The proton beam is created from a source of hydrogen gas (the antiprotons
will be created at a later stage). The first stage of pre-acceleration is provided
by the Cockroft-Walton. Inside this device the hydrogen gas is ionized to
create negative ions that are accelerated to 750 keV. A linear accelerator will
accelerate the ions to a further 400 MeV. At the end of the linear accelerator
the ions pass through a carbon foil that strips the electrons and leaves just
the positively charged protons. A small circular accelerator, the Booster,
increases the proton beam energy up to 8 GeV.

The next step, Main Injector, serves multiple purposes. It’s first task is to ac-
celerate the protons to 150 GeV and insert them to the Tevatron ring. It also
produces 120 GeV protons that are directed to a nickel target in the target
hall to produce antiprotons that are then collected, focused and stored in the
Accumulator ring (Antiproton Source). Once enough antiprotons have been
collected, the Antiproton Source will send them to the Main Injector that
accelerates them from 8 GeV to 150 GeV and injects them to the Tevatron
ring, traveling in a direction opposite to the protons. In the final stage the
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proton and antiproton beams are accelerated in the Tevatron ring to 980 GeV
each. Before collisions are initiated the beams are “scraped” with collimators
to remove unwanted halo particles and create tightly focused beams.

Accumulating sufficient numbers of antiprotons generally takes about 24
hours so the Main Ring will work in the antiproton production mode for
quite some time before accelerating protons for injection in the Tevatron
ring. Once a “store” is established in the Tevatron Ring, the Main Ring will
keep accumulating antiprotons until the Main Control Room decides to dump
the old beam and insert a new batch of protons and antiprotons. The stores
usually last about 24 hours to allow enough time to collect antiprotons. The
antiproton production rate is one of the main limiting factors for high sus-
tained luminosities. To alleviate this problem the Main Ring tunnel has been
installed with an Antiproton Recycler that stores the left-over antiprotons
from the Tevatron ring, waiting to be re-injected.

4.2 Calorimeters

The calorimeters are the most important detector components for measuring
high pr jet properties, and an accurate and stable energy response is required
for reliable jet cross section measurement. The DO detector was constructed
in Run I to provide a good measurement of electron, photon and jet ener-
gies in the absence of a magnetic field. In Run II the calorimeter remains
the same. Despite a small added amount of dead material from the solenoid
coil and reduced signal integration time the calorimeters, shown in Fig. 4.3,
still retain most of their excellent energy measurement properties. However,
several factors have decreased the high level of compensation between elec-
tromagnetic and hadronic showers that was the hallmark of the DO detector
in Run I, as will be discussed later in this section.

4.2.1 Central and end cap calorimeters

Both the electromagnetic and fine hadronic calorimeters are sampling calo-
rimeters based on liquid argon and absorber plates of almost pure depleted
uranium (U?3®). The structure of the calorimeter cells is shown in Fig. 4.4.
The incoming particles traversing the uranium absorber plates initiate show-
ers of secondary particles that ionize argon in the gaps between the absorber
plates. A high-voltage electric field collects the free electrons to the resis-
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Figure 4.3: Isometric view of the central and two end calorimeters.

tively coated copper pads that act as signal boards. The copper coating on
the inner surface is milled into the pattern needed for segmented readout.

The coarse hadronic calorimeter in addition deploys copper in central calo-
rimeter (CC) and stainless steel in end cap calorimeter (EC) for the absorber
plates. The choice of uranium absorber plates allows for a compact calorim-
eter system, leaving more room for the surrounding muon detector. Liquid
argon provides a unit gain and stable, radiation hard calorimetry. On the
downside, the use of liquid argon involves the complication of cryogenic sys-
tems. The fairly massive containment vessels (cryostats) add to the dead
material in front of calorimeters and result in regions of uninstrumented ma-
terial. For this reason the gap between CC and EC cryostats is instrumented
with the intercryostat detector (ICD) and massless gap detectors (MG) with-
out dedicated absorber plates.

The gap between absorber plates and read-out boards in the main calo-
rimeters is 3.2 mm, leading to a 450 ns electron drift time across the gap.
This provides a challenge with 396 ns between the bunch crossings in Run
I (3500 ns in Run I). The calorimeter read-out electronics for Run II were
designed for 132 ns between bunch crossings as was originally designed for
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Figure 4.4: Schematic view of the structure of a calorimeter unit cell. Ca-
pacitor plates made of copper pads and G-10 fiberglass coated with resistive
epoxy are sandwiched between depleted uranium absorbers and collect the
charge liberated within the liquid argon gaps.

Run II. This shortened signal integration time has come with some cost to
the performance of the calorimetry.

The DO Run I calorimeter was nearly compensating (providing equal energy
response to electrons and pions) with the e/ response ratio falling from
about 1.11 at 10 GeV to about 1.04 at 150 GeV. This compares favorably
|85] to the ratio 1.4 of most calorimeters. Part of this compensation was
coming from the recovered energy of neutrons as they caused fissions of ura-
nium nuclei, part from graduated absorber plate thicknesses. The time for
the neutrons to thermalize before they can cause fissions is up to 1 us [86],
so much of this benefit is lost in Run II. Along with the recalibration of elec-
tromagnetic and hadronic calorimeter layer weights to accommodate shorter
signal integration times this has reduced the level of compensation in the DO
Run II calorimeter, as will be discussed in Chapter 6. This has degraded the
energy resolution and linearity of the calorimeters compared to Run I. Some
of this degradation has been compensated in Run IT with improved calorime-
ter cell response intercalibration, but the resolution still remains worse than
it was in Run L

The calorimeter is finely segmented to allow for a good position measurement
of electrons, photons and jets. The pattern and transverse sizes of the readout
cells are set by the transverse size of showers: ~1-2 cm for EM showers and
~10 cm for hadronic showers. In terms of variables more useful for physics,
pseudorapidity n and azimuthal angle ¢, the transverse size of particle jets
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is AR = \/An? + A¢? ~ 0.5. The calorimeter is segmented in 0.1 cells in n
and 27/64 ~ 0.1 in ¢ at |n| < 3.2. This fine segmentation allows for probing
the shape of the jets. At rapidities |n| > 3.2 the segmentation grows to 0.2
or more for both n and ¢, but these high rapidities are not used for the jet
cross section measurement because the jet triggers are limited to |n| < 3.2.

As shown in Fig. 4.5 the central calorimeter covers a range |n| < 1 and
the two end cap calorimeters (north end cap, ECN, and south end cap,
ECS) extend up to |n| ~ 4. The active medium in all these calorimeters is
liquid argon. The calorimeters are kept within the cryostats at a constant
temperature of approximately 80 K. The purity of the liquid argon is critical
to the energy measurement as small amounts of contaminants, particularly
oxygen, can have an impact on the measured signal. The contamination of
the liquid argon was measured in the beginning of Run II [87] to be less than
0.30£0.12 ppm for all three calorimeter cryostats. Contamination level of
1 ppm would result in approximately 5% signal loss. The purity has also been
monitored with several radioactive sources in situ. The liquid argon purity
has been extremely stable over time [84], resulting in a stable calorimeter
response.

The electromagnetic calorimeter is composed of relatively thin 3 mm and
4 mm uranium absorber plates in CC and EC, respectively. The fine hadronic
has slightly thicker 6 mm absorber plates, and the coarse hadronic is made
of 46.5 mm of copper (CC) or stainless steel (EC). Useful measures for the
depth of the calorimeter are radiation lengths (Xo) and nuclear interaction
lengths (A4) for electromagnetic and hadronic particles, respectively. These
are defined as the mean free path for bremsstrahlung in the material (gluon
bremsstrahlung in the case of nuclear interaction lengths). The energy loss
of the incoming particles behaves with distance according to

Eun(d) = Egexp o, (4.1)
Enaa(d) = Egexp 1. (4.2)

The Xy for uranium is 3.2 mm so each electromagnetic particle is expected
to radiate once per plate, producing a quickly multiplying electromagnetic
shower that is sampled at each step by the liquid argon. The shower max-
imum is expected to occur around Xy = 10 where the EM calorimeter has
finer segmentation for accurate position measurement of the incoming elec-
trons and photons. The total depth of the EM calorimeter is about 20 X,
containing electromagnetic showers well within the EM calorimeter. In con-
trast, hadronic particles interact more weakly, and the EM calorimeter only
accounts for ~ 0.8\ 4. The fine hadronic layers compose additional 3 A\ 4, and
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the coarse hadronic another 3 A4. Overall the hadronic calorimeter at ~ 7A4
is deep enough to contain more than 98% of all the collision energy. However,
a small uncertainty is accounted in jet calibration for possible punch-through
of the very highest energy jets.

The hadronic showers develop quite differently compared to the electromag-
netic showers that multiply copiously at each step. Most hadronic inter-
actions produce one of the lightest mesons, pions 7+, 7= or 7°, each of
these with probability 1/3. The charged pions continue to interact hadron-
ically whereas the neutral pions quickly decay into two photons, producing
a quickly multiplying electromagnetic shower. Except for the small amount

of ionization produced by the charged hadrons, practically all the energy de-

Figure 4.5: Side view of a quadrant of the DO calorimeters showing the trans-
verse and longitudinal segmentation pattern. The shading pattern indicates
the cells for signal readout. The lines indicate the pseudorapidity intervals
seen from the center of the detector. The intercryostat detector is visible as a
thin tile in front of the EC cryostat at 1.1 < |n| < 1.4 and the massless gaps
as thin tiles inside the CC cryostat at 0.8 < || < 1.2 and the EC cryostat
at 1.0 < |n| < 1.4.



CHAPTER 4. DESCRIPTION OF THE DO DETECTOR 46

posited by hadronic jets comes from the electromagnetic showers produced
by the 7¥s. Fluctuations in the fraction of 7% produced at each step cause
large stochastic fluctuations in the amount of measured energy, accounting
for the much poorer energy resolution of jets than electrons.

4.2.2 Intercryostat detector and massless gaps

The region between the central and end cap cryostats is instrumented with
the intercryostat detector (ICD) and massless gaps (MG). The ICD and MG
detectors provide energy measurement for the otherwise poorly instrumented
region between the cryostats at roughly 0.8 < |n| < 1.4, where the depth of
the dead material coming from cryostat walls, stiffening rings and cables
varies rapidly with rapidity.

The ICD relies on photomultipliers (PMTs) recording the signal from plates
of scintillating plastic and covers the region 1.1 < || < 1.4 in rapidity.
The signal from the ICD is stretched to match that of the EM calorimeter
and provides a good approximation to the EM calorimetry that is absent at
1.2 < |n| < 1.35. Many of the photomultipliers were recycled from Run I and
have shown aging problems in Run II. To increase their response some PMTs
have been operated at a high voltage above their designed limit, resulting in
unstable response as a function of time and luminosity. Several aging PMTs
were later replaced for Run IIb.

The ICD is supplemented by the massless gap detectors that are placed
inside the cryostat walls in CC and EC at 0.8 < |n| < 1.2 and 1.0 < |n| < 1.3,
respectively. The massless gaps collect electrons liberated by the liquid argon
and have signal boards identical to the standard calorimeter modules. Unlike
other calorimeter cells, they do not have dedicated absorber plates (hence are
massless), but measure instead showers that develop in the cryostat walls,
calorimeter support structures and other cells.

4.2.3 Preshower detectors

The preshower detectors, shown in Fig. 4.6, act as both calorimeters and
tracking system. The central preshower (CPS) is placed between the solenoi-
dal magnet and central cryostat, and the forward preshower (FPS) is placed
in front of the end cap cryostat just around the luminosity monitor. Their
purpose is to aid in electron identification and background rejection for both
triggering and offline reconstruction. The preshower detectors are based on
triangle shaped scintillator strips that are placed in two stereo layers. Elec-
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trons will readily shower in the material in front of the preshower and the
shower can be measured with several preshower scintillator strips. Other
particles will generally only leave a minimum ionizing trail in one strip. The
preshower detectors will also aid in matching between tracks and calorime-
ter showers, and in recovering electromagnetic energy losses in the solenoid
magnet, cables and supports.

The preshower detectors are not directly used in this thesis, but the CPS
shower shape measurements form an important part of the photon identifi-
cation cuts that are used in the jet energy scale measurement, described in
Chapter 6.

4.3 Tracking

Tracking is a second important sub-system for jet physics. Although not
directly used in jet reconstruction, tracking is needed to reconstruct the in-
teraction vertices in each bunch crossing and to separate the hard interaction
vertex from the additional minimum bias interactions. The vertex resolution
directly affects the resolution of the measured jet transverse momentum pr.
The interaction region at DO is relatively long, o = 23-30 cm, compared to
the transverse size of the interaction region of o ~ 40 ym and the maximum
allowed transverse offset from the detector center of 1 mm. Misidentification
of the hard interaction vertex could have a potentially large effect on the jet
cross section measurement.

The tracking system has been completely upgraded since Run I to take ad-
vantage of the latest solid state technologies. The inner tracking system,
silicon microstrip tracker (SMT), uses microelectronics semiconductor tech-
nology for precise tracking with 35 pum vertex resolution along the beamline
and 15 pm vertex resolution in the r — ¢ plane for tracks of over 10 GeV/c
at 7 = 0. The outer tracking system, central fiber tracker (CFT), uses scin-
tillating fiber technology to complement the SMT and also acts in hardware
track triggering. The track triggering capabilities of the CFT are not used
for jet physics, however, as this relies entirely on calorimetry. Both detectors
are placed in a 2 T magnetic field of the superconducting solenoid magnet
to allow momentum measurement of the tracks. The overall central tracking
system is shown in Fig. 4.6. The following sections will discuss the solenoid
magnet, SMT and CFT in more detail. The track reconstruction will be
discussed in Chapter 5.
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Figure 4.6: The central tracking system is composed of the inner silicon
microstrip tracker and outer central fiber tracker. Not to scale.

4.3.1 Solenoid magnet

The central tracking system is fully inside the 2 T magnetic field provided by
the superconducting solenoid magnet, also shown in Fig. 4.6. The solenoid
magnet is placed in front of the central calorimeter cryostats and accounts
for 0.87 Xy of material that is sampled by the central preshower detectors
placed between the solenoid and the cryostats. The magnet was designed to
optimize momentum resolution and track pattern recognition. It also allows
E/p measurement of electrons that can be used in calibration of the EM
calorimeter at low pr.
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4.3.2 Silicon vertex tracker

The vertex position is most accurately measured by the inner silicon mi-
crostrip vertex tracker, shown in Fig. 4.7. The detector is composed of six
barrel sections with four readout layers each and twelve intersecting disks
of double-sided wedge detectors called “F-disks”. At higher n the F-disks
are complemented by four large diameter disks, “H-disks”. Each of the H-
disks is built from 24 full wedges, consisting of two single sided “half” wedges
mounted back-to-back to avoid gaps between the wedges. Overall the SMT
contains 912 readout modules and 792,576 channels. The SMT strips have a
pitch 50-62.5 pm in the barrel and F-disk. The stereo layers are angled at
30° in the F-disks and at 90° in the layers 1 and 3 of each barrel to aid in
accurate track reconstruction.

6 Barrel

4 H-Disks sections/modules
(forward, high-n)

Figure 4.7: The disk and barrel design of the silicon microstrip tracker.

The length scale of the central tracker is set by the length of the longitudinal
vertex distribution with ¢ ~ 25 cm. The centers of the H-disks are located
at |z| = 100.4 cm and 121.0 cm and the centers of the F-disks are at |z| =
12.5, 25.3, 38.2, 43.1, 48.1, and 53.1 cm. This geometrical information has
relevance for the physics analysis as the vertex distribution has significant
tails outside the ~ 50 ¢m acceptance of the F-disks. The track reconstruction
efficiency drops rapidly for || > 1 and |zy| >40-50 cm with 7 X zg > 0 as this
region is only covered by the two H-disks, complicating track reconstruction.
Consequently the cross section analysis limits |z| < 50 cm to reduce the
impact of vertex misidentification.

Figure 4.8 shows the approximate region in 2y — 1 plane where tracks can
be reconstructed using the SMT alone. The z-position resolution for vertices
reconstructed from tracks in this SMT fiducial region is good, better than'

!The quoted values are for the largest o in a double gaussian fit. Single gaussian fits
give o less than half of these values.
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55 pm (180 pm) for vertices at |zo| < 36 cm (|2 > 36 cm) [88]. Outside the
SMT fiducial region the requirement to have at least two SM'T hits per track
is removed, increasing track and vertex reconstruction efficiency.

The SMT has also been a stable detector with a low number of dead channels.
When leaving final testing before installation 99.5% of the detectors were
functional. The fraction of functional high density interfaces (HDIs) was 94%
in October and 89% in February 2005 [84]. Most of the operational problems
have been caused by problems other than the silicon detector itself, such as
low voltage power supply failures.
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Figure 4.8: Silicon microstrip tracker (SMT) fiducial region.

4.3.3 Central fiber tracker

The central fiber tracker complements the SMT by providing additional cov-
erage for high-zg, high-n tracks. Each CFT layer is based on a double layered
ribbon of scintillating fiber, with the two layers offset by half a fiber width
to provide full coverage and assist in angle measurements. The scintillating
fibers are 835 pum in diameter so the hit position resolution is more limited
than for the SMT. Each barrel has one axial doublet ribbon along the beam
direction (Z) and a second stereo doublet at a £3° angle, with the sign al-
ternating between different barrel layers. Each doublet layer has an inherent
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resolution of about 100 yum. The CEFT has also been stable over time, with
2-3% of the CFT fibers dead [89]. The dead fibers have a very little impact on
the global tracking efficiency, and they can be “turned on” in the L1 trigger
to prevent dead areas.

4.4 Muon system

The muon detector system forms the outermost part of the DO detector,
shown as a box like structure surrounding the calorimeter in Fig. 4.1. With
the exception of neutrinos, muons are the most penetrating particles pro-
duced in the particle collisions. They penetrate the calorimeters and sur-
rounding shielding with ease when practically all the other debris from the
collision gets absorbed.

The bulk of the muon detectors is built from a combination of proportional
drift tubes (PDTs) in the central region, and smaller and faster mini drift
tubes (MDT5s) in the forward (1.0 < |n| < 2.0) region. Both are separated in
to three layers (A, B, C). To allow for stand-alone momentum reconstruction
of the muons the muon system is supplemented with toroidal magnets in the
central and end-cap regions. The toroids are placed between B and C layers
of the muon detector. The stand-alone muon momentum resolution for the
forward muons is about 20% of the muon momentum at pr < 40 GeV/c. The

overall muon momentum resolution up to pr ~ 100 GeV/c is defined by the
central tracking (SMT and CFT).

The PDTs are surrounded by A¢ scintillation detectors on the inside and
cosmic cap and bottom scintillation counters on the outside. As the name
suggests, the cosmic cap and bottom counters provide a fast timing signal
to associate muons with the proper bunch crossing and discriminate against
cosmic muon background. They are also used in muon triggering. In the
forward region the MD'Ts are supplemented with muon trigger scintillation
counters that cover rapidities up to |n| ~ 2.0.

The muon triggers are useful for providing an uncorrelated trigger for high
pr jets that can be used to derive the trigger efficiency for the calorimeter
based single jet triggers, as we will discuss in Sec. 8.4. In this context it is
useful to note that the muon system below the calorimeter is limited by the
calorimeter support structures, shown in Fig. 4.1, and electronics housing.
This creates a deficit in muon triggers in 57/4 < ¢ < 7mw/4. The muon
system is also useful in identifying cosmic ray showers using event displays,
as discussed in Ch. 8.
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Figure 4.9: The Luminosity Monitor, shown from the side (left) and along
the beamline (right). Each side has 24 scintillator tiles radiating from the
center. The red dots in the front view, black boxes in the side view, are
photomultiplier tubes.

4.5 Luminosity monitor

The primary purpose of the luminosity monitor (LM) is to provide an accu-
rate measure of the luminosity at the interaction region. This is needed to
normalize any cross section measurement made at D@. In addition, it pro-
vides a measurement of the halo rates (stray protons or antiprotons escaping
the beam), makes a fast measurement of the vertex z coordinate and identi-
fies crossings with multiple pp collisions. Figure 4.9 shows a schematic of the
luminosity monitor. The LM is placed between the central tracking system
and the end cap calorimeter cryostat at 2.7 < |n| < 4.4, close to the beam
line.

The luminosity monitor is based on scintillating tiles that detect the parti-
cles coming from inelastic collisions on both sides of the interaction point.
The inelastic collisions form the major part of pp interactions, rest comes
from diffractive interactions that are often only detected on one side. The
luminosity £ is determined from the average number of observed interactions
Ny at the luminosity monitor using the formula

L= fNLM, (4.3)

OLM

where f is the collision frequency and the o), is the cross section for inelastic
collisions measured at the LM, including acceptance and efficiency of the
LM. Because of the difficulty of determining the actual number of multiple
interactions using LM only, the average number of observed interactions is
inferred by Poisson statistics from the frequency of no observed collisions
during beam crossings, a method called “counting zeroes”.
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The LM comes equipped with a time-of-flight detector that has a resolution
of 200 ps (6 cm/c), limited by the varying path lengths taken by the light
inside the scintillator tile. The timing information is used to reconstruct the
vertex z position using the time difference between the opposite luminosity
monitors. Practically all inelastic collisions occur at |z| < 100 ¢m, whereas
halo typically produces |z| ~ 140 cm, the distance of the LM from detector
center. The requirement |z| < 100 cm is then used to identify beam-beam
collisions.

The LM has a few properties that will affect the luminosity measurement,
discussed in Chapter 8. i) The PMTs that detect the light signals from
the scintillators are unshielded from magnetic fields. When the solenoid
magnet is turned on, the approximately 1 T fringe field from the solenoid
at the luminosity monitors’ position reduces the gain of the PMTs by a
factor of 30 [90]. Changes in the solenoid field are then expected to affect the
luminosity measurement. The magnetic field is stable during normal running
and does not significantly affect the luminosity measurement, but the solenoid
current was changed once during Run II. ii) The LM is subject to hard
radiation produced mainly by the pp interactions that is therefore irreducible.
Radiation damage causes some darkening of the scintillating material that
can lead to modest (=10%) light loss at the edge closest to the beam pipe after
3 tb~! [91]. This will lead to a small reduction in the measured luminosity
with integrated dose. The PMTs themselves have special fused silica (quartz)
windows that are largely immune to radiation damage [92].

4.6 Trigger systems

The DO Run II detector sees particle collisions at a rate of 1.7 MHz. This is
equivalent to the 396 ns between bunch crossings, with 2/3 of the available
“ticks” or radio-frequency buckets filled with particles and others empty. A
combination of dedicated hardware and software triggers is used to preselect
interesting events and reduce the event rates before they are written to tape
at a rate of about 50 Hz. To achieve a reduction in the event rate by a factor
of about 30,000, the trigger is divided into three levels, L1, 1.2 and L3, each
having more time and information available for the trigger decision than the
previous one. The first two levels, shown in Fig. 4.10 are hardware based,
whereas the third trigger level is software based and runs on commodity
processors. Figure 4.11 shows on overview of the data flow between the
different trigger levels and the event rates they are required to handle: the
1.7 MHz incoming at Level 1 is reduced to 1.6 kHz input at Level 2, 1 kHz
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Figure 4.10: Overview of the Level 1 and Level 2 trigger subsystems. Arrows
indicate the information flow from subsystem to another.

input at L3 and finally 50 Hz output from L3 to tape. The Trigger Framework
communicates with the different trigger levels. In the following an overview
of these triggers will be given, with emphasis on the components relevant for
triggering jets.

4.6.1 Level 1 trigger

The first level of the trigger system is required to output a trigger decision
in 3.5 us, corresponding to the time between bunch-crossings in Run 1. This
equals ten bunch crossings in Run II. To avoid dead-time, data from the
detector is queued in L1 buffers, as shown in Fig. 4.11, while the trigger de-
cision is pending. The L1 trigger communicates with the Trigger Framework
that passes accepted events in the L1 buffer to L2.

Due to the small amount of time available at L1, the trigger decision is based
on very rough detector information from subsystems shown in Fig. 4.10. Ob-
jects available for the trigger decision are electromagnetic (EM), hadronic (H)
and (EM-+H) trigger towers that are summed in both depth and transverse
coordinates (Anx A¢ = 0.2 x0.2) in the L1 calorimeter trigger (L1Cal); cen-
tral tracker trigger (L1CTT) and muon system trigger (L1Muon) tracks, both
separately and combined; and L1 forward proton detector trigger (L1FPD)
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Figure 4.11: Schematic of the data flow in the trigger and data acquisition
system.

for diffractive events by protons or antiprotons scattered at very small angles.
For jet physics we are mainly interested in the L1Cal.

4.6.2 Level 2 trigger

The Level 2 trigger has a number of subsystem specific preprocessors that
form physics objects from data coming from L1, as shown in Fig. 4.10. These
subsystem preprocessors include calorimeter, tracks, muons and preshower.
The L2 can also combine data over the detector to form more complex ob-
jects. The preprocessed physics objects are transmitted to L2 Global trigger
for trigger decision. Each L1 trigger bit is mapped to a specific L2 script.
The L2 jet algorithm will be described in Sec. 4.7.2.

4.6.3 Trigger framework

The L1 and L2 trigger decisions are coordinated through the Trigger Frame-
work. An important additional function that the Trigger Framework per-
forms is the application of prescales at L1. Events that otherwise fulfill the
trigger conditions are randomly passed only a fraction 1/prescale of the time
to keep the rate of more common triggers balanced with those that occur
rarely. Low pr jets are especially copious at the Tevatron. To balance the
rate of the lowest pr jet trigger (pr > 8 GeV/c) with that of the higher pr
jet triggers, prescales of up to a million are used at higher luminosities. Only
the highest pr jet trigger (pr > 125 GeV/c) is always kept unprescaled. The
trigger framework includes the prescale information into the luminosity cal-
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culation and also provides a large number of scalars that allow the counting
of trigger rates and dead times.

4.6.4 Level 3 trigger

The Level 3 trigger runs on a farm of commodity processors. It is software
based, highly configurable and can perform a limited reconstruction of the
whole event. Each L2 trigger bit is mapped to one or more L3 filters. As
a specific example, the L3 jet filter reconstructs jets using high-precision
calorimeter readout (AnxA¢ = 0.1x0.1). The reconstructed primary vertex
position? and removal of hot calorimeter cells allows accurate reconstruction
of jet energy and pr. The jet reconstruction is not quite as precise as for the
full offline reconstruction, but the trigger turn-ons are dramatically sharper
than at L1 and L2, quickly plateauing at 100% efficiency.

4.6.5 Data acquisition

The DO data acquisition system (DAQ) consists of the Level 3 DAQ and the
online host. The L3DAQ is designed to handle a continuous data rate of 250
MB/sec, corresponding to 1 kHz input rate from L2, with each event about
250 kB in size. After being partially reconstructed at L3, the accepted events
are passed to the online host at a rate of about 50 Hz (12.5 MB/sec of 250 kB
events). The events sent are tagged with an identification that corresponds
to the hardware and software trigger elements they passed. At the online
system the events are assigned to a data stream and then sent to their final
repository, a robotic tape system three kilometers from the detector.

4.7 Trigger scripts

The DO experiment continually updates the trigger lists to optimize data
taking with increasing luminosity, improve the trigger turn-ons and trigger
efficiency and to include new requests by physics groups. Each trigger is
composed of a combination of L1, L2 and L3 trigger terms. The single
jet triggers available for the inclusive jet analysis in Run Ila are listed in
Table 4.1. These have significantly varying turn-ons, and only a subset is

2The reconstructed vertex position was available, but not used for Run IIa single jet
triggers. Instead, nominal vertex position (0,0,0) was used.
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used for the final analysis, as discussed in Chapter 8. The different trigger
terms are briefly discussed in the following sections.

4.7.1 L1 trigger scripts

The L1Cal allows the experiment to trigger globally on ) Er and K with
four different thresholds and on local variables based on the EM transverse
energy and the total EM plus hadronic (H) transverse energy. The local
variables can use individual trigger towers with size 0.2 x 0.2 in 1 X ¢ and
large EM+H tiles covering 4 x 8 trigger towers in 1 X ¢. Typical L1 triggers
for jets are cuts on 1-4 trigger towers with E7 more than 3-7 GeV per
tower. The L1 trigger terms used in Run Ila for single jet triggers are listed
in Table 4.1. For the triggers listed here, the Ep at L1 is calculated with
respect to the nominal vertex at (0,0,0).

The L1 trigger terms are of the generic type CJT(n, x), indicating that n L1
trigger towers with at least Ep > x GeV of transverse energy are required.
The towers can be, and very often are, widely separated and corresponding to
different jets. The L1 trigger covers detector pseudorapidity up to |n| = 3.2
unless otherwise indicated.

4.7.2 L2 trigger scripts

The Run Ila L2 jet algorithm clusters 5 x 5 groups of calorimeter trigger
towers that are centered on seed towers. The seed towers are Er ordered
trigger towers with Er > 2 GeV. Overlapping L2 jets may be considered
as separate jets, or shared towers can be assigned to the highest Er jet,
depending on L2 scripts criteria.

It is not uncommon that single jet triggers will pass events directly from L1
to L3 without running a L2 script, as shown in Table 4.1. When used, the
L2 trigger runs one of the L2 tools JET(0,7) and JET(0,5). The difference
is the minimum required jet Ep, 7 GeV or 5 GeV, respectively. If L2 jets
are reconstructed, the highest Ep jet is required to have Ep above a given
threshold.

The infrequent application of L2 scripts in single jet triggers in Run Ila is
explained by the slow turn-on of the L1Cal trigger. For low pp triggers the L1
is still significantly inefficient for thresholds that are useful at L2. Even when
applied, the L2 trigger is not a very strong requirement. The situation has
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much improved in Run IIb with the new L1Cal trigger that can reconstruct
L1 jets from multiple towers.

4.7.3 L3 trigger scripts

The L3 jets come in two varieties used in single jet triggers®>, SCJET 8 and
SCJET 15. Both run a simple cone algorithm. They calculate Ep using
the nominal vertex position at (0,0,0) and return jets with Ep > 8 GeV and
Er > 15 GeV, respectively. At least one jet in the event is required to be
above the given Er threshold. Despite the similarities of the two algorithms,
the eventual observed trigger turn-ons are significantly lower for SCJET 8.

3Level 3 jet SCJET5 PV3 is also available and uses the reconstructed primary vertex
position for pr calculation.
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Table 4.1: Single jet triggers used in Run IIa.

29

Trigger list versions with

similar terms are reported together. Only trigger versions used in data taking
are listed. The L1 term is abbreviated from CJT(n,z) for n L1 towers with
Er > x GeV. The L3 tools JT8 and JT15 are abbreviated from the L3 tool
names SCJET 8 and SCJET 15.

Trigger Trigger lists | L1 term | L2 Ep | L3 tool L3 Erp
JT 8TT vll-vl4 (1,5) - JT8 8
JT 15TT v12-v14 (2,3) - JT8 15
JT 15TT 8.00, 8.10 (2,3)x(1,5) - JT8 15
JT 25TT NG | vl4 (3,5) - JT8 25
JT 25TT NG | vl2-v13 (2,5) - JT8 25
JT 25TT NG | 8.20-v11 (2,5) - JT15 25
JT 45TT 14.00,14.10 (4,5) - JT8 45
JT 45TT v12-v14 (2,5) - JT8 45
JT 45TT v8-vll (2,5) - JT15 45
JT 65TT v12-v14 (3,5) 20 JT8 65
JT 65TT v9-vll (3,5) 20 JT15 65
JT 65TT v8, 9.20 (3,5) - JT15 65
JT 95TT v13-vl4 (3,5) 50 JI8 95
JT 95TT 13.00 (4,5) 50 JI8 95
JT 95TT v12 (4,5) 30 JT8 95
JT 95TT v9-vll (4,5) 30 JT15 95
JT 95TT v8, 9.20 (4,5) - JT15 95
JT 125TT v14, 13.00 (4,5) 60 JT8 125
JT 125TT v13 (3,5) 60 JI8 125
JT 125TT v12 (4,7) - JT8 125
JT 125TT v8, v10-vll (4,7) - JT15 125
9.41, 9.42
JT 125TT v9 (4,5) - JT15 125




Chapter 5

Data used in the analysis

Chapter 4 focused on the detectors and physical systems required to collect
data from the particle interactions. In this chapter we continue with the series
of processing and reprocessing steps, skimming and data quality control that
the data undergoes before it ends up in analyzers’ plots, and eventually, to
physics papers. We also summarize major data-taking epochs, luminosity
calculation and trigger lists that naturally divide the data into subsets for
control of the stability of the result.

5.1 From detector to tape

As discussed at the end of Chapter 4, the raw data coming from the DO
detector reaches its final repository in the robotic tape system maintained
at the Feynman computing center a few kilometers from the detector. The
quality of the data is continually monitored as it is being sent to the tapes.

The DO control room is manned 24/7 by a five-person® shift crew during
data taking. The CFT, SMT and CAL-+muon subsystems are monitored by
dedicated subsystem shifters that can flag runs as bad for their subsystem in
case of hardware problems. The run quality is later rechecked offline. The
DAQ shifter oversees that all subsystems are working nominally and that data
keeps flowing through the trigger system and to the tape at an acceptable
rate. The DAQ shifter is also responsible for starting and stopping data-
taking runs, selecting trigger lists and updating prescale sets to keep the
data taking optimized for the continually falling luminosity during a store.
The shift captain oversees the shift crew. The captain also monitors the

'In Run IIb there have been only four shifters after combining SMT and CFT shifts.

60
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continually updated physics plots? of the ongoing run and acts as a liaison
between the Tevatron Main Control Room and the shift crew.

Information on the run conditions and prescales are stored in the Oracle-
based Runs Database and on the trigger lists in the Trigger Database. The
raw data, as well as reconstructed data sets, are accessible to the DO collabo-
rators through the sequential access via meta-data [93| (SAM) data-handling
system.

5.1.1 Raw data

The raw data is stored using DO event data model (EDM). This is a library
of C+-+ classes and templates that support the implementation of recon-
struction and analysis software. A main feature of the EDM is the event, a
class that represents a single beam crossing. The raw output of the detector,
results of trigger filter processing and of many different reconstruction tasks
are stored in the event.

The full raw dataset collected by D@ during Run Ila is roughly 1000 TB in
size, equivalent to about 150 m stack of dual-side DVDs3?, half the height of
the Eiffel Tower. The full Run Ila dataset contains about 1.4 billion events,
of which about 98 million belong to the QCD skim used in this analysis. The
data is stored in several formats of increasingly enriched physics content

e Data summary tier (DST) contains all information required to perform
any physics analysis, including limited re-reconstruction of high-level
physics objects. This format is now seldomly used and is not written
out by default for new reconstruction passes.

e Thumbnail (TMB) is a physics summary format originally less than
one tenth the size of the DST format. The latest version TMB-++ has
grown to contain enough information for most analyses to replace the
original DST and TMB formats.

e Common analysis framework (CAF) format is a physics summary for-
mat based on ROOT [94]. The ROOT trees are processed starting
from TMBs, with similar information content, slightly smaller size and
significantly faster read access.

2The monitoring of physics plots was handled by a dedicated Global Monitoring shifter
in the beginning of Run Ila.
3Estimated using 8.5 GB capacity and 1.2 mm thickness.
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The format of choice for this analysis is CAF. Although being similar in size
to TMB, CAF allows for quick reading of only the selected branches of the
data. It is also integrated into the CAF environment, a collaboration-wide
framework for setting up analyses and sharing high-level code. The CAF
format was introduced by the Data Format Working group [95] at the end
of Run Ila in order to homogenize the data formats used by the collabora-
tion. It replaces earlier list-of-variables type ROOT n-tuples produced by
qcd _analyze in the QCD group.

5.1.2 Monte Carlo

The DO collaboration has a simulated model of the DO detector to study how
the physical events are turned into measured quantities. The basic technique
utilized in all particle physics experiments is Monte Carlo (MC), whereby
large number of events are randomly generated from weighted distributions
of a particular final state and then processed through detailed detector sim-
ulations.

The simulated Monte Carlo data is used to verify the data-based analysis
methods for internal consistency and to assign bias corrections, whenever it
is reasonable to assume that the relative biases are similar in data and MC.
Many analytical expressions are used to minimize the differences between
data and MC from known sources; the residual differences in data and MC
comparison are then taken as a systematic uncertainty or corrected for.

The Monte Carlo is also used to extrapolate the corrections to regions of
phase space where data has limited statistics. To obtain a reliable extrapo-
lation using MC, the simulation needs to describe the calorimeter response
to the percent level. This has required much work, because the DO detec-
tor elements were not calibrated in a test beam like was done e.g. at CDF.
The MC simulation has been gradually improved by doing targeted tuning
to data, e.g. by comparing electron responses in the Z — e*e¢™ and by com-
paring the jet responses in the y+jet channel. This has lead to significant
improvements that include an improved simulation of the electromagnetic
showers and scaled single pion response.

Several Monte Carlo generators are available for the production of physics
processes, but the one most commonly used in this analysis is Pythia |96]
tune A. Several of Pythia default parameters have been modified to better
fit CDF Run I data. These include e.g. increased initial state radiation.
Another commonly used event generator is Herwig [97]. Both generators rely
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on leading order (LO) predictions of inclusive jet cross section, but differ in
the hadronization model.

The particles produced in the Monte Carlo event generators are propagated
through the detector elements using the CERN program GEANT v3.21. The
GEANT program traces the particles through the detector, determines where
they intersect active areas and simulates their energy depositions and sec-
ondary interactions.

The DO detector simulation (DOSIM) takes the GEANT energy deposits as
an input and accounts for various detector-related effects such as detector
inefficiencies, noise from detector and electronics, analog signal shaping and
digitization of the data. A recent innovation at DO has been to overlay Zero
Bias data to Monte Carlo to simulate the effect of multiple interactions and
pile-up (the effect the previous interactions have on the current bunch cross-
ing). This has been shown to significantly improve the agreement between
data and Monte Carlo, as compared to a pure Monte Carlo simulation of
multiple interactions.

The Monte Carlo output from D@ SIM is fully equivalent to the raw data
produced by the detector, and can be run through the same reconstruction
software. The events include additional MC information that can be used
to correlate the detector data and reconstructed objects with the original
generator output.

5.2 Reconstruction

The high-level physical objects (hits, tracks, jets etc.) in the events used for
physics analyses are reconstructed by the D@ offline reconstruction software
(RECO). It is a CPU intensive program that processes recorded collider
events and simulated MC events. The RECO is run on offline production
farms and the results are stored in the central data storage system, SAM.

The first step of reconstruction associates electronics channels with detec-
tor elements and applies detector-specific calibration constants. Geometry
constants are used to associate detector elements (energies and positions) to
physical positions in space. For many of the detectors the output from this
step is in the form of clusters (for calorimeter) or hits (for tracking detectors).

The second step focuses on the tracking detectors and reconstructs global
tracks from the hits in the SM'T and the CFT. This is the most CPU intensive
part of the reconstruction.
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The third step, vertexing, uses the global tracks to find primary vertex can-
didates. These are the locations of the pp interactions. Secondary vertex
candidates are identified next. These are associated to the decays of long-
lived particles such as B or D mesons, containing a heavy-flavor b or ¢ quark,
respectively. Such secondary vertices are generally displaced by a few tens of
micrometers to a few millimeters from the primary vertex, a small distance
by comparison to the interaction region length of about 30 cm, but sizable
compared to the few tens of microns of the transverse size of the interaction
region.

In the final step the information from the preceding steps are combined using
a wide variety of algorithms to reconstruct more specific physics objects and
final states. The electron, photon, muon, neutrino (#r) and jet candidates
are found first, after which RECO identifies candidates for heavy-quark and
tau decays.

5.2.1 Vertex reconstruction

The reconstruction of the primary interaction vertex is an important step
in RECO. The position obtained for the hard-scatter vertex affects the cal-
culation of Zr and pr for high-level physics objects. The main quantity of
interest for this analysis is the primary vertex z position, and whether the
primary vertex candidate is really associated to the jets we observe, i.e. to
the hard-scatter vertex.

The vertex reconstruction has two main steps: vertex finding and vertex
fitting. DO currently uses an Adaptive vertex fitting algorithm [98|, first
proposed and implemented by the CMS collaboration and successfully used
by the H1 collaboration [99]. This replaces the earlier approach that used
the Kalman Filter algorithm [100] for vertex finding and a 2-pass tear-down
approach [101] for vertex fitting. The Adaptive algorithm is designed to deal
with mis-associated and mis-reconstructed tracks. The main improvement
is reduced sensitivity to multiple interactions, leading to more reliable selec-
tion of the vertex associated to the hard interaction. For high pr jets the
improvement is not so significant.

The selection of the hard-scatter vertex uses a probabilistic method that
assigns a probability for each vertex that it comes from a minimum bias
interaction [102]. The probability is obtained by looking at the log,,pr
distribution of the tracks with pr > 0.5 GeV/c from minimum bias processes.
The product of the probabilities is calculated for each vertex, and the product
is then weighted to make it independent of the total number of tracks. The
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vertex with the lowest minimum bias probability is chosen as the primary
vertex.

5.2.2 Jet reconstruction

Figure 5.1 shows an example of jets in the calorimeter. Although the jets are
rather obvious by eye, precise definitions are elusive and detailed, and have
taken years of development. The current jet reconstruction algorithm used
at DO is called the “Run II cone algorithm” [103]. This is an iterative cone
algorithm that considers calorimeter energy deposits as massless four-vectors
to construct the jet four-vector. The four-vector direction is calculated using
the primary vertex position. The resulting jets are massive by construction
if the jet cone contains more than one calorimeter cluster. This is in contrast
with the Run I cone algorithm {104, 105] that summed calorimeter scalar Er
to construct massless jets. These algorithms are sometimes referred to as
the “E-scheme” (adding four-vectors) and “Ep-scheme” or “Snowmass con-
vention”, respectively.

An alternative jet reconstruction scheme, the kr algorithm [106], is based
on particle (calorimeter cluster) distance in momentum space instead of real
space. The kr algorithm has been used by the LEP experiments and CDF,
but is currently not in active use in analyses at D@. It is theoretically favored
as it is not subject to complications arising from the so-called split-merge
procedures, but it is in practice challenging at the hadron colliders that have
large amounts of background energy from underlying event and multiple
interactions at high luminosity.

To compare with the older QCD papers it is important to note a few key
differences:

e tranverse momentum pr is used instead of transverse energy Er =
E -siné

e rapidity y is used instead of pseudorapidity 7

e reconstructed jets are massive, mje; 7# 0

The Run I algorithm would have resulted in Fp = ppr and n = y, but these
variables are now different due to jet mass m # 0.

The jet reconstruction has three basic parameters: cone size Reone = 0.7,
Prmin = 6 GeV/c, overlap fraction f = 50%. The first two parameters are
used in jet reconstruction, the third in split-merge procedure. The following
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Figure 5.1: Example of a high-pr dijet event in the DO calorimeter. The
cylindrical calorimeter surface is rolled open into an n x ¢-plane. The two
jets are produced back-to-back in ¢ at 7 =~ 0 and the high-|n| region is filled
with particles from the proton and antiproton remnants.
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Figure 5.2: Illustration of infrared sensitivity in the cone algorithm. A small
amount of soft radiation added between jets can create an additional seed
and cause two previously separate jets to be merged.

section will cover these in more detail. DO also reconstructs jets with Reone =
0.5, but these are not used in QCD analyses because the smaller cone size
results in more showered energy outside the cone, making the pr calibration
more sensitive to detector effects. Smaller cone sizes benefit from lower noise
and better angular resolution, but the energy range in the inclusive jet cross
section measurement is sufficiently high that neither of these considerations
is important.

Run IT cone algorithm

The Run II cone algorithm starts by using all “particles” (calorimeter energy
deposits in experiment, stable particles in particle level MC, and partons in
perturbative QCD) as seeds for jet reconstruction. These seeds are used as
center points for proto-jets. All particles within AR = /(An)2 + (A¢)? <
R.one are added to the proto-jet, and the direction of the resulting four-vector
is used as the center point for a new cone. This procedure is iterated until a
stable solution is found with the cone axis parallel to the proto-jet axis.

The use of seeds can potentially cause the algorithm to be infrared sensitive,
i.e. additional particles with pr — 0 can introduce additional starting points
and change the behavior of the algorithm. This behavior is illustrated by the
Fig. 5.2. Ideally a seedless algorithm could be used, where four-momentum
combinations of all particle partitions would be used as starting points. This
leads to 2™ — 1 possible starting points, where n is the number of particles.
While this may be practical for pQCD with limited number of partons, it is
computationally expensive for experimental data with thousands of calorim-
eter towers. The current algorithms use both seeds and proto-jets to limit
the needed computational resources, and the addition of mid-points to regain
infrared safety, as discussed below.
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After the first round of iterations mid-points between pairs of proto-jets are
used as additional seeds and the iterative procedure is repeated as above.
This additional step makes the algorithm infrared safe: vanishingly small
energy deposits between two nearby jets won’t cause the algorithm to merge
two jets if they would not have been merged otherwise. Infrared safety is
important from a theoretical viewpoint as otherwise the algorithm is not
applicable in perturbative QCD to produce predictions®*.

The obtained list of stable proto-jets may contain many overlapping and iden-
tical jet candidates. Identical solutions and proto-jets with prjet < pPrmin/2
are removed from the list of jets. The latter step is not required by the algo-
rithm, but speeds up recontruction and can avoid the excessive merging of
many noise or minimum bias jets. The remaining proto-jets are handled by
the split and merge procedure to remove overlaps. It is important to note
that the splitting and merging does not begin before all the stable proto-jets
have been found. The behavior of the algorithm would be otherwise difficult
to predict. Figure 5.3(a) shows a schematic of the Run II cone algorithm.

In case two proto-jets have overlapping cones, the proto-jets are merged if
they contain more than a fraction f (typically 50% as used at DQ) of pr jes
in the overlap region. Otherwise the jets are split with the particles in the
overlap region being assigned to the nearest jet. In both cases the jet axes are
recomputed. The algorithm works on the highest pr proto-jet to maintain
a well-defined behavior. After each step the ordering is updated as it may
change when jets are being split and merged. Always operating on the highest
pr proto-jet preferentially reconstructs jets of maximal pr. The proto-jets
surviving the split-and-merge are then promoted to jets. The fully specified
split-and-merge procedure is presented in Fig. 5.3(b) from [103]. This method
will perform predictably even with multiple splits and merges, but note that
there is no requirement that the centroid of a split or merged proto-jet will
still precisely match with its geometric center.

Kinematic variables

The Run IT cone algorithm specifies the jet kinematics directly as a four-
vector (B, p., py, pz), or alternatively using the variables (E, pr,y, ¢). These
are calculated from all the particles inside the cone radius, or calorimeter

*Additional clustering parameter R, was introduced in Run I to make the pertur-
bative QCD calculations infrared safe [5], but this approach was not very satisfactory
theoretically.
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Figure 5.3: (a) Schematic of the Run II cone algorithm. (b) Flow diagram
of fully specified split-and-merge procedure for Run II cone algorithm.
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towers in the case of experimental data
ieC : -y P+ (6P <R, (5.1)

where 3 = n and ¢’ are the coordinates of massless particles or towers and
y©, ¢¢ are the coordinates of the cone center. The centroids of these jets are
defined using four-vector addition in the E-scheme

P = (BC) =) (B ppy ), (5.2)
eC

_ 1. BEC+p¢ - ¢

’yc = 5111 m, ¢C:tan 1% (53)

Jets are “stable” cones with 7 = y© =y’ and ¢¢ = ¢¢ = ¢”’. The split-and-
merge procedure may cause the jet centroid and cone center to be slightly
offset for the final jets, and the jet to include towers outside the cone defined
in Eq. 5.1. In either case the final jet variables are calculated from all the
particles or towers assigned to the jet using

p’ o= (BVp") = ) (Epp.0h), (5.4)
ieJ=C
pro= /(L) + (1)?, (5.5)
1. B/ +p! oy
yJ = = 1n m’ ng - tan 1 p—z (56)

5.3 Fixing, refixing and calibration

As the understanding of the complex D@ detector has grown and reconstruc-
tion algorithms have improved, the full DO data set has been reprocessed
twice to incorporate the latest advancements. The farms at Fermilab recon-
struct events at approximately the same rate as they are recorded; three years
worth of data takes three years to process locally. To reprocess a full data set
on a time scale of six months, the data is distributed internationally using
SAMGrid [107] to participating computing centers. For the PASS3 (p17) re-
processing these sites included Canada’s WestGrid, the University of Texas
at Arlington, CCIN2P3 in Lyon, France and FZU in the Czech Republic. A
small portion of the data was also reprocessed in farms at Fermilab.

The improvements implemented in reprocessing have included better calo-
rimeter calibration constants, updated hot cell lists and algorithm improve-
ments such as the Adaptive Vertexing. A very important ingredient for jet
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physics has been the inclusion of calorimeter cell-level 1 and ¢ intercalibra-
tion [108, 109, 110, 111]. This has been shown to improve jet pr resolutions
by up to 20% compared to the beginning of Run Ila [112, 113]. Such a
low-level calibration can only be done efficiently before jet reconstruction,
requiring in practice full reprocessing.

5.3.1 Calorimeter cell-level calibration

The calorimeter cell electronics are calibrated by sending a pulse of known
charge into the readout and comparing this to the measured charge. In this
way the response can, at least in principle, be linearized in each individ-
ual channel and the gains of the different channels equalized. This method
cannot, however, equalize any differences between cells rising e.g. from me-
chanical differences. To this end, data-based methods have been developed
to intercalibrate cells in 7 and ¢ [108].

In the first step the EM calorimeter is calibrated in ¢ in constant 7 rings using
the ¢-symmetry and the exponentially falling pr spectrum of the collision
products [109]. In short, the energy of a given cell is assumed to take the
form

E; = o;E;, (5.7)

where «; is the calibration constant. Different cells in the same 7 ring are
required to have the same number of events N (E) above the energy threshold
E;

E; Es
where N;(E;) is the number of events above the energy threshold E; in the cell
we want to intercalibrate. The cell-wise and average pr spectra, g(E’) and
f(E), respectively, are exponentially falling so a small change in «; translates
into a large change in N;(E;).

The n-intercalibration of the EM calorimeter is derived by looking at the
mass of the Z boson reconstructed from Z — ete™ decays in different n
rings. The mass of the Z boson, 91.1876 £+ 0.0021 GeV [114], is known to
high accuracy from LEP experiments so the absolute energy scale of the
EM calorimeter can also be normalized with respect to this constant. The
performance of the 7-¢ intercalibration has been checked by comparing the
observed Z mass peak width to the true width, 2.4952 + 0.0023 GeV [114].

The fine hadronic calorimeter is calibrated using the same approach for ¢-
intercalibration [110]. The data was collected using a dedicated trigger for



CHAPTER 5. DATA USED IN THE ANALYSIS 72

calibration to reduce trigger biases. Due to the large number of events,
roughly 10 million, required to calibrate 6000 calorimeter cells at about 1%
accuracy for the central calorimeter, the calibration data was taken parasiti-
cally using the monitor stream. This way the trigger rate for the calibration
did not reduce the band-width available for physics data-taking. It was also
not required to reconstruct the calibration events, reducing the impact on
the collaboration’s CPU resources.

The internal calibration of each ¢ tower was improved by fitting the relative
weights of the four fine hadronic layers. Due to statistical limitations, the
ICR and the region |nge| > 2.4 were calibrated on tower level only.

In the final step the fine hadronic calorimeter n rings were equalized using a
sample of QCD dijet events [111].

5.4 Data quality

As the old saying goes, your results are only as good as your data. The
DO detector is a large and challenging collection of hardware, and like any
other sensitive instrument, may malfunction from time to time. Among
common problems are high-voltage systems sparking and producing jet look-
alikes, coherent noise producing erroneous firing of the triggers, or cosmic
rays hitting the detector and depositing large amounts of energy. Sometimes
full detector sub-systems are removed from data-taking due to problems. The
D@ data quality group is charged with identifying and removing data of bad
or poor quality.

As a first line of defense, all runs having problems in one or more detector
sub-systems during data taking are marked as bad in Run Database. The
runs usually last for 2-4 hours, but may be shorter, especially if problems are
encountered during data-taking. D@ maintains lists of bad runs separately
for calorimeter, CF'T, SMT and Muon subsystems. The bad run lists can be
later extended in case latent problems are discovered.

A typical signature for problems in the calorimeter is that the missing-FEr
in the event is not balanced. Most bunch crossings produce closely bal-
anced missing-Fp, with the balance only occasionally broken by statistical
fluctuations in the energy measurement or a high-energy neutrino. Another
tell-tale signature is a large number of “jets” found in a restricted region of
the calorimeter. The Jet/MET group scans data in luminosity blocks to find
ones that would have abnormally high average missing-E7 or other obvious
problems. The luminosity block (LBN) is the basic unit of luminosity mea-
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surement, normally about 60 seconds in length. The bad LBNs lists are used
to remove short periods of bad data. If the bad LBNs are very recurrent
within a run, the whole run may be marked as bad. Conversely, problems
sometimes appear only at the end of a long run, and the run that was orig-

inally marked as bad may be recovered and only the ending marked in the
list of bad LBNs.

The recorded events are later scanned for known problems by the data quality
group. As new problems are discovered, the algorithms are updated to look
out for the signatures for these problems. For problems frequent within
a limited time the runs or LBNs are marked as bad. For more isolated
occurrences the event may get a calorimeter fail flag. These flags mark events
where something unusual happened, but only a few events per LBN were

7L

affected. The current calorimeter quality flags include “coherent noise”, “noon
noise”, “empty crate” and “ring of fire”. The coherent noise is by far the
dominant flag, removing a few percent of the events overall. Others are

generally removing much less than 1% of the events.

In addition to actual data-quality problems, some LBNs are also removed
because they cannot be normalized. Such LBNs are often too short to have
enough events for a reliable luminosity estimate, or the trigger or luminosity
system have had problems that prevented the book-keeping necessary for
later luminosity calculation.

5.5 Luminosity

No cross section measurement would be complete without integrated lumi-
nosity to normalize it. The final Run ITa luminosity is presented in Ref. [115].
As already briefly mentioned in Sec. 4.5, the luminosity £ is determined by
measuring the counting rate of inelastic proton-antiproton collisions with the
luminosity monitor (LM) system [116, 84]

1 dN

L= — .
p—T (5.9)

where o4 is the effective inelastic luminosity seen by the LM. Both D@ and
CDF have agreed to use a common total inelastic cross section for luminosity
determination, oiyeastic(1.96 TeV) = 60.74+2.4 mb, measured by the CDF and
E811 collaborations [117]. The effective cross section oeg differs from the total
inelastic cross sections gieastic by the efficiency and geometric acceptance of
the luminosity system. Both efficiency and acceptance are determined from a
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detailed Monte Carlo simulation of the luminosity system. The LM hardware
is shown in Fig. 4.9 and detailed in Sec. 4.5.

In practice, the luminosity is determined from the rate of zero counts by
inverting equation

P(0) = e x (2e7#ss/2 — g7hss) | (5.10)

where P(0) is the fraction of bunch-crossings not having in-time hits in both
north and south LM counters and p o< £ is the average number of collisions
per bunch-crossing registered in both LM counters. The pgg is the average
number of collisions only firing one of the arrays. The second term in paren-
thesis on the right accounts for the possibility of multiple interactions each
firing only one side of the LM. The P(0) is measured separately for each
of the 36 bunches over an interval of about 60 s (one LBN), long enough
to collect enough events to reduce the statistical uncertainty in P(0) well
below 1%, but short enough that the instantaneous luminosity only changes
negligibly®.

The effective cross sections determined at the end of Run Ila are o =
48.0 £ 2.6 mb and ogs = 9.4 mb [118|. Changes in the detector and the
luminosity system that affect the luminosity measurement divide the Run
ITa into five periods listed in Table 5.1. The total Run Ila luminosity is
determined starting from o.g at the end of Run Ila and back-propagating
corrections. Overall the recorded luminosity for Run Ila is 1315.1 pb™*, with
an uncertainty of 6.1%.

Table 5.1: Major data taking periods in Run Ila that have similar luminosity
normalization adjustments.

Period Run range Luminosity | Corrections applied
151814-196584 | 525.3 pb~! | Magnet correction
201537-202151 7.8 pb~! | Baseline correction
202152204805 | 142.3 pb~! | Dead time correction
204806211214 | 435.9 pb~! | NIM to VME, radiation damage
211223-215670 | 203.8 pb~! | Final 0. and ogg

mHo QW=

5This is true up to luminosities of about 250-103° cm~2s~!. This luminosity was first
exceeded in Run IIb on Jan 8, 2007.
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5.6 Subsets of data

The DO Run Ila data taking spanned a time period of almost four years from
April 19 2002 to February 22 2006, with the first commissioning runs starting
on November 29 2001. This is a relatively long time, and improvements have
been going on in detector systems, luminosity monitoring, triggering and
accelerator operations throughout Run ITa. The DO detector is shut down
and taken out of the collision hall for repairs and upgrades roughly once a
year. Trigger lists are updated periodically every few months to optimize data
taking. In addition, changes to other sub-systems are tested and implemented
during data taking periods.

The different upgrades set the timescale over which the inclusive jet mea-
surement would be expected to be stable. Changes affecting the luminosity
system are listed in Table 5.1. The major trigger list versions are listed in
Table 5.2. Changes in single jet triggers, as listed in Table 4.1, have mostly
taken place between major versions of trigger lists. The major shutdowns
are listed in Table 5.3 along with minor divisions in data-taking.

Table 5.2: Major trigger list versions and their approximate run ranges. The
run ranges for consecutive trigger lists may overlap as the trigger lists are
being commissioned. Changes affecting the trigger system are also listed.
Run range | Trigger list | Comment
157476 — 160554 vO7 First trigger list
157713 L1 trigger |n| — 2.4
160582 — 167015 v08
167019 — 170246 v09

168948 L2jet 3x3 —=5x%x5
169521 1/4 of |n| > 2.4 and ICR added to readout
170247 — 174802 v10
172174 L1 trigger |n| — 3.2
— 174802 L1 read-out varied between 2.4-3.2

174845 — 178721 vll Full |n] < 3.2 coverage at L1
178069 — 194597 v12

180915 New calibration for L1 calorimeter
194567 — 208144 v13
207217 — 215670 v1l4
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Table 5.3: Summary of major shut-downs and data-taking periods in Run IIa.

Major period | Run range Comment
1 139500 — 149613 | Commissioning
2 151814 — 157120 | Tracker Comes Alive
3 157476 — 160554 | Building the Trigger List 1
3 160584 — 167015 | Building the Trigger List 1
4 167019 — 170374 | Building the Trigger List 2
January 2003 shutdown
5 172174 — 178559 | 2003 Winter Data
6 178722 — 180956 | 2003 Summer Data
October 2003 shutdown
7 184951 — 190370 | Winter 20032004
March 2004 shutdown
8 191266 — 194552 | Spring 2004
9 194567 — 196584 | Summer 2004
August 2004 shutdown
10 201537 — 204801 | Winter 2004: Solenoid Field Lower
11 204803 — 207351 | Spring 2005
12 207728 — 212107 | Summer 2005
13 211292 — 212107 | Fall 2005
November 2005 shutdown
14 212900 — 215670 | Winter 2005-2006

February 2006 shutdown
Run ITa ends




Chapter 6

Jet energy scale

6.1 Overview

The purpose of the jet energy scale (JES) is to provide a link between the
initial particles produced in the hard scatter process, as described by the-
ory, and the calorimeter energy deposits clustered into calorimeter jets, as
measured by experiment. This process involves the hadronization of the out-
going partons into showers of stable or long-lived particles, the particle jets,
as shown in Fig. 1. To compare data and theory, they need to be corrected
to a common level. At DO this common level is chosen to be particle jets,
which requires us to correct the calorimeter jet energies back to the particle
level, and apply non-perturbative corrections (hadronization and underlying
event) to theory to move from parton to particle level. The common level is
chosen to be the particle level to avoid introducing theoretical uncertainties
from the non-perturbative corrections to experimental data. Other choices
are also possible; the CDF experiment e.g. has chosen to correct calorimeter
jet energies to parton level.

The main effects that need to be accounted for when correcting jet ener-
gies to the particle level are offset energy (FEofiset), calorimeter response (R)
and detector showering (5). These corrections can be expressed in a simple

formula
Ecal - Eoffset

R-S
The offset energy includes electronics noise, calorimeter noise from uranium
decays, pile-up from previous interactions and energy from multiple interac-
tions during a bunch crossing. The underlying event energy is not considered
as part of energy offset at D@, because the underlying event energy is in-

Eptcl = (61)

77
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Figure 6.1: Parton, particle and calorimeter jets.

cluded in the jet also at particle level. The calorimeter response R gives the
average fraction of measured calorimeter energy for the particles inside the
particle jet cone. The detector showering is the fractional net flow of energy
in and out of the jet cone due to detector effects, such as the magnetic field,
scattering from dead material, shower development in the calorimeter and
finite cell size. It is defined as the ratio of the response-corrected calorimeter
jet energy and the particle jet energy in the absence of offset. The detector
showering specifically does not include physics showering, where some of the
initial parton energy is showered outside the jet cone. These corrections will
be discussed in more detail in the following chapters.
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The Monte Carlo prediction of the jet response, offset and showering at DO
has traditionally been rather poor due to lack of test beam data. For this
reason the jet energy scale derivation relies heavily on data-based methods.
This is in contrast to the methods used at CDF, where test beam data and
careful tuning of the Monte Carlo have allowed JES to be determined mainly
relying on the detector simulation. It should be noted, however, that also
the Monte Carlo side at DO has seen significant improvements during the
development of Run ITa JES, as we will discuss later. These improvements
include overlaying zero bias (ZB) data events on MC events to simulate noise
and multiple interactions for offset, more refined true showering definition,
and the tuning of single pion response to bring data and MC into agreement.

The simple corrections in Eq. 6.1 are not sufficient when the goal is to bring
JES to a percent-level precision. For this reason we will also discuss biases
in offset and response due to suppression of calorimeter energies (zero sup-
pression bias), in the missing- E7 projection fraction (MPF) method used to
measure response (topology bias), in jet angle measurement (rapidity bias)
and the complications caused by the mass of the jets produced by the Run
IT cone jet algorithm (four-vector corrections).

Much of the work on JES described here has been published in more detail
in Refs. |119, 120]. This chapter focuses particularly on the corrections for
pr and y of Reone = 0.7 jets in the inclusive jet and dijet samples that are
relevant for this thesis. Primary original work by the author in Sections 6.4,
6.8 and 6.10 and relating to dijet calibration is also given more emphasis.

6.1.1 Exact definitions

Many of the observables in data are sensitive to varying combinations of
offset, response and showering. This is further complicated by the need for
additional bias corrections for each sub-correction. In order to consistently
combine all corrections it is necessary to provide “true” definitions for Monte
Carlo at particle and calorimeter cell level so that observables can be ap-
propriately corrected. This is especially true for showering, for which an
appropriate definition remained elusive in Run I, adding large uncertainties
to the showering corrections.

The energy of a particle jet is defined as the sum of the energies of all particles
belonging to the particle jet

BN = ) E; (6.2)

i€ptcljet
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The measured energy of a calorimeter jet Ei™ is a combination of visible
energy £™ from particles in the particle jet, outside particles that come in

and offset energy Foget

Epes = 3" EPSSi+ Y EPSi+ Bogrer, (6.3)

i€ptcljet ig¢ptcljet

where 5; is the fraction of energy each particle contributes inside the calo-
rimeter jet cone. The offset corrected energy is then defined by reordering
this relation

Ejr(r;lfas - Eoﬁsot = Z E;neasSi + Z ElmcasSi. (64)

i€ptcljet igptcljet

The right hand-side is defined in a sample with no offset energy, i.e. no zero
bias (ZB) overlay. This means that Eyge also contains any particle jet energy
that becomes visible because offset energy increases the total above the cell-
energy thresholds. These zero suppression effects to offset and response are
discussed in Section 6.7.

The response is defined as a ratio of the visible particle energies to the original
particle jet energy
ZiEptcljct E;neas

Eptcl

jet

R:

(6.5)

This quantity is independent of which particles actually fall within the calo-
rimeter jet boundaries. It is also a natural definition when the MPF method,
described in Section 6.3.1, is used to measure the calorimeter jet response
because this method is equally insensitive to the actual jet cone. However,
the cone size does change which subset of the particles in the hadronic re-
coil belongs to the particle jet. The resulting topology bias is discussed in
Section 6.6.

In order to satisfy Eq. 6.1 the true showering is necessarily defined as

meas Q. meas Q.
ZiEptcljet Ez SZ + Ziiptcljet Ez SZ
meas :
Zieptcljot Ez

This is the ratio of the measured energy inside the calorimeter jet cone to
the total visible energy from the particle jet regardless of the jet cone. This
exact definition is used to correct any bias in the data-based measurement
of the showering, as discussed in Section 6.5.

Siet = (6.6)
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6.2 Offset

The offset energy consists of all the energy in the jet not related to the hard
scatter. The offset energy is divided into three distinct categories, noise and
pile-up (NP), multiple interactions (MI) and underlying event (UE). These
components are detailed below.

The NP part consists of detector and electronics related contributions. The
leading sources are noise in the calorimeter and electronics, and decays of
the uranium nuclei in the calorimeter depositing some energy in the cells.
The pile-up is the energy left in the calorimeter during previous collisions.
Because of the short time between collisions (396 ns), the electronics signal
may not have fully decayed before the next crossing. The baseline is sub-
tracted from the signal just before the bunch-crossing so pile-up may also
have a negative sign. A typical NP offset for R.ne = 0.7 cone jets in the
central calorimeter (CC) and in the end caps (EC) is about 0.2 GeV for an
average jet. The intercryostat region (ICR) has higher gain detectors, and
consequently the typical NP offset is about four times higher, 0.8 GeV.

The MI part of the offset is the energy deposited by additional MB collisions
during the bunch crossing. Part of this energy is underlying event for MB
collisions, part MB jets that are of low energy and often not reconstructed.
Because all MB collisions should be on equal footing, the MI offset is ex-
pected to increase linearly with the number of additional interactions. This
linearity has been observed to hold up to at least ten additional interactions,
as shown in Fig. 6.2, after which statistics run out. The multiple interactions
typically deposit about 0.2 GeV in CC per additional interaction. The energy
density increases strongly at higher rapidities, but the typical contribution to

transverse momentum is fairly constant pl}/IBOHSCt ~ 0.2 GeV /c per interaction
in CC and EC, slightly more in ICR.

The UE offset comes from the primary interaction, but is not directly re-
lated to the hard-scattered partons. It is the energy deposited by additional
interactions in the same hard event (initial and final state radiation) and is
generally isotropically distributed in the transverse plane, ¢. It is possible to
estimate the UE offset from data for MB interactions. However, this same
UE offset is not necessarily applicable for hard scatter interactions or differ-
ent physics processes due to e.g. color flow effects. The UE offset is therefore
not part of the common JES corrections, but is separately calculated for
the inclusive jet production in Chapter 8. The UE offset for MB events is
typically about 0.2 GeV in CC.

The offset energies are measured from data using minimum bias and zero
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bias (ZB) events. Both events are collected at a constant rate of about 0.5
Hz. The only requirement for ZB events is coincident timing with the beam
crossing, and MB events require in addition hits in the luminosity monitors
(LM), indicating that an inelastic collision took place. The offset is estimated
as the average energy density in all calorimeter towers (including ones with
no energy after zero suppression) within a detector n-ring. The offset energy
for given jet cone is then calculated by summing the average offset in towers
within the cone radius of the jet center at (1, ¢).

The NP offset is determined from ZB events without inelastic collisions,
requiring a veto for LM hits. The luminosity monitor is not 100% efficient so
events with reconstructed primary vertices are vetoed in addition. The UE
offset contribution is estimated as the difference between ZB with LM veto
and MB events with a single vertex. The UE offset is not used in the final
JES corrections. The MI offset for N —1 additional interactions is finally the
difference in MB offset between events with N and 1 primary vertices. The
formulae can be summarized as

Exp = E%f]gscvtvith LM vetos (6.7)

Eve = E:(l)ﬂl\s/lclg - ggsovtvith LM vetos (6.8)
Emi(N) = B3 — B, (6.9)
Eogset(N) = Eni(N) + Exp. (6.10)

Figure 6.2 shows the average MB energy versus primary vertex multiplic-
ity for a few 7 rings, clearly showing the linear dependence of the offset on
the number of vertices. The linear fits are used in implementing the correc-
tions. Some luminosity dependence for offset with constant vertex multiplic-
ity has been measured and is applied in JES, but this effect is quite small
(~ 10%-(MI(n+ 1) — MI(n)).

The average vertex multiplicity for Run Ila inclusive jet data is between
1.5-2.0, meaning that the average offset in CC is about 0.5 GeV, of which
0.3 GeV is from MI offset and 0.2 GeV from NP offset. The contribution to pr
is about 0.5 GeV/c in CC and EC, and 0.8 GeV /c in ICR. At pr = 50 GeV/c
(uncorrected pr ~ 30 GeV/c) this leads to about 1.5-2.5% correction on
the final jet energy, with the importance of the offset quickly diminishing at
higher energy.
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Figure 6.2: Average MB Offset energy as a function of number of primary
vertices for different in rings.

6.3 Central calorimeter response

The response is broken here into two parts R = Re.(E) - F,(Nget, ). This
is both to factorize the response correction to simplify its derivation and to
facilitate the derivation of a sample specific JES. Measurements have shown
that the standard calibration sample y-+jet and the dijet jet sample used
in this thesis have significantly different responses. The F; part, the 7-
dependent correction, is derived from data for both samples, but R..(E),
the central calorimeter response, can only be derived from the y+jet sample.
Tuned Monte Carlo studies are used to derive a dijet-specific R..(E).

The calorimeter response is by far the largest correction for the calorime-
ter jet energies. The calibration is done in several steps starting from the
“standard candle” Z boson mass, using several different physics samples to
translate this into the final jet energy calibration. In the first step the elec-
trons are calibrated using the Z mass reconstructed from Z — e*e™ decays.
The electron calibration is then transferred to photons using MC to simulate
the small response differences due to interaction with dead material. The
scaled photon energy is used to set the jet energy scale for central jets us-
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ing momentum conservation in y-+jet events. Finally, the forward jets are
calibrated against central jets (and photons) using dijet (and y-+jet) events.
This process is briefly detailed in the following, before going into more detail
in the following sections.

The electron energy scale is calibrated first using Z — ete™ events. The
peak of the invariant mass distribution of di-electron pairs is matched with
the mass of the Z boson that was measured with high precision by the LEP
experiments [121]. The good resolution of the electron energy measurement
combined with reasonably high statistics of Z — eTe™ events leads to 0.5%
uncertainty in the calibration of the electron energy scale. This gives the
first reference point in the form of electron energy scale.

There are no processes available at the Tevatron that would produce elec-
trons and jets simultaneously in sufficiently high quantities® for calibration
purposes. The ~+jet events on the other hand are quite copious, allowing
them to be used for calibration up to about py = 250 GeV/c with 1 fb™!
of data. The reach will further increase with higher luminosity. The elec-
tron energy scale is transferred to photons, with additional corrections due
to dead material, and jets are calibrated with back-to-back photons using
transverse momentum conservation.

Although fairly copious, the y+jet events alone are not sufficient for calorim-
eter equalization with high granularity. The ~y+jet sample is supplemented
with dijets, where the central jet is calibrated with ~-+jet events, and the
forward jet is calibrated against the central jet again using momentum con-
servation. This method is discussed in detail in the next section.

The electron energy scale sets the rough energy scale of the EM component
fem of the jets, which would then be set to R, = 1. Indeed, highly electro-
magnetic jets have been observed to have a response very close to 1. The
hadronic component f.q of the jets interacts more weakly and leads to lower
response Ry.q < 1. The jet shower produces about 1/3 79’s that interact elec-
tromagnetically (through instant 7° — ~ + ~) at each step of the secondary
showering, i.e. when the hadrons in the shower interact with the nuclei to
produce more hadrons [122]. As the initial jet energy increases the number
of the secondary showering steps increases, leading to asymptotic fo, — 1,
fuaa — 0. Combined with Ry.q < Ren = 1, this means that jet response is

L Z+-jet, where Z — ete™ is a useful process at low jet pr, but is produced in relatively
small quantities at the Tevatron. This channel may be available at the end of Run II, and
at the LHC.
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less than one, asymptotically approaching one at infinite energy?.

6.3.1 Transverse momentum balancing methods

There are currently three methods based on transverse momentum conserva-
tion that can be used for jet energy scale measurement in v-+jet events. The
basic assumption is that the incoming protons have no transverse momen-
tum pr, and the sum of the initial transverse momenta of the hard-scatter
partons is essentially zero, > . pr,; = 0. Because the longitudinal momenta
pz of the proton remnants going into the beam pipe is not measured, no con-
straints (except kinematic limit £ < 980 GeV/c) can be set for the sum of
the longitudinal momenta » . p, ;. It is further assumed that the photon and
particle jets retain ) . pr; = 0. Showering effects and non-reconstructed jets
may slightly change this, but these effects are accounted for in appropriate
bias corrections. The photon is assumed to be calibrated, 2, = 1, so that
the measured quantities can be related to the jet response and showering.

The most basic method is called AS, where

AS — PTiet = PToy. (6.11)
pT,'y

The photon and jet are required to be back-to-back with no additional jets
(from leading primary vertex). The AS method is very sensitive to soft
radiation (additional non-reconstructed jets) and particle level imbalance,

but directly probes the pr of the reconstructed objects. If the biases are
assumed negligible or corrected for, and prpicijet = P71y = PToptel

AS=R-S—1. (6.12)

A more general method based on AS is the hemisphere method, which is
later used for JES closure tests. In this method the transverse momenta of
all the reconstructed objects are projected to the photon axis

_ Zz ﬁT,i ' ﬁT,'y

H d
|an/|

(6.13)

This definition is especially useful for final states with multiple jets, and
reduces to AS when Nj, = 1 and A¢(7,jet) = 7. Again, when the biases

2The power law formula R = 1 — aE™ !, with a =~ 1, m ~ 0.7 and E in GeV,
takes advantage of this simple view and has been shown to fit measured response well.
For historical reasons more than anything else the response is still parametrized with a
quadratic logarithm formula that gives an equally good fit.
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are assumed negligible and jets and photon balanced at particle level, the
closure test will give |H| = 1 when all jets are correctly calibrated.

Both AS and hemisphere method measure a combination of response and
showering. The sensitivity to showering is reduced when the pr balance is
measured using the missing-Er projection fraction (MPF) method. This
method could be thought of as a generalization of the hemisphere method
where reconstructed objects are replaced with calorimeter towers. The vector
sum of all the calorimeter towers (including those of the photon) equals the
missing Fr in the event, which is projected to the normalized photon vector,
hence the name of the method. The MPF method is usually directly defined
through the missing-FErp

ET : ﬁT,'\/

RMPF =1+ ——5 -
‘pT,'y‘

(6.14)

In the MPF method the photon is balanced against the hadronic recoil,
DPry + Drpad = 0. When the jet is required to be back-to-back with the
photon, and no additional jets are allowed in the event, the hadronic recoil
response can be identified with the jet response. This is the default method
used in jet energy scale determination.

Because the hadronic recoil corresponds to the parton level energy rather
than particle level energy, subtle biases can be present if the particle jet core
and physics showered component respond differently. The hadronic recoil
may also contain soft jets that are not reconstructed. These topological biases
and other biases in the MPF method are discussed later in Section 6.6.

The jet response depends on the particle jet energy so the results are usually
binned in energy. However, the measured jet energy has poor resolution and
can lead to a large bias in the response measurement. To avoid the resolution
bias, the estimator

E" = p2 cosh et (6.15)

is used instead. The E’ is strongly correlated to the particle level jet energy
and has much better resolution than the measured jet energy.

6.3.2 Photon energy scale

All the methods based on momentum balance discussed in the previous sec-
tion assume that the photon is properly calibrated with R = 1. Any error in
this calibration will directly translate into an error on jet energy scale, mak-
ing the photon energy scale a crucial component of the JES determination.
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The photons are only selected in the best measured part of the calorimeter,
|n?| < 1.1, to limit the uncertainty in photon calibration.

In the first approximation the photon response is identical to the electron re-
sponse, as both objects interact electromagnetically producing similar show-
ers in the calorimeter. However, there are subtle differences in how these
two particles interact with the material in front of and inside the calorime-
ter. This is already evident from the fact that the charged electrons deposit
enough energy in the tracker to have their tracks reconstructed, whereas the
neutral photons do not. There is a significant amount of dead material in
front of the calorimeter and the solenoid magnet so that these small differ-
ences in energy losses are amplified. Overall, the photons loose slightly less
energy in the dead material and have higher response than electrons.

The electron energy scale is determined from data to about 0.5% accuracy
using Z — eTe” decays. There is currently no data-based method to derive
the response difference between electrons and photons so MC simulations
tuned to reproduce the electron response in data are used instead [123, 124,
125, 62|. The leading uncertainty in the description is the amount of dead
material in front of the calorimeter, which is estimated to be 0.17.Xy—0.36X.
Figure 6.3 shows the central correction and the resulting variation in the ratio

of electron and photon energy scales in tuned MC compared to the default
MC.

6.3.3 Background contamination

A small fraction of jets have most of their energy in a leading 7° that imme-
diately decays to a pair of photons. If the photons in the pair are sufficiently
close as they often are, and there is little activity around the photons, the
jet can mimic an isolated single photon typical of y+jet events. Because the
cross section of y+jet events is 3-4 orders of magnitude lower than that of
dijet events [126], the EM-jets contribute a significant background for true
~v+jet events.

The vy+jet sample purity can be improved by tightening photonlD cuts, al-
though the efficiency for real photons is also reduced. The photonID group
has provided three sets of photonID cuts, loose, medium and tight [127, 128|,
that are used to study the background contamination effects in JES. It is also
important to note that tighter photonlD cuts significantly change the EM-jet
response, as discussed in next section. Tight cuts lead to a response quite
similar to that of photons as a high fraction of the energy is deposited into a
leading 7¥ that decays into two photons. The true photon response can also
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Figure 6.3: Difference of photon energy scale relative to electron energy scale
in tuned MC and default MC. The variation is due to the uncertainty in the
amount of additional dead material in units of radiation length Xj.

slightly change with tighter cuts, but this effect is considered small enough
to be accounted in the systematics.

The purities for different photonID cuts in CC are shown in Fig. 6.4(a).
The current default y-+jet sample is based on tight photonlD. Quarks and
gluons are more likely to radiate additional jets than photons so topological
cuts such as cutting on the number or pr of additional jets, or A¢ between
the photon and the jet, can affect the relative cross sections of dijets and
~v+jets. In fact, introducing the constraint to have exactly one jet in the
~v-+jet events significantly purifies the mixed sample. The current purities
are based on Nje, = 1 and A¢ > 3.0. The dijet events are more likely to have
jets at high rapidities than y+jet events so that a jet rapidity dependence
of the sample purity is observed. Figure 6.4(b) shows the lower purity in
EC for tight photonID. The purity is calculated and fitted using MC cross
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sections, but the results are also confirmed by comparing several calorimeter
variable distributions for the photon candidates between data and mixed MC
(template fits).
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Figure 6.4: (a) y-+jet sample purity in CC for different photon ID cuts cal-
culated using MC cross sections. (b) y+jet sample purity in EC for tight
photonID using both MC cross sections and template fits to data.

6.3.4 Combined correction

To reduce the uncertainty in JES due to background contamination in y+jet
events to the lowest attainable level, the EM-jets are considered as part of
the calibration sample and their response is derived in detail. The EM-jets
have more hadronic activity than true photons and hence lower response, but
with the difference to true photons decreasing with tighter cuts. The vy+jet
and EM+jet samples are mixed according to the Monte Carlo cross sections
after photonlD cuts. The purities have also been cross-checked using neural
network outputs in data, but these results have lower statistical precision.

The jet response measured in the y+jet sample is corrected for both photon
and EM-jet energy scales relative to the electron energy scale, weighted by
the MC cross sections of signal and background. The combined correction to
the measured response in CC in the y+jet sample is shown in Figs. 6.5(a)—(b)
for the medium and tight photonID cuts. The combined corrections for dif-
ferent photonlD cuts are quite different at low pr, with the medium sample
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providing the best cancellation between the photon energy scale and back-
ground contamination corrections in CC. The combined correction provides
quite consistent results for different samples after corrections, as shown in
Figs. 6.6(a)—(b) for CC before and after corrections. The small residual dif-
ferences may be partly due to changing photon response, as such differences
are also observed in pure y+jet MC. These small residuals are included in
the photon ID systematics.
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Figure 6.5: Combined correction to measured jet response and its uncertainty
in CC for (a) medium photon ID, and (b) tight photonID.

6.3.5 High energy extrapolation

The statistics of the y-+jets sample limit the direct response measurements
in CC to E' < 350 GeV. The measured low energy response has to be ex-
trapolated to the highest jet energies at ~ 600 GeV, introducing significant
statistical uncertainty from the fit in CC. For higher rapidities this limitation
is avoided because the high energies are directly calibrated using the dijet
sample with central-forward topology, as discussed in Section 6.4. To avoid
statistical uncertainty of more than two percent at high-pr in CC, Monte

Carlo models are used to constrain the high-pr response, as was done in Run
I[129].

The most significant limitation for the MC approach is that the default MC
does not reproduce the measured response in data. This is mainly because of
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Figure 6.6: The y-+jet CC response in data for different photon ID cuts (a)
before combined correction, (b) after combined correction.

the poor description of the single pion response in default MC. The descrip-
tion of the measured response is improved by scaling the energies deposited
by hadrons in MC by factor

k(En; A, B,C) = R(Ey; A, B,C)/RMC(E)), (6.16)

where the parametrization is done as a function of the true hadron energy
Ej,. The RMC is the single pion response in MC, parametrized using the
power law formula as

RMC(E) = ¢y[1 — as(E/Ey)™ ™, (6.17)

with Ey = 0.75 GeV, ay, = 0.588, my = 0.456 and ¢y = 0.870. The scaled
pion response is parametrized as

R(E) = ci[l — a1 (E/Ey)™ ™Y, (6.18)

where a; = A - as, m;y = B -my and ¢; = C - ¢5. The scaling parameters
(A, B,C) are fitted by varying them until the y-+jet MC reproduces the jet
response measured in the y-+jet data in CC. Figure 6.7 shows the measured
jet response in data with the high energy extrapolation using MC. The direct
fit to data using a quadratic logarithmic formula is in good agreement with
the MC-based extrapolation, but the high energy extrapolation uncertainties
are significantly reduced using MC.
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Figure 6.7: MPF CC response in data with fit from MC using parametrized
single pion response. The dotted line shows the direct quadratic logarithmic
fit to data.

The trade-off of using MC for high energy extrapolation is the dependence on
the MC simulation of fragmentation and gluon fraction. The fragmentation
model uncertainty is estimated by comparing the results from two different
physics generators, Pythia and Herwig. As discussed in Chapter 3, these
two generators presents the two extremes of the current main stream physics
generators. To simplify the comparison, the underlying event modeling has
been turned off. The results obtained using the scaled single pion response are
presented in Fig. 6.8(a). Both models agree on the highest energy response,
but there are significant differences at low energies. Because the single pion
response has been specifically tuned to reproduce data response roughly in
the range 40-100 GeV /c, the fitted curve at E > 100 GeV will represent high
energy uncertainty when the range 40-100 GeV is fixed to 0. This leads to
about 0.8 % uncertainty at £’ = 600 GeV, which is however significantly less
than the statistical uncertainty of a pure data fit.

The uncertainty due to gluon fraction is estimated using the CTEQ6.1M
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Figure 6.8: (a) Response in MC using scaled single pion response with Pythia
and Herwig. The underlying event simulation is turned off to highlight dif-
ferences arising from the jet fragmentation model. (b) Quark-initiated jet
fraction for central rapidity (|| < 0.4) jets and its uncertainty estimated
using Pythia and CTEQ6.1M PDFs.

PDFs? that provide an orthogonal set of 20 up and down variations of the
PDFs. The resulting gluon fractions are calculated using Pythia, and the
variations from the central value are added in quadrature. Figure 6.8(b)
shows the central value for the fraction of quark-initiated jets and the un-
smoothed error band. When combined with the differences in quark and
gluon-initiated jet responses, as discussed in more detail in the next subsec-
tion and shown in Fig. 6.10, this produces an uncertainty estimate on the
high energy extrapolation due to gluon fraction, or PDFs. The resulting
variations in the response are about 0.2% overall, and do not significantly
impact the overall uncertainties.

6.3.6 Dijet specific central calorimeter response

The methods presented so far allow for a precise measurement of the MPF
response in CC for the y+jet sample. As we will see in Section 6.4, the
central-forward topologies allow the forward MPF response to be measured

3The more recently published CTEQ6.5M PDF set has almost the same central values,
but uncertainties smaller by about a factor two so the uncertainty is slightly overestimated.
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with a similar high precision relative to CC in both v-jet and dijet samples.
However, it is not obvious if the central jet response measured in the vy-jet
sample is applicable to dijets with the same low uncertainties. Monte Carlo
studies have shown that this assumption does not hold at the percent level
precision.

The response differences between v+jet and dijet samples stem from the
different physics processes that produce the jets. As shown in Fig. 6.9, the
MC ~-+jets sample mostly consists of parton level quarks at low jet energy
and gluons at high jet energy. For dijet MC this behavior is reversed, with
mostly gluons at low energy and quarks at high energy. Similar behavior is
expected for data, but not necessarily guaranteed, as the gluon fraction may
depend on both the order of the perturbation theory and the PDFs used.
The default MC is produced using Pythia with LO pQCD model and CTEQ
6.1M PDFs as input. Especially the poorly constrained high-pr gluon PDF
may produce a potential feed-back loop, as it affects the gluon fraction, which
in turn affects JES and hence the measured inclusive jet cross sections that
are the most important input for PDF fits that constrain the gluon PDF.

The gluon-initiated jets have lower response than quark-initiated jets because
they have on average higher particle multiplicity with softer particles. The
underlying reason for this is the higher color charge carried by the gluons than
the quarks. This behavior has been established in data by measurements at
LEP [130] that estimate the charged particle multiplicity in gluon-initiated
jets to be about 50% higher than in quark-initiated jets. The CDF measure-
ments utilizing y+jet and dijet events confirm this behavior at the Tevatron
|131]. The soft particles lead to low jet response due to steeply falling single
pion response at low energy. The single pion response measured in Run II
is steeper than in Run I, due to e.g. more dead material and shorter signal
integration times, which may explain why no significant response differences
between different samples were reported in Run I. Figure 6.10 shows the
quark and gluon-initiated jet response differences measured in MC simula-
tion with scaled pion response.

The expected inclusive jet response in data is estimated using the same MC
with scaled pion response that was successfully used to fit the response in
the y+jet sample in the previous section. An important cross-check for this
parametrization is a comparison to the single pion response directly measured
from data [132] in Fig. 6.11. This method determined the calorimeter pion
response using the energy measured by the tracker for isolated single pions in
Zero Bias and track-triggered events. The differences in the important energy
range I, > 1.5 GeV are small and within statistical uncertainties, although
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Figure 6.9: Fraction of quark and gluon-initiated jets in ~+jet and dijet
samples in CC.

the two methods are very different. The ratio of CC jet responses for y+jet
and dijet samples in scaled MC is shown in Fig. 6.12, with a corresponding
error band estimated from the uncertainties in gluon fraction and single pion
response.

6.3.7 Uncertainties

The uncertainty related to central calorimeter response for ~-jets mainly
comes from the uncertainty in photon energy scale, as shown in Fig. 6.13. The
photonID uncertainty comes from the EM-jet background (purity and EM-
jet energy scale uncertainty), as shown in Fig. 6.5, and contributes mainly
at energies below E’ = 50 GeV/c. To avoid double counting, the residuals
after the combined correction in Fig. 6.6(b) are not included in the JES
systematics. The observed difference between tight and medium photonlD
at low pr is considered to be consistent with the uncertainties in photonID
and the difference above 50 GeV/c is accounted for by the later application
of topology bias corrections.
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Figure 6.10: Quark and gluon-initiated jet responses and their relative dif-
ference measured in scaled y-+jet MC without ZB overlay.

The statistical uncertainty in the central calorimeter response has been great-
ly reduced by the application of MC high energy extrapolation, as shown
in Fig. 6.7. The trade-off is the dependence on the MC description of jet
fragmentation and gluon fraction. Of these two, the fragmentation model,
taken as the difference between Pythia and Herwig, has the most significant
uncertainty.

6.4 Eta dependent corrections

The purpose of the n-dependent corrections is to equalize the jet response
everywhere in the calorimeter. The response versus ¢ is measured to be
practically constant and is not separately corrected. The n dependence of
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the response is mostly due to the changing calorimeter detector elements,
especially in ICR, differing amounts of dead material and the angle of inci-
dence varying with 7. The n-dependent corrections aim to bring the response
to the same level as in CC so that the same R..(F) can be applied to the
n-dependence corrected energies everywhere in the calorimeter. This leads
to the definition

Fn(Eu ndot) = R(E7 ndot)/Rcc(E)7 (619)

where R is the detector response at 7qe¢ for jet energy E, R.. is the central
calorimeter response and F;, is the n-dependent correction, which may also
have residual energy dependence.

When using transverse momentum balance for two objects at different ra-
pidities, these objects will have different energies, and because of response
energy dependence, also different response even in a homogeneous calorim-
eter. This can be expressed as a function of 74, when E’ is replaced with
E'" = pp cosh nqet

Ree = po +p110g(E//Eo)+P210g2(E,/E0) (6-20)
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= Ree = pPo+ p1log(coshnge) + P2 log?(cosh nge), (6.21)

where the parameters p; are related to the original parameters p; by

Po(P) = po+ pilog(pr/Eo) + palog’(py/Ey), (6.22)
pi(pr) = p1+2p2log(p/Eo), (6.23)
P2(rr) = P2 (6.24)
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This inherent response n-dependence must be taken into account in the mea-
surement of [ using pr balance. The equalized calorimeter response is
returned to follow this ideal curve in nge. It should be noted that to fulfill
the above equation, the new variable p/. must be defined as

probe
- E B Pry cosh ’f]phys (6 25)
br = probe probe :
cosh g cosh 1.

The calorimeter is equalized using both dijet and v+jet samples. The dijet
sample is the most important one, bringing high statistics and high reach in
energy for the forward region. The specific procedure applied to dijets will
be discussed in the following Sections. The vy-+jet sample allows consistent
derivation of the absolute response in EC, but suffers from lower statistics
and low purity in EC. It is possible to use the y+jet sample at lower py than
the dijet sample* so that the combined sample has greater span in energy
than either alone.

By combining and contrasting the two samples it is possible to reach re-
duced statistical and systematic uncertainties. Contrasting the two samples
has uncovered important response differences arising from the initial parton

4This is due to inefficient triggering for dijets, and the situation may be improved in
Run IIb.
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composition of the jets, which was already briefly discussed in Section 6.3.6.
For this reason the JES used in this thesis is specifically designed for dijet
(inclusive jet) events, whereas the recommended JES for the rest of the DO
collaboration is designed for y+jet events.

6.4.1 MPF method for dijets

The MPF method for dijets works in principle identically to that in ~y-+jet
events, when one of the jets is fully calibrated

%
ET p;%orr
T —tag |
D7 cont]

RMPF =1+ (626)
This calibration can be done for jets in CC using the response derived from
~v+jet events in the previous Section 6.3.4. In practice the calibration of
the central jets is omitted except for pr binning purposes, because the dijet
sample is only used to calibrate forward jets relative to central jets so that

R(pT COShnu ndot) ~ (1 ET pti?i’leas>
3 +

Reo(or) = . (6.27)

T, meas

The factor p3 contains additional corrections for resolution bias and a method
calibration factor ps, which are discussed later. The calibration sample is
selected to consist of back-to-back jets with A¢ > 3.0, of which at least
one is in CC. No additional jets are allowed in the event. The jet in CC is
later referred to as “tag”, the other jet “probe”. If both jets are in CC, both
assignments of tag and probe are considered. It is also possible to assign tag
and probe randomly, but in this case the results would not necessarily be
reproducible exactly.

The binning variable E’ for the dijet sample is defined as
E, = Cbiaspg?,gcorr cosh Tlprobes (628)

where p?%orr replaces the p;} used with the y-+jet sample and Ch,s corrects
for the bias due to the poor energy resolution of central jets compared to
photons.

6.4.2 Resolution bias for dijets

The MPF method for dijets is complicated by the poor pr resolution of the
jets. The steeply falling pr spectrum creates a situation where more jets
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migrate into a given pr bin from low pr than from high pr, as shown in
Fig. 6.14. This causes the average particle level py in each bin to be biased
with respect to average corrected tag jet pr. No selection is performed on
the probe jet so that its average corrected pr equals the particle level pp.
This creates an artificial pr imbalance that biases the MPF response.

The resolution bias can be expressed as an integral over all particle pr con-

tributing to a given bin of measured pr, by folding the py spectrum f(pr)

with resolution g(pr — pthd, o)

tcl tcl tcl tcl
s\ Jo FWF) pT —p% ,0)pr " dpy 6.99
T - f ptcl ptcl )d ptcl ( ’ )
o fPr ;0 )apy
For MPF response the correction can be expressed as
SoE = )~ () (6:30)
COIT meas 5pm0as -
br
In a simplified situation with exponentially falling pr spectrum, f (pT) =
exp(—apr), and Gaussian smearing with constant resolution, g(pT—ppTtC ,0) =
Gauss(pr — p?}td o = const), Eq. 6.29 can be integrated analytically to yield
0 cl - 1 cl cl
() = S exp(—aph ) exp(— L2 ittt
T o o C. - tel 2 C
S22 exp(—aph ) exp(— P gphte
= pr—oac’. (6.32)

Typical values in CC are a = 0.05 GeV~!, o/pr = 0.2-0.05, leading to a
bias of 5-10%. This large bias is clearly observed when looking at the pr
imbalance between two jets in CC, both corrected or uncorrected, which by
construction (tag jet chosen randomly) is 0 in the absence of bias.

The resolution bias can be accurately corrected using Eq. 6.30, when both
the pr spectrum and the pr resolution are known sufficiently precisely. The
fact that the CC jets are balanced in the absence of the resolution bias is
used to calibrate the resolution bias correction, reaching less than one percent
uncertainty for the resolution bias correction at all rapidities. The accurate
resolution bias correction needs three main inputs

1. Jet pr resolution for jets at |nget| < 0.4, g(pr pthcl’ o)

2. Tag jet particle level py spectrum as a function of 'r]pmbe for the specific
topology |ngs| < 0.4 and Niew = 2, f(P, nact)
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Figure 6.14: Source of resolution bias in dijet MPF method. (a) The poor
jet pr resolution causes jets to migrate in and out of pr bins. (b) Combined
with a steeply falling pr spectrum the net effect is increase in the observed

meas

number of jets, with (p°*) (black arrow) being larger than <p§td> (light

arrow) in each bin of p®.

3. Residual bias calibration to ensure F, = 1 in |n'f8"°*°| < 0.4, ps

These three components are discussed separately in the following sections.
The total correction is shown in Fig. 6.15.

Jet pr resolution

The jet pr resolution is derived in detail after full JES corrections in Ch 7.
For the purpose of resolution bias correction of F;, it is sufficient to correct
the jets only for the offset and central response discussed in the previous
sections. The pr resolution is derived as

Graw = V2-RMS (w), Ima] < 0.4, (6.33)
Pr2+ Pra

Opart — ksoftarawa (634)
Ocorr — \/(ksofto-raw)2_o-1%/[c> (635)
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Figure 6.15: Resolution bias in measured Fji°,

where kg is a correction for soft radiation (additional non-reconstructed
jets) and oye is a correction for particle level imbalance (fragmentation,
showering). These corrections are discussed in detail in Ch. 7.

The effective resolution needed for the bias correction is the partially cor-
rected resolution oy, which is verified using MC. This includes contribu-
tions from both detector resolution and the particle level imbalance. The
MPF method balances the full hadronic recoil including non-reconstructed
jets against the central jet so the soft radiation effects are absorbed in the
missing- £ and do not increase the bias. The resolution uncertainty is in the
leading order absorbed to the calibration factor ps and does not affect the
determination of ;. The residual uncertainty is estimated by varying the
resolution between the extremes of 0., and oo, as shown in Fig. 6.16.

For practical purposes the MPF method is applied to pairs of uncorrected
jets. The energy dependent central response correction improves the resolu-
tion by about 10% so the resolution for uncorrected jets is calculated using

o o R, (pT)pT)
—_—— — 1+ = ). 6.36
pr pr ( RCC(pT) ( )
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Figure 6.16: Comparison of the relative response in dijet data for differ-
ent alternatives of the resolution bias correction. The lower plot shows the
difference to the nominal choice of data spectrum with partially corrected
resolution.

Dijet pr spectrum

The tag jet pr spectrum is determined directly from data in 0.1 bins of nﬁéfbe
with the cuts [n5%| < 0.4 and Nj,, = 2. The raw measured pr spectra are
unfolded to the particle level using the fully corrected pr resolution oy, and
the ansatz method discussed in Ch. 8. The ansatz function is modified from
Eq. 8.20 to include both jets in the kinematic limit term of power 3

flor,n) = No(n) <]%0) o [(1 _ 2%) (1 B %)r(n)/z

~exp(—y(n)pr), (6.37)

where Ny, «, ( and v are the ansatz parameters and pro = 100 GeV/c.
These ansatz functions are then used in Eq. 6.29 to calculate the resolution
bias correction. The unfolded pr spectra are also determined from MC for
comparison, with the difference between data and MC spectra included in
the systematics as shown in Fig. 6.16.
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Residual bias calibration

Small imperfections in the resolution bias correction due to resolution un-
certainty can be calibrated out by using the fact that in an unbiased sample
the measured relative MPF response is exactly 1 in CC (|nget| < 0.4). This
is also necessary to ensure that the n-dependent corrections will not change
the measured CC jet response. The calibration factor ps is determined from
Eq. 6.27 by requiring the right hand side to be exactly 1.

Because uncertainty in CC resolution changes the bias correction by roughly
the same amount at all rapidities for the same pr, the overall uncertainty is
significantly reduced. As shown in Fig. 6.16, the uncertainty due to resolution
is only about 0.6% at 2.4 < nget < 2.8. The corresponding variation in the
calibration factor ps is 0.5-2%. At lower rapidities the uncertainty is reduced,
approaching 0 at 74.;=0 as shown in Fig. 6.20.

6.4.3 Relative response sample dependence

The F,, measured from the dijet and y-+jet samples in data have overall quite
different scales as shown by Fig. 6.19 and the scale factor in Fig. 6.18(d),
particularly in the forward region. These differences are qualitatively well
explained by the response differences for quark and gluon initiated jets and
the very different fraction of quark and gluon initiated jets in the v+jet and
dijet samples, shown in Fig. 6.10 and Fig. 6.9, respectively. The quantitative
agreement is also significantly improved when the single pion response in MC
is tuned to that in data, which increases the differences between quark and
gluon initiated jets.

The qualitative behavior of this difference has been studied by measuring
the y+quark and ~-+gluon responses (R, and R, in CC, respectively) and
the fraction of gluon jets in MC. For v+jet sample a single parametrization
of gluon jet fraction (f,(£,n)) is enough, for dijets the gluon jet fraction is
parametrized separately for tag jets in CC (f;*¢(E)) and probe jets when the
tag is a gluon jet (f(E,n)) or a quark jet (fJ(E,7n)). The parametrizations
are shown in Appendix B. Using these parametrizations the F), for the two
samples can be calculated as

~+jet fg(Ean)Rg(E)+(1_fg(Ean)R

B = B0 RE) T (1= fy(B.0))Ry(E) (6:38)
v BN\ J(E)R(E) + (1 f3(E,n)Ry(E)

BT = <Coshn) Ry (B cosh) (6.39)
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n (1 _ fas (Cogm)) fg(E’n)Rg(?](;;lc;sﬁ()E’n))RQ(E)'

The result versus rapidity is shown in Fig. 6.17. The ratio of F}, for the two
samples follows closely the same quadratic coshn form as the ideal response
rapidity dependence in Eq. 6.21. The energy dependence of the ratio is very
weak for the range 50 < pr < 200 GeV /c where the y+jet and dijet samples
overlap so the sample dependence for F, (scale factor SF;) is parametrized
simply as

SFy(naet) = FINE, Naet) / F) (B, Naet) = 1+p1 cosh n+p; cosh? 5. (6.40)

This form is used for the global fit in data and the result is shown in Fig. 6.18.
The scale factor is 1 at nger = 0 because Fg“jet = FpHiet = 1 by definition in
CC.

| Ratio of responses, p_ =50 GeV/c |

3 1.3[
o = Response
N GamJet
r GamJet(CC)
L2 N e DiJet/GamJet(CC)
U U GamJet/GamJet(CC)
115
1.1
5. o\ -
1: ............................................................
0.95-._|...._|...._|....|....|....|....|.

Figure 6.17: Qualitative relative response versus yje; at pr=50 GeV/c. The
solid black line shows the relative response due to response energy dependence
alone, using the y+jet CC response. The solid blue and red lines also account
for the energy and rapidity dependence of the gluon fraction. The dashed
lines give the ratio to the nominal CC response. The ratio of the dashed
lines is almost constant at 50 < pr < 200 GeV/c and is used as a “scale
factor” between the n-dependent corrections measured in the v-+jet and dijet
samples.
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6.4.4 Global fit of n-dependent corrections

The leading principle for the fit of n-dependent corrections has been to min-
imize the freedom for energy and rapidity dependence in order to fit the F,
with small statistical uncertainties and fine granularity in n4.. This also
makes the extrapolation in energy more stable and reliable. The measure-
ment is made in 0.1 bins of 74, (wider in EC), but the parametrizations are
smoothed over much wider rapidity regions.

The response energy dependence is fitted using the same quadratic logarith-
mic formula as in CC so that Fj is a ratio of two quadratic logarithmic
responses

Po(Naet) + p1(Maet) E' + p2(naet) B

F (E' Nget) =
n(E' Maet) R..(E/ coshn)

(6.41)

The parameters p; are fitted as a function of 7qe, with most freedom allowed
for the overall scale py.

The calorimeter structure naturally divides the response parametrizations
into central calorimeter (CC), intercryostat region (ICR) and end caps (EC).
The transition region between CC and EC behavior is roughly 1.1 < |nges| <
1.4. Within EC and CC regions the response is expected to depend on the
angle of incidence. The length of material X traversed by the jet shower rela-
tive to normal incidence X is X/ Xy = coshn in CC and X/X, = 1/|tanh |
in EC. Powers of these functions are used in fitting the rapidity dependence
for the parameters p;. The resulting fits are shown in Figs. 6.18(a)—(c).

Both py and p; have only four parameters each, two for CC and two for
EC. Two of the parameters give the asymptote at 7ger = 0 and |ngqe| — 00,
two describe the slope of ((X/Xo)™ — 1). The functional shapes (powers
m of X/X,) are chosen to provide a good fit to data. The ICR region
interpolation range is fixed to reproduce the observed behavior in data. The
po also has the same four parameters as py and p3, but in addition narrow
rapidity regions are allowed to have additional scale factors to provide a good
fit to data. The precision of the calorimeter cell level n-intercalibration that
is performed before JES is 1-2% [111] in CC and EC so the additional scale
factors, whose size is generally 1% or less, are presumed to account for these
residuals. In ICR and |nge| > 2.4 the scale factors can be larger because no
n-¢-intercalibration was performed there.

The differences between v-+jet and dijet scale factors are accounted for by the
scale factor SF, that is constant versus energy. Its parametrization is given in
Eq. 6.40 and the result of the fit to data is shown in Fig. 6.18(d). The global
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Figure 6.18: Parameters of n-dependent corrections versus 7qet.

fit procedure accounts for the fact that the jets in the EM-jet background of
~v-+jet sample have the same response as in dijet sample. The photon and EM-
jet scales and y-+jet sample purities are taken from MC and the jet responses
for pure dijet and vy-+jet samples are fitted from data simultaneously in the
global fit procedure. As shown in Figs. 6.19, the simultaneous fit to both
samples in data is good with the total /N DF between 1-2 in each rapidity
bin. The resulting statistical uncertainty of the fit is less than 1% over the
full kinematic range even in the most forward regions. The reliability of the
extrapolations in energy have been verified with MC.

6.4.5 Uncertainties

The application of resolution bias corrections and the global fit procedure
combined with the high statistics of the dijet sample have been enough to
push the uncertainties in 7-dependent corrections to less than 1% at [nqe| <
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Figure 6.19: Simultaneous fit of the n-dependent correction F;, in y+jet (full
circles, dashed line) and dijet (open circles, solid line) data.

2.8 for the dijet sample, as shown in Fig. 6.20. The statistical uncertainty of
the global fit (shown at py = 50 GeV/c in Fig. 6.20) is practically negligible
in the phase space relevant for the inclusive jet cross section measurement,
pr > 50 GeV/c and E < 800 GeV/c at |y| < 2.4. The leading systematic is
the average fit residual in 0.4 wide bins of |94t |, which is estimated to be 0.5%
at 0.4 < |y| < 2.4 and constant versus energy. This residual accounts for the
scatter of the data points around the central fit and covers possible variation
in the shape of the fit function. The resolution bias correction contributes
> 0.5% at |nget|] > 2.0, but is smaller toward 74, = 0. This uncertainty
covers the jet pr resolution and dijet cross section uncertainties in the bias
correction, as shown in Fig. 6.16.

6.4.6 Response stability in time

The response stability in time has been tested by breaking the full data set
into the trigger lists listed in Table 5.2. The response in CC is observed to be
stable to within 1% as shown in Fig. 6.21(a). This is expected as the liquid
Argon-Uranium calorimeter is generally very stable. The behavior is similar
in EC. In contrast, the response in the intercryostat region is observed to vary
by up to 10% as shown in Fig. 6.21(b). This behavior is attributed to the
unstable gains of the aging photomultiplier tubes (PMTs) used to measure
the signal from the scintillator tiles of the intercryostat detector. The time
and luminosity dependence of the relative gains is particularly strong for
some PMTs in the region 1.2 < |nge| < 1.4 that have been replaced for Run
ITb.
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The response time dependence does not directly become an uncertainty for
JES when the JES is derived using exactly the same sample as used in the
analysis. However, triggers weight time periods and luminosities differently,
which leads to potentially large residuals when the time dependence is strong.
To avoid problems with JES trigger dependence, only the run range 191000
213084 (see Table 5.3) has been used in this analysis. This covers trigger
lists v12.18—v14 (see Table 5.2) where the ICR response is relatively stable
as shown in Fig. 6.21. This run range also avoids later problems with de-
graded resolution (Ch. 7) and inefficient triggers (Ch. 8). The ICR response
is roughly 0.5-1.0% lower for the shorter run range than for the full sample.
This analysis uses n-dependent corrections that have been rederived specifi-
cally for the run range 191000-213084 to avoid residual uncertainty from the
JES time dependence.

6.5 Showering corrections

Jets are extended objects and deposit their energy over a wide area in the
calorimeter. When the cone algorithm is used, some of this energy is often
deposited outside the jet cone, leading to loss of energy compared to the
original parton®. This process is called physics showering and accounts for
part of the difference between parton and particle level jet energies (the rest
is explained by underlying event). In addition, there is energy flow in and out
of the calorimeter jet cone due to interactions with the magnetic field, dead
material and finite calorimeter cell size. This is called detector showering
and it is corrected in JES to bring jets back to particle level.

In most cases the detector showering decreases the measured jet energy be-
cause the energy density around the jet cone axis falls steeply toward the
edges of the cone. Additional smearing in the energy deposition causes net
energy flow along the slope, out of the cone. At low energy it is possible
that the calorimeter jet cone is pulled toward energy deposits just outside
the edge of the cone that fluctuated high, leading effectively to a positive net
energy flow. Such a cone migration effect is visible as a slight dip or step in
the energy density profile just at the edge of the cone radius.

The energy profiles are created by summing the energy in the cells at a
given radius from the cone axis. The profiles are calculated for back-to-back
~v+jet events, and show the jet core at AR = 0 and the photon contribution

5In contrast, the kr algorithm associates particles by distance in momentum space and
does not exhibit physics showering.
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at AR > m. The energy density in the range Reone < AR < 7 is primarily
offset energy. Figure 6.22 shows an example of the showering profiles in
MC without ZB overlay (i.e. with only the underlying event offset). These
profiles are used to determine the true detector showering. An additional
fixed energy profile for NP+MI offset is added for data and MC with ZB
overlay, as shown in Figs. 6.23.

Energy profiles (0.0 < |nd| <0.4,450< pT’ <60.0, Rjet:O.7)
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Figure 6.22: Jet energy profile for y-+jet MC without ZB overlay at |y| < 0.4
and 45 < pr < 60 GeV/c.

6.5.1 Data-based measurement

The cell-level information from Monte Carlo is used to generate energy den-
sity profiles for particles originating from inside the particle jet, outside parti-
cles and offset. The sum of these profiles (templates) is fitted to the measured
energy profile in data, yielding weights for the inside and outside profiles that
are needed to account for possible response differences between data and MC.
The well-known offset profile is kept fixed. Figure 6.23 shows an example of
the template fits in data.
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Figure 6.23: Jet energy profile fit to ~y+jet data at [nge| < 0.4 and
100 < pr < 130 GeV/ec.

The showering correction estimate S is obtained by comparing the total par-
ticle energy within calorimeter jet cone to that from the original particle jet
using the fit-weighted templates

RCOHC RCOI]C
5‘ _ ZAR:O Ein + ZARZO Eout 6.42
Y | (6:42)
AR=0 *~1n

The bias in the method is derived by performing the same template fitting
and calculation in Monte Carlo where the true showering answer Sy is
available and can be compared to the measured estimator Swuc. This allows
the showering estimator for data S’data to be calibrated to give the true data

showering

. Struc
Sdata - Sdata : & (643)
MC

The showering correction determined from y+jet data using the data-based
method is in very good agreement (difference < 0.3%) with the MC truth
showering correction from the v+jet MC with tuned single pion response.
The dijet showering correction is determined directly from MC truth with
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the tuned dijet MC, which allows stable showering fits up to the highest
energies. The dijet showering correction is determined separately for energy
and pr, with the pr showering correction for dijet data shown in Fig. 6.24.
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Figure 6.24: Dijet pr showering in scaled MC.

6.5.2 Physics motivation for showering

The showering corrections in Fig. 6.24 are smallest at high py in CC and
largest at low py in EC. The jets get more boosted at high energy, which re-
duces their transverse size and hence also detector showering at high pr. The
jets are also more boosted in the forward direction, but the definition of the
jet cone in n-¢-space keeps them round and roughly constant in size for given
pr. In real space 0-¢ (or z-y) coordinates the jet cone shrinks significantly in
the #-direction at higher rapidities. Because detector showering takes place
in the 6-¢ coordinates, it is strongly increased at higher rapidities.

The pr showering correction is overall smaller than the energy showering
correction by about 1-3%. This is because the pr profiles are weighted by
a factor cos(AR) in the ¢ direction compared to the energy profiles, which
reduces energy flow by a factor cos(0.7) = 0.76 at the cone edge Reone = 0.7.
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The profiles are also weighted in the 7 direction by 1/ cosh(n), which increases
S when the rapidity bias (discussed in Section 6.8) tilts jets toward CC. The
difference is largest in ICR, leading to positive net pr flow and S > 1 at low

pr.

The pr dependence of the showering corrections is steeper for dijets than for
~v+jets because of quark and gluon jet differences, as in the case of response.
The gluon jets are overall wider than quark jets and undergo more detector
showering. The differences can be up to 1-2% at the edges of the phase space
(pr > 50 GeV /¢, E < 600 GeV).

6.6 Topology bias (MPF response bias)

The MPF method balances a photon or a central jet against a full hadronic
recoil, but the measured MPF response is interpreted as a response of the
probe jet. This interpretation is biased at a percent level precision because
the hadronic recoil includes particles from outside the probe jet. These addi-
tional particles are generally softer than those in the core of the jet and are
expected to lower the response of the recoil with respect to that of the core
of the jet.

The bias of the MPF response is determined in tuned MC by comparing the
MPF response to the true response defined at particle level. The result for
pr response is shown in Fig. 6.25. The bias is overall about 1%, with little
pr or rapidity dependence at pr > 50 GeV /c.

The MPF response bias for pr is fairly small, ~ 1%, because the method
based on pr balance and the cone size R, = 0.7 is large enough to contain
most of the hadronic recoil in the absence of additional soft non-reconstructed
jets. It is interesting to note that the bias is significantly larger, 2-4%, for
Reone = 0.5 jets. This is expected from the response difference between the
hard particles in the core of the jet and soft particles closer to the edges. The
MPF response itself is very insensitive to the cone size.

The MPF response bias for energy has more rapidity dependence than for pr.
The rapidity bias (discussed in Section 6.8) tilts jets toward the center of the
calorimeter and causes the jet pr to be overestimated with respect to the jet
energy. This effect is particularly strong in the ICR, where the rapidity bias
of 0.04 at n = 1.4 causes an effective py change of 3-4% relative to energy?®.
Because the MPF method is based on pr balance, the pr response is well

6In the absence of mass, pr = E/ cosh(n) so the Apr bias can be estimated from An
bias by Apr/pr = cosh(n)/ cosh(n + An) — 1.
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Figure 6.25: Topology bias in MPF method for p; response determination.

estimated and the E/pp difference is folded to the MPF response bias for
energy.

The MPF response bias was separately determined for v+jet and dijet sam-
ples using tuned MC, but the two were found to be in good agreement at
permille level and within the MC statistics. Because the equivalence was not
obvious a priori, the differences are assigned as additional systematics.

In conclusion, it is found that the MPF method is well-suited for calibrating
the pr of Reone = 0.7 cone jets, with a small bias of about 1%. For energy
calibration and for other jet algorithms the bias is potentially large.

6.7 Zero suppression bias

The cell energies measured in the DO calorimeter are zero-suppressed in order
to reduce the number of non-zero cell energy values that need to be stored on
disk or tape. With data compression this leads to significant saves in needed
storage capacity. The noise in each cell is typically Gaussian distributed
around zero (after baseline calibration), with o giving one standard deviation
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fluctuation over the baseline noise. The algorithm used for zero-suppression
keeps isolated calorimeter cells only if their energy is higher than 4. Cells
adjacent to jets are kept if their energy exceeds a lowered threshold of 2.50.

The zero-suppression algorithm produces a small positive noise offset con-
tribution because of the asymmetric zero suppression (negative energies are
never kept) for cells with no real energy. For cells close to jets the posi-
tive offset is increased because of the lowered zero-suppression thresholds.
For cells with high enough real energy deposits, as within the jet core, the
zero-suppression produces no effect and positive and negative noise offset
contributions are expected to cancel.

Offset energy due to multiple interactions increases in the jet core as this
energy is less likely to get zero-suppressed. This offset energy is likely to
depend on the shape and width of the jet, but such effects are averaged over
in the full sample.

The overall effect is that the true offset is significantly increased inside the
jet environment, by up to a factor of four compared to the average energy
density measured from outside jets in ZB and MB events. The correction
factor for true offset, ko, is defined as

(Epeas(no ZB overlay))
<Emeas(ZB OVeﬂay) — Eoﬁsot,mcas> ’

ko = (6.44)
where the same MC events are reconstructed with and without ZB bias over-
lay (offset). The ratio of averages is used instead of the average of ratio so
that the correction properly factorizes when used with other bias correction,
also defined as ratios of averages.

Figure 6.26 shows the offset zero-suppression bias in CC for MC with un-
suppressed ZB overlay. This situation closely corresponds to data. The bias
increases at low pr where the offset contribution is largest. The bias also in-
creases with the number of primary vertices (PVs) as this linearly increases
the offset from multiple interactions. The overall offset bias correction is
determined for the average number of primary vertices, which is close to 1.5
for the Run Ila data.

The bias in offset is almost perfectly canceled by an opposite bias in the MPF
response, defined as

(Rypr(no ZB overlay))
(Rypr(ZB overlay))

kp = (6.45)

because the increased offset inside the jet decreases the missing-E7 in the
direction of the jet. This artificially increases the estimated MPF response.
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Figure 6.26: Offset zero-suppression bias (ko) at |naet| < 0.4 in the unsup-
pressed ZB overlay case that corresponds to data.

The offset bias on the opposite narrow photon cluster is small and does not
counteract the bias on the jet side.

Because the zero suppression biases in offset and response cancel so closely,
only the ratio ko/kg is used for final corrections to simplify the fitting pro-
cedure and to reduce the uncertainties related to the separate corrections.
Figure 6.27 shows the zero-suppression bias ko /kr in CC. The bias is < 0.5%
at pr > 50 GeV/c in all rapidity regions and vanishes at high pr.

The small residual bias ko /kg is possibly attributed to the imperfect cancel-
lation between the samples used to measure offset and response. The samples
used in this analysis and in the offset measurement have no restrictions on
the number of primary vertices, whereas the sample used for the response
measurement requires 7Ny, = 1 or 2 in addition to vetoing all additional jets.
This decreases the average number of multiple interactions and the amount
of offset, and hence the zero-suppression bias. The residual bias is equivalent
to a change in ko by about 0.5 additional interactions.

6.8 Rapidity bias

The inclusive jet cross section is measured in bins of rapidity so a reliable
measurement requires the rapidity to be also properly calibrated. The small
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Figure 6.27: The zero suppression bias ko /kg in CC. The dashed lines show
the uncertainty attributed to the bias correction.

rapidity bias is best estimated from MC truth. Figure 6.28 shows the rapidity
bias in several bins of energy. The rapidity is generally biased toward the
central calorimeter, with the largest deviations observed in ICR. Such biases
were already observed in Run I [4].

The bias in Run II is about twice as large at highest as in Run I, and comes
from two sources: (i) detector effects in ICR give rise to bumps similar in
size and shape to those observed in Run I. The bias is observed to be slightly
different for north and south sides, but only in ICR. (ii) The cone algorithm
itself gives rise to a bias that increases steadily toward EC. This effect is
similar to the difference observed between the DO Run I cone algorithm
that uses scalar F7 and the Snowmass algorithm that computes four-vector
variables like the Run II cone algorithm. The underlying cause for either
effect is not fully understood.

The rapidity bias is fitted with a smooth 2D-function versus pthd and Yreco
using the global fit method. The measurement is done in bins of p2*” and

Yptel tO avoid resolution bias effects. The rapidity then is mapped back to
<yreco> = <yptcl> + Ay (646)

before fitting to avoid an iterative procedure when applying the correction.
The fit function

fly) = poy+sign(y)cq exp (_M) +e,exp (_M)

2 2
207 20

+sign(y)p1(ly] — 2)%0(|y| — 2) (6.47)
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Figure 6.28: Rapidity bias estimated from MC truth.

is symmetric on north and south sides except for the Gaussian peaks in ICR
that are about 0.01 higher on the north side. The 6§ is the Heaviside step
function.

The terms linear (py) and quadratic (p;) in y account for the tendency of
the jets to be biased towards the center of the calorimeter, with the bias
increasing with |y| especially rapidly at |y| > 2.0. The dominant Gaussian
(ca) accounts for the increased tilt toward center of the calorimeter in the
ICR and the second Gaussian (c,) for the small north/south asymmetry in
the magnitude of the bias.
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6.9 FE’ mapping

All the corrections presented so far have been measured in terms of E’ for
simplicity. To properly apply the corrections in data, the results need to be
mapped to uncorrected energies, or uncorrected energies need to be mapped
to £'. To avoid deriving mapping for each sub-correction separately, the
latter approach has been used. Before applying any other corrections except
offset, the E’ is solved from the equation

Emeas - Eoffset = (R -5 kbiasSP)(El) : E/, (648)

where response R, detector showering S, zero-suppression and topological
bias corrections kpias and physics showering S, are evaluated at E’ and the
offset Eogset is subtracted from the measured energy Ficas.

Equation 6.48 is solved using Newton’s method to find x with f(x) =0,

Tt = T )
n

with the derivative f’(x) evaluated numerically. This is a reasonably fast
approach, and is used on an event-by-event basis. If CPU consumption were
an issue, the equation could be solved and parametrized for an average set
of parameters with little loss of precision.

(6.49)

Compared to standard JES corrections, one additional correction Sp =
Eota/E', the physics showering, is needed to account for the fact that E’
corresponds to the parton level energy, whereas JES corrections only correct
energy up to particle level E. This correction is negligibly small in the
central calorimeter, but grows to about 5% in the forward region. Fortu-
nately, the overall JES correction is only logarithmically dependent on E.
The uncertainty in the input E’ translates to an uncertainty on the JES

correction C' as i AE

AE ~0.1- — )
o 0 T (6.50)
so that a relative error of 1% in E’ only produces an error of 0.1% in C.
The mapping using Eq. 6.48 is tested in y+jet MC to be precise to < 3% at

pr > 50 GeV/c.

AC =~

6.10 Four-vector corrections

The traditional jet energy scale is applied by scaling jet energy and pr by
a single correction factor for energy and keeping the direction of the jet
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constant. Because jet rapidity and mass are both biased, this will leave also
pr miscalibrated. A proper four-vector correction requires a rotation of the
jet and relative scaling of energy and pr.

As shown in earlier sections, the independent calibration factors for energy,
pr and rapidity are already available. There is no need to assume any bias for
¢ so all four components of the four-vector are covered. The jet four-vector
in the CAF” framework is defined by an uncorrected four-vector using E, P,
n and ¢ and a correction factor C for JES. The following equations are used
to calculate the “uncorrected” quantities corresponding to a single correction
factor C' using the corrections for energy (C), pr (Cp:) and rapidity bias (Ay)

Ecorr =C- Emoa87 p%m = Cpt . p?oas’ (651)

Ycorr = Ymeas — Aya ¢corr = ¢measa (652)

= (6.53)
corr e2ycorr —1 corr , corr

P = merr, Ocore = arctan(py™, py™") (6.54)
ecorr corr corr

Neorr = — ln(tan < 9 ))a Pcorr - \/(pT )2 + (pZ )2 (655)

= (6.56)

Euncorr - Ecorr/Ca Puncorr = Pcorr/Ca (657)

Tluncorr = Tlcorrs ¢uncorr = ¢corr- (658)

The kinematic variables used in this analysis are pr and y. As discussed
in previous sections, both are individually calibrated. The uncertainties are
also assessed separately for energy and pr. Because the response calibra-
tion methods are better suited for pr, this slightly reduces the calibration
uncertainty for pr compared to energy in some cases.

6.11 Jet energy scale and uncertainty summary

Figure 6.29 summarizes the JES corrections at central and forward rapidity,
and Fig. 6.30 summarizes the corrections at low pr and at high energy. The
corrections range between 1.2-1.6 for the kinematic range of the cross sec-
tion measurement (|y| < 2.4, pr > 50 GeV/¢, E < 600 GeV). The response
corrections are by far the largest corrections for energy and pr. The response
corrections increase at low pr and high rapidities, where showering correc-

"Common Analysis Format
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tions also start to be significant. The offset corrections are important only
at the lowest pr range.

The JES uncertainties are summarized in Fig. 6.31 for central and forward
rapidity, and in Fig. 6.32 for low py and high energy. The uncertainties vary
between 1.2-2.5% for the kinematic range in the cross section measurement.
Like the total JES correction, the JES uncertainty is also dominated by
the response corrections. The main components from the central response
calibration and 7n-dependent corrections were described in Sections 6.3 and
6.4, and summarized in Figs. 6.13 and 6.20, respectively.

6.12 Conclusions

The JES uncertainties have been reduced by about a factor two in CC and
a factor ten in EC since the first preliminary JES calibration and cross sec-
tion measurement was made in 2006 [24]. A major portion of the work for
this thesis has been dedicated to reducing these uncertainties to their cur-
rent level. The current JES uncertainties of 1.2-2.5% are currently the best
available at hadron colliders. For comparison, the CDF experiment reports
a JES uncertainty of 2-3% [133, 25].

6.13 Closure tests for jet energy scale

An integral part of the jet energy scale determination is an independent test
of the corrections, called a closure test. In an implementation of a complex
set of corrections bugs are possible, and the interplay between sub-corrections
can cause subtle effects that are easily neglected. The closure test itself is
also subject to a number of uncertainties (otherwise it would be used for JES
determination!) so that closure will only be required to within the quoted
uncertainties of the closure test and JES combined.

The closure tests are performed on a larger set of event topologies than the
derivation when possible, and bins in rapidity and pr are made reasonably
wide to limit statistical uncertainties. This section presents the closure test
results of most interest to the inclusive jets cross section analysis, i.e. the
closure test of central calorimeter energy corrections in the ~vy+jet sample
(absolute JES), the transfer of y+jet energy scale to dijet pr scale and the
closure test of n-dependent corrections in the dijet sample. In some cases the
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Figure 6.29: Jet energy scale corrections by component versus uncorrected
pr at Nger = 0 and 7gee = 2.0.
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Figure 6.32: Jet energy scale uncertainties by component versus 7qe; at un-
corrected pr = 50 GeV/c and uncorrected E = 500 GeV.



CHAPTER 6. JET ENERGY SCALE 128

closure test has been separately performed for both energy and pr, but only
the pr results are quoted here.

6.13.1 Closure test of absolute JES

The closure test of the absolute JES, i.e. the central calorimeter correc-
tions, is done by first establishing direct closure in the y+jet MC and then
comparing the mean jet energy in data and MC in bins of (p/,7get)-

Direct closure test in MC

The direct closure test sample is y+jet MC with nj, > 1, nyx > 1. No
upper limits are placed on the number of jets or primary vertices to ensure
consistency with the average zero-suppression bias correction. The direct
closure test variable is defined as

(B

jet
)
ptcl

where EZ¥" is the corrected jet energy and Ejpe'fl is the energy of the closest

particle jet matching the reconstructed jet within AR < Reone/2. The closure
is tested in bins of (p/,|n¢et|) and is shown in Fig. 6.33 for |nge| < 0.4.

D=

(6.59)

Closure test for data

The closure test sample in data is selected consistently with the MC sample.
The ~-+jet sample in data has significant dijet background so the EM-jet
MC sample is mixed with the y+jet MC with the purity determined from
the MC cross section. The closure variable in data is the ratio of average
corrected energies in data and MC,

<chcotrr,data>
D=—- (6.60)
(B

Because the goal is to verify the closure in data, it is important to account for
any remaining differences between data and MC that could bias the closure
observable. The differences in the single pion response in data and in MC
result in a larger response difference between the v-+jet and dijet samples in
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Figure 6.33: Direct JES closure test in y+jet MC as a function of p/. at
|naet] < 0.4. The points correspond to the value of the direct closure test
variable (see Eq. 6.59) and the dashed line represents the total jet energy
scale uncertainty.
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data than in MC. This difference is estimated using MC with the single pion
response tuned to data. The relative difference in the dijet response is about
4% at pr ~ 30 GeV/c. Because the y+jet sample purity at pr ~ 30 GeV/c
is about 70%, this results in a 4%-(1 — 0.7) = 1.2% bias on the closure
observable that is corrected for.

Additional corrections are also applied on the photon energy scale to account
for data and MC differences. These corrections are estimated using the spe-
cial MC with increased dead material and improved GEANT simulation to
match the electron response in data. The photon energy scale corrections
affect the closure test variable indirectly through the p/. binning.

The closure in data relative to MC is shown in Fig. 6.34 for |ng| < 0.8.
Because the data and MC JES uncertainties are largely uncorrelated, they
are added in quadrature to create the error band for the closure test. The
uncertainties inherent in the closure test have not been included, however.

L e M B B
FReone = 0.7 0.0<i <04

L B T L I B B IO
FReone = 0.7 045, <08 o

0.90C I I I I I I I 0.90 I I I I I I I
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Figure 6.34: Relative data-to-MC closure test as a function of p/. at
[Maet] < 0.4 and 0.4 < |nget] < 0.8. The points correspond to the value of
the closure variable (see Eq. 6.60) whereas the dashed line represents the
total jet energy scale uncertainty from data and MC.

6.13.2 Closure test of dijet pr scale

The previous section established the validity of the absolute jet energy scale
correction in the v-+jet sample. Practically every sub-correction has been
rederived to obtain the corresponding pr scale for the dijet sample, which
needs to be tested separately. There is no direct handle on the absolute pr
scale in dijet data so only the consistency of the methods is tested in MC.
The closure test variable is

Apr = —1, (6.61)
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Figure 6.35: Direct jet py closure plots for p%td, Yptel Dinning in the dijet
sample. The error band shows MC JES uncertainty.

where reconstructed jets are matched to the highest ppr particle jet within
AR < Reone and the result is binned in p%td and ypa for consistency with
the cross section measurement. The sample is selected to have exactly two
back-to-back jets with A¢ > 3.0. The result for the closure test in CC is

shown in Fig. 6.35.

The closure test result has been corrected for the low pr bias at pr <
50 GeV/c by using the fitted Gaussian mean of (pi</ph* —1) instead of the
closure test variable in Eq. 6.61. The Gaussian mean is fitted to the part of
the distribution where pi® > 15 GeV /c to avoid the 6 GeV /c reconstruction
threshold for uncorrected py.

Closure test of inclusive jet pr scale

The dijet sample is only a fraction of the inclusive jet sample so the question
of closure for the inclusive jets still remains. The non-leading jets are often
radiated gluons so the inclusive jet sample has higher gluon-jet content and
potentially lower response than the dijet sample. To test this difference,
closure test with Eq. 6.61 is repeated on the inclusive jet sample without any
cuts on nje, or Ag. The jet pr closure for the inclusive jet sample is shown
in Fig. 6.36 for CC.

There is indeed a difference of about 1-2% on average between inclusive jet
and dijet residual Apy at pr ~ 30 GeV/c in CC, but the difference rapidly
gets smaller at higher pr and in the more forward regions. The closure tests
indicate that the residual in CC is in fact slightly smaller for the inclusive
jets than for dijets. For this reason no additional correction is applied, but
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Figure 6.36: Direct jet pr closure plots for pp*” 1, binning in the inclusive
jet sample. The error band shows MC JES uncertainty. The high fluctuations
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half of the inclusive jet to dijet response difference is taken as a systematic
for JES. The resulting uncertainty is less than 0.5% at pr > 50 GeV/c.

6.13.3 Closure test of n-dependence

The JES n-dependence closure is based on the pr asymmetry between a
central calorimeter jet and a forward jet

A= Pr2 — P11

, < 0.8. 6.62
Pr2 + Pr1 il ( )

This is related to the ratio of residual JES (Apy+1) for the central jet r and

the forward jet R by
R 1+(4A)

r 1—(A)

~1— 24, (6.63)

when <p§tjl> = <p§t7;1>. The closure variable is sensitive to additional jets

and showering and requires in practice events with only two jets back-to-
back. The same A¢ > 3.0 and N, = 2 cuts as for direct dijet closure are
used. The events are binned in the average pr of the two jets, 0.5-(pr1+pr2),
which has the benefit that effects due to resolution bias largely cancel.

The dijet asymmetry is practical for a closure test because most effects other
than JES for the two leading jets cancel to a large extent. The physics
showering and soft radiation effects are symmetric for the central-forward
dijet system and the leading jets are balanced to better than about 0.2% at
particle level. The soft radiation bias for reconstructed jets is corrected for by
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raising the reconstruction threshold and extrapolating to 0 GeV /¢ threshold,
but the bias is at a permille level.

The largest systematic bias turns out to be resolution bias, although this
effect largely cancels in the average pr binning. The resolution bias is of
the order of 1-2% in ICR and is explicitly corrected for, as discussed in the
following section. The remaining method biases are corrected by the factor
Chias = ((Aplervard 1) /(Apsentral) 4+ 1) /(R/r) determined from MC, where
the Apr is the dijet pr direct closure test variable of Eq. 6.61 and the R/r of
Eq. 6.63 is determined after all the other bias corrections. This correction is
negligible (< 0.2%) in most bins at pr > 50 GeV /¢, except in 0.8 < |y| < 1.2,
where the bias is a constant 0.6%.

Resolution bias in closure

Despite binning in average jet pr there is significant resolution bias left for
central-ICR jet pairs because the jet resolutions for these regions differ sub-
stantially. The bias is roughly proportional to df(pr)/(f(pr)0pr)(os — o}),
where f(pr) is the dijet pr spectrum and oy and o7 are the pr resolutions of
the two jets. The bias on the asymmetry is calculated through integration
as

SA 12 Zp:T_pT (@, y1,92)9(pr — 2,2, 91)9(pr + 2,2, 92) - 2/prdrdz
fxoio Zp:T_pT f(@,y1,92)9(pr — 2,2, 91)9(pr + 2, %, y2)drdz

ptcl

where r=p;", 2= (pr2—pr1)/2, pr= pr2+pr1)/2. (6.64)

Here y, is the rapidity of the central jet, vy, is the rapidity of the forward
jet, f(pgtd, Y1, Y2) is the dijet pr spectrum already used in Section 6.4.2 and
g(pieee, pPy) is the jet Apy distribution (jet pr resolution), which is derived
in Chapter 7 after the JES corrections. The resulting bias in ICR is shown

in Fig. 6.37.

6.13.4 Final n-dependence closure test

The n-dependence closure results shown in Fig. 6.38 have been corrected
for particle level imbalance, soft radiation, resolution bias and method bias,
although most of these corrections are very small (< 0.2%). The statisti-
cal uncertainty is the uncertainty of the fit to the residual of the quadratic
logarithmic function of pr. The method uncertainty includes primarily the
uncertainty in the ratio of CC and EC resolutions (resolution bias correction)
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Figure 6.37: Asymmetry measurement in ICR. Open circles are before, full
circles after the resolution bias correction. The error band covers 1o vari-
ation in the ratio of the ICR and CC resolutions.

and the residual of the method bias determination. The JES uncertainty is
the uncertainty of the ratio of the central and forward JES. The different
uncertainty sources are added incrementally in quadrature (@) for the error
bands.

The full uncertainty correlation information is propagated to both the JES
and the resolution uncertainties. The correlated shifts of the pr of the central
and the forward jets are evaluated in the ratio R/r for each uncertainty
source. For example, the JES uncertainty is calculated by

R 1+ Asc(pér, yforward) ) ?
A= = —1),
r ; < 1+ ASC(]?/T, ycontral)

(6.65)

where the JES uncertainty A;C(p/, y) is evaluated at ¥ = Ygorwara and y =
Yeentral = 0 for each uncertainty source s.

It is important to note that the JES and closure in Fig. 6.38 are only ap-
plicable to the run range 191000—213064 due to the JES time dependence
discussed in Section 6.4.6. The same JES applied to the full Run ITa data
sample results in about 1% closure test residual (R/r-1) at 1.2 < |y| < 1.6
and a smaller residual in the surrounding bins. The JES has also been de-
rived for the full sample, but using the more restricted run range allows to
remove the uncertainty due to time dependence and makes the jet py spectra
from different triggers match better.
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Figure 6.38: JES n-dependence closure for dijets in run range 191000-213064,
with the JES specifically derived for this restricted run range. The uncer-
tainty bands cover incrementally the statistical uncertainty of the quadratic
logarithmic fit (stat), the closure method uncertainty (sys) and the corre-
lated JES uncertainty. The inset text shows the y?/NDF and the value
for a constant fit to the residual (top and middle lines, straight fit) and the
X2/NDF for the quadratic logarithmic fit (bottom line, curved fit).
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The largest observed deviation is in the bin 0.8 < |y| < 1.2 at pr < 80 GeV/c.
This is in ICR, which is the most difficult region of the calorimeter to calibrate
due to rapid changes in the response as a function of n. The closure test is
also complicated by the large resolution bias in ICR and the rapid changes in
the jet pr resolution as a function of . While the observed deviation could be
real and not just a systematic bias in the closure test, the closure is still good
to within 1.5-20 at pr > 50 GeV/c. This is acceptable for the measurement
in a restricted region of the phase space. The shapes and magnitude of the
assigned JES systematics cover for the observed deviation and the global
PDF fits in Ch. 8 show no strong pull in this region.



Chapter 7

Jet pr and y resolutions

7.1 Overview

The jet pr resolutions are the second most important component in the
inclusive jet cross section measurement. They are needed in the unfolding of
the jet cross section, as will be discussed in Chapter 8. The rapidity resolution
is also used in unfolding, although its relative impact is much smaller. The
pr resolutions also have uses in many other applications. In the context of
this thesis the pr resolutions have been applied to resolution bias corrections
(Sec. 6.4.2) and to test the relative JES closure in detail (Sec. 6.13). The
application to other analyses is discussed in the original study [112] that also
provides an extended set of plots. Earlier studies of the jet pr resolutions
are discussed in Refs. [113, 41, 12].

The jet pr resolution is derived from the width of the dijet asymmetry dis-
tribution, which is based on transverse momentum balancing. This method
requires corrections for the presence of additional unreconstructed jets (soft
radiation), momentum imbalance at the particle level and asymmetry bias
due to non-Gaussian tails. The jet pr resolutions are determined primarily
from dijet data using the same sample as is used for the cross section anal-
ysis. The parts modeled by MC are the py imbalance at the particle level,
which is generally a correction of less than 10%, and the shape of the Apr
distribution, which is nearly Gaussian and creates an asymmetry bias of less
than 10%.

The closure of the method is tested in MC, and the residuals are added as an
uncertainty. Uncertainties are also estimated for all the sub-corrections. The
overall uncertainty is 5-8% for pr > 50 GeV /c and |y| < 2.4. The fitted Apr

137



CHAPTER 7. JET Pr ANDY RESOLUTIONS 138

distribution shapes from MC are used in all applications of jet py resolutions.

The rapidity resolution has much smaller impact on the cross section mea-
surement than py resolution and is determined from MC alone. The full
rapidity unfolding correction is later conservatively taken as a small uncer-
tainty.

7.2 Dijet asymmetry

The jet pr resolutions are determined starting from the dijet asymmetry A

A= PTL T PT2 (7.1)
P11+ P12

The transverse momenta of the two jets can be assumed balanced if they are
back-to-back and no additional jets are present. The A¢ > 3.0 and Nje, = 2
cuts are applied in selecting the dijet sample. The number of primary vertices
is not constrained. The jets are ordered in absolute rapidity, |yi| < |y2|, so
that the asymmetry distribution is expected to be symmetric around 0 after
JES corrections. The variance of the asymmetry distribution can be written
as
0A 0A

8PT,1 apT,2
which allows the jet pr resolution to be calculated from the asymmetry.

2
Opr,1

o’ (7.2)

2 _
0a = pT,2)

For two jets in the same rapidity region (and, of course, at the same pr) the
jet pr resolutions o are the same on average. The asymmetry can then be
simply related to pr resolution by

VBMS(pr.1))* + (RMS(pr2))* _ 0pr
(pr1 +pr2) V2pr’
where RMS is the root-mean-squared of the asymmetry distribution. This

directly gives the relative pp resolution o /pr as v/2- RMS(A). The equation
assumes (pr1) = (pr2) = pr and RMS(pr1) = RMS(pr2) = o.

RMS(A) = (7.3)

For two jets in different rapidity regions the resolutions cannot be assumed
equal, but it is possible to solve the resolution oy if the oy is already known

2 2
RMS(A;,) = YO 1% (7.4)

2pr

09 O'%
= — = 4. RMS(ALg)z - (75)
pr Dr
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- \/4 - RMS(A12)? —2- RMS(A,1)*. (7.6)

The indexes for A;, and A;; indicate that the former is measured in a
topology with the two jets in different rapidity regions, and the latter with
both jets in the same rapidity region. The topologies with one jet central
(ly| < 0.8) and one more forward are very important for measuring pr reso-
lutions in EC. The statistics for the sample with two jets forward are much
lower than having one jet central and the other forward.

7.3 Soft radiation correction

The resolutions determined from the asymmetry are biased due to the pres-
ence of additional non-reconstructed jets in the sample. Even though the
jet reconstruction threshold of p*®™ = 6 GeV/c = pP™ ~ 12-15 GeV/c
is fairly low compared to typical jet pr > 50 GeV/c and the A¢ > 3.0
also limits soft radiation, the soft radiation still has significant impact at
low pr. This is partly due to high QCD cross section for soft radiation
(0(Njet > 2) = 0(Njet = 2)) and the fact that the events that pass the
A¢ > 3.0 cut and have soft jets tend to have the soft jet parallel to one of
the leading jets in ¢, maximally impacting the relative pr balance.

The soft radiation correction is determined directly from data, minimizing
the dependence on the MC description of response and pr resolutions. The

impact of soft radiation increases when the jet reconstruction threshold pp'ci”

is moved to higher p*°™. The asymmetry is measured using consecutive

thresholds pse™=6, 7, 8, 10, 12, 15, 20 and 40 GeV/c and extrapolated
back to ideal pi¢i™ =0 GeV /c using a linear fit, shown for CC in Fig. 7.1(a)~
(b).

The linear fit describes the behavior well below the saturation threshold
Prect ~ pr/3. At higher piiso™ the asymmetry does not change much simply
because the soft jets, which are generally parallel to one of the leading jets
in ¢ after the A¢ > 3.0 cut, would change ordering with second leading jets.
This is evident from pr balancing assuming all jets are parallel or anti-parallel

in ¢

pri—DPr2—DPrsott = 0, Pri = pra 2 Drsoft (7.7)
= prsot < (D1,2/2 + (P11 — Prsoft)/2) (7.8)

2
= p%?;:(?fl;r S Rsoft * 5 " PTavs (79)

3
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Figure 7.1: Examples of fits of soft radiation dependence in CC measured in
data. The distributions are well described by a linear fit below pr saturation =
pr/3 (solid line). The dashed line shows the extrapolation of the fit to higher
thresholds.

where the response Ry ~ 0.4-0.6 at low py for data. Because of the satu-
ration the linear fits are only done up to pyias; < pr.av/3 where the increase
in asymmetry is still linear. The linear behavior is checked for each pr ., bin
separately, but the saturation only affects bins with pr,, < 100 GeV/c. At
pr < 30 GeV/c there are only two usable points, which limits the reliability
of the extrapolation.

The soft radiation correction is calculated as

Oraw (pT,Cut - O)
Uraw(pT,cut =6 GeV/C) '

To better describe the low pr region and limit the statistical fluctuations,
the ke versus pr is fitted with

ksoft = (7.10)

ksott(pr) = 1 — exp(—po — p1ipr). (7.11)

This describes the distribution well and enforces the physical behavior kg.g —
1 at pp — oo. The fits for CC are shown in Fig. 7.2(a)—(b) for data and pure
MC particle jets.

The soft radiation correction in reconstructed MC is very similar to that in
data, shown in Fig. 7.2(a), despite the response and resolution differences.
The results are roughly statistically consistent so the better measured and
more stable soft radiation correction fits from data are used for both data
and MC. The soft radiation correction increases only weakly with pr up to
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ly| = 2.0 and then increases little faster for higher rapidities. The relative
impact of the soft radiation correction is larger for the pure particle jets,
shown in Fig. 7.2(b), because the particle level imbalance is much smaller
than the detector resolution.

%1.10:””‘””“”“HHXZ/ndf 28711 ‘31,1:”‘””‘””‘”” Tndt 55714
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Figure 7.2: Soft radiation correction in CC for (a) dijet data and (b) particle
level dijet MC.

7.4 Particle level imbalance correction

Even in the ideal situation of only two particle jets and no soft radiation
the two jets are not necessarily perfectly balanced. In the leading order
of perturbation theory the two partons are produced perfectly balanced in
pr, assuming the colliding partons had no primordial py inside the proton.
Interaction with the other partons in the proton after the hard scatter can
distribute some of the pr to proton remnants and underlying event, and the
fragmentation effects cause some energy and pr to be showered outside the
jet cone. The latter effect, called physics showering, is expected to be the
dominant cause of pr imbalance at particle level.

The transition from physics showering due to fragmentation to soft radiation
due to initial and final state radiation may not be sharp and falls in the
regime of non-perturbative QQCD that is less well understood than the per-
turbative regime. For this reason the soft radiation correction and particle
level imbalance correction may be entangled at some level. Particle jets also
have an inherent reconstruction threshold, although much lower than the re-
construction threshold for calorimeter jets. To remove the overlap between
soft radiation correction and particle level imbalance correction, the particle
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level imbalance is determined from MC using the method introduced for soft
radiation corrections in data

O.ptcl( ptcl N O)

raw \PTcut

MC 9

kot = ptcl,_ptel ) (7.12)
Otaw (D ey = 6 GeV/c)

oMC — ké\ggafat&} (713)

The soft radiation correction at particle level is about 0.75 at pr = 50 GeV /¢
in CC, as shown in Fig. 7.2(b). The corrected oyc is shown in Fig. 7.3
compared to corrected pr resolution.

The particle level imbalance oy¢ is subtracted in quadrature from the soft
radiation corrected resolution (ks 0raw) t0 get the corrected resolution,

Ocorr = \/(l’{fisofto-raw)2 - 0-1%/[(3- (714)

The relative correction due to particle level imbalance is about 7-9% in CC,
2-6% in ICR and EC for p; > 50 GeV /¢, with larger correction at low pr.

The particle level imbalance correction uses the RMS value of the particle
level imbalance, which is supported by the Monte Carlo closure tests. The
difference between the Gaussian ¢ and RMS can be up to a factor of two.
The large tails shown in Fig. 7.4 are caused by muons (us) and neutrinos (vs)
produced in the parton shower that are invisible energy for the particle jet
algorithm used in standard D@ MC. The us and vs are produced especially
in the decay chains of b-jets, which account for 1-2% of the total inclusive jet
cross section |134]. This is consistent with the tails being about two orders of
magnitude lower than the main peak. The shift to JES due to unaccounted
for pus and vs is explicitly corrected for in Ch. 8. This increases the cross
section by about 2%.

7.5 Shape of the Apy distribution

The jet pr resolution describes the distribution of Apr = prreco/PT pta — 1
by RMS(Apr). In the simplest approximation this distribution is Gaussian,
with ogauss = RMS(Apr). This assumption holds well particularly at low
pr in CC and EC. At high pr the Apr distribution produces non-Gaussian
tails in all rapidity regions, as shown in Fig. 7.5(a) for |y| < 0.4, because
the calorimeter is not thick enough to contain the full energy of all hadronic
showers. In ICR the Apr distribution shown in Fig. 7.5(b) is augmented
by another non-Gaussian tail, which is modeled by a second Gaussian that
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Figure 7.3: Monte Carlo particle level imbalance oy = RMS(ptel) (open
diamonds) compared to the true jet pr resolution RMS(truth) (full circles) in
CC. Lower plot shows the ratio of the upper graphs to the MC resolution fit.
The fit parameters N (noise), S (stochastic) and C' (constant) are discussed
in Sec. 7.8.
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Figure 7.4: Example of non-Gaussian tails in particle level imbalance caused
by invisible energy from ps and vs in the bin 300 < pr < 400 GeV /c. The
solid line shows a Gaussian fit to the distribution.

is wider and slightly displaced. The ICR tails are best explained by the
changing structure of the calorimeter in this region.
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Figure 7.5: Examples of (a) punch-through at |y| < 0.4 in the bin
300 < pr < 400 GeV/c and (b) ICR tails at 0.8 < |y| < 1.2 in the bin
160 < pr < 200 GeV/c. The black line shows a Gaussian fit (y?/NDF = 46
and 8.6), the gray (green) line the fit with tails (x?/NDF = 2 and 0.93).
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The non-Gaussian tails are parametrized using MC truth!, and the width
of the Apy distribution is then scaled to match the resolution in data. The
jet pr resolutions are described by their RMS, which is well-defined for both
the MC truth Apr distributions and the asymmetry distributions in data. A
requirement for all the MC parametrizations is that the arithmetic mean of
the Apr distribution is fixed at 0. This ensures consistency with JES that
calibrates the arithmetic mean of the Apy distribution and not the Gaussian
mean, which is not well-defined for non-Gaussian distributions.

Punch-through

The depth of the DO calorimeter is around seven nuclear interactions lengths
A as shown in Fig. 7.7. Although this is thick enough to contain low pr jets,
some high pr hadronic showers can punch through and lose a fraction of
their energy outside the calorimeter. This is often evidenced by the muon
detector receiving spurious energy deposits behind the punch-through jets.
As a result, the difference between the RMS and Gaussian ¢ in MC truth is
up to 20% in CC at pr = 600 GeV/c.

The punch-through is modeled with an exponentially distributed energy loss
with parameter A for a fraction P of the jets

O0(x) = (1= P)o(x — p) + Prexp (AM(z — p)) 0(p — x), (7.15)
x:p%—l, 0<P<1, A>0, <x>:u—§. (7.16)

Here §(x) is the Dirac’s delta function and 0(x) is the Heaviside step function.
The parameter p is introduced so that the mean of the distribution can be
shifted to (x) = 0 as JES requires.

The observed Apr distribution folds the d-function and exponentially decay-
ing punch-through gyunch—througn (Z, i1, P, A) of Eq. 7.15 with Gaussian detector
resolution gqet(z,0,0). The folding is computed analytically? after replacing
the integration range by (—oo, o)

9(% Mo, o, P, )\> == gpunch—through(,ulu P, )\> & gdet(07 J) (.Z’)

- /0 (1= P)5(y — p) + Prexp (A(y — p) 0(p — v))

IMC truth refers to the accessing of particle level information that is not available in
data.
2The symbolic evaluation was performed using Mathematica.
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(z—y)?

i >d (7.17)
Voro Y '
P o2

:>g($aM>UaPaA) = (1_P)9det($,ﬂ>0)+—'eXp()\(I_M+—))

2 2

_ 2
cerfe (’}—2“) | (7.18)

The mean and RMS of this new distribution are analytically calculated as?
(r) = p—P/A (7.19)

RMS(z) = /(22) — (2)* = /o2 + P(2— P)/2. (7.20)

The functional form in Eq. 7.18 is fitted to the MC truth resolutions in each
pr and y bin. The parameters P and A are fixed in an iterative procedure to
the simplest polynomials that give overall good fits. Physical behavior for the
punch-through tails is ensured by requiring that P(pr — 0) — 0, P € [0, 1]
and A > 0. In addition, the analytically calculated RMS of Eq. 7.20 is
required to match that of the MC truth Apr distributions.

Non-uniform calorimeter thickness causes parameter P to vary with 7ge;, with
the thinnest region and highest P around 74 = 0.65. The fraction of high
energy pions in a jet increases with energy and so does the punch-through
fraction P. Parameter A\ also increases with energy, but has no rapidity
dependence. The final parameterizations are shown in Fig. 7.6.

Intercryostat region

Some non-Gaussian structure is expected in ICR [135] because the stable
uranium-liquid Argon calorimeter is partly replaced by less precise scintillator
material and aging photomultiplier tubes of the intercryostat detector (ICD).
In addition, ICR is the middle region between central and forward cryostats
and has a gap in the EM calorimeter coverage. These effects cause a fraction
of the jets to have worse resolution and shifted average response compared
to the rest.

The ICR tails are reasonably well described by replacing the main Gaus-
sian in Eq. 7.18 by a double-Gaussian and keeping the punch-through tail

3Folding with gdet (2,0, 0) does not change the mean of gpunch—through, and only adds
o in quadrature to the total RMS. The RMS for the sum of the two components is
RMS = /f-RMS(1)2 + (1 — f) - RMS(2)2 + f(2 — f)(MEAN(1) — MEAN(2))2, where
f= leyi-lNz'




CHAPTER 7. JET Pr ANDY RESOLUTIONS 147

& 09: T LU ‘ T L \: < 247 T T T TTT ‘ T T T T 1T \7
c 0.8F I'_\’fone =07 A E L FQfone =07 / 4
o =% dijet J4S IS - dijet J4S /1
o 075 E o 20 —|yl<0.4 /7
s 1 c i 0.4<|y|<0.8 /]
s 0.6:* — lyl<0.4 '.’ B 8 L -~ 0.8<ly|<1.2 / ]
< F 0.4<|y|<0.8 ] >, 18- 1.2<|y|<1.6 -
g’ 0.5F ~ - 0.8<lyl<1.2 4 ®© [ — 1.6<|y|<2.0 // 1
o F 1.2<|y|<1.6 8 [ ---2.0<|y|<2.4 / ]
= 0.4F —16<lyl<2.0 1 o 16~ - - 2.4<ly|<2.8 / -
s F---2.0<]y|<2.4 n i 2.8<|y|<3.2 1
S 03F - - 24qy<28 1 9 [ —3.2<]y|<3.6 ]
c F 2.8<|y|<3.2 ~ 14 B
i 0.2E — 3.2<|y|<3.6 > i ]
[ e CT.) = i

0.1E Q 12? -

0.07 =T r\/\\—‘.’ L L L | m L L L | \‘ L L L I

20 30 100 200 1000 20 30 100 200 1000
P [GeVic] P, [GeVic]

Figure 7.6: Parameters of the punch-through fits as a function of pp for dif-
ferent rapidity regions. The parameter P models the punch-through fraction
(left), the parameter A is the exponential decay constant of the fractional en-
ergy loss (right). The thinnest region of the calorimeter is around 7., = 0.65,
where the P is expected to be highest. The CC and EC are fitted with a
single curve for P, as are all regions for .

unmodified. This leads to the following parametrization

g(I7M>U) = (1_P)((1_H)gdet(zvu>a)+Hgdet(IvM+MH>I{U))

P o2 — o2
TR (Mx . §>) - erfe (Mf—;) (7.21)

Here a fraction H of non-punch-through jets are shifted by pg relative to
the central Gaussian and have their resolution degraded by a factor x. The
mean and RMS can be analytically calculated

() = pu—P/X+Au, Ap=H—-P)ug (7.22)
RMS(z) = /(1+H(K2—1)o2+ H(1— P)(uu — Ap)?
+Ap2+ P(2— P)/)2. (7.23)

As in the case of punch-through, the functional form in Eq. 7.21 is fitted
to the MC truth resolutions in each pr and y bin. The parameters H, uy
and ~ are then fixed to the parametrizations that give overall good fits.
Parameter H has constant values ~0.11 and ~0.02 in ICR at 0.8 < |y| < 1.2
and 1.2 < |y| < 1.6, respectively, and is zero elsewhere. Parameter ppy
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Figure 7.7: Thickness of the DO calorimeter expressed in units of nuclear
interaction lengths A for different jet angles. The thinnest parts of the cal-
orimeter at 55° and 15° correspond roughly to 14 = 0.65 and 74 = 2.0,
respectively. The thick region at 20°-40° corresponds to n =1.0-1.7.

is parametrized as a quadratic log function like response. Parameter s is
parametrized as a ratio of two resolution fits

K= \/N2 + (koS)%pr + (/~€1C’)2p?p/\/N2 + S2pr + C?pa, (7.24)

where N =~ 1, S =~ 0.8 and C' ~ 0.06. This functional form assumes that
a fraction of the events has higher stochastic (S) and constant (C) terms
than the rest, but leaves the small low pr noise contribution (N) unaffected.
The fits for py and x are shown in Fig. 7.8 and the parameters are given in
Table 7.2.

The fitted parameters for the tails in all rapidity regions as well as the fit
functions are provided in Tables 7.1 and 7.2.

7.6 Asymmetry bias

The tails at Apr > 0 in the Apy distribution are enhanced in the measured
dijet asymmetry because the p7? migrates up to a region of phase space
with lower cross section, whereas the tails at Apr < 0 are reduced for the
same reason. As long as the Apy distribution is symmetric the two effects
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Figure 7.8: Parameters of the double-Gaussian fit in ICR: (a) relative widen-
ing x and (b) relative shift gy compared to the main Gaussian. The relative
fraction H of jets in the second Gaussian is ~0.11 at 0.8 < |y| < 1.2 and
~0.02 at 1.2 < |y| < 1.6.

Table 7.1: Parameters of the punch-through tails. The |y| < 0.4 and |y| > 1.6
are fitted to a single curve for P, as are all regions for .
Py P Ao A
ly| < 0.4 0.000409 3.16e-07 11.9 0.0118
0.4 < |y] <0.8]0.000764 8.76e-08 11.9 0.0118
0.8 < |y] <1.2]0.000118 2.18e-06 11.9 0.0118
1.2 <yl <1.6 | 0.00085 -1.21e-06 11.9 0.0118
1.6 < |y| < 2.0 | 0.000409 3.16e-07 11.9 0.0118
2.0 <|y| <2.410.000409 3.16e-07 11.9 0.0118

P:P0+P1'pT,P€[0,1],
)\:)\O‘I’)\l'pT-

compensate and the resulting bias is small. However, the Apy distribution is
considerably asymmetric particularly at high pr due to the punch-through.

The bias on the measured asymmetry is estimated by folding the param-
etrized Apy distribution from MC truth with the parametrized dijet cross
section from data that was used in JES in Section 6.4.2. The bias is deter-

mined as a ratio of the ideal asymmetry A2, = (o} + 03)/(2p%) and the
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Table 7.2: Parameters of the ICR tails.
H Ko K1 0 JIN2R! [H 2
ly| <04 0 1 1 0 0 0
0.4 <yl <08 0 1 1 0 0 0

08 <yl <12 0106 1.18 2.04 0.0997 -0.0732 0.014
12<|y[<1.6]00239 1.1 15 0.178 -0.0805 0
16<ly<20| o0 11 0 0 0
20<|yl<24| 0 11 0 0 0

o — \/1.1240.7942 k2 -p7+0.06082 k3 p2.
1.1240.7942.pp+0.06082 - p2.
i = o +10g(0.01p7) - (ay +10g(0.01pr) - puri ).

Y

numerically integrated asymmetry Ae,

tel

r = pro, z=0pr=(pr2—pr1)/2, pr= (Pr2+prr1)/2,

980
w = / f(x7y17y2)g(pT_zvx7y1>g(pT+Z7xvy2>dxdzv
-p
980 .
<Z> = / f x ylva)g( T_vauyl)g(pT+Zax7y2)2d'rdz7
—pr

980
<Z2> = / fx Y1, Y2)9(pr Za%yl))g(pT+Z,337y2)22d$d27
—pr

2
O = (01 +03)/4p7), o, = (2°) [(wpr) = (2)" /(w’p),
04 = UAmcas ' % = O-Amcaskbias7 (725)
aAezp

where f(ph° ,yl,yg) is the dijet pr spectrum, g(p reco,p?d,y) is the App dis-
tribution from MC truth and Ap..s is the dijet asymmetry measured from
data. The resolutions o, and oy are the RMS of g(p%, p?}tc ,y) at y = y; and
Yy = Yo, respectively. The pr resolution in data is worse than in MC truth,
but both o4, , and o4, are scaled by the same factor and the difference
cancels out to leading order in the ratio. The impact of the bias correction is
negligible in CC, ICR and at low p7, but grows up to 10% at the highest pr
in EC, where the cross section falls steepest and causes the punch-through

tails to largely disappear in the measured asymmetry.
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7.7 Final result

In summary, the corrected jet pr resolution is given by

Pr2 — Pra
A = 22 11 <0.8 7.26
f pra+ pri |yl,2| ( )
A = PR ] >yl | < 08 (v.27)
pr2 + P11
o
A \/l{jgoft(4(]€biasA)2 - 2(]’{;bias,refAAref)2) - 0-1%/10’ (728)

br

where the measured asymmetry A is corrected for soft radiation ke, particle
level imbalance oyc and asymmetry bias kpias. The results are statistically
consistent with the slightly simpler approach

= Pr2 — P11
A = %a in min < < in,max 7.29
P+ pra |y|b ; |yl,2| |y|b ; ( )
Zﬂ = \/2(1%Soft/%bias,4)2—a—§m, (7.30)
T

where the corrections lz;soft , l;:bias and oy have been derived for the corre-
sponding topology. However, the former method benefits from much higher
statistics which allow the data-based measurement to be made up to |y| < 2.4
with relatively small statistical uncertainty.

The resolution results are also consistent with the resolution measurements
from the y-+jet sample

O-'Y“l‘jet et 2
pT _ v+je , _pPs2_ P2
or (ksoft A'yﬂot) PO’,Y PUMC,7+jot e

—(1 = P)ogy — 2(1 = P)ofic pmjer - - (7.31)
—P(1 = P)(bysjet — PEM-+jet)?,

where the measured asymmetry in the v-+jet sample with purity P is cor-
rected for the EM+jet background peak being shifted with respect to the
y+jet component (fiy+jet — MEM+jet), for the photon and EM-jet resolutions
(04, ogm) and the particle level imbalance in the two different samples
(OMCA+jets OMCEM+jet)- Lhese corrections amount up 40% of the pr res-
olution. Due to the higher systematic uncertainties there is little benefit
from combining the ~y-+jet sample with the dijet sample for the resolution
determination to improve the fit at low pr.
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7.8 Fit of the resolution

The measured resolutions are fitted with the parametrization

N2 S2
Zr [+ 2y, (7.32)
pr br pr

where N is called the noise term, S the stochastic term and C the con-
stant term. As the names suggest, /N parametrizes fluctuations due to noise
and offset energy from multiple interactions, S parametrizes the stochastic
fluctuations in the amount of energy sampled from the jet hadron shower
and C' parametrizes fluctuations that are a constant fraction of energy such
as detector disuniformities or instabilities and the error on the calibration.
Figure 7.9 shows an example of the resolution fit in CC.

oF 0.25[ — ——
>\I— - |ypr0be| <04, Iyrefl <08 ]
= i Dijet DATA ]
B 0.20- 7
A Reone = 0.7 ]
0.15 1
0.10[ 1
0.05
0007 L L L | . 7

30 40 100 200 300
P, [GeVIc]

Figure 7.9: Jet pr resolution in CC. The central fit is shown as a solid line
and the fit uncertainty as a shaded band.

Noise term

The noise term is significant only at very low pr, < 30 GeV/c. It is poorly
constrained by data fits alone, with an uncertainty in the order of a couple of
GeV/c. To better constrain the noise term, its value is fixed to the average
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fit from MC truth, 2.07 GeV /¢, with £1 GeV/c taken as uncertainty. This
agrees with the offset estimated from data that can be used as an estimate
for N.

The size of the noise term estimated from offset in data is in the order of
a couple of GeV/c. This estimate uses an average of about 0.5 additional
interactions with 0.6 GeV/c of offset pr per interaction, 0.3 GeV/c from
noise and multiplying the total by response (~ x2 at pr ~ 20 GeV/c) and
zero-suppression bias (~ x1.5) to give 1.8 GeV/c. In addition, the RMS
of offset is assumed to be equal to the mean, which is generally true for an
exponentially falling distribution. The almost linear dependence of N on the
number of multiple interactions, i.e. the amount of offset, is qualitatively
confirmed with MC truth, which supports estimating the noise term by the
average offset.

Stochastic term

The stochastic term is the limiting factor at low to medium pr. It represents
the statistical (=stochastic) fluctuations in the amount of measured energy
and is higher for sampling calorimeters than for homogeneous ones. Each
particle in the jet shower can be thought to ionize on average a given amount
of atoms per unit energy while passing through the calorimeter. The stochas-
tic fluctuations are related to the number of these ionized particles. With a
simple formulation

1 1 1

V Encas - VRE N \/Rpr cosh(n)

1
I S — (7.34)

/R cosh(n)’

we get that the stochastic term S has weak pr dependence through the
response energy dependence, and we fit an effective value. The stochastic
term generally decreases versus rapidity, but increases in ICR where the
fraction of sampled energy is particularly low.

o5 X (7.33)

Constant term

The constant term C' is the limiting factor at high pr. It encompasses all the
effects that are directly proportional to the jet energy. These may include
some fraction of the integrated signal being lost, e.g. along with late-reacting
neutrons, relative cell calibrations or instability. It has been proposed that
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the higher constant term in Run II (RMS ~ 6%, 0gauss =~ 5% in CC) com-
pared to Run I (0gauss & 3% in CC [4]) is primarily due to a fraction of the
signal from slow neutrons being lost due to the short signal integration time.

7.9 Results

The final fit results are shown in Fig. 7.10 and summarized in Fig. 7.11. The
fit parameters are provided in Table 7.3. The resolutions in CC and EC
are comparable due to the similar composition of the calorimeter, with the
resolutions slightly better at low pr in EC due to the factor 1/ coshn for S
in Eq. 7.34. The ICR resolutions are up to 50% worse than CC resolutions
due to lower and less stable response and non-uniform detector structure in

ICR.

Table 7.3: Parameters of the RMS fits versus pr for data.

N(oise) S(tochastic) C'(onstant)
ly] < 0.4 2.07 0.703 0.0577
04 <y <08 207 0.783 0.0615
0.8 <yl <12 207 0.888 0.0915
1.2< |yl <16 2.07 0.626 0.1053
1.6 < |y| < 2.0 2.07 0.585 0.0706
20< |yl <24| 207 0.469 0.0713

7.10 Test of method in Monte Carlo

The true jet pr resolution is defined as

reco __ ,.ptcl
2 — RMS <%) Versus pthd, (7.35)
pr

bPr

where the reconstructed jet and particle jet are uniquely* matched within
AR < Reone/2. The goal of the data-based resolution measurement is to
estimate the equivalent resolution in data. The method itself can be tested
in MC by comparing the jet pr resolution derived from reconstructed jets

4Unique matching is here taken to mean that there is no other reconstructed jet within
AR < Rcone from the particle jet, and no other particle jet within AR < Rcone from the
reconstructed jet. This is to avoid ambiguity due to the split-and-merge procedure.
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Figure 7.10: Jet pr RMS resolution fits in data. The fit uncertainty is shown
as a shaded band around the fit.
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Figure 7.11: Summary of jet pr RMS resolution fits in data.
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alone to the MC truth in the same sample. The method biases are small
when all the resolutions are measured using their RMS values, as shown in
Fig. 7.12.

The largest residuals are observed in the 0.8 < |y| < 1.2 bin and at low
pr in the |y| > 1.6 region. The problems in the former bin are most likely
explained by complications caused by the relatively large non-Gaussian ICR
tails that are shown in Fig. 7.5(b). Their shape and magnitude are not as
well known as the shape of the punch-through tails, which leads to a larger
systematic uncertainty. The ICR tails are included in the analysis system-
atics by scaling them by a factor of two, which also accounts for possible
data-to-MC differences. The latter region in EC suffers at low pr in the re-
constructed MC data from large fluctuations due to high MC weights, which
complicates the closure test. The residual is not well explained and is there-
fore fully accounted for in the systematic uncertainties. The residual also
decreases rapidly at pr > 50 GeV/c and so has a relatively small impact on
the analysis. The observed residuals as well as the statistical uncertainty of
the reconstructed MC fit in Fig. 7.12 are added in quadrature to the total
resolution uncertainty.

7.11 Resolution uncertainty

The resolution uncertainties, shown in Fig. 7.14 for CC and EC, come pri-
marily from the statistical uncertainties in the fits and from reasonable en-
velope curves to cover any residuals in the fits. The systematic uncertainty
is broken into components in Fig. 7.13. The total uncertainty is generally
5-8% over the full kinematic range covered by the inclusive jet cross section
measurement (pr > 50 GeV/c).

The noise term is varied within £1 GeV/c to cover luminosity dependence
at low pr, and also the fact that it is constrained to the MC truth value
in the final fits. The difference between RMS and Gaussian o is a sizeable
contribution in CC, but small in ICR and EC.

Another important source of uncertainty is the MC closure test with its
limited statistics in EC. The closure test has some residual at 0.8 < |y| < 1.2
in ICR and at pr < 100 GeV/c in EC so both the statistical uncertainty and
the residuals are conservatively added to the total uncertainties.

In addition to the uncertainty on the RMS, ICR region is also assigned shape
uncertainty whereby the ICR tails are significantly reduced (H — H/2, k —
(1 +K)/2, pg — pm/2). This accounts for the possibility that JES zy-
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Figure 7.12: Jet pr resolution closure in MC. The shaded band shows the
fit uncertainty for MC truth, the dashed lines show the fit uncertainty for
reconstructed MC. Lower plots show the ratio to the MC truth fit.
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dependent calibration has reduced the tails in data. The z,.-dependent
calibration is not performed in MC due to lack of statistics and a prior:
smaller dependence.
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Figure 7.13: Jet pr resolution systematic uncertainty in data at |y| < 0.4
and 2.0 < |y| < 2.4.
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Figure 7.14: Jet pr resolution total uncertainty in data at |y| < 0.4 and
2.0 < |y| <2.4.
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7.12 Jet rapidity resolution

The rapidity resolution is a small effect which is best determined from MC.
The reconstructed jets are uniquely matched to particles jets within AR <
Reone/2 and jets are binned in (yptd,pthd) to avoid resolution bias. Binning

in p%td instead of E makes the resolution relatively flat versus ypq-

The Ay = (Yreco — Yptar) distributions have non-Gaussian tails, with the
RMS(Ay) up to twice that of the Gaussian o,. The rapidity resolutions
are determined as the RMS values, with the total rapidity unfolding later
conservatively taken as a small systematic.

The rapidity resolution determined in the bin 60 < p%td < 80 GeV/c is shown
in Figure 7.15. The resolution varies smoothly versus rapidity in CC and EC,
but has a sharp transition in ICR. The shape is similar in other p5*“ bins, but
the transition region moves toward CC at high pr. The energy dependence is
well described by a powerlaw o, = oy +01p7, with the dependence separately
parametrized for CC, ICR and EC.

L L L R B Bl R L L R
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jet
Figure 7.15: Rapidity RMS resolution fit at 60 GeV /¢ < p2*“' < 80 GeV/c.

The rapidity bins are wide compared to the rapidity resolution so that bin-
to-bin migration only takes place at the bin edges. It is important that
the resolution is smoothly parametrized versus rapidity so that the correct
resolutions are used at the bin edges. The rapidity resolution is parametrized
with a 2D function

cosh?y — 1

o, = occ+ (oicr — 0cc) it |yl < p, (7.36)

cosh® p — 1’
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tanh 2y — 1

S i Jy|>p (737
b Tl lyl=p,  (7.37)

(7.38)

o, = ogc+ (0icr — 0BC)

whose parameters are given in Table 7.4. The rapidity resolution fit is shown
in Fig. 7.16.

Table 7.4: Rapidity resolution fit parameters.

Parameter Do D1 D2 function
Occ 0.007976 1.217 -0.9394 po+ p1 - P
Tior 0.004265 0.9231 -0.7806 po+ p1 - PR
Oec 0.01197 1.324 -1.101 po+p1- PR
] 1.685 -0.2 — po + p11og(0.01 - pr)
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Chapter 8

Data analysis

8.1 Overview

This chapter discusses the experimental cuts, efficiency corrections and pr
spectrum unfolding needed to produce a measurement of the inclusive jet
cross section. The data-based measurement is compared to the predictions
of perturbative QCD, including corrections for non-perturbative effects, and
the agreement between data and theory is discussed. The uncertainty corre-
lations are studied in detail and used in a comparison of data and theory.

Sections 8.2 and 8.3 describe the event and jet quality cuts, and the derivation
of their efficiencies. These match the event and jet quality definitions used
in the jet energy scale determination and the jet py resolution derivations to
obtain a maximum consistency of the results. The single-jet trigger turn-ons
and trigger efficiencies are discussed in Sec. 8.4 along with the other practical
issues in combining jet pr spectra from different trigger samples. The final
step in the analysis is the unfolding of the jet cross section, described in
Sec. 8.5. The effects of pr and rapidity resolution are considered separately
using an ansatz-based iterative approach. The theoretical predictions for the
cross section are discussed in Sec. 8.8. The fully corrected cross section results
are presented and compared to theory in Sec. 8.10. A detailed statistical
analysis of the consistency between data and theory including uncertainty
correlations of both experimental and theoretical uncertainties is given in
Sec. 8.11. Finally, the methods used in the analysis are tested for closure
with the Monte Carlo simulation in Sec. 8.12.
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8.2 Event cuts

The event quality cuts fall into three distinct categories having different goals.
The vertex quality cuts are designed to select events with a high quality ver-
tex near the calorimeter center to improve the jet pr and y measurements
and to reduce the number of events with the jets assigned to a wrong vertex.
The missing-FEp cut is designed to primarily remove the cosmic ray events
at high pr. About 3% of the events suffer from calorimeter problems such
as sparks in the calorimeter, high level coherent electronics noise or detec-
tor failures. Such events have been flagged by the data quality group with
calorimeter quality flags and are removed from the analysis.

8.2.1 Calorimeter event quality flags

The calorimeter event quality flags in Run I[la include flags for coherent
pedestal shifts in the analog-to-digital converter (“coherent noise”), parts of
the calorimeter not being read out (“missing crate”), external calorimeter
noise often occurring at noon (“noon noise”) and external noise often asso-
ciated with welding and affecting a full ring in ¢ (“ring of fire”). A detailed
description of these problems can be found in Ref. [137]. The coherent noise
flag is on for 5.5% of the triggered events, and the other flags for 0.9% of the
events. Some of the calorimeter event quality flags overlap with the 17.2% of
bad events removed by the run or luminosity block number and the fraction
of events removed by the flags alone is 4.5%. The noise often causes addi-
tional firing of the triggers and creates fake jets that can present a significant
background if the real signal is small. As an example, 40% of the events
triggered by JT 125TT and having a jet candidate with py > 400 GeV/c
before any quality cuts are bad events with coherent noise.

Unlike bad runs and luminosity blocks, the calorimeter event quality flags
do not directly enter the luminosity calculation and need to be considered as
an additional inefficiency. The rate at which calorimeter problems occur is
independent of physics and can be estimated using an independent sample
whose trigger is known to be unaffected by the calorimeter problems. The
best estimate for the true inefficiency is provided by the fraction of events
removed by the calorimeter quality flags in the zero bias sample. The ZB
trigger fires at a constant rate independent of what happens in the calorimeter
so the coincidence rate of problematic events in the ZB sample can be used
as an estimate of the inefficiency. The calorimeter quality flag inefficiency
has been calculated to be 3.2 + 1.0% for the Run Ila trigger lists v12-v14
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using results in [138]. The 1.0% uncertainty covers the time and luminosity
variation of the inefficiency between 2-4% that affects different triggers at
slightly different amounts. It is believed that there is strong correlation
between the L2 accept rate and the rate at which coherent noise occurs in
the calorimeter, which causes the strong time dependence observed in [138].

8.2.2 Vertex quality cuts

The vertex selection is based on three simple cuts

® Nyix Z 1
® |2yix| < 50 cm

® Tltracks Z 3

The first cut is quite obvious, because a vertex is needed to properly recon-
struct jet pr and y. The vertices are ordered in increasing probability to
belong to a MB event, and the first one is selected as the primary vertex for
the hard scattering.

The second cut ensures that jets originate reasonably close to the calorimeter
center so that the angles of incidence for central and forward calorimeter are
fairly direct. Very shallow angles lead to reduced jet response due to increased
path length in dead material and reduced performance of the liquid argon
calorimeter. In the intercryostat region the high-|zy| jets can hit cracks in
the detector and leak energy. These effects degrade the pr resolution for
high-|zyi«| jets. Cutting at |z | < 50 cm also keeps the vertex in the high
efficiency tracking region. The tracking efficiency drops rapidly at |zy¢,| >40—
60 cm and the high-|zy| vertices are found with lower efficiency than the
central ones.

The third cut is used to select reliably reconstructed vertices. The minimum
number of tracks needed to reconstruct a vertex is 2, but such vertices are
at risk of being formed from fake high-pr tracks and could overtake the
true primary vertex. This is especially problematic at high instantaneous
luminosity, as has been observed in Tevatron Run IIb. For inclusive jet
events at pr > 50 GeV/c the track multiplicities are high, averaging 23-30
tracks per vertex as shown in Fig. 8.1, compared to about 5-8 on average
for minimum bias interactions. This cut removes about 0.4% of the leading
vertices together with nyy, > 1.
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It is likely that many of the events removed by niacs = 3 and ny, > 1 have
the true primary vertex at |zyi| > 40 cm where it is not reconstructed due to
lower tracking efficiency. About 50% of the events in the Run Ila data have
minimum bias vertices that can replace the missing primary vertex, but the
Nytx > 3 cut removes about 30% of these. The observed 0.4% inefficiency in
the number of tracks and vertices is consistent with about 0.6% of the primary
vertices not being reconstructed, but 0.2% being replaced by a minimum bias
vertex with ngaa > 3. The efficiency for nyaas > 3 and ny > 11is estimated

as 0.996 + 0.004, being flat in pr and rapidity.

%) T T :
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Figure 8.1: Distribution of jets with ng.qs tracks associated to the primary
vertex. The shaded area shows the fraction of jets passing all vertex ID cuts.
The solid line shows Gaussian fit to 8 < Nacks < 20.

The leading inefficiency comes from the |2y | < 50 cm cut, which is on aver-
age about 7% inefficient compared to the 0.4% inefficiency of the other vertex
cuts. The best estimate of the efficiency of the 50 cm cut is provided by a de-
tailed study on the shape of the luminous region provided in Ref. [136]. The
longitudinal shape of the luminous region is approximated by the expression

dL(2) 1 ezl

=) N.N-
dz PP oro, Amou(2)o,(2)

: (8.1)

where the overlap of the proton and antiproton beam bunches having NV, and
Nj; particles is described with a Gaussian distribution of width o, in the z
direction, with a possible offset zy, relative to the nominal interaction point.
The 0,(z) and 0,(z) represent the transverse size of the beam spot and vary
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as a function of z:

1 (Z — ZOT)2
2 *
op(z) = —¢€ 1+—7F—=F. 8.2
o) = gensi (14 E 3 82)
Here T is either x or y, «v is the relativity factor of the beam particles, and
zor is the minimum of the 3 function in the direction 7. The emittance ep
and beta parameter 3} describe the beam optics near the interaction point.

The provided parametrizations are integrated to yield

50 cm

_ J—=50 cm f
€l2vix|<50 cm = 700 em

—100 cm f

(zvtxu run, 'C)dzvtx

, (8.3)
(zvtxv I'llIl, E)dzvtx

where the limits of integration in the denominator come from the cuts used
in the luminosity determination. The parametrizations have been provided
as a function of the instantaneous luminosity for several run ranges, with the
efficiency varying by up to 6% as a function of luminosity and up to 5% as
a function of the run number. The efficiency correction is applied on a per
event basis.

The run number dependence reflects changes in the beam optics that have
affected the beam shape such as a change in the §* [136]. The instantaneous
luminosity dependence is primarily caused by the beam heating up during
the store. This leads to the beam bunches and the luminous area to be longer
at the end of the store (low instantaneous luminosity) than at the injection
(high instantaneous luminosity). The results are shown in Fig. 8.2. The
average efficiency is 93%, with variation from 89% to 95%.

The 50 ¢cm cut efficiency from the luminous area shape is cross-checked in
the analysis by calculating the fraction of jets removed from the inclusive
jet sample in each pr and y bin by the |zyx| < 50 cm cut. The results are
generally consistent with the luminous area shape, but show about 1-2%
lower efficiency. This is explained by the jet pr resolution being worse for
jets at |zyex| > 50 cm, where a 10% degradation in the resolution is enough
to increase the observed number of jets by about 1%. No appreciable pr or
y dependence is observed in the cross-check, which is expected because the
true vertex distribution does not depend on the jet rapidity or pr.

The vertex reconstruction efficiency could be lower for very forward jets, as
the tracking efficiency drops with increasing rapidity. The reduced tracking
efficiency should also show up as a decrease in the ny.qs > 3 cut efficiency.
However, no significant additional inefficiency is observed for the forward
region when the fraction of jets cut is broken up in rapidity intervals. The
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| Vertex acceptance with |z| <50 cm cut (60 cm fit)
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Figure 8.2: Vertex acceptance with |z < 50 cm cut calculated from the
parametrized shape of the luminous area in minimum bias events.

average number of tracks for vertices with forward jets is also only slightly
decreased compared to central rapidities. These observations are motivated
by simple cross section and topology arguments for inclusive jet events: The
vertex reconstruction is most likely to fail if all the jets in the event go
in the forward direction on the same side of the calorimeter as the vertex
(y - zytx > 0) so that they all fall outside the tracking acceptance (see Fig. 4.8
for the SMT fiducial region). The cross section for both leading jets to go to
the forward direction is about 10% of central-forward combinations, and half
of these are “forward-backward”. For the remaining “forward-forward” events,
which make roughly 5% of the total, the vertexing efficiency is reduced by
less than 10% on average so the expected change in the efficiency is less than
0.5%, consistent with observations. These same arguments may not hold for
other more exclusive topologies, of course.

The overall vertex efficiency correction is quite precisely determined using
the parametrized vertex distribution discussed earlier, but the shape of this
distribution also contains some uncertainty. The uncertainty in this shape
is estimated by the full difference between fits to the vertex distribution at
|2vtx| < 60 cm (default) and |zytx| < 40 cm. Both of these fits are provided
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in Ref. [136]. The resulting uncertainty is 0.5%.

The possibility of a lower vertex reconstruction probability and a higher
Niracks = S inefficiency for the forward region is covered by an additional
0.5% uncertainty at |y| > 1.6. The size of this uncertainty is dictated by the
limited statistical precision of the tests used to constrain these inefficiencies
in the forward region.

In conclusion, the vertex quality cut inefficiency is dominated by the cut
|2vtx| < 50 c¢m, which has a time and luminosity dependent efficiency varying
between 0.885-0.950. The ny > 1 and ngaas > 3 cut efficiency is 0.996.
The average vertex cut efficiency for the full sample is between 0.910-0.924
depending on the trigger, generally lower for low pr triggers. The total
vertex uncertainty is composed of the uncertainty in the luminous region
shape (0.5%), uncertainty in the overall nyy > 1 and nyaas > 3 efficiency
(0.4%) and an additional uncertainty to cover for the possibility of increased
inefficiency in the forward region (0.5% at |y| > 1.6).

8.2.3 Missing Fp cut

The missing-FEr cut is devised to remove fake jets produced by cosmic ray
showers. The cross section for cosmic ray events falls much less steeply
versus energy than the inclusive jet cross section, and cosmic ray showers are
frequently triggered in the D@ calorimeter at energies well beyond 1 TeV.
The cross section for cosmic ray events becomes comparable to or higher than
the high-pr jet cross section at pr > 400 GeV/c. Fortunately, the cosmic
ray events have several distinct characteristics that can be used to efficiently
remove them from the measurement.

The cosmic ray showers come from the outside and typically deposit most of
their energy on one side of the calorimeter, producing high missing-Er (Er)
that peaks at pricad/#r =~ 1 as shown in Fig. 8.3. In event displays the cosmic
ray events can be identified by energy deposits in the muon detectors, large,
spread-out jets on one side of the calorimeter and often missing tracking
information because the cosmic ray events are out of time with the bunch
crossings and tracker read-out.

The cosmic ray events can be rejected by requiring tracks to be matched to
the jets because the cosmic ray events are rarely in time with the tracking
read-out. However, this cut would also remove legitimate jets, particularly
in the forward region where the tracking efficiency is lower. The cosmic ray
events can also be efficiently removed using calorimeter information only,
such as the missing-FEr, so this information is used instead.
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Figure 8.3: Peak in prjeaa/#r produced by cosmic ray background. The
shaded region shows jets passing the cut on missing-Frp.

The inclusive jet events have normally £ ~ 0. Occasional small amounts of
true missing- £ is generally a product of neutrinos being produced inside jets,
especially in decays of heavy flavor jets. The event-by-event fluctuations in
the measured energy create significantly larger missing- £7. The fluctuations
in missing- By are largest at low pr where cosmic ray backgrounds are of little
concern. At high pr the jet pr resolution is good, and cuts can be tightened
for better rejection of cosmic ray backgrounds. The following cuts are used
in this analysis

fz;)rr < 077 if p%ﬁ%&g < 100 GeV/c, (84)
pT,lead

B |

— < 0.5, otherwise. (8.5)
P 1ead

The F7 thresholds are several times higher than the RMS of the 7 fluctua-
tions so the efficiency of the missing- £ cut is expected to be very high. Fit-
ting the observed preaa/Er distribution with a Gaussian peak and a smooth
background gives estimates of the inefficiency at about 0.5% at high pr and
0.2% at low pr when the peak is subtracted from data. Estimates using the
known jet resolution and energy scale for jet pairs with one jet in CC give
inefficiencies of 0.1-0.3% (up to 0.5% in ICR) at pr = 50 GeV/c and at
the cut threshold pj*™ = 100 GeV /¢, with much lower inefficiencies further
from the thresholds. The Fr cut inefficiency is considered negligibly small
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and is not corrected for, but the two types of estimates of the inefficiency are
taken as an uncertainty.

8.3 Jet identification cuts

The Jet identification (JetID) cuts are designed to remove mostly instrumen-
tal backgrounds such as jets formed from noisy clusters and hot towers in the
calorimeter, but also physical background from electrons and photons. The
cuts will also be effective against jets from cosmic ray events, although they
are not specifically designed for them.

The primary cuts used in the JetID are listed in [139], and repeated here for
convenience

e EMF < 0.95

e EMF > 0.05, or
EMF > 0 and 0.13 > |(|get| — 1.25)| + max(0, 4 - (wjer — 0.1)) (narrow
jets in no-EM gap), or
EMF > 0.03 and |(|naet| — 1.25)| < 0.15 (wide jets in no-EM gap), or
EMF > 0.04 and |7get| > 2.5 (forward region)

e CHF < 0.4, or
CHF < 0.6 and 0.85 < |nget| < 1.25 and ngy < 20 (CH heavy region),
or
CHF < 0.44 and |nqet| < 0.8 (CC region), or
CHF < 0.46 and 1.5 < |nget| < 2.5 (EC region)

e Fi1 >80 GeV, or
fr1 > 0.5, or
fra > 0.35 and pyo™ < 15 GeV/c and 1.4 < |nget], or
fra > 0.1 and p°™ < 15 GeV/c and 3.0 < |nget], or
fra > 0.2 and p4e™ > 15 GeV/c and 3.0 < |nget|, where
le = pT7L1/ (p%ncorr(l — CHF — CCMG — ECMG))

Here EMF, CHF, CCMG and ECMG are the fractions of jet energy deposited
in the electromagnetic calorimeter, coarse hadronic calorimeter, central cal-
orimeter massless gaps and end cap massless gaps, respectively. The wje; is
the jet width (a measure of the energy distribution within the jet cone), and
Er, and pry; are the jet energy and transverse momentum seen at level 1
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in the trigger system. The ngy is the minimal number of towers that contain
90% of the jet’s energy.

The first cut is devised to remove overlap between jets and electromagnetic
objects, 7.e. electrons and photons. It is also the most inefficient cut in
JetID, removing about 1% of jets. Other cuts have been optimized to yield
high efficiency ((1 — €jetp) << 1%) for physical jets at all energies and in all
directions.

The second cut removes jets with anomalously low EMF that could be due
to e.g. jets being formed out of noise in the hadron calorimeter. The com-
plicated structure of the cut is devised to keep the inefficiency low in regions
of the calorimeter where the EM calorimeter coverage is lacking or is only
partial.

The third cut on CHF is devised to remove noisy jets formed from energy in
the coarse hadronic calorimeter where the energy resolution is poor and little
energy is normally expected. In Run I this cut was also necessary to remove
energy clusters produced by halo particles from the Main Ring beam pipe
that ran through the upper part of the DO coarse hadronic calorimeter. The
Main Ring was disassembled after Run I and its functions were taken over by
the Main Injector in Run II. However, the CHF cut continues to remove jets
formed by cosmic-ray showers, which usually deposit most of their energy
from outside of the calorimeter.

The last cut, the L1 confirmation, is an important cut for removing jets
formed out of noise in the precision readout. The coherent noise in particular
creates fake low pr jets that usually do not pass this cut. The L1 confirmation
uses a cut on the ratio of p%! measured by the coarse L1 trigger system and
the precision read-out energy p'*. Noise in the precision read-out shows
up as a low value for fr;. To account for the fact that the L1 trigger system
does not consider energy from the coarse hadronic calorimeter or the massless
gaps, the p§° is corrected for these fractions. At E > 80 GeV/c the L1
read-out saturates so all jets with high enough L1 energy are allowed to pass.
The thresholds in ICR and EC are optimized to account for the differing jet

pr resolutions.

Figures 8.4(a)—(c) show typical distributions for the variables used in JetID
cuts. The plots also show overlaid the distributions for the jets removed
by the other JetID cuts. Jets passing the cut are shown shaded to indicate
typical cut regions. Only a small fraction of the jets removed by one of the
cuts are removed by another one so the correlations between the cuts are
small.
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The JetID variables, in particular the EMF, are known to correlate with
JES to some extent. However, the study of jet response as a function of
EMEF did not find strong dependence, except at very high EMF. The average
jet response at 100 GeV/c is about 0.72, but EM-like jets are known to
have an average response close to 1.00 [119, 128|. Combined with a steeply
falling jet cross section this response difference leads to up to a factor of five
overestimate for the fraction of jets at EMF > 0.95, unless the correlation
with JES is broken by not using the measured jet pr directly for binning.
For ~v-+jet events the substitute is the photon pJ., for dijet and inclusive jet
events it is the sum of recoil momenta, piccol = S jerecoil PTj-

8.3.1 Tag-and-probe method

The JetID cuts have been studied by the JetID group using the tag-and-probe
method described in [140] that also allows to determine the reconstruction
efficiency of the jets. This method uses track jets that are cone jets built
using charged particle tracks instead of calorimeter energy clusters. The
basic idea is to select a tag object, which in this case is a photon or a track
jet associated with a good calorimeter jet, and a probe object, which is
another leading track jet back-to-back with the tag at A¢ > 3.0. Other
track and calorimeter jets outside the search area of AR < 0.5 from the
probe axis are vetoed. The selection of a restrictive tag-and-probe system
ensures that non-physical backgrounds are negligible and the track jet probe
must be associated with a good calorimeter jet.

The reconstruction efficiency is determined as the fraction of calorimeter
jets found within the search area, and the JetID efficiency is the fraction of
reconstructed calorimeter jets passing the JetID cuts. The trigger bias in
the dijet tag-and-probe method is avoided by requiring that the tag object
can pass all the trigger levels alone'. This has been shown to remove all
trigger bias by comparing the results from consecutive single-jet triggers,
and increases available statistics significantly by making most events in the
trigger turn-on region usable for the efficiency calculation. The influence of

JES is removed by binning pr in terms of the pfﬁg and then mapping to

robe
().

The tag-and-probe results have been derived on three different samples, dijet,
~v+jet and Z+jet, which all give quite consistent results as expected [141].
JetID efficiencies fitted to dijet tag-and-probe results are shown in Fig. 8.5.

"When the trigger uses multiple trigger towers at L1, it is important to require that
enough of them match the tag object to fire the trigger.
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Figure 8.4: Typical distributions of the variables used in JetID cuts (a)
EMF, (b) CHF, (c¢) L1 confirmation, in central calorimeter |nq.| < 0.4 for
180 GeV/c < pieeell < 220 GeV/c. The shaded area shows the jets surviving
the cut. The dotted line shows the jets removed by the two other variables
(jet EMF multiplied by 100 for visibility) to show the distributions for “bad”
jets as well as the correlation between cuts. The dashed line shows the
extrapolated fit into the cut region for jet EMF and jet CHF.

The fit function used is

e(pr) = €0+ a-exp(—b - pr). (8.6)
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At pr > 50 GeV /c the efficiency is almost flat at 99% for all rapidity regions
except 0.8 < |y| < 1.2, where the efficiency is flat at 98%. The Z-+jet results
have significantly lower statistics and are not included on the plot.

8.3.2 distribution method

The tag-and-probe results are verified by calculating the fraction of events
removed by the JetID cuts in dijet and inclusive jet samples for each JetID
variable distribution, also shown in Fig. 8.5. The event selection for the
distribution method is similar to the tag-and-probe method, but does not
have any track jet requirements. This is an important difference, because
the track jet requirement can in principle bias the sample by removing jets
that have a high 7° content. Such jets are expected to have a low number
of tracks because 7°’s immediately decay to photons, but also show a high
EMF. The EM-like jets would often fail the EMF>0.95 cut and removing
them could bias the average JetID efficiency up. The influence of JES is
removed in the distribution method by binning in terms of pi®°! and then

mapping to <p§r°b0>.

The main concerns for the distribution method have been the possible pres-
ence of backgrounds in the sample and correlations between the cuts that
could lead to an overestimate of the cut inefficiencies. The fraction of jets re-
moved by at least two JetID cuts is very small compared to the total number
of jets removed so the correlations are small. The impact of the background
is reduced by fitting the distributions in the “good” region for EMF and CHF
and using the extrapolation to the “bad” region to estimate the inefficiency,
as shown in Figs. 8.4(a)—(b). In the dijet sample the background is also
naturally reduced by the requirement to have two back-to-back jets, one of
which is good. The extrapolations are in good agreement with the mea-
sured distributions, indicating that the backgrounds are small. The average
of the direct cut (count) and extrapolation (fit) is taken as the mean value,
with the difference taken as a systematic. The L1 confirmation inefficiency
is negligibly small compared to EMF and CHF inefficiencies so 50% of the
non-confirmed jets are estimated as background, with 50% as a conservative
uncertainty.

8.3.3 Summary

The fact the tag-and-probe and distribution methods and different samples
agree well has allowed the determination of the JetID inefficiency with sub-
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Figure 8.5: JetID efficiency in |y| < 0.4. The central fit (black) is done for the
dijet tag-and-probe, but fits to distribution method (inclusive jets and dijets)
and v+jet tag-and-probe are shown for comparison and used for estimating
the systematics shown by the dashed lines.

percent uncertainty above pr > 50 GeV /¢, where the pr dependence is neg-
ligible, as shown in Fig. 8.5 for |y| < 0.4. The behavior is similar in other
regions of the calorimeter. The efficiency at pr > 50 GeV/c is 99% in all
calorimeter regions except in 0.8 < |y| < 1.2, where it is about 98%. The
results have been provided for collaboration-wide use in Ref. [141].

8.4 Trigger efficiency and combined spectra

The trigger turn-ons for Run Ila single-jet triggers are described in detail in
Ref. [142] by the author. This section summarizes the main observations and
results. The DO trigger system is composed of three distinct levels, L1, L2
and L3, that are described shortly below. The absolute trigger efficiencies are
derived on an independent sample using data collected from muon triggers.
The trigger turn-ons and absolute efficiencies are then verified on the analysis
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sample using relative trigger efficiencies. Finally, the separate triggers are
combined into a continuous jet pr spectrum.

8.4.1 Level 1, 2 and 3 triggers

The DO trigger system is composed of three levels, dubbed L1, L2 and L3.
The single-jet triggers available in Run Ila are listed in Table 4.1 along with
their trigger scripts. This analysis uses trigger lists v12—v14.

The trigger efficiency is generally defined as the efficiency of recording an
observable (e.g. event or a jet) in the presence of a trigger condition

#(observables after trigger)
#(observables)

For the inclusive jet cross section analysis this observable is a single jet in a
bin of pr and y

¢(record observable) = (8.7)

#(jets at pr,y after trigger)
#(jets at pr, y)

which can be equally interpreted as the ratio of jet pr spectra before and
after trigger.

e(jet at pr,y) = , (8.8)

A single event contains several jets that all pass the trigger together so the
trigger efficiency is really an event-wide quantity, not a jet quantity. Ide-
ally, any of the jets in the event would fire the trigger independently. The
probability of a single-jet trigger firing could then be written approximately?
as

where P(pl,y;) is the probability of the jet i at (pr,y) to fire the trigger
independently of other jets. However, the assumption of independence from
other jets is not met in Run Ila for the single-jet triggers as will be soon
discussed. The quantity P(p},y;) is referred to as a jet trigger matched
efficiency. It is the trigger efficiency for a single jet in the absence of any
other jets in the event and can be reconstructed from data by matching all
trigger objects to a given jet.

The jet trigger matched efficiencies can be further analyzed by breaking the
efficiency into components for different trigger levels

P(p, vi) = Pra(P, yi) Pra(ply, yi| L1) P(pl, yi| L1& L2). (8.10)

2The probability of noisy calorimeter towers and other non-jet objects to fire the single-
jet triggers is considered very small and is neglected here.
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The probabilities for Level 2 and Level 3 are now conditional, 7.e. the prob-
ability of a jet passing higher trigger levels will depend on it having passed
the previous looser trigger levels. This break-up is useful because the in-
dependent sample used to measure the trigger efficiencies and turn-ons has
very few events with Level 3 on-line jet trigger objects stored due to the
high prescales applied on jet triggers at Level 1. If the event does not pass
the prescale, only the L1 on-line trigger objects are stored for later offline
reconstruction of the L1 trigger condition.

The relatively well-behaved Level 3 turn-on can be fitted even with low statis-
tics. The L1 turn-on is much slower and in many cases still slightly inefficient
when the Level 3 has already fully turned on. The higher statistics at L1
significantly improve the fit to the turn-on shape and allow the accurate de-
termination of residual inefficiencies near or at the trigger efficiency plateau.

At this point the assumptions underlying Eq. 8.9 need to be revisited: the
jets cannot be assumed to independently fire the trigger at Level 1. This is
because the Run ITa Level 1 trigger fires on individual trigger towers. When-
ever multiple trigger towers are required, these often come from separate
jets.

Let us do a simple case study to make the point and look at the trigger
term CJT(3,5) that requires three L1 towers with E7 > 5 GeV. This term is
used e.g. in trigger JT 95TT version 17 in v14 trigger lists. The jet trigger
matched efficiency for L1 at pi*™ = 100 GeV/c is P, = 0.67, as shown in
Fig. 8.6(a). The probability for a typical dijet event with two balanced jets
both at pr = 100 GeV/c to fire the trigger, assuming uncorrelated triggers,
is then by Eq. 8.9

Pgijer =1—=(1—=P1)- (1 - P) =~ 0.891. (8.11)

The fraction of events passing the reconstructed® L1 trigger is shown in
Fig. 8.6(b). The actual event efficiency is almost 100% at pr = 100 GeV/c.

The Eq. 8.11 above completely ignores the cases where two of the towers
comes from one jet and the third one from another jet. The probability
for a single jet to fire a looser CJT(2,5) term is shown in Fig. 8.6(c). This
probability alone is Pp5 = 0.92, already higher than the event efficiency
Piijer obtained above. The single trigger tower condition for the other jet is
a very loose CJT(1,5), which has P 5 = 1.00. Considering the possibility

30nly a few events pass the L1 single-jet trigger due to the high prescales, but the full
L1 trigger tower information is stored for recorded events and can be used to reconstruct
the L1 trigger offline.
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Figure 8.6: Examples of trigger efficiencies at Level-1: (a) CJT(3,5) for a sin-
gle jet with trigger matching; (b) CJT(3,5) for the whole event; (c) CJT(2,5)
for a single jet with trigger matching. The z-axis is uncorrected jet pr in
GeV/c.

of either of the jets to fire CJT(2,5) gives
P(figgfs =1- (1 - P(1,5)P(2,5)) . (1 — P(2,5)P(1,5)) = 0994, (812)
which agrees with Fig. 8.6(b).

For tighter term CJT(4,5) and more complicated jet topologies with multiple
jets the combinatorial calculations get quite heavy. The L1 event efficiency
of CJT(m,z) for an arbitrary collection of n jets can be generally expressed
as

PCVCHt(p%’vpg’v"'7pg“;y17y27"-7yn>:1_ H (1_PZ1F)22PZn)7
i;€[0,m],37; i;>m
(8.13)
where the P, for i; < m are exclusive trigger probabilities for exactly i;
trigger towers and P;; for 7; = m is the inclusive trigger probability for more
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than or equal to m trigger towers. These can be calculated using

Pk = P(k’x) - P(k+17$)7 k€ [Ovm - 1]7 (814)
Py = P, (8.15)
Pog) =1, (8.16)

where Py ;) are the matched trigger efficiencies for trigger terms CJT(k,x),
as used in Eq. 8.12.

Because the Level 1 correlations prohibit the use of Eq. 8.9 to calculate the
event trigger efficiency for arbitrary jet topologies, the trigger efficiency for
the inclusive jet cross section is calculated as the ratio of jet pr spectra before
and after the trigger requirement using Eq. 8.8 directly. The efficiencies
for different levels are still determined separately according to Eq. 8.10 to
increase statistics for L1 turn-on fit. The main draw-back is that the derived
efficiency curves are not directly applicable to other analyses with different
topologies. As will be discussed in the next section, the average topologies
of muon triggered events can also differ from those of inclusive jet events.

The trigger efficiency determination is based on analysis machinery imple-
mented in the trigeff cafe package [143]. The package was modified and
updated for use in the QCD group, specifically adapting the calculations
to allow efficiency determination without trigger object matching to jets to
avoid the aforementioned L1 problems [142].

8.4.2 Absolute efficiency using muon triggers

The absolute trigger efficiencies can only be determined using an unbiased
sample. The jet triggers operate entirely on calorimeter quantities, ¢.e. cal-
orimeter towers and measured jet pr. The unbiased sample can then be
any sample that does not use any calorimeter objects for the trigger deci-
sion. Two main samples have been used for the trigger efficiency studies,

the Minimum Bias sample and a sample collected from muon triggers, the
TOP_JET _TRIG skim®.

The Minimum Bias sample is a collection of events that only require a lu-
minosity monitor hit. As the name suggests, it has minimal trigger bias and
is in that sense ideal for trigger studies. The sample has been collected at
a constant rate of about 0.5 Hz throughout the Run Ila data taking, and

1As the name suggests, the TOP _JET TRIG skim was primarily collected for use in
the Top group.
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consists of about 20 million events®. Unfortunately, the inclusive jet pr spec-
trum of the MB events falls very steeply and the maximum jet py with useful
statistics is about 70 GeV /c. This limits the sample to be used for only the
lowest pp triggers JT 8TT, JT 15TT and JT 25TT NG, which all have
high prescales and hence very little statistics for L3 turn-on determination.

The TOP _JET TRIG skim consists of about 28.6 million events collected
from various muon triggers with no calorimeter requirements. The skim
selection requires at least one jet with an uncorrected pr>10 GeV/c and
an offline prescale of 20 to limit the number of events. To increase statis-
tics at pr>100 GeV /¢, an additional data set was re-skimmed starting from
the larger MU INCLUSIVE skim with the same trigger selection as in the
TOP _JET TRIG skim, but without the offline prescale.

The muons in the TOP JET TRIG skim mostly originate from relatively
high pr jets so the jet pr spectrum is significantly less steep than for the
MB sample. Combined with a much higher integrated luminosity this makes
the sample useful up to over 200 GeV /¢, which is sufficient to determine the
L3 plateau efficiencies up to the unprescaled JT 125TT trigger. The best
statistical significance for the L3 plateau efficiencies is obtained for JT 65TT
and JT 95TT triggers, because lower pr triggers are heavily prescaled.

The main drawback of the TOP JET TRIG skim is that the muon triggers
bias the sample heavily toward b-jets that make up only about 2% of the
inclusive jet sample [144|. The jet pr spectrum of muon triggered events is
also flatter than for inclusive jets. This may bias the trigger turn-on mea-
surement as has in fact been observed especially at low pr when comparing
the results to the ones obtained from the MB sample, shown in Fig. 8.7. At
and near the plateau region both results agree, and there is no obvious reason
to expect significant bias when both of the efficiencies are close to 100%.

The main conclusion from the study using muon triggers is that all jet triggers
are fully efficient (100%=+1% or better) at sufficiently high p7 in all rapidity
regions. However, the study also shows that in some cases the L1 trigger is
still inefficient at a few percent level up to fairly high pr, especially in the
ICR region, as shown in Fig 8.8 for JT 25TT NG.

Another major finding from the study was that triggers in the trigger lists
v8-v1l turn on much later than the later trigger versions. The difference is
tens of GeV/c at worst. However, these trigger lists were used before run
191,000 as shown in Table 5.2 and are not included in the final analysis.

To efficiently combine the triggers and produce a continuous, high statistics

5The total Minimum Bias+Zero Bias sample is about 59.2 million events
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Figure 8.7: Measured L1 trigger efficiency in the Minimum Bias and in the
TOP JET TRIG skim (curves from top: TOP JT 15TT, TOP JT 8TT,
MB JT 15TT, MB JT 8TT). The flat region for TOP JET TRIG skim
at pr < 12 GeV/c is due to a skimming cut on uncorrected pr > 10 GeV/c
for JCCB jets.

pr spectrum at low pp, the trigger turn-ons are explicitly corrected using the
best available fits to the them. The trigger turn-on is a step function for L3 jet
pr, which is smeared with respect to the offline jet pr. The analytical result
of folding a step function with a Gaussian resolution is the error function.
The fit function is an adapted formulation of the standard error function

pr —
:O5+05eﬁ( )' 517
f(pr) 1+ |og + o1 log(pr) + 02 log(pr)| ( )

This formulation explicitly allows some additional trailing inefficiency close
to the plateau region, and provides a very good fit to the very high statistics
L1 turn-ons, as shown e.g. in Fig. 8.9(a). For the lower statistics L3 turn-ons
fits and for the fits in the forward region some of the extra parameters are
set to zero to increase the fit stability. The L3 (and L2, where applicable)
turn-on fits, shown e.g. in Fig. 8.9(b), are multiplied together with the L1
fits to produce a combined fit, as shown in Fig. 8.9(c).
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Figure 8.8: Smoothed single jet trigger turn-ons (L1xL2xL3) for the
JT 25TT NG trigger at 0.8 < |y| < 1.2. The different curves show different
versions of the same trigger, with the trigger terms listed in the legend. The
percentages in the legend indicate the fraction of the total Run Ila luminosity
of 1.1 b~ collected with each trigger version. The least efficient trigger is the
version v9. The black line shows the luminosity weighted trigger efficiency
for comparison.
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Figure 8.9: Typical turn-on fits for (a) L1 and (b) L3. The points show
the original data and black line the turn-on fit. The dashed vertical line
indicates the start of the fitted region. (¢) Total L1xL2xL3 efficiency. The
large points show the combined efficiency and the smaller points the result
of separate L1, L2 and L3 fits multiplied together. The dashed line shows an
error function fit to the full turn-on and the solid line shows a fit near the
plateau region only.
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8.4.3 Relative trigger efficiency

As discussed in the previous section, the muon triggered sample differs from
the inclusive jet sample due to the enriched b-jet content and flatter pr
spectrum. Both of these may affect the average event topology, biasing the
measured trigger efficiency with respect to the inclusive jet sample. Although
this is not expected to change the plateau efficiency which is measured to be
100%, the trigger turn-ons may be slightly different in the different samples.

To verify how well the applied trigger efficiency correction works, the relative
trigger turn-ons are re-determined from the inclusive jet sample by compar-
ing the pr spectra from two consecutive triggers after applying the trigger
efficiency corrections down to 20% efficiency. To remove differences in the
pr spectra from different triggers due to known luminosity and time depen-
dence effects, the spectra are also fully corrected for JES and vertex efficiency
before taking the ratio.

Figure 8.10 shows the ratio of py spectra for single-jet triggers in CC. The
ratios are in good agreement with 1.0 for all fit procedures: fit to the top of the
turn-on using error function (eff0, solid line), constant value fit to the plateau
starting at the 99% point of plateau efficiency given by the error function fit
(€99, dashed line), and a constant value fit above the final trigger pr threshold
used in the cross section measurement, which is given in Table 8.1 (¢(X GeV),
dotted line). The final pr thresholds for the cross section measurement were
selected to be above the 98% point of the absolute trigger efficiency. These
pr thresholds are well into the plateau after correcting for the absolute turn-
on, as shown by the dotted line in Fig. 8.10. The plots for other rapidity
regions are comparable, with little more fluctuation in ICR. These plots are
provided in Appendix D.1.

The relative turn-ons are generally consistent with 100% efficiency for all the
triggers in the plateau region, often with a precision better than 1%. This
also verifies that the relative luminosities and vertex efficiencies are correctly
calculated, as well as the JES and jet energy resolution (JER) being stable
with time. It should be noted that such a conclusion is not possible in the
ICR when using the full Run Ila sample. The trigger ratios show jumps
of tens of percent, which are qualitatively consistent with the instability of
the ICR JES in the trigger lists v10—v11 [119]. The ICR problems gener-
ally stem from the gain instability of the aging photomultiplier tubes versus
time and instantaneous luminosity. The worst of these PMTs were replaced
during a shut-down before Run IIb. This problem affects each jet trigger dif-
ferently because the relative prescales are modified to optimize data-taking
with changing luminosity, leading to different luminosity profiles for the trig-
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Figure 8.10: Ratio of jet pr spectra measured from different single-jet trig-
gers. The spectra are corrected for JES and vertex efficiency to cancel known
luminosity dependencies, and for trigger efficiency measured from muon trig-
gers down to 20% to test the consistency and to remove L1 trigger efficiency
slopes at the plateau region. The curves show the error function fit (solid
line), the constant value fit starting from the 99% efficiency (dashed line)
and the constant value fit starting from the final trigger pr threshold (dotted
line).

gers. The currently used run range for low pp triggers, 191,000<run<213,064,
covers the trigger lists v12.37-v14, starting after the spring 2004 shut-down
and ending at the beginning of the cable swap problem.

Despite having quite consistent trigger pr spectra, small jumps between the
triggers are allowed at the level of the statistical precision of the ratios. The
ICR in particular shows possible discontinuities at a couple of percent level,
up to 5% in 1.2 < |y| < 1.6 between triggers JT 65TT and JT 95TT. Such
jumps would be consistent with small trigger-to-trigger variations in JES
(< 0.5%) and/or JER (< 4%) that are at the limit of the statistical precision.
Given the prominence of such jumps in the full Run Ila sample, the fitted
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trigger ratios and their statistical uncertainty are taken as a systematic. The
size of the systematic is estimated using the three different fit procedures
explained earlier.

For later correlations analysis, the trigger ratio uncertainties are assumed
to be correlated within CC and EC, and partially correlated in ICR versus
rapidity. The uncertainties are treated cumulatively from JT 65TT (which
has highest statistics) toward both JT 8TT and JT 125TT so that both
of these have several ratio uncertainties stacked together. Although these
individual uncertainties are small, mostly 0.5-2.0%, and much smaller than
JES or JER uncertainties, they still have a significant impact on the later
global fit between data and theory. The small discontinuous jumps between
triggers are not accounted for by any other (smooth) theory or experimental
uncertainty and result in noticeable increase in x? unless accounted for. This
is particularly true in the aforementioned ICR region.

8.4.4 Combining triggers

The jet pr spectra from single-jet triggers are used starting from the lowest
pr point where the spectrum agrees with the lower pr trigger after applying
the trigger efficiency, JES and vertex efficiency corrections, and where the
absolute trigger efficiency is generally higher than 98%. The trigger efficiency
correction would in principle allow to go lower than the 98% efficiency, but
the measurement is overall not statistics limited. Going lower could also in-
troduce unnecessary biases if the trigger efficiency correction is not perfect.
Only one trigger is used for each pr bin to simplify the luminosity calcu-
lations. Figure 8.11 shows the partially corrected pr spectra from different
triggers and their average prescales. The trigger pr thresholds used in the
analysis are listed for all rapidity regions in Table 8.1. These thresholds are
applicable for the jet pr spectra after applying the trigger efficiency correc-
tions for the turn-on region.

Table 8.1: Trigger pr thresholds used in the final analysis.
Rapidity 15 25 45 65 95 125
ly| < 0.4 50 60 100 120 160 200

04 < |yl <08]50 60 100 120 160 200

08 <|yl<1.2]50 90 110 140 190 230

12<|yl<1.6 |50 80 90 140 190 240

1.6 <ly|<20|50 70 90 110 160 190

20< |yl <2450 70 90 120 160 200
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Figure 8.11: Single-jet trigger pr spectra in central rapidity and forward
rapidities and their average prescales. The trigger py thresholds used in this
analysis are listed in Table 8.1.

8.5 Cross section unfolding

The steeply falling cross section combined with relatively poor jet pr reso-
lution leads to an increase in the observed cross section relative to the true
cross section as a function of the measured jet pr. An example of this be-
havior was shown in Fig. 6.14. To appreciate the steepness of the jet pr
spectra, especially at higher rapidities, the partially corrected jet pr spectra
are shown on the same scale in Fig. 8.12. The cross section can fall by up to
an order of magnitude in a pr interval covering just a couple of o of typical
jet resolutions.

The smeared ppr spectrum can be calculated using integration by

F(ppe) :/ f(z)g(pp®, z, 0)dx, (8.18)

=0
where f (p%td) is the pr spectrum at particle level and g(ph, pgtd, o) is the
smearing function with resolution o. The problem is to invert this relation.

If the pr spectrum at particle level is assumed exponential Nye™*P7 and the
smearing function is Gaussian with a constant resolution o, Eq. 8.18 can be
analytically calculated when the integration range is extended from —oo to
+o00. The details are given in Appendix C.1 and the result is

Fppe) = Nyexp(—a(pp™ — ac/2)) (8.19)
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Figure 8.12: Partially corrected jet pr spectra.

= [P — ac?/2) = f(PP™) exp(a’o®/2).

The Eq. 8.19 now tells that the smeared spectrum can be interpreted as
either shifted® in py by —ao?/2 or increased in cross section by exp(a?0?/2).

It is instructive to consider some numerical values for these quantities, tak-
ing typical values o = 0.05 (GeV/c)™! and 0 = 1.0\/pr GeV/c for a pr =
100 GeV/c jet so that o%/pr = 1.0 GeV/c. The shift interpretation is
dpr/pr = —ac?/(2pr) = —0.025 and the cross section interpretation §X /X =
exp(a?0?/2) — 1 = 0.13. These rough estimates agree quite well with the
unfolding determined more accurately. The primary difference is due to as-

6The average true pr is shifted by a larger amount dpy = <pg“1> — (peas) = —ao?.
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suming the resolution to be constant for analytical integrability, when the
more precise description is o = /N2 + S2pr + C?p2 ~ S/pr. In addition,
the cross section is not exactly exponential and the Gaussian smearing can
be questioned in some regions of the phase space. In any case, the Eq. 8.18
is exactly accurate and can be numerically integrated for arbitrary choices of
f and g.

8.5.1 Ansatz method for pr unfolding

The basic idea of the ansatz method is quite simple: start with a formula
for the cross section that has a few free parameters f(pr; g, ..., ay,), smear
it with the resolution function using Eq. 8.18 and fit the resulting smeared
ansatz F(pr;aq,...,q,) to data. The precision of the method is mainly
limited by how good the eventual fit to data is, and how well the resolution
function describes the real data resolution. The formula for the function f
can be arbitrary and have an arbitrary number of parameters as long as the
fit to F'is good.

The ansatz used in this analysis is a traditional one for inclusive jet cross
section |6] with the addition of rapidity dependence and an exponential term

o =N (g e ) (1 2 )Yy o, 820)

Here /s = 1960 GeV is the center-of-mass energy and ¥,,:, is the lower edge
of the bin in absolute rapidity. The ansatz is based on early phenomeno-
logical fits and motivated by the parton model [145, 146]. The exponential
term represents hydrodynamic production — effectively production by freez-
ing out particles from a quark-gluon sea. The exact exponent v is a function
of the production model, but 0.3-0.6 GeV is typical of the proton size. How-
ever, this term is not very well constrained by the high-pr inclusive jet pp
spectrum. The power term with « represents the scaling violations associ-
ated with hard production (power law production). The threshold between
hydrodynamic and hard production is ~ 2 GeV and independent of \/s. The
typical exponent for single particle production is about 4-6. This term dom-
inates the fit over most of the kinematic range. The power term with (3
represents the suppression effect at the edges of the phase space on particle
production. The most typical form is (1 —z7)”, where zr = 2pr/\/s. This is
the threshold term (divergence as x — 1) and it is modified by cosh(ymyin) to
better relate to . The threshold term does not typically contribute to the
overall ansatz until the spectrum has reached roughly half of the kinematic
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range. As mentioned before, none of this is actually required for the ansatz
method to work, but a physics-motivated ansatz is still useful to make the
parameters understandable.

The fit to the smeared ansatz for central and forward rapidity bins is shown
in Figs. 8.13(a)—(b) and Figs. 8.13(c)—(d) show the resulting unfolding cor-
rection in CC and EC. The rest of the rapidity bins are shown in Figs. D.6
and D.7 of Appendix D.2. The parameters of the fitted ansatz functions are
given in Table 8.2. The unfolding correction is largest where the cross section
falls steepest and the jet pr resolution is worst. The correction is between
10-40% in CC, 20-80% in ICR where the resolution is relatively poor and
15-80% in EC where the cross section falls steepest. The highest pr bins,
where the unfolding correction is largest, are chosen so that the cross sec-
tion measurement is still meaningful, as discussed in Sec. 8.9. Although in
some bins most of the events have migrated from lower pr, the migrations
(pr resolution) are known well and result in a relatively small uncertainty
compared to the JES uncertainty. The ansatz is well constrained by data and
the uncertainty in the ansatz shape results in almost negligible uncertainty
on the unfolding correction.

Table 8.2: Parameters of the ansatz fits to the unfolded pr spectra.

N « ﬁ i Ymin
868.9e11 5.421 10.83 -0.4914 0.0
781.3ell 5.410 13.53 -0.8625 0.4
426.9el1l 5.298 13.59 -1.1409 0.8
743.2e11 5.467 13.35 -1.7358 1.2
117.1el1 4.914 9.316 -0.6546 1.6
24.11ell 4.380 6.974 0.8745 2.0

The bulk of the work in the pr unfolding has gone to the accurate de-
termination of the shape and of the parameters of the smearing function
g(p%‘CaS,pthd,a, a;). The relatively simple ansatz function in Eq. 8.20 fits
data well when smeared with jet pp resolution, as shown in Figs. D.7. The
smearing function g explicitly accounts for punch-through effects and other
non-Gaussian tails. The shape is fitted from MC truth and the parameters
are adjusted to match the measured RMS resolutions in data, taking into
account some loss of the shape information and resulting biases in the data
measurement. The interested reader should refer back to Ch. 7 for more

information.

The ansatz unfolding has been shown to be in good agreement with the
unfolding using Pythia MC where the cross section is scaled to data and the
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sulting unfolding correction, the ratio between smeared and original ansatz.

jets are smeared according to pr resolutions measured from data [147]. The
full Monte Carlo could also be used to derive the unfolding correction if the
cross section was scaled to data and the MC resolutions were oversmeared to
match data. However, the full MC statistics are too low to derive a precise
correction over the full phase space.
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8.5.2 Ansatz method for rapidity unfolding

The ansatz method can also be used to unfold the cross section for the ra-
pidity resolution, assuming the py and rapidity resolutions are uncorrelated.
However, integrating the function in 2D to account for both pr and rapidity
resolution simultaneously is very slow and would require a quite complicated
ansatz function. Fortunately, the rapidity resolution is much better than the
pr resolution. Taking advantage of the much smaller size of the rapidity
smearing this effect is considered as an additional perturbation on top of the
pr smearing. The ansatz fits to unfolded pr spectra (unfolded for the pr
resolution only) in neighboring rapidity bins are interpolated versus rapidity
to produce a smooth, continuous 2D spectrum in py and y

"))
fao(pr,y) = f\(yl|>yr3,in’o(pT;N07a07507707ymin,0) (8.21)
'f\5|<ymin,1(pT;N17a17517717ymin,1), where
— h
p - L= $:10g<1_w),
T1 — Xo NG

cosh(Ymin cosh(Ymin
Lo = 10g<1—pT \/(gy ’0)), I1=log<1—pT \/(gy 1)>

The f(pr; N, «, 3,7, Ymin) are the ansatz functions in Eq. 8.20 whose parame-
ters are determined in the pr resolution unfolding and provided in Table 8.2.
The 1D ansatz functions are interpolated geometrically versus rapidity with
a distance parameter D that preserves the properties of the 1D ansatz func-
tions at the kinematic limit pr cosh(ymin) — /S

The rapidity resolution is taken from Monte Carlo truth as
U?J = R‘MS (yroco - yptc1> (822)

in bins of prpta and ypia by matching particle and calorimeter jets with
AR(ptcl,reco) < Reone/2. The binned rapidity resolutions are fitted with a
2D function that is provided in Ch. 7.

The smoothed 2D pr, y spectrum is smeared using rapidity resolution and the
ratio between the original and smeared 2D spectra is taken as the unfolding
correction. As can be appreciated in Fig. 8.14, the rapidity unfolding is very
small except at high pr in the most forward bins. Even there the effect is
small enough that the perturbative approximation can be considered valid.

The rapidity resolution is taken from Monte Carlo, but due to its small size
it is difficult to estimate how applicable the MC rapidity resolution is to
data. In addition, the MC rapidity resolution is not particularly Gaussian,
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Figure 8.14: Unfolding correction for pr (dashed line) and rapidity resolution
(dotted line). The total unfolding correction is shown by the solid line. The
rapidity smearing is very small compared to pr smearing everywhere.

but has long tails and RMS up to twice as large as the Gaussian o. To
cover the full range of options, the larger RMS is used in rapidity unfolding
and the total size of the rapidity unfolding is taken as an uncertainty. This
uncertainty is conservative enough to cover a large range of variation in the
rapidity resolution between data and MC. It also covers possible correlations
between pr and rapidity resolutions’, in which case the py unfolding may
have already accounted for some or all of the rapidity smearing.

8.6 Cross section uncertainties

The uncertainties for jet energy scale, jet pr resolution, efficiencies etc. have
been covered in some detail in the previous sections. To estimate the un-
certainty on the cross section the different uncertainty sources need to be
propagated to the cross section measurement. The simplest approach is to
shift each parameter (JES, resolution, efficiency) up and down by its total
uncertainty, repeat the whole analysis on data and record the change in the
cross section. This approach works well for a few large uncertainties, but is
not practical for the tens of small JES uncertainty sources needed for the
uncertainty correlations. With JES uncertainties the repeat-everything-on-

"In the massless approximation pr = FE/cosh(y) so ol = (og/cosh(y))* +

(pr tanh(y)oy,)?. :
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data approach leads to multiple counting of the statistical uncertainty, which
is sizable compared to the individual uncertainty sources at the edges of the
phase space at high pr.

To avoid double-counting the statistical uncertainty the uncertainty sources
are propagated using a parametrization that describes data. Such a param-
etrization can be independent of any theory so the data uncertainties are
calculated with respect to the best ansatz fit to data. These ansatzes were
obtained in Sec. 8.5 during the unfolding procedure and their parameters
are provided in Table 8.2. Alternatively, the uncertainties could have been
calculated e.g using a linear combination of CTEQ PDF eigenvectors that
fits data, but this would induce some theory dependence.

A simple analytical model of the analysis chain is used to efficiently imple-
ment the error propagation. The raw observable in the inclusive jet cross
section analysis is the number of events Nyeas in a given bin ([prmin, P1 max)s
[Ymin, Ymax]) that is calculated by

Nmoas - (f ® g) ‘€ L, (823)

where (f ® g) is the jet pr spectrum f folded with the jet pr and rapidity
resolutions ¢ and (implicitly) integrated over the bin in pr and y, € is the
total detection efficiency and L is the luminosity. The measured cross section
is given by

o> Nuw ' (f®9) f <L

dprdy — Apr-Ay-€-L' f'og  Apr-Ay fog €L
where the primed functions and variables are estimates from data for the true
functions and variables, with associated uncertainties. The Ap; and Ay are
the bin size in pr and y, respectively. The analytical model in Eq. 8.24 is
sufficient for the error propagation: uncertainty in JES would correspond to
a variation in (f ® g), uncertainty in ansatz fit to a variation in f’, resolution
in ¢/, efficiency in € and the uncertainty in luminosity to a variation in L'.
The following subsections outline in more detail how the various uncertainty
sources are propagated to cross section uncertainty.

(8.24)

8.6.1 Jet energy scale uncertainty

The uncertainty from jet energy scale for an individual source A JES is
estimated by integrating the smeared ansatz from shifted upper and lower
ends of the pr bin and then comparing to the nominal value

Pramin = (1= AJES)prmin (8.25)
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Pt = (1= AJES)pr max (8.26)
P e
A do? fp%{l{ft‘cd (f ® g)(z)dx
s\7—) = TPrm —1, 8.27
(dedy) e (f ® g)(x)dx (8.27)

where f(pr) is the ansatz fit and prmax and prmim are the pr bin upper and
lower edges, respectively. The up and down variations are treated separately
because the non-linear cross section leads to asymmetric uncertainties even
when A JES is symmetric. The result of this approach is shown by the solid
line in Fig. 8.15. Note that the integration over the pr bin that was implicit
in Eq. 8.23 is written explicitly in Eq. 8.27. The implicit integration over the
y bin is included in the ansatz f and does not need to be repeated, either.
Equation 8.27 is then in practice a 2-dimensional integration over particle

el
level ph“ and measured pfe.

The simple approach above is complicated by the fact that the jet energy scale
depends on a number of parameters such as luminosity, number of vertices,
physics 1, detector n etc. The uncertainties also have some direct n4. and
pr dependence. The ansatz approach does not easily facilitate anything else
than the pr dependence. However, the dependence on the other external
parameters is small enough that it can be ignored when the average values
for these parameters are used in calculating the JES uncertainty.

If the uncertainty correlations do not need to be considered, it is better to
shift jets in data directly by the total JES uncertainty. This method auto-
matically encompasses the correct ensemble of values for all the parameters
and is used to test the validity of the ansatz approach. The result of this
approach is shown by the points in Fig. 8.15. As mentioned earlier, the
repeat-everything approach is hindered by the sensitivity to statistical fluc-
tuations at the edges of the phase space. This is clearly indicated by the
wildly fluctuating points at high pp, particularly in CC where the last bins
have less than ten jets. To reduce the statistical fluctuations, ansatz fits for
the upper and lower JES uncertainty points are used to get a more stable
uncertainty estimate, shown by the shaded band in Fig. 8.15.

The different methods for propagating the JES uncertainty into cross section
uncertainty are in good agreement in Fig. 8.15 particularly in CC and at low
pr. Some difference is observed at high pr especially in EC. The difference
is explained by the fact that the JES uncertainty propagation in Eq. 8.27
only considers modification to the smeared cross section term (f ® g) in
Eq. 8.24 and keeps the ansatz f’ fixed in the unfolding term f'/(f’ ® ¢’) in
Eq. 8.24. Fully redoing the analysis after shifting the pr of the jets also mod-
ifies f', effectively counting an additional ansatz uncertainty into the total
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Figure 8.15: The jet energy scale uncertainty derived using three different
methods: shifting jet pr’s in data (points), using ansatz fits to the shifted
data (shaded band) and taking a quadratic sum of the JES uncertainty
sources propagated using the central ansatz (solid line). The dashed line
shows the size of the statistical component in the JES uncertainty. The
scatter in the points is caused by statistical uncertainty.
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JES uncertainty. When all the JES uncertainties are grouped together the
total change in f’ is relatively large and increasing toward high pr, causing a
change in the unfolding in the same direction as the change in (f ® g). The
correlation between the JES uncertainty and unfolding is a complex issue for
individual uncertainty sources, and the proper statistical treatment could be
further pursued in future analyzes.

8.6.2 Unfolding uncertainty

The jet pr resolution and ansatz fit uncertainties are convolved together
in the unfolding correction f'/(f ® ¢') in Eq. 8.24. The jet pr resolution
uncertainty is obtained by varying the resolution function ¢’ while keeping

f! fixed
d 2 ! ! d
As< 7 ) - (f,®g,)(‘”) S (8.28)
dprdy)  (f' ® g)(x)dz
Note that the f’ in the nominator of f'/(f'®g¢’) has canceled out in the ratio.
The uncertainty sources g, cover uncertainties in the width ¢ (RMS) of the

resolution

gé('rvyao-) - g/('ruyao-_'_ASO-)v (829)

and in the shape parametrized by {a;}, when o is kept constant

9:(x,y,0:{ai}) — g'(z,y, 05 {0 s}). (8.30)

Similarly, the statistical uncertainty in the unfolding is propagated using

i’ \  (f o)
5 (o) = (5 s (8:31)

dprdy
when ¢’ is kept constant. The eigenfunctions f! are obtained by diagonal-
izing the error matrix obtained from the unfolding step in Sec. 8.5. The
diagonalization procedure is detailed in Appendix C.2.

Figure 8.16 shows a summary of the unfolding uncertainties: RMS width,
resolution shape and the ansatz fit uncertainty. No uncertainty is assigned
to the functional form of the ansatz because it gives good description of
data and adding extra parameters would not improve the fit. The resolution
uncertainty (dashed line) is the dominant one. The shape uncertainties (tri-
angles) are only assessed in ICR where the double-Gaussian tails in MC truth
may not perfectly match those in data. The punch-through tails are based on
physics that is expected to be well-modeled by MC. The detailed accounting
of the non-Gaussian tails results in significant differences compared to the
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simpler Gaussian approach (full circles), but the two are consistent within
the larger Gaussian uncertainties (not shown). The ansatz uncertainty (dia-
monds) is important only at the high pr region with low statistics.

The propagation of the resolution uncertainties using Eq. 8.29 is verified by
redoing the full unfolding with resolution changed by the total resolution
uncertainty. The result (open circles) is shown in Fig. 8.16 compared to the
results using Eq. 8.29 (dashed line). The two results are generally in good
agreement, with small differences at high and low pr. The propagation of
resolution uncertainties using Eq. 8.29 does not change f’ and ¢’ simulta-
neously, while the full unfolding does. As in the case of JES uncertainties,
an additional ansatz uncertainty is included in the total resolution uncer-
tainty in the full unfolding, but the sign of the additional change may also
be opposite to that of the total resolution uncertainty. The proper statistical
treatment of the correlation between resolution uncertainty and unfolding
could be further pursued in future analyzes, although it is found to be fairly
small.

8.6.3 Efficiency and luminosity uncertainties

The efficiency and luminosity uncertainties are simple to propagate analyti-

cally by
do? €
Ay = , .32
<dedy) €+ Age (8.32)

do? L
A = ) )
® (dedy) L+ AL (8.33)

The uncertainty in the ratio of jet trigger pr spectra is formally also treated
as an efficiency uncertainty, although the underlying cause of offsets in the
trigger pr spectra is likely a combination of time and luminosity dependence
in JES, JER, luminosity measurement and calorimeter failure rates. The
uncertainty of the trigger efficiency itself is negligible in the plateau region
where the single-jet triggers are > 98% efficient and the residual inefficiency is
corrected for. The overall luminosity, efficiency and trigger ratio uncertainties
are shown in Fig. 8.17.

The leading inefficiency in Fig. 8.17 is the 6.1% uncertainty in the luminos-
ity measurement [115]. The trigger ratio uncertainties are calculated with
respect to the highest statistics trigger JT 65TT and increase toward both
low and high pr up to about 1-2% level. An exception is the ICR region
where the jet pr spectra are relatively poorly aligned for some triggers, and
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Figure 8.16: Unfolding uncertainty propagated to the cross section. The open
circles show the RMS resolution uncertainty obtained by changing resolution
by the total uncertainty and repeating unfolding. The same uncertainty is
obtained by taking a quadratic sum of the resolution uncertainty sources
propagated using the central ansatz (dashed line). The shape uncertainty in
ICR is shown by the dashed line with triangles. The open diamonds show the
ansatz fit uncertainty. The Gaussian unfolding method (full circles) is shown
for comparison, but is not included in the total systematics (solid line).
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the uncertainty grows up to 5%. The JetID, missing-Er cut and VertexID
efficiency uncertainties contribute at a level of about 0.5% or less, except
for 1.5% JetID uncertainty in 0.8 < |y| < 1.2 and about 1% total VertexID
uncertainty in EC. These three are overall the smallest uncertainties in the
analysis.

8.6.4 Summary of uncertainties

The total uncertainty for the inclusive jet cross section is shown in Fig. 8.18.
The dominant uncertainty is JES, but the unfolding (jet pr resolution) un-
certainties are also important particularly at high pr in EC. The 6.1% lumi-
nosity uncertainty is the second most important uncertainty at low pr, and
the third biggest at high pr. At about pr = 150 GeV /¢ in CC the luminosity
uncertainty is roughly equal to the leading JES uncertainty. The uncertain-
ties associated with the efficiency corrections are small in comparison to the
other uncertainties, although the included trigger ratio uncertainty grows
sizable for pr > 190 GeV/c at 1.2 < |y| < 1.6.

8.7 Uncertainty correlations

The correlations between the uncertainties have been studied in detail, and
in most cases the individual uncertainties are provided as a single uncertainty
source. If the uncertainty has inherent decorrelation between rapidity regions
like the residual of the n-dependent corrections, the uncertainty is broken into
smaller sources that span each rapidity region. Similarly, if the uncertainty
has correlation in pr like the central response fit uncertainty, the uncertainty
is factorized into pr dependent parts e.g. by diagonalizing the error matrix
(see Appendix C.2 for details).

The uncertainty sources are considered uncorrelated, and each source de-
scribes how all the points in the measurement move in a fully correlated
fashion for a 1 o uncertainty. The sign of the source can be both positive
and negative. They are essentially “shapes” whose sign tells the direction a
point should move, and the size tells by how much. The total uncertainty
of the measurement in any point is given simply by the quadratic sum of all
the uncertainty sources at that point.

The number of uncertainty sources provided is 48 for JES, 19 for unfolding
with pr resolution (13), rapidity resolution (1), non-Gaussian tails (1) and
ansatz fit (4) uncertainty and 23 for efficiency with trigger ratio (15), JetID
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Figure 8.18: The total systematic uncertainty broken down to its primary
components.
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efficiency (3), vertex efficiency (3) and missing- Er efficiency (2) uncertainties.
The luminosity uncertainty is a single fully correlated source as it only affects
the overall normalization. The total number of uncertainty sources is 91,
many which are combined by shape similarities and size to an effective set of
24 in Sec. 8.11.3. These combined sources are listed in Table 8.9 and their
original components in Tables 8.10-8.12.

8.8 Theory predictions

The theory predictions for inclusive jet cross section are calculated with per-
turbative QCD in next-to-leading-order (NLO) precision with the CTEQ
6.5 [150] and MRST2004 [22] PDF sets. The practical calculations are done
with NLOJET++ [148, 149] and fastNLO [53].

The central CTEQG6.5M prediction uses the factorization and renormalization
scales up = pr = pr. The alternative scale choices pup = pugp = 0.5pr and
ir = pur = 2pr are used to estimate the theory uncertainty on the higher
order corrections. In an all-orders calculation the result does not depend
on the choice of scale, but the dependence enters for a fixed scale when the
higher order terms are omitted. The scales 0.5pr and 2pr are somewhat
arbitrary, but commonly used choices to estimate the theory uncertainty.

The PDF uncertainties are calculated using the set of 20 up and down eigen-
vectors provided by the CTEQ collaboration for the CTEQ6.5M PDF fits.
The MRST2004 PDF set [22] is used as an alternative for CTEQ6.5M for
comparison.

8.8.1 Non-perturbative corrections

The NLO pQCD predictions are corrected for non-perturbative effects to
connect the parton level jets predicted by theory to the measured particle
level jets. The leading non-perturbative corrections are hadronization and
underlying event that, however, cancel to a large extent. Their primary
impact is at low pr. Another small correction is the exclusion of parton
shower muons and neutrinos from the definition of D@ particle jets. This
leads on average to a small additional energy loss in going from parton to
particle level. The muon/neutrino energy loss is in principle accounted for
by the MPF method in -jet events, but the additional topology (MPF)
bias corrections calibrate the JES to the DO particle level. Other particle
jet definitions usually include the muons and neutrinos in the particle jet.
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Replacing the standard D@ cone algorithm with a seedless infrared-safe cone
algorithm, SIScone [151], affects the cross section by 2-8%. The SIScone cor-
rection plots are provided for reference only, because neither DO or CDF cur-
rently implement this algorithm in their standard jet reconstruction. How-
ever, there has been discussion on including this algorithm for future mea-
surements at the Tevatron and LHC. The benefits are a smaller hadroniza-
tion correction that improves the cancellation of non-perturbative corrections
and a more sensible comparison between data and theory due to improved
infrared safety.

The MC corrections have been obtained using Pythia v6.412 with param-
eters for tune QW [56]. The tune QW was obtained by tuning Pythia to
reproduce CDF Run II data with CTEQ6.1M PDF set, whose central pre-
diction is almost identical to that of CTEQ6.5M, but with almost twice as
large uncertainties for the inclusive jet cross section measurement. The new
CTEQ6.5M uncertainties became available in the beginning of 2007 and re-
duced the previous CTEQ6.1M PDEF uncertainties by almost a factor of two
primarily because the definition of the uncertainty changed®. The strong
coupling “constant” is fixed to as(Mz) = 0.118 at the Z boson mass and
uses 2-loop formula for the Q? evolution of a,. The Pythia cross section
is re-weighted in s so that the Pythia parton shower prediction agrees with
NLO pQCD, which again agrees with data.

The correction factors for the theory prediction for hadronization and under-
lying event are shown in Fig. 8.19, along with their product to show the level
of cancellation. The numerical values of these corrections are also listed in
Tables 8.3-8.8. The energy loss correction to data for parton shower muons
and neutrinos is shown in Fig. 8.20 together with the SIScone correction,
which is provided for reference only. The energy loss correction is almost
flat at 1-2%. There is no uncertainty assigned for the small energy loss cor-
rection, but the non-perturbative correction can be estimated as 50% of the
individual corrections added in quadrature.

8.9 Choice of pr binning

The theory predictions and measured jet pr resolution have been used as a
guide to set the bin limits particularly for the high pr region: the highest
bin is required to have Nineory/Vv/ Nsmeared > 1.645, where Nipeory is the lowest

8CTEQ6.1M uses Ax? = 100 that is interpreted as 90% confidence level, whereas
MRST2004 and CTEQ6.5M have Ax? = 50 for the same purpose [152].
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Figure 8.19: Hadronization and underlying event corrections for inclusive
jet cross section theory prediction and their product. The uncertainty is
estimated as 50% of the individual corrections added in quadrature.

expected number of jets from theory for L = 700 pb~! and assuming an av-
erage efficiency of 0.85, Nypeareq 18 the corresponding expected number of jets
after pr smearing, and 1.645 gives the one-sided 95% confidence level. This
requirement gives the optimal pr reach and sensitivity in CC for composite-
ness searches, but limits the maximum unfolding correction in the forward
rapidity so that the measurement is sensitive to the true cross section.

The upper bin edge is chosen such that Nypearea < 0.05 for the overflow bin,
except in ICR where 0.5 and 2.0 events are allowed at pr > 520 GeV /¢ and
pr > 415 GeV/c for 0.8 < |y| < 1.2 and 1.2 < |y| < 1.6, respectively, to
avoid excessively wide last bin. No jets are observed in the overflow bins,
except at 1.2 < |y| < 1.6 where two isolated jets are observed close to
pr = 455 GeV/c (E > 800 GeV). This is in agreement with the predicted
1.7 jets after smearing in this region.

The pr bins are required to be multiples of 5 GeV/c and a minimum of
10 GeV/c, RMS(pr) or 0.1 - pr wide, whichever is highest. The bin widths
are then adjusted to match the trigger pr thresholds so that only one trigger
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Figure 8.20: Correction to data for parton shower muons and neutrinos and
for the seedless cone algorithm, SIScone. The latter is provided for reference
only.

contributes to each pr bin. The minimum width requirement of RMS(pr) is
loosened in ICR so that the final bin widths are comparable to CC and EC.

8.10 Final cross section results

The final cross section corrected for JES (specifically for pr in the inclusive jet
sample), rapidity bias, known inefficiencies and pr and y smearing is shown
in Fig. 8.21 in double logarithmic scale for all the rapidity regions. The choice
of logarithmic z-axis emphasizes the relatively precise low pr measurement.
Overlaid on the plot are the theory predictions using CTEQ 6.5M NLO PDFs
with the theory calculated using pr = ur = pr and corrected for underlying
event and hadronization effects. The different rapidity regions are offset by
powers of two to separate the curves. On logarithmic scale the agreement
between data and theory is good over the full kinematic range. The tabulated
cross sections for data and theory are provided in Tables 8.3-8.8.
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Table 8.3: Jet cross section measurement for 0.0 < |y| < 0.4

pr bin pl%lc’t data systematic statistical theory Non-perturbative corrections
uncertainty uncertainty hadroniz- underlying total

GeV GeV pb/GeV % % pb/GeV ation (%) event (%) %
50-60 54.5 2.310x 107 +10.1,-9.5 0.7 2.085x10% -14.3 +29.9 +11.3
60-70 64.6 8.807x 102 +9.5,-9.0 0.3 7.965x 103 -12.9 +26.0 +9.8
70-80 74.6 3.769x10° +9.3,-8.7 0.5 3.439x103 -11.6 +22.8 +8.5
80-90 84.7 1.758 %103 +9.1,-8.6 0.7 1.629% 103 -10.6 +20.2 +7.5
90-100 94.7 8.926x 102 +9.1,-8.5 1.0 8.301x 102 -9.6 +18.0 +6.6
100-110 104.7 4.826x102 +8.9,-8.4 0.4 4.488x 102 -8.8 +16.1 +5.9
110-120  114.7 2.744x 102 +8.9,-8.3 0.5 2.543x 102 -8.1 +14.6 +5.3
120-130 124.8 1.588%102 +8.9,-8.3 0.3 1.500% 102 -7.5 +13.3 +4.8
130-145 137.0 8.645x 10" +8.9,-8.3 0.4 8.232x 10" -6.9 +12.0 +4.3
145-160 152.0 4.339x 10! +9.0,-8.4 0.5 4.169x 10" -6.2 +10.7 +3.8
160-180 169.3 2.132x 10" +9.1,-8.5 0.3 2.033x10" -5.6 +9.6 +3.4
180-200 189.3 9.813x10° +9.3,-8.7 0.4 9.433%10° -5.0 +8.6 +3.1
200-220 209.4 4.720x10° +9.5,-8.9 0.5 4.603x10° -4.6 +7.8 +2.9
220-240 229.4 2.417x10° +9.8,-9.2 0.6 2.355%10° -4.3 +7.3 +2.7
240-265 251.6 1.177x10° +10.1,-9.5 0.8 1.163x10° -4.0 +6.9 +2.6
265-295 278.8 5.084x 101 +10.6,-10.0 1.1 5.142x10 1 -3.8 +6.5 +2.5
295-325 308.9 2.095x 101 +11.2,-10.6 1.8 2.165x10 1 -3.6 +6.3 +2.4
325-360 341.0 8.178x 102 +12.0,-11.3 2.6 8.880x 102 -3.5 +6.1 +2.4
360-400 378.2 2.901x 102 +13.0,-12.4 4.1 3.238x10 2 -3.4 +6.0 +2.4
400-445 420.2 9.866x 103 +14.5,-13.7 6.6 1.046x1072 -3.3 +5.9 +2.3
445-490 465.2 3.006x 103 +16.5,-15.6 11.8 3.090x1073 -3.3 +5.8 +2.3
490-540 512.1 5.841x10 % +19.1,-18.0 25.8 8.347x10~% -3.3 +5.8 +2.3
540—-665 584.3 8.693x10° +23.8,-22.1 40.8 9.616x10° -3.3 +5.8 +2.3

Table 8.4: Jet cross section measurement for 0.4 < |y| < 0.8

pT bin pl%lc’t data systematic statistical theory Non-perturbative corrections
uncertainty uncertainty hadroniz- underlying total

GeV GeV pb/GeV % % pb/GeV ation (%) event (%) %
50-60 54.5 2.151x10% +10.4,-9.9 0.8 1.976 x10% -14.3 +30.6 +11.9
60-70 64.6 8.092x103 +9.9,-9.4 0.3 7.510x 103 -12.8 +26.4 +10.2
70-80 74.6 3.466x 102 +9.7,-9.2 0.5 3.219x 103 -11.6 +23.1 +8.9
80-90 84.7 1.610x103 +9.6,-9.1 0.7 1.517x 103 -10.5 +20.3 +7.7
90-100 94.7 7.994% 107 +9.6,-9.0 1.0 7.710%x 102 -9.5 +18.0 +6.8
100-110 104.7 4.352x102 +9.5,-8.9 0.4 4.128x 102 -8.7 +16.1 +6.0
110-120  114.7 2.415% 102 +9.5,-8.9 0.6 2.334x10° -8.0 +14.5 +5.4
120-130 124.8 1.409% 102 +9.5,-8.9 0.4 1.365% 107 -7.4 +13.2 +4.8
130-145 137.0 7.639x 10" +9.6,-9.0 0.4 7.422x 10" -6.8 +11.9 +4.3
145-160 152.0 3.806x 10" +9.7,-9.1 0.6 3.721x 10" -6.1 +10.6 +3.8
160-180 169.2 1.812x10% +9.9,-9.3 0.3 1.785%x 101 -5.5 +9.5 +3.4
180-200 189.3 8.108x10° +10.2,-9.6 0.4 8.116x10° -5.0 +8.5 +3.1
200-220 209.4 3.780%10° +10.5,-9.9 0.5 3.868x10° -4.6 +7.8 +2.8
220-240 229.4 1.853x10° +10.8,-10.2 0.7 1.931x10° -4.3 +7.3 +2.7
240-265 251.6 8.716x10 1 +11.3,-10.7 0.9 9.243x10 1 -4.1 +6.9 +2.5
265-295 278.8 3.520x 101 +12.0,-11.4 1.3 3.891x10 1 -3.9 +6.6 +2.5
295-325 308.8 1.379%10~ L +12.9,-12.3 2.1 1.546x107 1 -3.7 +6.4 +2.4
325-360 340.9 5.253x 102 +14.1,-13.4 3.1 5.903x 102 -3.6 +6.2 +2.4
360-400 377.9 1.530%x10~2 +15.8,-15.0 5.3 1.956x1072 -3.6 +6.1 +2.3
400-445 419.9 3.702x 103 +18.1,-17.1 9.8 5.531x 103 -3.5 +6.1 +2.3
445-495 466.6 7.247x10" % +21.5,-20.2 20.4 1.298x1073 -3.5 +6.0 +2.3
495-635 539.3 5.830x10° +27.9,-25.8 40.8 1.081x10~% -3.5 +6.0 +2.3
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Table 8.5: Jet cross section measurement for 0.8 < |y| < 1.2
pr bin p%loc data systematic statistical theory Non-perturbative corrections
uncertainty uncertainty hadroniz- underlying total
GeV GeV pb/GeV % % pb/GeV ation (%) event (%) %
50-60 54.5 1.754x107% +11.2,-10.6 0.8 1.778x10% -14.3 +32.4 +13.5
60-70 64.6 6.575x10° +10.9,-10.3 1.3 6.648 % 103 -12.7 +27.5 +11.4
70-80 74.6 2.785x 103 +10.8,-10.2 2.0 2.828x 102 -11.3 +23.6 +9.7
80-90 84.7 1.283%103 +10.7,-10.1 3.0 1.310x 103 -10.1 +20.5 +8.3
90-100 94.7 6.540x 102 +10.2,-9.6 1.1 6.549x 10> -9.2 +18.0 +7.1
100-110 104.7 3.380x102 +10.2,-9.6 1.5 3.459x 102 -8.4 +15.9 +6.2
110-125 116.9 1.690% 102 +10.2,-9.6 0.5 1.697x 107 -7.6 +14.0 +5.4
125-140 132.0 7.455x 10" +10.3,-9.7 0.8 7.587x 10" -6.8 +12.1 +4.5
140-155 147.0 3.614x10" +10.5,-9.9 0.5 3.600x 10" -6.2 +10.8 +3.9
155-170 162.0 1.795%x 10" +10.7,-10.1 0.8 1.802x 10" -5.7 +9.7 +3.5
170-190 179.2 8.459x10° +11.0,-10.4 1.0 8.522x10° -5.3 +8.9 +3.1
190-210 199.3 3.641x10° +11.6,-11.0 0.6 3.741x10° -5.0 +8.2 +2.8
210-230 219.3 1.633x10° +12.2,-11.5 0.8 1.701 %109 -4.7 +7.7 +2.6
230-250 239.4 7.565x10~ 1 +12.9,-12.3 1.0 7.996x 101 -4.5 +7.4 +2.5
250-270 259.4 3.547x10~ 1 +13.8,-13.1 1.4 3.820x10~ 1 -4.4 +7.1 +2.4
270-300 283.6 1.427x10~1 +15.0,-14.2 1.8 1.575x10~ 1 -4.3 +6.9 +2.3
300-335 315.6 4.088x10~2 +17.0,-16.0 3.0 4.929x10~2 -4.2 +6.8 +2.3
335-375 352.5 1.023x 102 +19.9,-18.7 5.2 1.266x 102 -4.2 +6.7 +2.3
375-415  392.4 | 2.357x1073 +24.3,-22.6 9.9 2.782x10 3 -4.1 +6.7 +2.2
415-520 449.4 1.529%x10~4 +32.0,-28.8 19.6 2.529 X 1074 -4.1 +6.6 +2.2
Table 8.6: Jet cross section measurement for 1.2 < |y| < 1.6
pT bin pl%lc’t data systematic statistical theory Non-perturbative corrections
uncertainty uncertainty hadroniz- underlying total
GeV GeV pb/GeV % % pb/GeV ation (%) event (%) %
50-60 54.5 1.501x107% +12.3,-11.7 0.9 1.509x10% -14.2 +34.7 +15.5
60-70 64.5 5.200x 103 +12.0,-11.5 1.5 5.468x 10> -12.4 +28.6 +12.6
70-80 74.6 2.171x 103 +11.9,-11.4 2.3 2.258x10% -11.0 +24.0 +10.4
80-90 84.6 9.542x102 +11.2,-10.7 0.9 1.019x 103 -9.8 +20.5 +8.6
90-100 94.7 4.594x102 +11.1,-10.6 0.4 4.933%x102 -8.9 +17.7 +7.2
100-110 104.7 2.329x 102 +11.3,-10.7 0.5 2.523x 102 -8.2 +15.6 +6.2
110-125 116.9 1.099% 102 +11.5,-10.9 0.6 1.179x10? -7.5 +13.7 +5.2
125-140 131.9 4.551x10" +11.9,-11.3 1.0 4.928x 10" -6.9 +11.9 +4.2
140-155  147.0 1.986x 10" +12.2,-11.5 0.7 2.165x 10* -6.4 +10.7 +3.6
155-170 162.0 9.150x10° +12.6,-12.0 1.1 9.967x10° -6.1 +9.9 +3.1
170-190  179.2 3.740%x10° +13.3,-12.6 1.4 4.232x10° -5.9 +9.2 +2.8
190-215 201.2 1.231x10° +15.3,-14.6 0.8 1.453x10° -5.6 +8.7 +2.5
215-240 226.2 3.522x10 1 +16.9,-16.1 1.4 4.405x10 1 -5.5 +8.3 +2.3
240-265 251.2 1.073x10~ L +19.3,-18.4 2.1 1.337x10~ 1 -5.4 +8.1 +2.2
265-290 276.2 2.855x 102 +22.3,-21.1 3.7 3.988 %102 -5.4 +8.0 +2.2
290-325 304.8 6.826x 103 +26.7,-25.0 5.6 9.291x1073 -5.3 +7.9 +2.1
325-415 351.9 3.464x10 % +35.5,-32.5 11.5 6.317x10"% -5.3 +7.9 +2.1
Table 8.7: Jet cross section measurement for 1.6 < |y| < 2.0
pT bin p%loc data systematic statistical theory Non-perturbative corrections
uncertainty uncertainty hadroniz- underlying total
GeV GeV pb/GeV % % pb/GeV ation (%) event (%) %
50-60 54.5 1.145x107% +12.2,-11.6 1.0 1.165x10% -14.2 +36.1 +16.9
60-70 64.5 3.985x103 +12.0,-11.4 1.8 4.031x 103 -12.3 +29.0 +13.1
70-80 74.6 1.546x 103 +12.0,-11.4 0.7 1.566x 103 -11.0 +23.8 +10.2
80-90 84.6 6.622x 102 +12.2,-11.6 1.1 6.649% 102 -10.0 +20.1 +8.1
90-100 94.7 2.930x 102 +12.4,-11.8 0.5 2.990x 102 -9.2 +17.4 +6.6
100-110 104.7 1.351x102 +12.8,-12.2 0.7 1.414x10? -8.7 +15.4 +5.4
110-125 116.8 5.651x 10" +13.3,-12.7 0.4 5.923x 10" -8.3 +13.8 +4.4
125-140 131.9 2.019x 10" +14.2,-13.5 0.7 2.130x 10" -7.9 +12.4 +3.5
140-160 148.9 6.296 % 10° +15.4,-14.7 1.1 6.885x10° -7.6 +11.4 +2.9
160-175 166.9 1.910x10° +17.2,-16.4 0.9 2.103x10° -7.5 +10.7 +2.5
175-190 181.9 6.777x10 1 +19.2,-18.3 1.4 7.917x10 1 -7.4 +10.4 +2.3
190-210 198.9 2.148x10 1 +22.1,-20.9 1.8 2.534x10 1 -7.3 +10.2 +2.1
210-235 220.7 4.317x10 2 +27.2,-25.5 3.3 5.526x 102 -7.3 +10.0 +2.0
235-260 245.4 6.053x 103 +35.7,-32.7 7.6 8.876 X103 -7.3 +9.9 +2.0
260—-320 277.7 3.195x 104 +50.8,-44.3 16.4 5.054x 104 -7.3 +9.9 +1.9
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Figure 8.21: The final cross section measurement in double logarithmic scale.

The ratio of data and theory is plotted in Fig. 8.22. The logarithmic z-axis
scale spreads the points evenly and emphasizes the precise low pr data. The
interesting region for both PDF' constraints and new physics searches is at
high pr, but the low pr data is useful for shape constraints. The shaded error
band covers the total systematic uncertainty due to JES, unfolding, luminos-
ity and efficiencies and is centered around the ansatz fit to the measured
data. The dashed lines outline the PDF uncertainty, which is the leading
theoretical uncertainty at about pr > 100GeV/c.

Data and theory agree within experimental and theoretical uncertainties, but
data would seem to favor the lower end of the CTEQ6.5M PDF uncertainty
band. The shape agreement with the MRST2004 PDFs is generally better.
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Table 8.8: Jet cross section measurement for 2.0 < |y| < 2.4

pr bin ps}Ot data systematic statistical theory Non-perturbative corrections
uncertainty uncertainty hadroniz- underlying total

GeV GeV pb/GeV % % pb/GeV ation (%) event (%) %
50-60 54.4 7.075x10° +13.5,-12.9 1.3 7.602x10° -14.6 +36.1 +16.2
60-70 64.5 2.248x 103 +13.8,-13.2 2.3 2.364x10° -13.1 +28.4 +11.6
70-80 74.5 7.326x 102 +14.3,-13.6 1.0 8.193x 102 J12.1 +23.4 +8.5
80-90 84.6 2.685x 102 +15.0,-14.3 1.7 3.013x 102 -11.4 +20.1 +6.4
90-100 94.6 9.869x 10! +15.8,-15.0 0.8 1.151x 102 -11.0 +17.8 +4.9
100-110 104.6 3.845x 10" +16.8,-16.0 1.3 4.547x10" -10.7 +16.3 +3.9
110-120 114.6 1.460% 10" +18.0,-17.2 2.1 1.810x 101 -10.6 +15.3 +3.2
120-130 124.6 5.665x 10° +19.7,-18.7 1.6 7.105x10° -10.5 +14.6 +2.7
130-145 136.6 1.788 %100 +22.2,-21.0 2.2 2.291x10° -10.4 +14.1 +2.3
145-160 151.6 3.722x10 1 +26.6,-24.9 4.6 5.269x 101 -10.3 +13.7 +2.0
160-175  166.5 | 7.711x1072  +32.6,-30.2 3.5 1.120x10~ 1 -10.3 +13.5 +1.8
175-200 184.6 9.782x103 +42.4,-38.2 6.5 1.400%x1072 -10.3 +13.3 +1.7
200-230 209.7 2.689x10 % +65.2,-55.4 18.9 3.864x10~% -10.3 +13.2 +1.6

As can be appreciated, the experimental uncertainties have been reduced
overall to the same level as the current best CTEQ6.5M PDF uncertainties.
The experimental uncertainties are highly correlated, with an average bin-
to-bin correlation of 0.79 and RMS of 0.11, both calculated from the 110 x
110 elements of the correlation matrix shown in Fig. 8.24 excluding the 110
diagonal elements. The measured shape of the data over theory then also
provides strong constraints on the PDFSs, as discussed in the next section.

8.11 Statistical comparison with theory

The experimental uncertainties contain a significant amount of correlation
between pr and rapidity bins that can be used in constraining the theory
PDF uncertainties. The luminosity uncertainty is naturally fully correlated
across all pr and rapidity bins, but the new methods of deriving the JES
uncertainties have also increased bin-to-bin correlations. Some of the largest
JES uncertainties in CC, the electron and photon energy scales, are fully cor-
related across rapidity at fixed pr due to the central-to-forward n-dependent
corrections. The correlation across pr is also strong due to the calibrated
Monte Carlo models used to extrapolate the response to higher pr in CC.
Using dijet events together with y+jets in a combined fit for the JES cal-
ibration has reduced high pr statistical uncertainties also at more forward
rapidities, with the constraints coming directly from data. The new global fit
procedure that is used in most sub-corrections has produced smooth param-
etrizations that have low statistical uncertainty and high level of bin-to-bin
correlation.

Together all the new improvements have increased the overall bin-to-bin cor-
relations shown in Fig. 8.24 to an average level of 0.79, with RMS of 0.11. The
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Figure 8.22: The final cross section measurement compared to next-to-
leading order perturbative QCD theory with CTEQ6.5M PDF set and ad-
ditional corrections to theory for hadronization and underlying event. The
shaded error band covers the systematic experimental uncertainties, while
the error bars show the statistical uncertainty of the measurement. The
dashed lines outline the theoretical uncertainty in the CTEQ parton distri-
bution functions. The dotted line shows the alternative MRST2004 PDF
parametrization for comparison.

correlation information for the experimental uncertainties is broken down to
91 uncertainty sources that are combined to 24 effective sources listed in
Tables 8.13-8.36. The correlation information can be used in a global fit
to the theory with the theory uncertainties represented as a set of sources
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for the PDF, scale, underlying event and hadronization correction uncer-
tainties. This allows the shape of the measured cross section to be used to
provide additional constraints for the theory (PDFs). The most significant
PDF uncertainty correlation information is readily available from the CTEQ
collaboration as a set of 20 eigenvector pairs representing independent up
and down variations of the PDFs [150]. These eigenvectors estimate a confi-
dence range such that, within this range, the fit to every data set used in the
global fit is within its 90% confidence level. The cross section uncertainties
corresponding to these PDF eigenvector pairs are shown in Fig. 8.23. The
uncertainty over most of the kinematic range is dominated by a single pair
of eigenvectors, the pair #13. This corresponds to the uncertainty in the
high-z gluon PDF.

The correlation information encoded in the uncertainty sources s can be
visualized by calculating the correlation p between bins z; and z; using

Oy, = Zsi(zz), (8.34)
oy = D sE(x), (8.35)

oz, ;) = : ’ (8.36)

The bins are ordered first by pr, then by rapidity such that the index 7 of
point x; = (pry,y:) is i(x;) = 6 X i(pr,;) + i(y;). The full 110 x 110 matrix
of correlation information is shown in Fig. 8.24. The correlation is clearly
strongest for the bins close to each other in the (pr,y) space.

8.11.1 The x? minimization procedure

The first step in determining the statistical agreement between data and
theory is to define a x? function for the comparison. Such a function is
obtained by allowing the data z; or the central theory prediction ¢; to be
shifted by an amount 9, ;(e) for each bin ¢ and source k and then adding the
shifts €, to the x?

i 0; ti 1 0.k (€x
o= Z{ZE + Dk ,k(ék)Az( + 2w O (ew) ] +Z€k+zek’

i 7, uncorr

_ Z{xﬁ%g”“e’“ ] +Zek, (8.37)

i 7,uncorr
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Figure 8.23: The 20 PDF eigenvector pairs from CTEQ6.5M fit propagated
to the inclusive jet cross section. The dashed line shows the total PDF uncer-
tainty, and solid lines show individual eigenvectors. The dominant eigenvec-
tor pair #13 is singled out, as well as pairs #15 and #17 that are dominant
at high pr in the forward region.

where the special case €, = £1 corresponds to a &1 o shift for the uncertainty
source k and A, yncorr gives the total uncorrelated uncertainty for each bin
i. The former summations with & and &’ are taken over data and theory
sources, respectively. The latter summations over sources include both data
and theory uncertainties, but with theory shifts getting an implicit minus
sign. The x? function is adapted from Ref. [153] and the method is generally



CHAPTER 8. DATA ANALYSIS 215

ly=00 04 08 12 16 2024

T

Bin-to-bin correlation
correlation
coo

bin index (6xi(y) + i(p

20 40 60 80 100
bin index (6xi(y) + i(p,))

Figure 8.24: Bin-to-bin correlation for the cross section measurement uncer-
tainties. The bins are ordered first in pp, then in rapidity, such that each
large “box” is a single rapidity bin. The same correlations are shown as (a)
a color map, and (b) a lego plot.

the same as used by the CTEQ collaboration.

The number of degrees of freedom (NDF) for the x? in Eq. 8.37 is the same
as the number of data points x;, 110. Although there are 91 sources &; x(ex)
for data and 20 sources 6;x(¢€),) for PDFs and a corresponding number of
parameters ¢, and €, these do not affect the overall NDF because they are
constrained by the additional penalty points. A priori the €, and €, are
expected to be Gaussian distributed with mean 0 and RMS of 1.

The simplest choice for the shift §; (ex) is to make it a linear function of e
[153]
dik(er) = exor, (8.38)

where oF is the one standard deviation uncertainty for source k. The mini-
mum x? of Eq. 8.37 can be obtained by fitting the parameters ¢, that describe
both the data and theory systematics to get a good agreement between data
and theory. However, with d; x(ex) set as in Eq. 8.38, the partial derivatives
of Eq. 8.37 result in linear set of equations for ¢

82
5?; =22

k

J
xk+2j €03, — tg

2
k,uncorr

op + 26 =0, (8.39)

which is solved directly to find the minimum x2. The summation indexes in
Eq. 8.39 have been renamed in anticipation of the next step. Equation 8.39
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can be reordered and written in linear algebra notation

Ax = ¢, where (8.40)

Ay = 2-<i%j>+zﬁgﬂ, (8.41)

T = €, k | (8.42)

¢ = Zw (8.43)
. uncorr

The matrix equation Eq. 8.40 is solved using standard linear algebra packages
(ROOT [94] TMatrixD) for matrix inversion

r=A""c (8.44)

where A~! denotes the inverse of the matrix A.

As a practical detail, the o}, are in general not symmetric so the A;; and
¢; do actually depend on the signs of ¢;. This is solved by iterating the
matrix inversion a few times (up to a maximum of 100) and selecting the o},
according to the sign of ¢;. In normal cases 2-3 iterations are enough to find
a stable solution, but if some parameters are very close to zero the iteration
can end up flipping their sign back and forth. However, in these cases all the
allowed solutions would be practically identical.

A more elegant solution to deal with the o} being asymmetric and Eq. 8.38
being non-derivative at ¢, = 0 is to choose a quadratic formulation for the

shifts [153]
+k —k "

o " — o, o " — o,
6i,k(€k> = €L L 9 L + 62%, (845)
where the positive and negative uncertainties are explicitly written in the
same equation, and the choice does not implicitly depend on €, anymore.

Equation 8.45 agrees with Eq. 8.38 at ¢, = +1 and is derivative at ¢, = 0.

The draw-back of using the quadratic Eq. 8.45 is that substitution back to
Eq. 8.37 and taking partial derivatives does not result in a system of linear
equations anymore and an analytical solution for the minimum y? is not
easy (if even possible) to come by. The minimum of Eq. 8.37 is therefore
solved using standard y? minimization techniques implemented in the Minuit
package [154]. The solution for the linear problem is used as an initial guess
for the quadratic case, and the minimization quickly converges to a minimum
close to the linear case. The minimization procedure automatically returns
the error matrix and estimates of the ¢, uncertainties.
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8.11.2 Global fit results

Figure 8.25 shows the level of constraint the current data set can impose on
the PDF uncertainties (shaded band) if the overall scale and non-perturbative
correction uncertainties in the theory can be ignored in the context of the
global fit. The error band and the data uncertainties represent a 68% con-
fidence level, whereas the CTEQ6.5M PDF fit uncertainties are quoted to
represent a 90% confidence level agreement with all data sets. To account for
this difference in the choice of confidence levels, the theory shifts in Eq. 8.37
are weighted by a factor of 1.645, which scales the theory uncertainty to 68%
confidence level. The resulting change in the fit is quite small as the theory
shifts represent a minimal contribution to the overall 2 compared to the
experimental shifts: x4 = 4.1 compared to experimental ngp = 37.0.

The minimum x? for the Eq. 8.37 modified with theory scale of 1.645 is 135.2,
when fitted with the CTEQ6.5M set of PDF uncertainties shown in Fig. 8.23.
The number of degrees of freedom in the fit is equal to the number of data
points, 110. This gives x?*/NDF = 1.23, which is reasonable compared to
the expectation of 1.00, but not perfect. The x?/NDF has an expected
variation proportional to the number of degrees of freedom, Ax?/NDF =
\/2/N, which in this case is 0.13. The corresponding x? probability? for the
fluctuation of +0.23 is 5.2%, which is improbable, but not impossible. The
data and theory have possibly some shape disagreement, which, however, is
not obvious by eye, or the degree of freedom for the uncertainty sources has
been slightly underestimated. The latter option is favored by the observations
with the effective set of sources, as discussed in Sec. 8.11.3.

The present global fit does not include the theory scale uncertainty or non-
perturbative correction uncertainty to avoid issues with the overall scaling
between data and theory. The CTEQ6.5M set of PDFEs has been fitted to
different data sets with a fixed choice of factorization and renormalization
scales and a fixed description non-perturbative corrections. Using only the
PDF uncertainties then provides a stringent test of consistency against all the
other data sets used for the PDF fits, and of the validity of pQCD itself. The
agreement between data and theory is good even when limiting the overall
scale and low pp freedom of the theory. Comparing Fig. 8.25 to the set of
PDF eigenvectors in Fig. 8.23, the data seems to favor the lower high-z gluon
PDF (PDF #13). Taking the correlation matrix of the fit at face value, the
PDF eigenvector #13 has a favored value of —0.30 £ 0.09, which is among
the highest shift to fit uncertainty ratios for the theory parameters.

9See e.g. http://www.fourmilab.ch/rpkp/experiments/analysis/chiCalc.html
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Figure 8.25: Data shifted by the amount favored by the global fit over the
original theory in the central rapidity. The PDF uncertainty from the global
fit (shaded band) is drawn around the shifted theory (center of the band).
Also shown on the plot are the x? for points in the bins (bin) against the
shifted theory, experimental (exp) and theoretical (th) uncertainty shifts, and
the global fit total for all bins X7, = X2, + X3 + D_j, Xtins- Lhe NDF for the
experimental and theoretical shifts equals the number of sources, the NDF
for the bins and the global fit total equals the number of measurements.

8.11.3 Effective correlations

The detailed global fit results in Sec. 8.11.2 were obtained using a relatively
large number (91) of systematic sources for data, listed in Tables 8.10-8.11.
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This number is comparable to the total number of experimental systematic
sources used e.g. by the CTEQ collaboration in their global PDF fits for more
than twenty data sets |20], where the typical number of systematic sources
is less than ten per data set. Many other groups rely on even less elaborate
approaches to statistical analysis in their global fits. As a purely practical
matter, the reduction in number and regrouping of the systematic sources
benefits the communication of the results across the high-energy physics com-
munity. The current set of 91 systematic sources for 110 data points rep-
resents a fairly large table with about 10,000 entries. From a physics point
of view the re-analysis of uncertainty correlations provides insight to their
reliability and highlights the most important contributions.

Many of the systematic sources are small in magnitude and/or highly cor-
related in shape with other sources. Some of the sources are statistical in
nature and could be reasonably assigned as uncorrelated in the analysis. This
subsection describes a systematic approach to regroup and reduce the num-
ber of sources, without significantly impacting the overall quality of the fits
or complicating the physical interpretation of the largest and most significant
systematic sources.

The traditional interpretation of sources as independent uncertainties re-
quires that the sum of all sources in quadrature must equal the total system-
atic uncertainty. When combining sources in pairs, they must consequently
be added in quadrature. The second observation is that the set of all lin-
ear combinations of sources represents the overall freedom the global fit has.
Unless the sources are linearly dependent (i.e. paired sources have the same
shape), adding sources in quadrature will lose some of this freedom. Excessive
loss of fit freedom can be avoided by pairing only sources with similar shapes
whose orthogonal components (defined later) are small. Finally, adding a
source to the statistical uncertainty will generally reduce correlations unless
the source exhibits large anticorrelation between bins. This can be used to
compensate the increase in correlation from source pairings.

To turn the above observations into a robust systematic approach for re-
grouping the sources it is necessary to define the notions of source size, shape
similarity and orthogonality analytically. The natural measure for the size
of a source is the impact it has on the overall y? when shifted by 1 o around
the minimum. To aid in writing the definitions let us first define an inner
product for sources h and g as

(h-g)= > b i (8.46)

ic€bins _ stat
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The size, or norm, of a source h can be written using this notation as

||h|| = v/(h - h). (8.47)

The shape similarity of two sources h and g can be quantified by calculating
their correlation, which is written in the notation of Eq. 8.46 as

_ (h-g)
Pl Tlgll

This definitions yields 1.0 if the sources are fully correlated, -1.0 if fully
anti-correlated and 0.0 if completely uncorrelated. The allowed values for p
fall between these extrema. The source g can be broken into a component
that is fully correlated with source h and another component that is fully
uncorrelated by considering a linear transformation

(8.48)

g =g—ah. (8.49)
When the orthogonality of h and ¢’ is defined in terms of the inner product,
hlg={(-g)=0, (8.50)

the Eq. 8.49 and Eq. 8.50 yield together

(h-g)
= ) 8.51
= (8.51)
The ¢’ is now the orthogonal component that is fully uncorrelated with
source h. It is easy to show that (¢'-¢') < (g-¢g) and (¢'-¢') = (g9-¢g) &
hllg, (¢'-¢') =0 < h L g. Small values of ||¢'|| indicate that the sources
can be combined with little impact on the freedom of the global fit.

In the practical regrouping procedure, the sources coming from statistical
uncertainties in fits are first assigned as uncorrelated to compensate later
artificial increase in correlations. This is particularly well-motivated for com-
bined sources from resolution fits, because these are not broken into a large
number of eigenvectors and as such overestimate the correlations across pr.
The same is true for the sources coming from 7-dependence and ansatz fits.
These sources are also fairly small in size. In contrast, the CC response fit
sources are not assigned uncorrelated because the n-dependent JES correc-
tions cause these sources to be fully correlated across rapidity for given pr.
They are also fairly large in magnitude and are provided as proper eigenvec-
tor factorizations to describe the correlation in pr.

The remaining statistical and non-statistical sources are sorted in their size
and are then iteratively recombined with other sources most similar in shape
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and having smallest orthogonal components. As a practical rule of thumb,
the sources are combined when their correlation is more than 80-90% and
the orthogonal components have a norm smaller than 0.1. In comparison,
the largest individual source, luminosity, has a norm of 0.7 and the total
uncorrelated uncertainty has a norm of 0.45, which would rank as the 9%
largest source.

A few exceptions to the above general rules have been made. The trigger ratio
sources are small and are mostly expected to deviate in the same direction
above and below JT 65TT trigger'® for consecutive triggers so these are
regrouped even when the correlation between sources is relatively small. The
EM scale and detector showering sources are very similar in shape and have
a fairly small orthogonal component, but they are also some of the largest
sources and represent distinct physical sources and are kept separate.

At the end of the iterative procedure the remaining set of sources no longer
has any pairings with an orthogonal component less than 0.1 for the five most
similar sources (with the exception of EM scale and detector showering). The
smallest of the remaining sources has a norm of 0.10. The final reduced set
has 23 correlated sources and one fully uncorrelated one, which is a significant
reduction compared to the original 91 sources. It should be noted that the
minimal set should have at least twelve sources to describe the decorrelations
between six rapidity regions and low and high pr ends for each region. The
reduced set of 23 correlated sources and the total uncorrelated uncertainty
are provided in Tables 8.13-8.36. The components of these sources (from the
original set of 91) are listed in Table 8.9.

The global fit with CTEQ6.5 PDF uncertainties for the reduced set of 24
sources is shown in Fig. 8.26. The horizontal bars indicate the uncorrelated
systematic uncertainty, whereas the lines show the statistical uncertainty.
The shaded band shows the uncertainty for the shifted theory calculated
using the correlation matrix of the fit. The fit is statistically compatible
with the result for the full set of 91 sources shown in Fig. 8.25. The fit
X?/NDF of 97.4/110 for the reduced set is also comparable to the x>/ NDF =
135.2/110 for the full set. The reduction in the x? is due to assigning several
fit uncertainty sources as fully uncorrelated. Most of these sources have
not been factorized to eigenvectors and as such overestimate the correlations
across pr, yielding larger y2.

The distribution of shifts of data uncertainties in the global fit with the

10The most likely candidate for the small deviations of trigger ratios from 1.0 is the
instantaneous luminosity dependence of PMT response in ICR. The average instantaneous
luminosity increases almost monotonically with trigger pr.
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Figure 8.26: Data shifted by the amount favored by the global fit over the
original theory in the central rapidity for a reduced set of experimental un-
certainty sources. The PDF uncertainty from the global fit (shaded band) is
drawn around the shifted theory (center of the band).

reduced set has an RMS of 0.91 and is compatible with a Gaussian distribu-
tion, as shown in Fig. 8.27(a). The x? for the data shifts is 22.1 for the 23
sources, and the total x>/NDF is 97.4/110. This follows the a priori statis-
tical assumptions for data uncertainties: RMS of 1.0, Gaussian distribution,
Xoxp = Msources = 23 and Xio, = Npoints = 110.

In contrast, the full set has RMS of 0.64 and a large number of sources with
near-zero shifts, as shown in Fig. 8.27(b). The total x* for data shifts is 37.0
for the 91 sources and the total x?/NDF is 135.2/110. This deviates slightly
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from the a prior: statistical assumptions and may be a consequence of having
some systematic sources with non-physical shapes on the other hand, and
some non-factorized fit uncertainty sources with too little pr decorrelation
on the other. Visually and by looking at the x?, for different bins the full
set behaves slightly more as expected: x%, /N DF(bin) ~ 1.0, point-by-point
fluctuations proportional to the statistical and uncorrelated uncertainties.
In conclusion, both the reduced and full set can be estimated to be equally
physical, albeit slightly different descriptions of the uncertainty correlation
information.
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Figure 8.27: Observed shifts of the data uncertainties in the global fit of the
CTEQG6.5 PDF eigenvector set to data in the case of (a) reduced set of 23
correlated and one fully uncorrelated uncertainty, and of (b) full set of 91
correlated uncertainties.

Five representative leading sources of the reduced set, the total uncorrelated
uncertainty and the total uncertainty are shown in Fig. 8.28 for CC and EC.
These sources summarize nicely the leading systematics for the measurement:
the EM scale uncertainty comes from the calibration of the EM calorimeter
using Z — ete” events, which is the first step in the JES calibration. The
photon energy scale includes the uncertainty in the MC description of the
difference in the electron and photon responses and the uncertainty in the
amount of dead material in front of the calorimeter, which affects the response
difference as a function of pr. The high pr uncertainty is due to differences
in the fragmentation models of Pythia and Herwig, which leads to additional
uncertainty in the high pr extrapolation of the central response. The ra-
pidity decorrelation uncertainty summarizes the uncertainty in the relative
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response calibration between calorimeter regions and the detector showering
uncertainty is primarily the uncertainty in the goodness-of-fit to showering
templates in data. The detector showering uncertainty also includes signif-
icant contributions from other uncertainties in the showering measurement,
such as sample purity, choice of AR matching between particle jets and re-
constructed jets and the difference between tunes A and QW of Pythia. The
source with the largest norm is the fully correlated luminosity uncertainty of
6.1%, which is not shown on the plot.
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Figure 8.28: Five leading uncertainty sources, the total uncorrelated uncer-
tainty and the total correlated uncertainty in CC and EC. The fully correlated
luminosity uncertainty of 6.1% is not shown on the plot.
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Overall it is evident that the leading sources of uncertainty in the measure-
ment are due to the absolute response calibration in the central calorimeter
and the overall normalization (luminosity). This leads to partially corre-
lated uncertainty across pr and full correlation across rapidity. The rapidity
decorrelation uncertainties are sizable, but significantly smaller in compari-
son. By exploiting the change in shape across rapidity for different sources
the global fit can further constrain the PDFSs, as indicated by the significantly
reduced uncertainty band in Fig. 8.26 and Fig. 8.25 compared to the original
experimental uncertainty in Fig. 8.22.
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8.12 MC closure of methods

The full analysis chain has been repeated on Monte Carlo and compared
to the truth level answer to test the validity of the methods used in this
analysis. This testing has been particularly useful to verify that the JES and
resolution corrections are applied consistently, that no correction factors are
applied twice and that the final result is indeed given at the D@ particle jet
level. Not less important is it to test that the analysis programs are free of
programming errors, “bugs”, that could affect the results.

Figure 8.29 shows the MC cross section measurement versus particle level
jet pr spectrum that has been smoothed!! with a fifth order logarithmic
polynomial. The JES and jet py resolutions are both corrected back to
MC truth level to avoid the large uncertainties otherwise coming from these
sources. The uncertainty band reflects the statistical uncertainty in the JES
and pr resolution fits in MC truth, and the uncertainty of the ansatz fit in
reconstructed MC. The JES and jet pr resolutions were individually tested
for MC closure in Chapters 6 and 7.

The MC efficiencies differ slightly from data so these have been redeter-
mined from MC. The vertex acceptance has no luminosity dependence and
the vertex distribution is Gaussian with o = 25 cm. This gives a flat vertex
acceptance of 95.5%. The calorimeter failure rate in MC (due to ZB overlay
including bad events) is 2.8%. The Monte Carlo weights are normalized to
a luminosity of 1.0 fb~! before the bad LBN removal (4.4%) and event qual-
ity cuts, but after removing duplicate events. The JetID efficiency is about
99.0%. The muon/neutrino correction is applied to both reco and particle
jets (2% on the cross section).

The reconstructed jets have been matched to particle jets within AR < 0.35
at pr < 100 GeV/c to avoid contamination by minimum bias (non-hard
scatter) jets from the ZB overlay. In data the contribution from MB jets
is automatically normalized by luminosity and does not affect the result. In
MC the low pr bins, e.g. the 5-10 GeV /c bin, get occasional hard scatter jets
from the ZB overlay, which can end up in bins at pr > 50 GeV/c. Because
the lowest pr bins have very large relative weights (thousands), a single jet
or two can significantly impact the overall cross-section. In practice this is
seen by the MC cross section going up by tens of percent, with an equally
large error bar for the affected bins. The matching step stabilizes the low pr
measurement, but does not otherwise affect the result.

11 The measured cross section is the local average of the particle level spectrum due to
smearing so the smoothing removes some extra jumpiness from the particle level spectrum.
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Figure 8.29: Monte Carlo closure of the methods used in this analysis. Both
JES and jet pr resolutions are taken directly from MC truth, as are the
various efficiencies. The error band indicates the uncertainty in the truth
level fits for JES and JER and the uncertainty in the ansatz fit.

As can be appreciated in Fig. 8.29, the analysis methods close well within
the closure uncertainty, which is primarily coming from the truth level fits to
the JES and resolution. The ansatz fit in reconstructed MC also contributes
a little in the forward region. The closure uncertainty is dominated by the
MC statistics, but it is significantly smaller than the measurement systematic

uncer

tainty in data.
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Table 8.9: Description and components of the uncertainty sources listed in
Tables 8.13-8.36. The components are described in Tables 8.10-8.11.

Source Description Components
duncorr | Uncorrelated uncertainty | jes 049, jes 021, jes 020, jes 023,
jes 022, jes 025, jes 024, jes 026,
jes 029, jes 033, jes_ 047, jer 000,
jer 001, jer 002, jer 003, jer 004,
jer 005, jeu_ 000, jeu 001, jeu 002,
jeu_ 003
dsys001 EM energy scale jes_ 000, jes 010
dsys002 Photon energy scale jes_ 002, jes 001, jes 006, jes 009
dsys003 | High pr extrapolation jes_ 005
dsys004 n-intercalibration jes_016, jes 017
dsys005 Detector showering jes 037, jes 034, jes 036, jes 038,
jes 044
dsys006 Luminosity lum 000, vtx 000, vtx_ 001
dsys007 n-intercalibration jes_011
dsys008 n-intercalibration jes_ 012, jes 013
dsys009 n-intercalibration jes_ 014, jes 015
dsys010 JES resolution bias jes_ 018, jes 031, jes 030
dsys011 Resolution method jer 012
dsys012 Non-Gaussian tails jus_ 000, jid 002, jid 001, met_ 000
dsys013 Zero-suppression jes_ 028, jes 027, jes 035, jes 048
dsys014 Resolution jer 006, jer 007
dsys015 n-intercalibration fit jes_ 019
dsys016 JES MPF bias jes_ 040, jid 000, jer 008
dsys017 JES MPF bias jes_ 041
dsys018 Rapidity unfolding jrr 000
dsys019 Trigger matching trg 013, trg 014, trg_ 008, trg_ 009,
trg 003, trg 004, met 001
dsys020 Dijet response fit jes 042
dsys021 Dijet response fit jes 043, jes 046, jes 004, jes 003,
jes 032, jes 045, jer 009, jer 010,
jer 011, vtx 002
dsys022 Trigger matching trg 005, trg_ 006, trg 000, trg 010,
trg 007, trg 011, trg 002, trg_ 001,
trg 012
dsys023 CC response fit jes 008
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Table 8.10: Description of the source components. The enumerators, if pro-
vided, are used in jetcorr/JESErrors and qcd jet caf/JERErrors classes.

Component | Description | Enumerator

Jet energy scale (JES)
jes 000 EM energy scale kEmScale
jes_001 Dead material kRjetMaterial
jes_002 Photon energy scale kPhShower
jes_003 Photon sample purity kRjetPurity
jes_004 EM-jet background kRjetBkgrShift
jes 005 High-pp extrapolation RjetHighPTFrag
jes_ 006 PDF uncertainty at high pr kRjetHighPTPDF
jes 008 Fit in CC kRjetCCStat0
jes_009 Fit in CC kRjetCCStatl
jes_010 Fit in CC kRjetCCStat2
jes 011 n-intercalibration in CC kEtaAvgResEta0
jes 012 n-intercalibration in IC kEtaAvgResEtal
jes 013 n-intercalibration in IC kEtaAvgResEta 1
jes 014 n-intercalibration in EC kEtaAvgResEta2
jes 015 n-intercalibration in EC kEtaAvgResEta 2
jes 016 n-intercalibration in EC kEtaAvgResEta3
jes 017 n-intercalibration in EC kEtaAvgResEta 3
jes 018 JES resolution bias kEtaDijetResBiasEta
jes_019 7 fit in CC kEtaStatEta0
jes_ 020 n fit in IC kEtaStatEtal
jes 021 n fit in IC kEtaStatEta 1
jes 022 n fit in EC kEtaStatEta2
jes 023 n fit in EC kEtaStatEta 2
jes 024 7 fit in EC kEtaStatEta3
jes 025 n fit in EC kEtaStatEta 3
jes 026 Zero suppression bias (ZSb) kZSStat
jes 027 ZSb number of vertexes kZSSysNPV
jes 028 ZSb jet matching kZSSysDR
jes_029 MPF method bias (MPFb) kMPFStat
jes_030 MPFb Pythia vs. Herwig kMPFPhysics
jes 031 MPFbD scaling kMPFScaling
jes 032 MPF jet matching kMPFdR
jes 033 Detector showering (Shw) kShwStat
jes 034 Shw sample purity kShwPurity
jes 035 Shw scaling kShwScaling
jes 036 Shw jet mathing kShwdR
jes 037 Shw template fits kShwGOF
jes 038 Shw Tune A vs. Tune DW kShwTune
jes 040 MPFb for dijets kMPFDijetEta0
jes 041 MPFD for dijets kMPFDijetEtal
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Table 8.11: Description of the source components. The enumerators, if pro-
vided, are used in jetcorr/JESErrors and qcd jet caf/JERErrors classes.

Component | Description | Enumerator
Jet energy scale (JES)
jes 042 Dijet CC response kRdijetCCStat0
jes 043 Dijet CC response kRdijetCCStatl
jes_044 Dijet CC response kRdijetCCStat2
jes_ 045 Dijet CC response kRdijetCCStat3
jes 046 Inclusive jet response kRincljetSys
jes 047 Offset kOffsetStat
jes 048 Offset systematics kOffsetSys
jes 049 Empty placeholder kRemainder
Jet pr resolution
jer 000 Fit in CC kStatCC1
jer 001 Fit in CC kStatCC2
jer 002 Fit in ICR kStatIC1
jer 003 Fit in ICR kStatIC2
jer 004 Fit in EC kStatEC1
jer 005 Fit in EC kStatEC2
jer 006 Fit residual kFitSys
jer 007 Soft radiation correction kKsoftSys
jer 008 Particle level imbalance kPtclSys
jer 009 Noise in CC kNoiseSysCC
jer 010 Noise in IC kNoiseSysIC
jer 011 Noise in EC kNoiseSysEC
jer 012 Method closure kClosureSys
Jet pr unfolding
jeu 000 Unfolding
jeu 001 Unfolding
jeu 002 Unfolding
jeu 003 Unfolding
Jet identification (JetID)
jid 000 JetID in CC
jid_001 JetID in IC
jid 002 JetID in EC
Rapidity unfolding
jrr__ 000 | Rapidity unfolding |
Jet pr resolution shape in unfolding
jus_000 | Unfolding shape |
Luminosity
lum 000 | Luminosity |
Missing-Er (MET) cut
met_ 000 MET
met_ 001 MET
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Table 8.12: Description of the source components. The enumerators, if pro-
vided, are used in jetcorr/JESErrors and qcd jet caf/JERErrors classes.

Component | Description | Enumerator
Trigger matching

trg_ 000 JT_15TT / JT_25TT

trg_001 JT 25TT / JT_45TT

trg_002 JT_45TT / JT_65TT

trg_ 003 JT_95TT / JT_65TT

trg_ 004 JT 125TT / JT_95TT

trg 005 JT 15TT /JT 25TT in IC
trg_ 006 JT _25TT / JT_45TT in IC
trg_ 007 JT _45TT /JT_65TT in IC
trg 008 JT 95TT / JT 65TT in IC
trg 009 JT 125TT / JT 95TT in IC
trg 010 JT 15TT /JT 25TT in IC
trg 011 JT _25TT / JT_45TT in IC
trg 012 JT _45TT /JT_65TT in IC
trg 013 JT_95TT / JT_65TT in IC
trg 014 JT 125TT / JT 95TT in IC
Vertex acceptance and identification

vtx 000 Vertex
vtx 001 Vertex
vtx_ 002 Vertex

Table 8.13: Uncertainty sources for |y| < 0.4.

x1 x2 duncorr(%) dsys001(%) dsys002(%) dsys003(%) dsys004(%) dsys005(%)
50 60 +1.0,-1.0 +2.6,-2.6 +2.1,-2.0 +0.0,+0.0 +0.0,+0.0 +2.7,-2.6
60 70 +0.8,-0.8 +2.6,-2.6 +2.2,-2.2 +0.0,+0.0 +0.0,+0.0 +2.7,-2.6
70 80 40.7,-0.7 42.6,-2.6 +2.4,-2.3 -0.1,40.1 +0.0,+0.0 +2.7,-2.6
80 90 +0.6,-0.6 +2.7,-2.6 +2.5,-2.4 -0.1,40.1 +0.0,+0.0 +2.7,-2.7
90 100 +0.6,-0.6 +2.7,-2.6 +2.6,-2.6 40.1,-0.1 +0.0,+0.0 +2.8,-2.7
100 110 +0.5,-0.5 +2.7,-2.6 +2.7,-2.7 40.2,-0.2 +0.0,+0.0 +2.8,-2.8
110 120 +0.5,-0.5 +2.7,-2.7 +2.8,-2.8 40.4,-0.4 +0.0,+0.0 +2.9,-2.8
120 130 +0.5,-0.5 +2.8,-2.7 +3.0,-2.9 40.5,-0.5 +0.0,+0.0 +2.9,-2.9
130 145 +0.5,-0.5 +2.8,-2.7 +3.1,-3.0 40.7,-0.7 +0.0,+0.0 +3.0,-3.0
145 160 +0.5,-0.5 +2.9,-2.8 +3.3,-3.2 40.9,-0.9 +0.0,+0.0 +3.1,-3.0
160 180 +0.5,-0.5 +3.0,-2.9 +3.5,-3.4 +1.1,-1.1 +0.0,+0.0 +3.2,-3.2
180 200 +0.5,-0.5 +3.1,-3.0 +3.7,-3.6 +1.4,-1.4 +0.0,+0.0 +3.4,-3.3
200 220 +0.5,-0.5 +3.2,-3.1 +4.0,-3.9 +1.7,-1.7 +0.0,40.0 +3.5,-3.4
220 240 +40.5,-0.5 +3.3,-3.2 +4.3,-4.1 +2.0,-2.0 +40.0,40.0 +3.6,-3.6
240 265 +0.6,-0.6 +3.5,-3.4 +4.6,-4.4 +2.4,-2.3 +40.0,40.0 +3.8,-3.7
265 295 +0.6,-0.6 +3.7,-3.5 +5.0,-4.8 +2.8,-2.7 +0.0,+0.0 +4.0,-3.9
295 325 +0.7,-0.7 +3.9,-3.8 +5.5,-5.3 +3.4,-3.3 +0.0,+0.0 +4.2,-4.1
325 360 +0.8,-0.8 +4.2,-4.1 +6.0,-5.8 +4.0,-3.9 +0.0,40.0 +4.5,-4.4
360 400 +1.0,-1.0 +4.6,-4.4 +6.8,-6.5 +4.8,-4.6 +0.0,+0.0 +4.9,-4.7
400 445 +1.2,-1.2 +5.1,-4.9 +7.8,-7.4 +5.9,-5.6 +0.0,+0.0 +5.3,-5.2
445 490 +1.5,-1.5 +5.8,-5.5 +9.0,-8.5 +7.4,-6.9 +0.0,+0.0 +5.9,-5.7
490 540 +2.0,-2.1 46.6,-6.2 +10.5,-9.9 +9.1,-8.4 +0.0,+0.0 +6.6,-6.3
540 665 +3.0,-3.1 +8.0,-7.5 +13.1,-12.2 +12.2,-10.9 +0.0,+0.0 +7.9,-7.5
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Table 8.14: Uncertainty sources for |y| < 0.4.

x1 x2 dsys006(%) dsys007(%) dsys008(%) dsys009(%) dsys010(%) dsys011(%)
50 60 +6.5,-5.8 +0.5,-0.5 +0.0,+0.0 +0.0,+0.0 +1.0,-1.0 +0.4,-0.4
60 70 +6.5,-5.8 +40.5,-0.5 +0.0,40.0 +40.0,4+0.0 +40.9,-0.8 +40.3,-0.3
70 80 +6.5,-5.8 +40.5,-0.5 +0.0,40.0 +40.0,4+0.0 +40.8,-0.8 +40.3,-0.3
80 90 +6.5,-5.8 +40.5,-0.5 +0.0,40.0 +40.0,4+0.0 40.7,-0.7 140.2,-0.2
90 100 +6.5,-5.8 +40.5,-0.5 +0.0,40.0 +40.0,4+0.0 10.6,-0.6 140.2,-0.2
100 110 +6.5,-5.8 +0.5,-0.5 +0.0,+0.0 +0.0,+0.0 +0.6,-0.6 +0.2,-0.2
110 120 +6.5,-5.8 +0.5,-0.5 +0.0,+0.0 +0.0,+0.0 +0.6,-0.6 +0.2,-0.2
120 130 +6.5,-5.8 +0.5,-0.5 +0.0,+0.0 +0.0,+0.0 +0.6,-0.6 +0.2,-0.2
130 145 +6.5,-5.8 +0.6,-0.6 +0.0,4+0.0 +0.0,4+0.0 +0.5,-0.5 +0.2,-0.2
145 160 +6.5,-5.8 +0.6,-0.6 +0.0,4+0.0 +0.0,4+0.0 +0.5,-0.5 +0.2,-0.2
160 180 +6.5,-5.8 +0.6,-0.6 +0.0,4+0.0 +0.0,4+0.0 +0.5,-0.5 +0.2,-0.2
180 200 +6.5,-5.8 10.6.-0.6 +0.0,4+0.0 +0.0,4+0.0 +0.5,-0.5 +0.1,-0.1
200 220 +6.5,-5.8 +0.6,-0.6 +0.0,4+0.0 +0.0,4+0.0 +0.5,-0.5 +0.1,-0.1
220 240 +6.5,-5.8 +0.5,-0.5 +0.0,4+0.0 +0.0,4+0.0 +0.5,-0.5 +0.1,-0.1
240 265 +6.5,-5.8 +0.5,-0.5 +0.0,4+0.0 +0.0,4+0.0 +0.5,-0.5 +0.1,-0.1
265 295 +6.5,-5.8 +0.4,-0.4 +0.0,4+0.0 +0.0,4+0.0 +0.5,-0.5 +0.1,-0.1
205 325 +6.5,-5.8 +0.4,-0.4 +0.0,4+0.0 +0.0,4+0.0 +0.6,-0.6 +0.1,-0.1
325 360 +6.5,-5.8 +0.4,-0.4 +0.0,+0.0 +0.0,+0.0 +0.6,-0.6 +0.1,-0.1
360 400 +6.5,-5.8 +40.4,-0.4 +0.0,40.0 40.0,40.0 10.6,-0.6 40.1,-0.1
400 445 +6.5,-5.8 +0.6,-0.6 +0.0,+0.0 +0.0,+0.0 +0.7,-0.7 +0.2,-0.2
445 490 +6.5,-5.8 +0.8,-0.8 +0.0,+0.0 +0.0,+0.0 +0.8,-0.8 +0.2,-0.2
490 540 +6.5,-5.8 +1.3,-1.3 +0.0,40.0 +40.0,4+0.0 40.9,-0.9 140.2,-0.2
540 665 +6.5,-5.8 +1.5,-1.5 40.0,40.0 40.0,40.0 41.0,-1.0 140.2,-0.2
Table 8.15: Uncertainty sources for |y| < 0.4.
x1 x2 dsys012(%) dsys013(%) dsys014(%) dsys015(%) dsys016(%) dsys017(%)
50 60 +0.3,-0.3 +3.2,-3.2 +1.1,-1.1 +0.0,+0.0 +2.3,-2.3 +0.0,+0.0
60 70 +0.2,-0.2 +2.9,-2.9 +0.9,-0.9 +0.0,+0.0 +2.1,-2.1 +0.0,+0.0
70 80 40.1.-0.2 12727 +0.8,-0.8 +0.0,4+0.0 41.0-1.9 +0.0,4+0.0
80 20 +0.1,-0.2 +2.5,-2.5 +0.8,-0.8 +0.0,4+0.0 +1.8,-1.8 +0.0,4+0.0
90 100 +0.1,-0.1 +2.3,-2.3 +0.7,-0.7 +0.0,4+0.0 +1.7,-1.7 +0.0,4+0.0
100 110 +0.1,-0.1 +2.2,-2.2 +0.7,-0.7 +0.0,4+0.0 +1.6,-1.6 +0.0,4+0.0
110 120 +0.1,-0.1 +2.1,-2.0 +0.6,-0.6 +0.0,+0.0 +1.5,-1.5 +0.0,+0.0
120 130 40.1,-0.1 142.0,-1.9 10.6,-0.6 40.0,40.0 41.5,-1.6 +40.0,4+0.0
130 145 +0.2,-0.1 +1.8,-1.8 +0.6,-0.6 +0.0,+0.0 +1.6,-1.6 +0.0,+0.0
145 160 +0.1,-0.1 +1.7,-1.7 +0.6,-0.6 +0.0,+0.0 +1.6,-1.6 +0.0,+0.0
160 180 +0.1,-0.1 +1.6,-1.6 +0.6,-0.6 +0.0,+0.0 +1.6,-1.6 +0.0,+0.0
180 200 40.1,-0.1 11.5,-1.4 10.6,-0.6 40.0,40.0 41.7,-1.7 40.0,40.0
200 220 +40.1,-0.1 +1.4,-1.3 +0.6,-0.6 +0.0,40.0 +1.7,-1.7 +0.0,40.0
220 240 +40.1,-0.1 +1.3,-1.3 +0.6,-0.6 +0.0,40.0 +1.8,-1.8 +0.0,40.0
240 265 +40.1,-0.1 +1.2,-1.2 +0.6,-0.6 +0.0,40.0 +1.9,-1.9 +0.0,40.0
265 295 +0.1,-0.1 +1.1,-1.1 +0.7,-0.7 +0.0,4+0.0 +2.0,-2.0 +0.0,+0.0
205 325 +0.1,-0.1 +1.1,-1.1 +0.7,-0.7 +0.0,4+0.0 +2.1,-2.1 +0.0,4+0.0
325 360 +0.1,-0.1 +1.0,-1.0 40.8-0.8 +0.0,4+0.0 +2.3,-2.3 +0.0,4+0.0
360 400 +0.1,-0.1 +1.0,-1.0 +0.9,-0.9 +0.0,4+0.0 +2.6,-2.6 +0.0,4+0.0
400 445 +0.1,-0.1 +1.0,-1.0 +1.1,-1.1 +0.0,4+0.0 +3.0,-3.0 +0.0,4+0.0
445 490 +0.1,-0.1 +1.1,-1.1 +1.3,-1.3 +0.0,4+0.0 +3.5,-3.5 +0.0,4+0.0
490 540 +0.1,-0.1 +1.2,-1.2 +1.7,-1.7 +0.0,4+0.0 +4.2,-4.1 +0.0,4+0.0
540 665 +0.1,-0.1 +1.4,1.3 +2.4,-2.4 +0.0,40.0 +5.5,-5.4 +0.0,4+0.0
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Table 8.16: Uncertainty sources for |y| < 0.4.

x1 x2 dsys018(%) dsys019(%) dsys020(%) dsys021(%) dsys022(%) dsys023(%)
50 60 F0.1,-0.1 10.2,0.2 12,71.2 130,38 F21,2.1 20.3,10.3
60 70 +40.1,-0.1 +0.2,-0.2 S1.7,41.7 +3.0,-3.0 +1.4,-1.4 -0.3,40.3
70 80 +40.0,-0.0 +40.2,-0.2 -1.9,+2.0 +2.4,-2.3 +1.4,-1.4 -0.4,40.4
80 90 +40.0,-0.0 +0.2,-0.2 -2.0,+2.1 +1.9,-1.8 +1.4,-1.4 -0.4,40.4
90 100 +0.0,-0.0 +0.2,-0.2 -2.0,+2.1 +1.5,-1.5 +1.4,-1.4 -0.4,40.4
100 110 +40.0,-0.0 +0.2,-0.2 -2.0,4+2.0 +1.2,-1.2 +1.0,-1.0 -0.4,40.4
110 120 +40.0,-0.0 +0.2,-0.2 -1.9,42.0 +0.9,-0.9 +1.0,-1.0 -0.4,40.4
120 130 +0.0,-0.0 +0.2,-0.2 -1.8,+1.9 +0.7,-0.7 +0.0,+0.0 -0.4,40.4
130 145 +0.0,-0.0 +0.5,-0.5 (17,417 +0.6,-0.6 +0.0,4+0.0 20.4,40.4
145 160 +0.0,-0.0 +0.5,-0.5 [1.5,4+1.5 +0.4,-0.4 +0.0,4+0.0 -0.3,40.3
160 180 +0.0,-0.0 +0.7,-0.7 [1.3,41.3 +0.3,-0.3 +0.0,4+0.0 -0.3,40.3
180 200 +0.0,-0.0 +0.7,-0.7 21.0,4+1.0 +0.3,-0.3 +0.0,4+0.0 0.2,40.2
200 220 +0.0,-0.0 +0.9,-0.9 20.7,40.7 +0.4,-0.4 +0.0,4+0.0 0.2,40.2
220 240 +0.0,-0.0 +0.9,-0.9 20.5,40.5 +0.4,-0.4 +0.0,4+0.0 0.1,40.1
240 265 +0.0,-0.0 +0.9,-0.9 20.2,40.2 +0.5,-0.5 +0.0,4+0.0 +0.1,-0.1
265 295 +0.0,-0.0 +0.9,-0.9 +0.1,-0.1 +0.6,-0.6 +0.0,4+0.0 +0.2,-0.2
205 325 +0.0,-0.0 +0.9,-0.9 +0.4,-0.4 +0.7,-0.7 +0.0,4+0.0 +0.4,-0.4
325 360 +0.0,-0.0 +0.9,-0.9 +0.7,-0.7 +0.7,-0.7 +0.0,+0.0 +0.7,-0.7
360 400 +0.0,-0.0 +0.9,-0.9 +1.0,-0.9 +0.8,-0.8 +0.0,+0.0 +1.0,-1.0
400 445 +0.0,-0.0 +0.9,-0.9 +1.1,-1.1 +0.9,-0.9 +0.0,+0.0 +1.5,-1.5
445 490 +40.0,-0.0 +0.9,-0.9 +1.2,-1.2 +0.9,-0.9 +0.0,+0.0 +2.2,-2.1
490 540 +40.0,-0.0 +0.9,-0.9 +1.1,-1.1 +1.0,-1.0 +0.0,+0.0 +3.0,-2.9
540 665 +40.0,-0.0 +40.9,-0.9 140.5,-0.5 11.2,-1.2 40.0,40.0 14.5,-4.3
Table 8.17: Uncertainty sources for 0.4 < |y| < 0.8.
x1 x2 duncorr (%) dsys001(%) dsys002(%) dsys003(%) dsys004(%) dsys005(%)
50 60 11,11 12.7,2.6 122,22 10.0,10.0 $0.0,70.0 12.8,2.7
60 70 +0.9,-0.9 +2.7,-2.6 +2.4,-2.3 20.2,40.2 +0.0,+0.0 +2.8,-2.7
70 80 +0.8,-0.8 42.7-2.6 +2.5,-2.5 -0.0,40.0 +0.0,+0.0 +2.8,-2.7
80 90 +0.7,-0.7 +2.7,-2.6 +2.6,-2.6 +0.2,-0.2 +0.0,+0.0 +2.8,-2.8
90 100 +0.6,-0.6 +2.7,-2.6 +2.8,-2.7 +0.3,-0.3 +0.0,+0.0 +2.9,-2.8
100 110 +0.6,-0.6 +2.8,-2.7 +2.9,-2.9 +0.5,-0.5 +0.0,+0.0 +3.0,-2.9
110 120 +0.6,-0.6 +2.8,-2.7 +3.0,-3.0 +0. 7, 0.7 +0.0,+0.0 +3.0,-3.0
120 130 +0.6,-0.6 +2.8,-2.8 +3.2,-3.1 +0.8,-0.8 +0.0,+0.0 +3.1,-3.0
130 145 +0.6,-0.6 +2.9,-2.8 +3.3,-3.3 +1.0,-1.0 +0.0,+0.0 +3.2,-3.1
145 160 +0.5,-0.6 +3.0,-2.9 +3.5,-3.5 +1.3,-1.2 +0.0,+0.0 +3.3,-3.2
160 180 +0.6,-0.6 +3.1,-3.0 +3.8,-3.7 +1.5,-1.5 +0.0,+0.0 +3.4,-3.4
180 200 +0.6,-0.6 +3.2,-3.1 +4.1,-4.0 +1.9,-1.8 +0.0,+0.0 +3.6,-3.5
200 220 +0.6,-0.6 +3.4,-3.3 +4.4,4.2 +2.2,-2.2 +0.0,40.0 +3.8,-3.7
220 240 +0.7,-0.7 +3.5,-3.4 +4.7,-4.6 +2.6,-2.5 +0.0,+0.0 +4.0,-3.9
240 265 +0.7,-0.7 +3.7,-3.6 +5.1,-4.9 +3.0,-2.9 +0.0,+0.0 +4.2,-4.1
265 205 +0.8,-0.8 +4.0,-3.8 +5.6,-5.4 +3.5,-3.4 +0.0,4+0.0 +4.5,-4.3
205 325 +0.9,-0.9 +4.3,-4.2 +6.2,-6.0 +4.2,-4.0 +0.0,+0.0 +4.8,-4.7
325 360 +1.1,-1.1 +4.7,-4.5 +7.0,-6.7 +5.0,-4.8 +0.0,+0.0 +5.2,-5.0
360 400 +1.3,-1.3 +5.3,-5.0 47076 +6.1,-5.8 +0.0,+0.0 +5.7,-5.5
400 445 +1.8,-1.8 +6.0,-5.7 +9.3,-8.8 +7.6,-7.0 +0.0,+0.0 +6.4,-6.1
445 495 +2.4,-2.4 +7.0,-6.6 +11.1,-10.4 +9.6,78.8 +0.0,+0.0 +7.3,-7.0
495 635 +3.7,-3.8 +8.6,-8.0 +14.1,-13.0 +13.1,-11.7 +0.0,+0.0 +8.8,-8.3
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Table 8.18: Uncertainty sources for 0.4 < |y| < 0.8.

x1 x2 dsys006(%) dsys007(%) dsys008(%) dsys009(%) dsys010(%) dsys011(%)
50 60 +6.5,-5.8 +2.6,-2.5 +0.0,+0.0 +0.0,+0.0 +1.3,-1.3 -1.2,+1.2
60 70 +6.5,-5.8 +2.6,-2.5 +0.0,40.0 +40.0,4+0.0 +1.2,-1.2 -1.0,4+1.0
70 80 +6.5,-5.8 +2.6,-2.5 +0.0,4+0.0 +0.0,4+0.0 +1.1,-1.1 -0.8,40.8
80 20 +6.5,-5.8 +2.6,-2.6 +0.0,4+0.0 +0.0,4+0.0 +1.1,-1.0 0.7,40.6
90 100 +6.5,-5.8 +2.7,-2.6 +0.0,4+0.0 +0.0,4+0.0 +1.0,-1.0 -0.5,40.5
100 110 +6.5,-5.8 +2.7,-2.6 +0.0,4+0.0 +0.0,4+0.0 +1.0,-1.0 -0.5,40.4
110 120 +6.5,-5.8 +2.8,-2.7 +0.0,4+0.0 +0.0,4+0.0 +1.0,-1.0 20.4,40.4
120 130 +6.5,-5.8 +2.8,-2.7 +0.0,4+0.0 +0.0,4+0.0 +1.0,-1.0 -0.3,40.3
130 145 +6.5,-5.8 +2.9,-2.8 +0.0,4+0.0 +0.0,4+0.0 +1.0,-1.0 -0.3,40.3
145 160 +6.5,-5.8 +3.0,-2.9 +0.0,4+0.0 +0.0,4+0.0 +1.0,-1.0 0.2,40.2
160 180 +6.5,-5.8 +3.1,-3.0 +0.0,4+0.0 +0.0,4+0.0 +1.0,-1.0 0.1,40.1
180 200 +6.5,-5.8 +3.2,-3.0 +0.0,+0.0 +0.0,+0.0 +1.0,-1.0 -0.0,+0.0
200 220 +6.5,-5.8 +3.2,-3.1 +0.0,40.0 +40.0,4+0.0 H1.1,-1.1 +40.0,-0.0
220 240 +6.5,-5.8 +3.2,-3.1 +0.0,+0.0 +0.0,+0.0 +1.1,-1.1 +0.1,-0.1
240 265 +6.5,-5.8 +3.3,-3.2 +0.0,40.0 +0.0,40.0 +1.2,-1.1 +0.2,-0.2
265 295 +6.5,-5.8 +3.5,-3.4 +0.0,+0.0 +0.0,+0.0 +1.2,-1.2 +0.3,-0.3
295 325 +6.5,-5.8 +3.8,-3.7 +0.0,+0.0 +0.0,+0.0 +1.3,-1.3 +0.4,-0.4
325 360 +6.5,-5.8 +4.2,-4.0 +0.0,+0.0 +0.0,+0.0 +1.4,-1.4 +0.5,-0.5
360 400 +6.5,-5.8 +4.8,-4.6 +0.0,+0.0 +0.0,+0.0 +1.5,-1.5 +0.8,-0.8
400 445 +6.5,-5.8 +5.5,-5.2 +0.0,40.0 +0.0,40.0 +1.7,-1.7 +1.1,-1.1
445 495 +6.5,-5.8 +6.8,-6.4 +0.0,4+0.0 +0.0,4+0.0 +2.0,-1.9 +1.6,-1.6
495 635 +6.5,-5.8 +9.8,-9.0 +0.0,4+0.0 +0.0,40.0 +2.4,-2.4 +2.6,-2.6
Table 8.19: Uncertainty sources for 0.4 < |y| < 0.8.
x1 x2 dsys012(%) dsys013(%) dsys014(%) dsys015(%) dsys016(%) dsys017(%)
50 60 $0.5,-0.4 +3.4,3.3 F1.2,-1.2 10.4,04 F2.4,22 F0.0,10.0
60 70 40.3,-0.2 +3.1,-3.0 H1.1,-1.1 +0.4,-0.4 +2.1,-1.9 +0.0,4+0.0
70 80 +0.2,-0.1 +2.8,-2.8 +1.0,-1.0 +0.4,-0.4 +1.9,-1.7 +0.0,4+0.0
80 20 +0.2,-0.1 12,626 +0.9,-0.9 +0.4,-0.4 +1.7,-1.6 +0.0,+0.0
90 100 +0.2,-0.1 +2.4,-2.4 +0.8,-0.8 +0.4,-0.4 +1.6,-1.5 +0.0,+0.0
100 110 +0.2,-0.1 +2.3,-2.3 +0.8,-0.8 +0.4,-0.4 +1.5,-1.4 +0.0,+0.0
110 120 +0.2,-0.1 +2.2,-2.1 +0.8,-0.8 +0.4,-0.4 +1.4,-1.4 +0.0,+0.0
120 130 +0.2,-0.1 +2.0,-2.0 +0.7,-0.7 +0.4,-0.4 +1.4,-1.4 +0.0,+0.0
130 145 40.2,-0.2 +1.9,-1.9 +0.7,-0.7 +0.4,-0.4 +1.5,-1.4 +0.0,+0.0
145 160 +0.2,-0.1 +1.8,-1.8 +0.7,-0.7 +0.4,-0.4 +1.5,-1.5 +0.0,+0.0
160 180 +0.2,-0.1 +1.7,-1.7 +0.7,-0.7 +0.4,-0.4 +1.6,-1.5 +0.0,+0.0
180 200 +0.2,-0.1 +1.6,-1.5 +0.7,-0.7 +0.5,-0.5 +1.6,-1.6 +0.0,+0.0
200 220 +40.2,-0.1 +1.5,-1.5 +0.7,-0.7 +40.5,-0.5 +1.7,-1.7 +40.0,40.0
220 240 +40.1,-0.1 +1.4,-1.4 +0.8,-0.8 +40.5,-0.5 +1.8,-1.8 +40.0,40.0
240 265 40.1,-0.1 +1.3,-1.3 40.8,-0.8 +0.6,-0.6 +1.9,-1.9 +0.0,4+0.0
265 295 +40.1,-0.1 +1.3,-1.3 +0.9,-0.9 +40.8,-0.8 +2.1,-2.0 +40.0,40.0
295 325 +40.1,-0.1 +1.2,-1.2 +1.0,-1.0 +1.0,-1.0 +2.3,-2.3 +0.0,40.0
325 360 +40.1,-0.1 +1.2,-1.2 +1.1,-1.1 +1.3,-1.3 +2.6,-2.5 +0.0,40.0
360 400 +0.1,-0.1 +1.2,-1.2 +1.3,-1.3 +1.8,-1.8 +3.0,-2.9 +0.0,+0.0
400 445 +0.1,-0.1 +1.3,-1.2 +1.6,-1.6 +2.3,-2.2 +3.5,-3.5 +0.0,+0.0
445 495 +0.1,-0.1 +1.3-1.3 +2.1,-2.1 +3.0,-2.9 +4.4,-4.3 +0.0,4+0.0
495 635 +0.1,-0.1 +1.6,-1.5 +3.1,-3.1 +4.3-4.1 +6.1,-5.9 +0.0,4+0.0
Table 8.20: Uncertainty sources for 0.4 < |y| < 0.8.
x1 x2 dsys018(%) dsys019(%) dsys020(%) dsys021(%) dsys022(%) dsys023(%)
50 60 $0.0,-0.0 $0.2,-0.2 1.2,11.2 +3.4,3.3 F21,2.1 20.3,10.3
60 70 +40.0,-0.0 +40.2,-0.2 S1L7,4+1.7 +2.6,-2.5 +1.4,-1.4 -0.3,40.3
70 80 +0.0,-0.0 +0.2,-0.2 -1.9,+2.0 +2.0,-2.0 +1.4,-1.4 -0.4,40.4
80 20 +0.0,-0.0 +0.2,-0.2 2.0,42.1 +1.6,-1.6 +1.4,-1.4 20.4,40.4
90 100 +0.0,-0.0 +0.2,-0.2 2.1,42.1 +1.3,-1.2 +1.4,-1.4 20.4,40.4
100 110 +0.0,-0.0 +0.2,-0.2 2.0,42.1 +1.0,-1.0 +1.0,71 0 20.4,40.4
110 120 +0.0,-0.0 +0.2,-0.2 21.9,42.0 +0.8,-0.8 +1.0,-1.0 20.4,40.4
120 130 +0.0,-0.0 +0.2,-0.2 [1.8,4+1.9 +0.6,-0.6 +0.0,4+0.0 20.4,40.4
130 145 +0.0,-0.0 +0.5,-0.5 (17,417 +0.5,-0.5 +0.0,4+0.0 20.4,40.4
145 160 +0.0,-0.0 +0.5,-0.5 [1.5,4+1.5 +0.4,-0.4 +0.0,4+0.0 -0.3,40.4
160 180 +0.0,-0.0 +0.7,-0.7 [1.3,41.3 +0.3,-0.3 +0.0,4+0.0 -0.3,40.3
180 200 +0.0,-0.0 +0.7,-0.7 -1.0,+1.0 +0.3,-0.3 +0.0,+0.0 -0.2,4+0.2
200 220 +0.0,-0.0 +0.9,-0.9 -0.7,+0.7 +0.4,-0.4 +0.0,+0.0 -0.1,+0.1
220 240 +0.0,-0.0 +0.9,-0.9 -0.5,+0.5 +0.4,-0.4 +0.0,+0.0 -0.0,+0.0
240 265 +0.0,-0.0 +0.9,-0.9 -0.2,+0.2 +0.5,—0.5 +0.0,+0.0 +0.1,-0.1
265 295 +0.0,-0.0 +0.9,-0.9 +0.2,-0.2 +0.6,-0.6 +0.0,+0.0 +0.3,-0.3
295 325 +0.0,-0.0 +0.9,-0.9 +0.5,-0.5 +0.7,-0.7 +0.0,+0.0 +0.5,-0.5
325 360 +0.0,-0.0 +0.9,-0.9 +0.8,-0.8 +0.8,-0.8 +0.0,+0.0 +0.8,-0.8
360 400 +40.0,-0.0 +40.9,-0.9 H1.1,-1.1 +40.9,-0.9 +0.0,40.0 +1.2,-1.2
400 445 +0.1,-0.1 +0.9,-0.9 +1.3,-1.3 +1.0,-1.0 +0.0,+0.0 +1.8,-1.8
445 495 +0.1,-0.1 +0.9,-0.9 +1.4,-1.4 +1.1,-1.1 +0.0,4+0.0 +2.7,-2.6
495 635 +0.3,-0.3 +0.9,-0.9 +1.1,-1.1 +1.2,-1.2 +0.0,4+0.0 +4.2,4.1
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Table 8.21: Uncertainty sources for 0.8 < |y| < 1.2.

x1 x2 duncorr(%) dsys001(%) dsys002(%) dsys003(%) dsys004(%) dsys005(%)
50 60 +1.5,-1.5 +2.7,-2.6 +2.4,-2.4 -0.0,+0.0 +0.0,+0.0 +2.9,-2.8
60 70 +1.2,-1.3 +2.7,-2.6 +2.6,-2.6 +0.2,-0.2 +0.0,+0.0 +2.9,2.8
70 80 +1.1,-1.1 +2.7,-2.6 +2.8,2.7 +0.4,-0.4 +0.0,+0.0 +2.9,2.8
80 90 +1.0,-1.0 +2.7,-2.6 +2.9,2.8 +0.6,-0.6 +0.0,+0.0 +3.0,-2.9
90 100 +0.9,-0.9 +2.8,-2.7 +3.1,-3.0 +0.8,-0.8 +0.0,+0.0 +3.0,-3.0
100 110 +0.9,-0.9 +2.8,-2.7 +3.2,-3.1 +1.0,-1.0 +0.0,+0.0 +3.1,-3.0
110 125 +0.8,-0.8 +2.9,2.8 +3.4,-3.3 +1.3,-1.2 +0.0,+0.0 +3.2,-3.1
125 140 +0.8,-0.8 +3.0,-2.9 +3.6,-3.5 +1.6,-1.5 +0.0,+0.0 +3.3,-3.3
140 155 +0.8,-0.8 +3.1,-3.0 +3.9,-3.8 +1.8,-1.8 +0.0,+0.0 +3.5,-3.4
155 170 +0.9,-0.9 +3.2,-3.1 +4.1,-4.0 +2.1,-2.1 +0.0,+0.0 +3.6,-3.5
170 190 +1.0,-1.0 +3.3,-3.2 +4.4,-4.3 +2.5,-2.4 +0.0,+0.0 +3.8,-3.7
190 210 +1.1,-1.1 +3.5,-3.4 +4.8,-4.6 +2.9,-2.8 +0.0,+0.0 +4.0,-3.9
210 230 +1.2,-1.2 +3.7,-3.6 +5.2,-5.0 +3.3,-3.2 +0.0,+0.0 +4.3,-4.2
230 250 +1.3,-1.3 +4.0,-3.8 +5.6,-5.4 +3.8,-3.6 +0.0,+0.0 +4.6,-4.4
250 270 +1.5,-1.5 +4.2,-4.1 +6.1,-5.9 +4.3,-4.1 +0.0,+0.0 +4.8,-4.7
270 300 +1.8,-1.8 +4.6,-4.4 +6.7,-6.5 +5.0,-4.8 +0.0,+0.0 +5.2,-5.1
300 335 +2.3,-2.3 +5.1,-4.9 +7.7,-7.3 +6.0,-5.7 +0.0,+0.0 +5.7,-5.6
335 375 +3.1,-3.1 +5.8,-5.5 +9.0,-8.5 +7.4,-6.9 +0.0,+0.0 +6.5,-6.2
375 415 +4.5,-4.5 +6.7,-6.3 +10.7,-10.0 +9.4,-8.6 +0.0,+0.0 +7.4,-7.0
415 520 +7.1,-7.0 +8.0,-7.5 +13.2,-12.2 +12.5,-11.1 +0.0,+0.0 +8.7,-8.2
Table 8.22: Uncertainty sources for 0.8 < |y| < 1.2.
x1 x2 dsys006(%) dsys007(%) dsys008(%) dsys009(%) dsys010(%) dsys011(%)
50 60 +6.5,-5.8 +2.6,-2.5 +0.0,+0.0 +0.0,+0.0 +2.0,-1.9 -0.9,+0.9
60 70 +6.5,-5.8 +2.6,-2.5 +0.0,40.0 +0.0,+0.0 +1.8,-1.8 -0.9,40.9
70 80 +6.5,-5.8 +2.6,-2.5 +0.0,40.0 +0.0,+0.0 +1.7,-1.7 -1.0,41.0
80 90 +6.5,-5.8 +2.7,-2.6 +0.0,40.0 +0.0,+0.0 +1.7,-1.7 -1.0,41.0
90 100 +6.5,-5.8 +2.7,-2.6 +0.0,40.0 +0.0,+0.0 +1.7,-1.7 S1.1,41.1
100 110 +6.5,-5.8 +2.8,2.7 +0.0,40.0 +0.0,+0.0 +1.7,-1.7 S1.1,41.1
110 125 +6.5,-5.8 +2.8,2.8 +0.0,40.0 +0.0,+0.0 +1.7,-1.7 S1.2,41.2
125 140 +6.5,-5.8 +2.9,2.8 +0.0,40.0 +0.0,+0.0 +1.7,-1.7 1.3,+1.3
140 155 +6.5,-5.8 +3.1,-3.0 +0.0,40.0 +0.0,+0.0 +1.8,-1.8 1.4,41.4
155 170 +6.5,-5.8 +3.2,-3.1 +0.0,40.0 +0.0,+0.0 +1.8,-1.8 “1.5,41.5
170 190 +6.5,-5.8 +3.3,-3.2 +0.0,+0.0 +0.0,+0.0 +1.9,-1.9 -1.7,+1.7
190 210 +6.5,-5.8 +3.5,-3.3 +0.0,+0.0 +0.0,+0.0 +2.0,-2.0 -1.9,+1.9
210 230 +6.5,-5.8 +3.7,-3.6 +0.0,+0.0 +0.0,+0.0 +2.1,-2.1 -2.2,+2.2
230 250 +6.5,-5.8 +4.0,-3.9 +0.0,+0.0 +0.0,+0.0 2.2,-2.2 -2.4,+2.4
250 270 +6.5,-5.8 +4.4,-4.3 +0.0,+0.0 +0.0,+0.0 2.3,-2.3 -2.8,+2.8
270 300 +6.5,-5.8 +5.1,-4.8 +0.0,+0.0 +0.0,+0.0 2.5,-2.4 -3.3,+3.3
300 335 +6.5,-5.8 +6.1,-5.8 +0.0,+0.0 +0.0,+0.0 2.7,-2.7 -4.0,+4.1
335 375 +6.5,-5.8 +7.8,-7.2 +0.0,+0.0 +0.0,+0.0 .1,-3.0 -5.2,+5.4
375 415 +6.5,-5.8 +10.3,-9.4 +0.0,+0.0 +0.0,+0.0 .6,-3.5 -6.9,+7.3
415 520 +6.5,-5.8 +14.6,-12.8 +0.0,40.0 +0.0,+0.0 +4.3,-4.2 29.9,+11.0
Table 8.23: Uncertainty sources for 0.8 < |y| < 1.2.
x1 x2 dsys012(%) dsys013(%) dsys014(%) dsys015(%) dsys016(%) dsys017(%)
50 60 12.4,-1.6 13.4,-3.4 +1.6,-1.6 10.6,-0.6 12.2,-2.2 $0.0,10.0
60 70 +2.1,-1.4 +3.1,-3.1 +1.5,-1.5 +0.6,-0.6 +1.9,-1.9 +0.0,+0.0
70 80 +1.9,-1.3 12.9.-2.9 +1.4,1.4 +0.6,-0.6 +1.7,-1.7 +0.0,+0.0
80 90 +1.8,-1.2 +2.7,-2.7 +1.3,-1.3 +0.6,-0.5 +1.6,-1.5 +0.0,+0.0
90 100 +1.8,-1.2 +2.5,2.5 +1.3,-1.3 +0.5,-0.5 +1.4,1.4 +0.0,+0.0
100 110 +1.7,-1.2 +2.4,2.4 +1.2,-1.2 +0.6,-0.6 +1.3,-1.3 +0.0,+0.0
110 125 +1.7,-1.1 +2.3,-2.2 +1.2,-1.2 +0.6,-0.6 +1.3,-1.3 +0.0,+0.0
125 140 +1.7,-1.1 +2.1,-2.1 +1.2,-1.2 +0.6,-0.6 +1.3,-1.3 +0.0,+0.0
140 155 +1.7,-1.2 +2.0,-2.0 +1.2,-1.2 +0.6,-0.6 +1.3,-1.3 +0.0,+0.0
155 170 +1.7,-1.2 +1.9,-1.9 +1.3,-1.3 +0.6,-0.6 +1.4,-1.3 +0.0,+0.0
170 190 +1.7,-1.2 +1.8,-1.8 +1.3,-1.3 +0.6,-0.6 +1.4,-1.4 +0.0,+0.0
190 210 +1.7,-1.2 +1.7,-1.7 +1.4,-1.4 +0.7,-0.7 +1.5,-1.5 +0.0,+0.0
210 230 +1.8,-1.2 +1.6,-1.6 +1.5,-1.5 +0.9,-0.8 +1.6,-1.6 +0.0,+0.0
230 250 +1.8,-1.2 +1.6,-1.6 +1.7,-1.7 +1.0,-1.0 +1.7,-1.6 +0.0,+0.0
250 270 +1.9,-1.2 +1.6,-1.5 +1.8,-1.8 41.2,-1.2 +1.8,-1.7 +0.0,+0.0
270 300 +2.1,-1.3 +1.5,-1.5 +2.1,-2.1 +1.4,-1.4 +1.9,-1.9 +40.0,40.0
300 335 +2.3,-1.4 +1.5,-1.5 +2.5,-2.5 +1.7,-1.7 +2.1,-2.1 +40.0,40.0
335 375 +2.8,-1.6 +1.5,-1.5 +3.2,-3.1 +2.1,-2.0 +2.4,-2.3 +40.0,40.0
375 415 +3.7,-2.0 +1.6,-1.6 +4.2,-4.0 +2.7,-2.7 +2.8,-2.7 +0.0,+0.0
415 520 +6.0,-3.1 +1.7,-1.7 +6.0,-5.7 +3.8,-3.6 +3.3,-3.2 +0.0,+0.0
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Table 8.24: Uncertainty sources for 0.8 < |y| < 1.2.

x1 x2 dsys018(%) dsys019(%) dsys020(%) dsys021(%) dsys022(%) dsys023(%)
50 60 $0.0,0.0 $0.2,0.2 13,113 $2.7,2.6 +3.9,3.0 20.3,10.3
60 70 +40.0,-0.0 +0.2,-0.2 J1.8,+1.8 +2.1,-2.0 +3.9,-3.9 -0.3,40.3
70 80 +40.0,-0.0 +0.2,-0.2 22.0,+2.0 +1.6,-1.6 +3.9,-3.9 -0.4,40.4
80 90 +40.0,-0.0 +0.2,-0.2 -2.1,+2.1 +1.3,-1.3 +3.9,-3.9 -0.4,40.4
90 100 +40.0,-0.0 +0.2,-0.2 -2.1,+2.1 +1.1,-1.1 +2.0,-2.0 -0.4,40.4
100 110 +40.0,-0.0 +0.2,-0.2 -2.0,+2.1 +0.9,-0.9 +2.0,-2.0 -0.4,40.4
110 125 +40.0,-0.0 +0.2,-0.2 21.9,+2.0 +0.7,-0.7 +1.4,1.4 -0.4,40.4
125 140 +40.0,-0.0 +0.2,-0.2 J1.8,+1.8 +0.5,-0.5 +1.4,1.4 -0.4,40.4
140 155 +40.0,-0.0 +0.5,-0.5 _1.6,+1.6 +0.4,-0.4 +0.0,40.0 -0.4,40.4
155 170 +0.0,-0.0 +0.5,-0.5 -1.4,+1.4 +0.2,-0.2 +0.0,+0.0 -0.3,+0.3
170 190 +0.0,-0.0 +0.5,-0.5 -1.2,+1.2 +0.2,-0.2 +0.0,+0.0 -0.3,+0.3
190 210 +0.0,-0.0 +1.2,-1.2 -0.9,+0.9 +0.3,-0.3 +0.0,+0.0 -0.2,+0.2
210 230 +0.0,-0.0 +1.2,-1.2 -0.6,+0.6 +0.4,-0.4 +0.0,+0.0 -0.1,+0.1
230 250 +0.0,-0.0 +1.4,-1.4 -0.3,+0.3 +0.5,-0.5 +0.0,+0.0 +0.0,-0.0
250 270 40.1,-0.1 +1.4,-1.4 -0.1,40.1 +0.6,-0.6 +0.0,40.0 +40.2,-0.2
270 300 +0.1,-0.1 +1.4,-1.4 +0.2,-0.2 +0.7,-0.7 +0.0,+0.0 +0.4,-0.3
300 335 +0.2,-0.2 +1.4,-1.4 +0.6,-0.6 +0.9,-0.9 +0.0,+0.0 +0.7,-0.7
335 375 +0.3,-0.3 +1.4,-1.4 +1.1,-1.0 +1.0,-1.0 +0.0,+0.0 +1.1,-1.1
375 415 +0.5,-0.5 +1.4,-1.4 +1.4,1.4 +1.1,-1.1 +0.0,40.0 +1.8,-1.7
415 520 +0.8,-0.8 +1.4,-1.4 +1.7,-1.6 +1.3,-1.2 +0.0,40.0 +2.8,-2.7
Table 8.25: Uncertainty sources for 1.2 < |y| < 1.6.
x1 x2 duncorr (%) dsys001(%) dsys002(%) dsys003(%) dsys004(%) dsys005(%)
50 60 +1.9,1.9 +2.8,2.7 $2.0,2.8 +0.6,06 $0.0,10.0 +3.1,3.0
60 70 +1.7,-1.7 +2.8,-2.7 +3.1,-3.0 +0.9,-0.8 +0.0,40.0 +3.1,-3.1
70 80 +1.5,-1.5 +2.9,-2.8 +3.3,-3.2 +1.1,-1.1 +0.0,40.0 +3.2,-3.1
80 90 +1.5,-1.5 +2.9,-2.8 +3.5,-3.4 +1.4,1.4 +0.0,40.0 +3.3,-3.2
90 100 +1.4,1.4 +3.0,-2.9 +3.7,-3.6 +1.7,-1.7 +0.0,40.0 +3.4,-3.3
100 110 +1.4,1.4 +3.1,-3.0 +3.9,-3.8 +2.0,-1.9 +0.0,40.0 +3.5,-3.4
110 125 +1.5,-1.5 +3.2,-3.1 +4.1,-4.0 +2.3,-2.3 +0.0,40.0 +3.6,-3.6
125 140 +1.7,-1.7 +3.3,-3.2 +4.5,-4.3 +2.7,-2.7 +0.0,40.0 +3.8,-3.7
140 155 +2.0,-2.0 +3.5,-3.4 +4.8,-4.7 +3.2,-3.1 +40.0,40.0 +4.1,-4.0
155 170 +2.3,-2.3 +3.7,-3.5 +5.2,-5.1 +3.6,-3.5 +0.0,+0.0 +4.3,-4.2
170 190 +2.6,-2.6 +3.9,-3.8 +5.7,-5.5 +4.2,-4.0 +0.0,+0.0 +4.6,-4.5
190 215 +3.0,-2.9 +4.3,-4.1 +6.4,-6.1 +4.9,-4.7 +0.0,+0.0 +5.0,-4.9
215 240 +3.3,-3.2 +4.8,-4.6 +7.2,-6.9 +5.8,-5.5 +0.0,+0.0 +5.6,-5.4
240 265 +4.1,-4.0 +5.3,-5.1 +8.2,-7.8 +6.9,-6.4 +0.0,40.0 +6.2,-6.0
265 290 +5.4,-5.2 +6.0,-5.7 +9.4,-8.9 +8.3,-7.7 +0.0,+0.0 +6.9,-6.7
290 325 +7.2,-6.9 +6.8,-6.4 +11.0,-10.3 +10.3,-9.4 +0.0,+0.0 +7.8,-7.5
325 415 | +10.9,-10.3 +8.3,-7.7 +13.8,-12.8  +13.9,-12.2  40.0,40.0 49.4,-8.9
Table 8.26: Uncertainty sources for 1.2 < |y| < 1.6.
x1 x2 dsys006(%) dsys007(%) dsys008(%) dsys009(%) dsys010(%) dsys011(%)
50 60 +6.5,5.8 $0.0,10.0 +1.9,1.8 $0.0,10.0 +2.9,2.90 $0.2,0.2
60 70 +6.5,-5.8 +0.0,40.0 +1.9,-1.9 +0.0,40.0 +2.8,-2.7 -0.0,40.0
70 80 +6.5,-5.8 +0.0,40.0 +2.0,-1.9 +0.0,40.0 +2.7,-2.6 20.2,40.2
80 90 +6.5,-5.8 +0.0,40.0 +2.0,-2.0 +0.0,40.0 +2.7,-2.6 -0.3,40.3
90 100 +6.5,-5.8 +0.0,40.0 +2.1,-2.0 +0.0,40.0 +2.7,-2.6 -0.4,40.4
100 110 +6.5,-5.8 +0.0,40.0 +2.1,-2.1 +0.0,40.0 +2.7,-2.7 -0.5,40.5
110 125 +6.5,-5.8 +0.0,40.0 +2.2,2.1 +0.0,40.0 +2.8,-2.7 -0.7,40.7
125 140 +6.5,-5.8 +0.0,40.0 +2.3,-2.2 +0.0,40.0 +2.9,-2.8 -0.8,40.8
140 155 +6.5,-5.8 +0.0,+0.0 +2.4,-2.3 +0.0,+0.0 +3.0,-2.9 -1.0,+1.0
155 170 +6.5,-5.8 +0.0,+0.0 +2.5,-2.4 +0.0,+0.0 +3.1,-3.1 -1.3,+1.3
170 190 +6.5,-5.8 +0.3,-0.3 +2.8,-2.7 +0.0,+0.0 +3.3,-3.2 -1.6,+1.6
190 215 +6.5,-5.8 +1.3,-1.3 +3.1,-3.0 +0.0,+0.0 +3.6,-3.5 -2.0,+2.0
215 240 +6.5,-5.8 +3.0,-2.9 +3.3,-3.1 +0.0,+0.0 +3.9,-3.8 -2.6,+2.7
240 265 +6.5,-5.8 +4.6,-4.4 +3.3,-3.2 +0.0,+0.0 +4.3,-4.2 -3.4,+3.5
265 290 +6.5,-5.8 +5.9,-5.6 +4.2,-4.0 +40.0,4+0.0 +4.9,-4.7 -4.5,+4.6
290 325 +6.5,-5.8 +7.8,-7.2 +5.6,-5.2 +0.0,+0.0 +5.6,-5.4 -5.9,+6.3
325 415 +6.5,-5.8 +11.6,-10.5 +8.4,-7.5 +0.0,+0.0 +6.9,-6.6 -8.8,+9.7
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Table 8.27: Uncertainty sources for 1.2 < |y| < 1.6.

x1

50
60
70
80
90
100
110
125
140
155
170
190
215
240
265
290
325

x2 dsys012(%) dsys013(%) dsys014(%) dsys015(%) dsys016(%) dsys017(%)
60 +0.9,-0.8 +4.9,-4.7 +1.4,-1.4 +0.0,+0.0 +0.8,-0.8 +2.9,-2.8
70 +0.8,-0.7 +4.5,-4.4 +1.3,-1.3 +0.0,+0.0 +0.7,-0.7 +2.7,-2.6
80 +0.8,-0.6 +4.2,-4.0 +1.2,-1.2 +0.0,+0.0 +0.6,-0.6 +2.6,-2.5
90 +0.7,-0.6 +3.9,-3.8 +1.2,-1.2 +0.0,+0.0 +0.5,-0.5 +2.5,-2.4
100 +0.7,-0.5 +3.6,-3.5 +1.2,-1.2 +0.0,+0.0 +0.5,-0.5 +2.5,-2.4
110 +0.7,-0.5 +3.4,-3.3 +1.2,-1.2 +0.0,+0.0 +0.5,-0.5 +2.6,-2.5
125 +0.7,-0.5 +3.2,-3.1 +1.2,-1.2 +0.0,+0.0 +0.5,-0.5 +2.8,-2.8
140 +0.7,-0.5 +3.0,-2.9 +1.3,-1.3 +0.0,+0.0 +0.4,-0.4 +3.3,-3.2
155 40.9,-0.7 +2.8,-2.7 +1.4,-1.4 +0.0,4+0.0 40.4,-0.4 +3.3,-3.2
170 +0.9,-0.6 +2.7,-2.6 +1.5,-1.5 +0.0,4+0.0 +0.4,-0.4 +3.2,-3.1
190 +0.9,-0.6 +2.6,-2.5 +1.7,-1.7 +0.2,-0.2 +0.5,-0.5 +3.0,-2.9
215 +1.0,-0.6 +2.5,-2.4 +1.9,-1.9 +1.0,-1.0 +0.9,-0.9 +2.7,-2.6
240 +1.1,-0.7 +2.5,-2.4 +2.3,-2.3 +2.2,-2.2 +1.4,-1.4 +2.0,-2.0
265 +1.3,-0.7 +2.5,-2.4 +2.9,-2.8 +4.2,-4.0 +1.6,-1.6 +1.5-1.5
290 +1.7,-0.9 +2.4,-2.4 +3.5,-3.4 +5.3,-5.1 +1.8,-1.8 +1.7,-1.7
325 +2.3,-1.2 +2.4,-2.4 +4.5,-4.3 +6.9,-6.5 +2.0,-2.0 +1.9,-1.9
415 +4.0,-2.0 +2.5,-2.5 +6.5,-6.2 +9.8,-9.0 +2.5,-2.5 +2.3,2.3

Table 8.28: Uncertainty sources for 1.2 < |y| < 1.6.

x1

50
60
70
80
90
100
110
125
140
155
170
190
215
240
265
290
325

x2 dsys018(%) dsys019(%) dsys020(%) dsys021(%) dsys022(%) dsys023(%)
60 $0.0,-0.0 $0.2,-0.2 1.4,11.5 +2.5,2.5 F4.7,-4.7 20.3,10.3
70 +0.0,-0.0 +0.2,-0.2 -1.9,+1.9 +2.0,-2.0 +4.7,-4.7 -0.4,40.4
80 +0.0,-0.0 +0.2,-0.2 -2.1,+2.2 +1.6,-1.6 +4.7,-4.7 -0.4,40.4
90 +40.0,-0.0 +0.2,-0.2 12.2,+2.3 +1.3,-1.3 +2.7,-2.7 -0.4,40.4
100 +40.0,-0.0 +0.2,-0.2 12.2,+2.3 +1.1,-1.1 +2.1,-2.1 -0.4,40.5
110 +40.0,-0.0 +0.2,-0.2 12.2,+2.2 +0.8,-0.8 +2.1,-2.1 -0.5,40.5
125 +40.0,-0.0 +0.2,-0.2 -2.0,+2.1 +0.6,-0.6 +2.1,-2.1 -0.4,40.4
140 +40.0,-0.0 +0.2,-0.2 J1.8,+1.8 +0.4,-0.4 +2.1,-2.1 -0.4,40.4
155 +40.0,-0.0 +0.5,-0.5 _1.6,+1.6 +0.3,-0.3 +0.0,40.0 -0.4,40.4
170 +40.0,-0.0 +0.5,-0.5 J1.3,+1.3 +0.2,-0.2 +0.0,40.0 -0.3,40.3
190 +40.0,-0.0 +0.5,-0.5 S1.0,+1.1 +0.3,-0.3 +0.0,40.0 20.2,40.2
215 +40.1,-0.1 +5.1,-5.1 20.7,+0.7 +0.5,-0.5 +0.0,40.0 -0.1,+0.1
240 +40.2,-0.2 +5.1,-5.1 -0.3,+0.4 +0.6,-0.6 +0.0,40.0 +40.1,-0.1
265 +0.4,-0.4 +5.6,-5.6 -0.0,+0.0 +0.8,-0.8 +0.0,+0.0 +0.3,-0.3
290 +0.6,-0.6 +5.6,-5.6 +0.4,-0.4 +1.0,-1.0 +0.0,+0.0 +0.5,-0.5
325 +0.9,-0.9 +5.6,-5.6 +0.9,-0.9 +1.2,-1.2 +0.0,+0.0 +1.0,-1.0
415 +1.7,-1.7 +5.6,-5.6 +1.5,-1.5 +1.4,-1.4 +0.0,40.0 +1.8,-1.8

Table 8.29: Uncertainty sources for 1.6 < |y| < 2.0.

50
60
70
80
90
100
110
125
140
160
175
190
210
235
260

x2 duncorr (%) dsys001(%) dsys002(%) dsys003(%) dsys004(%) dsys005(%)
60 F2.1,2.1 +2.8,2.7 +3.2,3.1 F1.2,1.2 $0.0,10.0 +3.2,3.1
70 +1.9,-1.9 +2.9,-2.8 +3.5,-3.4 +1.6,-1.6 +0.0,40.0 +3.3,-3.2
80 +1.9,-1.9 +3.0,-2.9 +3.8,-3.7 +2.0,-1.9 +0.0,40.0 +3.5,-3.4
90 +2.0,-2.0 +3.2,-3.1 +4.1,-4.0 +2.3,-2.3 +0.0,40.0 +3.6,-3.6
100 +2.0,-2.0 +3.3,-3.2 +4.4,-4.3 +2.7,-2.7 +0.0,40.0 +3.8,-3.8
110 +2.1,-2.1 +3.5,-3.4 +4.8,-4.6 +3.1,-3.0 +0.0,40.0 +4.1,-4.0
125 +2.3,-2.3 +3.7,-3.6 +5.2,-5.1 +3.6,-3.5 +0.0,40.0 +4.4,-4.2
140 +2.7,-2.7 +4.1,-3.9 +5.9,-5.6 +4.3,-4.2 +0.0,+0.0 +4.8,-4.6
160 +2.8,-2.8 +4.5,-4.3 +6.6,-6.4 +5.2,-5.0 +0.0,+0.0 +5.3,-5.1
175 +3.2,-3.2 +5.0,-4.8 +7.6,-7.3 +6.3,-5.9 +0.0,+0.0 +6.0,-5.8
190 +3.9,-3.8 +5.5,-5.3 +8.6,-8.2 +7.5,-7.0 +0.0,+0.0 +6.6,-6.4
210 +4.8,-4.7 +6.2,-5.9 +9.9,-9.3 +9.0,-8.3 +0.0,+0.0 +7.4,-7.1
235 +6.3,-6.2 +7.2,-6.8 +11.8,-11.0  +11.5,-10.3 +40.0,40.0 +8.6,-8.2
260 +9.1,-8.7 +8.7,-8.0 +14.6,-13.4  +15.1,-13.2 +40.0,40.0 +10.3,-9.8
320 +14.2,-13.1 +10.9,-9.9 +18.8,-16.9 +20.8,-17.4 +0.0,+0.0 +12.8,-11.9
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Table 8.30: Uncertainty sources for 1.6 < |y| < 2.0.

x1 x2 dsys006(%) dsys007(%) dsys008(%) dsys009(%) dsys010(%) dsys011(%)
50 60 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +2.3,-2.3 +3.9,-3.8 +2.4,-2.5
60 70 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +2.4,-2.4 +3.8,-3.7 +1.8,-1.8
70 80 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +2.6,-2.5 +3.8,-3.7 +1.2,-1.3
80 90 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +2.7,-2.6 +3.9,-3.8 +0.8,-0.8
90 100 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +2.8,-2.7 +4.0,-3.9 +0.4,-0.4
100 110 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +3.0,-2.9 +4.1,-4.0 +0.0,-0.0
110 125 +6.5,-5.8 +0.0,40.0 +0.0,+0.0 +3.2,-3.1 +4.3,-4.2 -0.4,+0.4
125 140 16.5,-5.8 40.0,40.0 140.5,-0.5 143.3,-3.2 14.6,-4.5 -1.0,+1.0
140 160 +6.5,-5.8 +0.0,+0.0 +1.3,-1.3 +3.4,-3.3 +5.1,-4.9 17,417
160 175 +6.5,-5.8 +0.0,4+0.0 +2.6,-2.5 +3.3,-3.2 +5.6,-5.4 2.8,12.8
175 190 +6.5,-5.8 +0.0,4+0.0 +3.3,-3.2 +4.1,-3.9 +6.2,-5.9 3.9,43.9
190 210 +6.5,-5.8 +0.0,4+0.0 +4.3,-4.1 +5.3,-5.1 +6.9,-6.6 5.3,45.4
210 235 +6.5,-5.8 +0.0,4+0.0 +6.1,-5.7 +7.6,-7.1 +8.1,-7.7 7.8,48.1
235 260 +6.5,-5.8 +0.0,4+0.0 49.2,-8.2 +11.3,-10.3 +9.9,-9.3 111.8,4+13.1
260 320 +6.5,-5.8 +0.0,+0.0 +14.6,-12.2 +17.8,-15.4 +12.5,-11.6 -18.4,4-22.6
Table 8.31: Uncertainty sources for 1.6 < |y| < 2.0.
x1 x2 dsys012(%) dsys013(%) dsys014(%) dsys015(%) dsys016(%) dsys017(%)
50 60 +0.3,-0.3 +5.1,-4.9 +1.0,-1.1 +0.0,+0.0 +0.4,-0.4 +2.3,-2.2
60 70 +0.3,-0.2 +4.8,-4.6 +1.0,-1.0 +0.0,+0.0 +0.3,-0.3 +2.0,-2.0
70 80 +40.2,-0.2 +4.6,-4.5 +0.9,-0.9 +0.0,40.0 +40.2,-0.2 +1.8,-1.8
80 90 40.2,-0.2 14.5,-4.3 40.9,-0.9 40.0,40.0 140.2,-0.2 11.7,-1.6
90 100 +40.2,-0.2 +4.3,-4.2 +0.9,-0.9 +0.0,40.0 +40.1,-0.1 +1.5,-1.5
100 110 40.2,-0.2 +4.3-4.1 +1.0,-1.0 +0.0,4+0.0 +0.1,-0.1 +1.5-1.5
110 125 40.2,-0.2 +4.2,4.1 +1.0,-1.0 +0.0,4+0.0 +0.1,-0.1 +1.5-1.5
125 140 40.2,-0.2 +4.1,-4.0 +1.1,-1.1 +0.0,4+0.0 +0.1,-0.1 +1.6,-1.6
140 160 40.2,-0.2 +4.1,-4.0 +1.3,-1.3 +0.0,4+0.0 +0.1,-0.1 +1.8,-1.8
160 175 40.2,-0.2 +4.1,-4.0 +1.5,-1.5 +0.0,4+0.0 +0.1,-0.1 +2.0,-2.0
175 190 40.2,-0.2 +4.0,-3.9 +1.7,-1.7 +0.0,4+0.0 +0.1,-0.1 +2.2,-2.2
190 210 40.2,-0.2 +4.0,-3.9 +2.1,-2.1 +0.0,4+0.0 +0.1,-0.1 +2.5,-2.4
210 235 40.2,-0.2 +4.0,-3.9 +2.7,-2.6 +0.0,4+0.0 +0.1,-0.1 +2.9,-2.8
235 260 40.2,-0.2 +4.1,-4.0 +3.7,-3.6 +0.0,4+0.0 +0.1,-0.1 +3.5,-3.3
260 320 +40.2,-0.2 +4.4,4.3 +5.5,-5.2 +40.0,40.0 +40.1,-0.1 +4.3,-4.1
Table 8.32: Uncertainty sources for 1.6 < |y| < 2.0.
x1 x2 dsys018(%) dsys019(%) dsys020(%) dsys021(%) dsys022(%) dsys023(%)
50 60 10.4,-0.4 10.2,0.2 13,714 12.6,2.6 F21,2.1 20.3,10.3
60 70 +0.3,-0.3 +0.2,-0.2 -1.9,+1.9 +2.2,-2.2 +2.1,-2.1 -0.4,40.4
70 80 40.2,-0.2 +0.2,-0.2 2.2,42.3 +1.9,-1.8 +1.4,-1.4 20.4,40.4
80 20 +0.1,-0.1 +0.2,-0.2 2.4,42.4 +1.6,-1.6 +1.4,-1.4 -0.5,40.5
90 100 +0.0,-0.0 +0.2,-0.2 2.5,42.5 +1.3,-1.3 +1.0,-1.0 -0.5,40.5
100 110 +0.0,-0.0 +0.2,-0.2 2.5,42.5 +1.2,-1.2 +1.0,-1.0 -0.5,40.5
110 125 +0.1,-0.1 +0.2,-0.2 2.4,42.5 +1.0,-1.0 +0.0,4+0.0 -0.5,40.5
125 140 +0.2,-0.2 +0.2,-0.2 2.3,42.3 +0.8,-0.8 +0.0,4+0.0 -0.5,40.5
140 160 +0.4,-0.4 +0.5,-0.5 2.1,42.1 +0.7,-0.7 +0.0,4+0.0 -0.5,40.5
160 175 +0.7,-0.7 +0.7,-0.7 [1.8,+1.8 +0.7,-0.7 +0.0,4+0.0 20.4,40.4
175 190 +0.9,-0.9 +0.7,-0.7 J1.5,4+1.5 +0.7,-0.7 +0.0,4+0.0 -0.3,40.3
190 210 +1.2,-1.2 +0.9,-0.9 S1.1,41.1 +0.9,-0.9 +0.0,+0.0 -0.2,40.2
210 235 +1.7,-1.7 +0.9,-0.9 -0.6,+0.6 +1.2,-1.1 +0.0,+0.0 +0.1,-0.1
235 260 +2.6,-2.6 +0.9,-0.9 +0.2,-0.2 +1.5,-1.5 +0.0,+0.0 +0.5,-0.5
260 320 +4.4,-4.4 +0.9,-0.9 +1.1,-1.1 +2.0,-2.0 +0.0,+0.0 +1.3,-1.3
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Table 8.33: Uncertainty sources for 2.0 < |y| < 2.4.

x1 x2 duncorr(%) dsys001(%) dsys002(%) dsys003(%) dsys004(%) dsys005(%)
50 60 F1.9,1.0 13.0,2.0 13.8,3.7 F2.2,2.2 125,25 135,35
60 70 +1.8,-1.8 +3.3,-3.2 +4.3,-4.2 +2.8,-2.7 +2.7,-2.7 +3.8,-3.7
70 80 +1.8,-1.8 +3.5,-3.4 +4.9,-4.7 +3.4,-3.3 +3.0,-2.9 +4.1,-4.0
80 90 +1.9,-1.9 +3.8,-3.7 +5.4,-5.2 +4.0,-3.9 1+3.2,-3.1 14.5,-4.4
90 100 +2.1,-2.1 +4.1,-4.0 +6.0,-5.8 +4.7,-4.5 +3.2,-3.1 +4.9,-4.8
100 110 +2.4,-2.4 +4.5,-4.3 +6.7,-6.4 +5.5,-5.2 +3.1,-3.0 +5.4,-5.2
110 120 +2.8,-2.8 +4.9,-4.7 +7.5,-7.1 +6.3,-6.0 +2.9,-2.9 +5.9,-5.7
120 130 +3.4,-3.4 +5.4,-5.1 +8.3,-7.9 +7.4,-6.9 +3.6,-3.5 +6.4,-6.2
130 145 +4.2,-4.2 +6.0,-5.6 +9.5,-9.0 +8.9,-8.2 +4.9,-4.7 +7.2,-6.9
145 160 +5.8,-5.7 +6.9,-6.4 +11.2,-10.5 +11.1,-10.1 +7.2,-6.8 +8.3,-7.9
160 175 +8.1,-7.8 +7.9,-7.4 +13.3,-12.3 +14.0,-12.3 +10.6,-9.7 +9.7,-9.2
175 200 +ll.7,711.1 +9.5,-8.7 +16.3,-14.8 +18.1,-15.4 +16.0,-14.0 +11.5,-10.9
200 230 +19.8,-18.4 +12.6,-11.3 +22.2,-19.6 +26.7,-21.3 +28.7,-22.9 +15.3,-14.1
Table 8.34: Uncertainty sources for 2.0 < |y| < 2.4.
x1 x2 dsys006(%) dsys007(%) dsys008(%) dsys009(%) dsys010(%) dsys011(%)
50 60 16.5,5.8 $0.0,70.0 10.0,10.0 $0.0,70.0 15.4,5.2 121,22
60 70 +6.5,-5.8 +0.0,4+0.0 +0.0,4+0.0 +0.0,4+0.0 +5.3,-5.2 +1.7,-1.8
70 80 +6.5,-5.8 +0.0,4+0.0 +0.0,4+0.0 +0.0,4+0.0 +5.5,-5.3 +1.4,-1.4
80 20 +6.5,-5.8 +0.0,4+0.0 +0.0,4+0.0 +0.2,-0.2 +5.7,-5.5 +1.1,-1.1
90 100 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +1.0,-1.0 +6.1,-5.9 +0.9,-0.9
100 110 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +1.9,-1.8 +6.5,-6.3 +0.6,-0.6
110 120 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +2.9,-2.8 +7.0,-6.7 +0.3,-0.3
120 130 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +3.6,-3.5 +7.7,-7.3 -0.1,+0.1
130 145 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +4.8,-4.6 +8.5,-8.1 -0.5,+0.5
145 160 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +7.1,-6.7 +9.8,-9.2 -1.4,4+1.4
160 175 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +10.4,-9.5 +11.4,-10.6 -2.5,+2.6
175 200 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +15.7,-13.8 +13.7,-12.6 -4.3,+4.4
200 230 +6.5,-5.8 +0.0,+0.0 +0.0,+0.0 +28.2,-22.6 +18.3,-16.5 -8.7,4+9.6
Table 8.35: Uncertainty sources for 2.0 < |y| < 2.4.
x1 x2 dsys012(%) dsys013(%) dsys014(%) dsys015(%) dsys016(%) dsys017(%)
50 60 303,03 156,54 31.0,-1.0 $0.0,70.0 30.4,0.4 132,31
60 70 +0.2,-0.2 +5.5,-5.3 +1.0,-1.0 +0.0,+0.0 +0.3,-0.3 +3.0,-2.9
70 80 40.2,-0.2 15.6.-5.4 +1.1,-1.1 +0.0,4+0.0 40.2,-0.2 12,827
80 20 40.2,-0.2 +5.6,-5.4 +1.2,-1.2 +0.0,4+0.0 40.1-0.1 +2.6,-2.5
90 100 40.2,-0.2 +5.7,-5.5 +1.3,-1.3 +0.0,4+0.0 +0.1,-0.1 +2.4,-2.3
100 110 40.2,-0.2 +5.8,-5.6 +1.5,-1.5 +0.0,4+0.0 40.2,-0.2 +2.1,-2.1
110 120 40.2,-0.2 +5.9,-5.7 +1.7,-1.7 +0.0,4+0.0 +0.3,-0.3 +2.0,-1.9
120 130 40.2,-0.2 +6.0,-5.8 +1.9,-1.9 +0.0,4+0.0 +0.4,-0.4 +2.1,-2.1
130 145 40.2,-0.2 +6.0,-5.8 +2.3,-2.3 +0.0,4+0.0 +0.6,-0.6 +2.4,-2.3
145 160 +0.2,-0.2 +6.1,-5.9 +2.9,-2.9 +0.0,+0.0 +0.9,-0.9 +2.7,-2.7
160 175 +0.2,-0.2 +6.3,-6.1 +3.7,-3.7 +0.0,+0.0 +1.3,-1.3 +3.2,-3.1
175 200 +0.2,-0.2 +6.6,-6.4 +5.1,-5.0 +0.0,+0.0 +1.9,-1.9 +3.8,-3.6
200 230 +0.2,-0.2 +7.3,-7.0 +8.5,-7.9 +0.0,+0.0 +3.5,-3.4 +5.0,-4.7
Table 8.36: Uncertainty sources for 2.0 < |y| < 2.4.
x1 x2 dsys018(%) dsys019(%) dsys020(%) dsys021(%) dsys022(%) dsys023(%)
50 60 10.6,-0.6 10.2,0.2 15,115 129,28 F21,2.1 20.3,10.3
60 70 +0.5,-0.5 +0.2,-0.2 -2.2,+2.2 +2.4,-2.4 +2.1,-2.1 -0.4,40.4
70 80 +0.5,-0.5 +0.2,-0.2 -2.6,4+2.7 +2.1,-2.1 +1.4,-1.4 -0.5,40.5
80 90 +0.6,-0.6 +0.2,-0.2 -2.8,42.9 +1.8,-1.8 +1.4,-1.4 -0.6,+0.6
90 100 +0.7,-0.7 +0.2,-0.2 -3.0,+3.1 +1.6,-1.6 +1.0,-1.0 -0.6,+0.6
100 110 +0.8,-0.8 +0.2,-0.2 3.1,+3.2 +1.4,-1.4 +1.0,-1.0 -0.6,40.6
110 120 +1.0,-1.0 +0.2,-0.2 -3.1,+3.2 +1.2,-1.2 +1.0,-1.0 0.7,40.7
120 130 +1.2,-1.2 +0.2,-0.2 -3.0,+3.1 +1.1,-1.1 +0.0,4+0.0 0.7,40.7
130 145 +1.6,-1.6 +0.5,-0.5 -2.9,43.0 +1.0,-1.0 +0.0,4+0.0 0.7,40.7
145 160 +2.2,-2.2 +0.5,-0.5 2.7,42.7 +1.0,-1.0 +0.0,4+0.0 -0.6,40.6
160 175 +3.3,-3.3 +0.7,-0.7 2.3,42.4 +1.2,-1.1 +0.0,4+0.0 -0.5,40.5
175 200 +4.9,-4.9 +0.7,-0.7 [1.8,+1.9 +1.5,-1.5 +0.0,4+0.0 -0.3,40.3
200 230 +11.0,-11.0 +0.9,-0.9 -0.8,+0.8 +2.2,-2.2 +0.0,4+0.0 +0.2,-0.2




Chapter 9

Conclusions and outlook

In this thesis, the inclusive jet cross section has been measured in proton-
antiproton collisions at the center-of-mass energy /s = 1.96 TeV with lu-
minosity £ = 0.70 fb~!. The measurement is presented as a function of pr
in six bins of jet rapidity extending out to |y| = 2.4. The kinematic range
covers jet pr 50600 GeV and the proton momentum fraction = = 0.05-0.6.
This provides the largest data set of the inclusive jet spectra at the Fermilab
Tevatron Collider with the smallest experimental uncertainties to date.

The measured spectra have been compared to theory and found to be in good
agreement with perturbative quantum chromodynamics predictions with the
CTEQG6.5 and MRST sets of parton distribution functions. Correlations for
the systematic uncertainties have been calculated in detail and a global fit
to data and theory including correlated systematic uncertainties and the
CTEQG6.5 PDF uncertainties is performed. The global fit is found to favor
the lower end of CTEQ6.5 PDF uncertainty band, with reduced high x gluon
PDEF. The results have been published in Ref. [155] and will be included in
the global PDF fits by the CTEQ and MRST collaborations. Figure 9.1
summarizes the comparison to theory.

This thesis has aimed to provide the best possible measurement of the inclu-
sive jet cross section and a more thorough physical interpretation is left for fu-
ture work. However, it should be noted that the CTEQ6.5M and MRST2004
predictions at high py are mainly constrained by the Tevatron Run I jet data.
The new Run II data set is larger and has improved understanding of the JES
systematic uncertainties. The PDF fits for the HERA data alone extrapolate
to a lower high x gluon content than the Tevatron Run I jet data so the new
data has significant impact in resolving the high = gluon PDF behavior.

The current measurement provides strong constraints for the high = gluon
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Figure 9.1: Summary of comparison to theory for inclusive jet cross section.

PDF, which is the leading uncertainty in new physics searches at the LHC [18].
The integrated luminosity is almost ten times higher than in the Run I mea-
surements at /s = 1.8 TeV [6, 7, 13] and leads to about a factor three
improvement for the high = gluon PDF constraints. The impact is further
increased by the lower systematic uncertainties and high correlation between
rapidity bins.

The 10% increase in center-of-mass energy between Run I and Run II leads
to a factor three increase in the cross section at pr = 550 GeV /¢, and with in-
creased luminosity to an effective improvement of about a factor of five in the
sensitivity to quark substructure at the few TeV scale compared to Run I. The
wide rapidity coverage of the measurement allows both PDFs and quark sub-
structure to be studied simultaneously, with new physics mostly contributing
at central rapidity and all regions sensitive to PDFs. The high correlation
between measurements in different rapidity regions and the detailed under-
standing of correlations between systematic uncertainties provided in this
thesis are essential for the dual interpretation of the data.

The quark substructure sensitivity is much higher in the 14 TeV proton-
proton collisions at the LHC due to start in 2008, but the sensitivity to
PDFs is conversely lower, as shown in Fig. 9.2. It will take years for the LHC
to improve their systematics and to accumulate enough statistics (200 fb™!)
to achieve comparable sensitivity for the high x gluon PDF.

Much of the work in this thesis is dedicated to improving the understanding
of the jet energy scale and the jet pr resolutions. The JES uncertainty has
reached an all-time low of 1.2% in the central calorimeter at pr ~ 150 GeV /¢,
and the n-dependent corrections keep the uncertainty between 1.5-2.5% else-
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Figure 9.2: Comparison of the inclusive jet production at the Tevatron Run II
and at the LHC as a function of transverse momentum fraction zr.

where in the calorimeter at |y| < 2.4 and py > 50 GeV/c. The method for the
n-dependence resolution bias correction and the explicit handling of vy+jet
and dijet JES differences, attributed to quark and gluon jet differences, are
innovations produced in this thesis. The explicit dijet four-vector corrections
in JES, the full analytical treatment of non-Gaussian tails in the jet pp reso-
lutions and the n-dependence closure test with explicit accounting of several
biases are also results of this thesis.

The JES and jet pr resolutions are not only used in this thesis, but affect
all the other measurement using jets at DO also. In particular, other jet
analyses (e.g. dijet mass, three jet mass, dijet angular distributions) benefit
from the work done for the inclusive jet analysis. The inclusive jet cross
section is only the second! QCD jet analysis to be published from D@ in
Run II and paves the way for many others.

'First is the dijet azimuthal decorrelations [44] that is not very sensitive to JES.
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Appendix A

LO Feynman diagrams

T X
aP el
L LKL
L

Figure A.1: Leading order Feynman diagrams for dijet production in pQCD.
Top row: ¢;qi — qkk, ¢:3 — g9, Middle row: ¢ — g9, 49 — @9,
Bottom row: g9 — qxqx, 99 — 99-
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Appendix B

Gluon-jet fractions in MC

| Gluon fraction in gamjet events (tag inclusive) |
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Figure B.1: Gluon fraction for y+jets with |y),.on| < 0.5, AR > 3.0.
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Figure B.2: Tag jet gluon fraction f; in dijets with Mo on| < 0.5, AR > 3.0.
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Figure B.3: Probe jet gluon fraction f{ in dijets with Mparton

when the tag jet is a quark jet.

| < 0.5,AR > 3.0
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Figure B.4: Probe jet gluon fraction f in dijets with Mo ion| < 0.5, AR > 3.0
when the tag jet is a gluon jet.



Appendix C

Integrals and eigenfunctions

C.1 Selected integrals

The smeared cross section can be analytically calculated assuming an expo-

(pp—x)*

nentialy falling pr spectrum Nype™** and Gaussian smearing e” 2027 /(\/270)

meas

with constant resolution o. In this equation p°*® is abbreviated as pr for

clarity:

F (pT)

/OO Nae— o 1 —@Lzrﬂd (C 1)
e e 20 X .
oo 0 V2o
[ee} NO 1 (2_2( a2 2
G pr—aoc ):H_pT)dI‘ (02)
—oo V21O
¥ Moot (22 2pr-aotie s pr a0 a0t 2pr-a?
o5 = pr—aoc?)z+(pr—ac?)?+ac? (2pr—aoc ))dI(C?))
—oo V21O
TN (v r—oe)’ ma(pr—ac/2) g, (C4)
—oo V21O
00 1 1 2v) 2
Noerelreettd) [7 ey (o)
—oo V21O
Noe—a<pT—0“72/2>_ (06)

Above calculation uses the method of completing a square and the fact that
the integral of a normalized Gaussian is equal to 1, regardless of the mean.
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Following this same practice of completing a square the true py can be ana-
lytically integrated (the denominator is written as F'(pr) for brevity):

7 Noemov—— e_(mzji;)2 xdx
< piel s " vowe (C.7)
B F(pr)
= / 202 (z=(pr—ac? )2xd1’
27?0
= pr—ao’ (C.8)

The steps marked with ... are identical to the ones in Eqgs. C.2-C.5, with
only an additional = inside the integral and F'(pr) in the denominator. The
last step integrates the mean value of a gaussian centered at u = (pr — ac?),
which is naturally .

Finally, let us also calculate the mean of the squared ph*:
_(ep—)?
Noe®® L™ 22 22dx
tely 2 f \/_
< > = C9

— ;2 (w (pr— aoz))szdI

\/ 27T<7

_ — ()% 21\\2 ;7
= e 202 x + —ao dx
—oo V2mo ( (pr ))

1 n2
= T 202 (.’E )

NV
((2)? + 22/ (pr — ao?) + (pr — a02))2 dx’

1 N2
= e 2.2 @) 2 4

0 V27O

+(pr — ao? ¢~ 22 ) oy

0o V 27TJ

+(pr — a02)2/ e 32 @ g
oo V2TO

= o>+ (pr—ao?) -0+ (pr — ac?)?-1
= o* + (pr — ac?)?. (C.10)
The RMS for the pb* distribution in a bin of pi® is now

RMS = \/< (P2 > — < i >2 =4, (C.11)

This matches with the resolution of p/'*®® in a bin of p%“, el a useful result.
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C.2 Uncertainty eigenfunctions

The inclusive jet cross section measurement involves fits of physical param-
etrizations in many stages of the analysis. The fitting algorithm (TMinuit)
provides the fit uncertainty and uncertainty correlation information coded
in the error matrix M. The uncertainty correlation information contained
in the error matrix can then be extracted as a set of functions, the uncer-
tainty sources f;, by diagonalizing the error matrix. This section outlines the
general diagonalization procedure and extraction of the uncertainty sources.

The fit uncertainty can be calculated using the error matrix as

e(z) = \/Z my0f;(x)0f; (), (C.12)

Of (z;{a})
af; = 17 C.13
fi(e) = (€13
where m;; is an element of the error matrix M and f(x; {c;}) is the fit func-
tion with a set of parameters {«;}. The above equation can be represented
in matrix form as

¢ = v M, (C.14)

where v is the column vector of partial derivatives of f, v; = df;, and v7 is
its transpose. The error matrix M can be diagonalized using standard linear
algebra and Eq. C.14 rewritten

& =v" XTDXv = (Xv)"D(Xv) =v"Dv, (C.15)

where D is the diagonal matrix and X the matrix of eigenvectors produced
by the diagonalization procedure. The vector v’ is now the uncertainty eigen-
vector in the new diagonal basis. Its representation in the original basis Jf;

is given by v; = >, x;;0f;.

Equation C.15 is written element-wise as

e = ng)\? L= Z()\iv;)Q = Z s?, (C.16)

i

where \? are the diagonal (non-negative) elements of D and s; = \;v! are the
uncertainty sources. This procedure gives a number of uncertainty sources
that is equal to the rank (number of non-zero elements in D) of matrix
M. In the special case that f(z;{c;}) is linear in the parameters {«;}, the
uncertainty sources s; can be represented by the original function f(x; {c;})
with each o; replaced by o; = x;;.
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The uncertainty sources obtained this way have a very intuitive interpreta-
tion: they give a set of independent variations around the central fit that
each represent a 1 standard deviation shift from the central value. The total
uncertainty at any point is simply the sum of the sources in quadrature, as
shown in Eq. C.16, and the correlation p between any two points z; and z;
is given by the sum of the products of each of the sources at the two points
divided by the product of the total uncertainties o

o) = [Y si(x), (C.17)

Oy, = Zsi(zj), (C.18)
f

oz, ;) = : £ (C.19)

This approach is directly generalizable to an arbitrary number of dimensions,
as the point x; can represent a multidimensional point ; = {z;};. Figure C.1
shows a representative 1-D example of the central calorimeter response un-
certainty (without contraints from scaled MC) broken down to individual
sources.
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Figure C.1: Uncertainty in the quadratic logarithmic fit the central calorim-
eter response without constraints from scaled single pion response MC. The
solid lines show the break up of the total fit uncertainty (dashed line) into
independent uncertainty sources.
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Additional analysis plots

D.1 Relative trigger ratio
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Figure D.1: Ratio of partially corrected jet py spectra.
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Figure D.3: Ratio of partially corrected jet py spectra.
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D.2 Unfolding
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Unfolding correction Unfolding correction
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Figure D.7: Unfolding correction for py (dashed line), rapidity y (dotted line)
and both (solid line).



