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Abstract 

This thesis centers on the use of spectral modeling techniques on data from 

the Sloan Digital Sky Survey (SDSS) to gain new insights into current questions in 

galaxy evolution. The SDSS provides a large, uniform, high quality data set which 

can be exploited in a number of ways. One avenue pursued here is to use the large 

sample size to measure precisely the mean properties of galaxies of increasingly narrow 

parameter ranges. The other route taken is to look for rare objects which open up 

for exploration new areas in galaxy parameter space. 

The crux of this thesis is revisiting the classical Kennicutt method for in

ferring the stellar initial mass function (Il\IIF) from the integrated light propertie8 of 

galaxies. A large data set ('"'-' 105 galaxies) from the SDSS DR4 is combined with 

more in-depth modeling and quantitative statistical analysis to search for 8ystematic 

IMF variations as a function of galaxy luminosity. Galaxy Ha equivalent widths are 

compared to a broadband color index to constrain the IMF. It is found that for the 

sample as a whole the best fitting IMF power law slope above 0.5 M0 is r = 1.5 ± 0.1 

with the error dominated by systematics. Galaxies brighter than around M,.,0 .1 = -20 
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(including galaxies like the :Milky Way which has fvlr,o. 1 ,....., -21) are well fit by a uni

versal r ,....., 1.4 INIF, similar to the classical Salpeter slope, and smooth, exponential 

star formation histories (SFI-I). Fainter galaxies prefer steeper IrvIFs and the quality 

of the fits reveal that for these galaxies a universal IlVIF with smooth SFI-Is is actually 

a poor assumption. 

Related projects are also pursued. A targeted photometric search is con

ducted for strongly lensed Lyman break galaxies (LBG) similar to MS1512-cB58. 

The evolution of the photometric selection technique is described as are the results 

of spectroscopic follow-up of the best targets. The serendipitous discovery of two 

interesting blue compact dwarf galaxies is reported. These galaxies were identified 

by their extremely weak ( < 150) [NII] ,\6584 to Ha emission line ratios. Abundance 

analysis from emission line fluxes reveals that these galaxies have gas phase oxygen 

abundances 12 + log(O/I-I),....., 7.7 to 7.9, not remarkably low, and near infrared imag

ing detects an old stellar population. However the measured nitrogen to oxygen ratios 

log(N/O) < 1.7 are anomalously low for blue compact dwarf galaxies. These objects 

may be useful for understanding the chemical evolution of nitrogen. 

Advisors: Karl Glazebrook, Rosemary Wyse 
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Chapter 1 

Introduction 

With the increasing urbanization of life in the industrialized world a growing frac

tion of the populace has never experienced the full splendor of the night sky. From the 

hearts of the largest cities only the planets and the brightest stars can be seen. However 

a trip to the countryside on a clear, moonless night reveals what has been known by all 

people born in the millennia of human civilization before the omnipresence of street. lights. 

A diffuse band of light stretches from one edge of the sky to the other. 

This mysterious band of light has inspired cultures across the globe. The Chinese 

refer to it as the Silver River, a body of water which separated two lovers represented by 

the stars Altair and Vega. Australian aborigines view it as the smoke from the sacrificial 

offerings of their ancestors. In many cultures it is viewed as a pathway. The Vikings saw it 

as the path to Valhalla. Many other cultures, such as the Seminoles, likewise saw it as the 

path the dead follow into the afterlife. The Finns and Estonians call it the Wav of Birds 

at its arc across the sky traces the path taken by migratory birds. In Spanish it is callee! El 

Camino de Santiago or The Road to Santiago. According to this legend the belt of light is 

the dust made by travelers on the Way of St. James, one of the most important Catholic 

1 



pilgrimages in medieval times. A plenary indulgence could be earned for making the trip 

to the Cathedral of Santiago de Compostella in the far northwest corner of Spain which is 

thought to be the final resting place of St. James the Great. 

The legend with the largest impact in the English speaking world comes from the 

Ancient Greeks. They believed the band of light was the milk spilled from the breast of 

the goddess Hera when she awoke to find she was nursing an unknown baby. Her husband 

Zeus had put his illegitimate son Heracles, born by a mortal woman, in a position to drink 

Hera's divine milk so that he would become immortal. The Greeks called the band of light 

J<v,.,,>..oc; I'a>..a~wc;, Kyklos Galaxias, which translates into English as milky circle. This 

was translated into Latin as Via Lactea and eventually to English as the Milky Way. The 

first known use of the name Milky Way in English comes from Geoffrey Chaucer in around 

1380 in his poem The House of Fame: 

Se yonder, loo, the Galaxie 
Which men clepeth the Milky Wey, 
For hit ys whit 

In addition to its inspirational power in the spiritual realms the Milky Way has 

provoked a great deal of scientific thought and discovery. The ancient Greek philosopher 

Democritus ( 460 BC - 370 BC) was the first person to correctly surmise that the Milky 

Way was in fact due to the light from many distant stars (Lynn 1901). Galileo was the first 

to use a telescope to prove this conjecture correct, a fact he published in Siderms Nuncius 

in 1610. Im1nanucl Kant, known mostly for his contributions to philosophy, also made 

important contributions to the study of the galaxy. He described how the disk structure of 

the Solar System naturally arises from the combination of the Sun's gravity, which holds 

the Solar System together, and the rotation which keeps it from collapsing. He postulated 

2 



that a similar situation could be at play in the lVIilky Way which would agree with the 

observed structure of a band of light across the sky. He attributed the lack of evidence for 

this rotation to the large size of the Milky Way which renders it imperceptible. He went 

further to suggest that what were then called nebulae, faint, fuzzy patches of light, could 

possibly be complete island universes which were themselves similar to the Milky Way but 

at great distances. 

In the 18th century more powerful telescopes allowed Charles Messier and William 

Herschel, his sister Caroline Herschel to catalog many more nebulae. William Parsons 

used the world's largest telescope at the time to observe spiral structure in many of the 

nebulae which supported Kant's earlier suggestion of rotation in those objects. Dreyer 

(1888) combined the Herschel's nebulae along with other objects which had been discovered 

since into the New General Catalogue, known as the NGC. 

The basic model of the Milky Way became complete in the early twentieth century. 

The Great Debate took place on April 26, 1920. Harlow Shapley thought that the Milky 

Way was the entire universe and that all of the observed nebulae, such as those in the NGC, 

were contained within it. One reason was that the calculated distance to the Andromeda 

Nebula must be 100 million light years if it was similar in size and not part of the Milky Way. 

Another issue was that a notable astronomer of the time Adria.an van Maanen claimed to 

have observed the Andromeda Nebula rotating. If the Andromeda Nebula had a size ::>imilar 

Lu th<.: .l\tiilky Wuy ii would r<.:quir<.: that stun; on tlw edge move foster thau the speed of 

light. Heber Curtis took the position that the nebula were island universes external to the 

Milky Way. His reasoning was that more novae were observed in Andromeda than than in 
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the rest of the :tVIilky Way combined. Such a strong concentration of novae in one area of 

the Milky Way would be hard to explain. In addition, given the observed angular sizes of 

spiral nebulae, if they were of similar physical size they must differ in distance by a factor 

of 1000. The observed Doppler shifts of nebulae were found to be much higher than that 

of the stellar population in the Milky Way and the spectra of nebulae resembled what you 

would get from comparing all of the stars in the lVIilky Way. 

In the end, van Maanen's observation of the rotation of Andromeda was incorrect 

and the true nature of spiral nebulae as island universes was revealed. Given the all

encompassing connotation of the word universe the term galaxy came to be used to describe 

a whole class of objects and not just limited to the Milky Way. Within years Edwin 

Hubble had developed his tuning fork galaxy classification system which divided galaxies 

by morphology into ellipticals and spirals, with the spirals subdivided into those which 

possess a bar structure in the center and those which do not. 

With each question regarding galaxies that is answered many new ones appear. 

Over the past century it has become possible through technological advances in instrumen

tation and a growing knowledge base to continue unraveling the many mysteries of galaxies. 

In addition to working towards a deeper understanding of how galaxies are today much 

effort is put into understanding how galaxies formed and evolved into what they are today. 

This thesis continues this long tradition of the exploration of island universes in 

ways some of the pioneers of the field could never have imagined. Data. fron1 the Sloan 

Digital Sky Survey, which contains millions of galaxies, is used to address questions in 

galaxy evolution. The remainder of this chapter provides background information for the 

4 



projects ahead. At the core of this thesis is a study of the stellar initial mass fnnctiou 

(IMF) in galaxies in Chapters 2 and 3. The IJVIF dictates the fraction of stars born at a 

given mass and has a large effect on the chemical evolution of galaxies, galactic winds and 

the interpretation of their observed parameters, as well as it provides clues to the physics 

of star formation and, from a cosmological perspective, the reionization of the Uuiverse. 

Other projects related to galaxy evolution are also included. Chapters 4 and 5 detail a 

targeted search for Lyman Break Galaxies which are strongly lensed by intervening clustern. 

These objects are the progenitors of present day galaxies and understanding them is key 

to obtaining a full picture of galaxy evolution. Chapter 6 details observations of candidate 

extremely metal poor galaxies. As metals are not formed in the Big Bang they accumulate 

only through successive generations of star formation and death. Extremely metal poor 

conditions provide insight into the conditions of the early universe and thus the evolution 

of galaxies. Finally conclusions are presented in Chapter 7. 

1.1 A Picture of the Nature of Galaxies 

According to the current conventional cosmological wisdom at present the Universe 

is predominantly comprised of dark energy. This accounts for 74% of the Universe (Spergel, 

et al. 2003). Of the remainder 22% is composed of dark matter. Only 4% is baryonic matter, 

that which is composed of protons and neutrons. Little is known about dark energy and 

dark matter. Only the 43 of the Universe is made of the types of matter we are familiar 

with. Much of what is known about the Universe on large scales comes from the study of 

galaxies which are tracers of baryonic matter. As such knowledge of galaxies is fundamental 
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to our understanding of the Universe. Galaxies are complex and interesting objects in their 

own right with a wide range of phyi:>ica.l properties. 

The menagerie of galaxies began to be appreciated with the Hubble tuning fork 

diagram, a classification system for the morphologies of galaxies. At one end are elliptical 

galaxies which have a smooth and structureless appearance. Ellipticals are subdivided 

into groups based on their apparent ellipticity. Ellipticals which appear round are given 

a classification of EO while the most elongated are dubbed E7. On the other end of the 

scheme are spiral galaxies. These galaxies have a bright central part, which resembles au 

elliptical galaxy, at the center of a thin disk of spiral shaped regions of relatively increased 

brightness, called the spiral arms. Spirals are split into two groups depending on whether 

or not they have a bar shaped structure at the center. Spirals are further classified by the 

prominence of the central bulge and how tightly wound the spiral arms are. For instance, 

an Sa galaxy is a spiral galaxy with a prominent bulge and tightly wound arms and an SBd 

is a barred spiral with a small central bulge and loosely wound arms. 

In between the ellipticals and spirals are the lenticular galaxies, denoted by SO and 

SEO, which have smooth bright centers like an elliptical but surrounded by a structureless 

disk of decreasing brightness. In addition there are irregular galaxies which do not show 

any symmetry or spiral arms and often have regions of young stars. For incorrect historical 

reasons ellipticals are often referred to as early-type galaxies while spirals are called late-type 

galaxie:;. 

The radial surface brightness profiles of galaxies can be measured. The radial 
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profiles of ellipticals are observed to follow a de Vaucouleurs profile given by 

I(R) = I,,exp{-7.67[(R/Re) 114 -1]} (1.1) 

where Re is the effective radius. The effective radius is defined as the radius which contains 

half of the total luminosity of the galaxy. le is the surface brightness at the effective radius. 

The central bulges of spirals are also well fit by a de Vaucouleurs profile. However the disks 

of spiral are fit by an exponential profile, defined by 

(1.2) 

where Rd is the disk scale length. Spiral galaxies are fit by a sum of a de Vaucouleurs and 

exponential profile. 

The gala..xy luminosity function is another important concept in the study of galax

ies. The galaxy luminosity function is the volume density of galaxies in space as a function of 

luminosity. Galaxy luminosity functions are usually fit by Schechter functions. For galaxies 

fainter than a characteristic luminosity called L*, of NI* when expressed in absolute mag

nitudes, the density of galaxies is roughly constant. However for galaxies brighter than L* 

the space density of galaxies drops exponentially as a function of luminosity. The value of 

L* is roughly 10 billion solar luminosities in the R band. The galaxy luminosity function 

provides clues into the formation and evolution of gala..xies. 

The most studied spiral galaxy is our own Milky Way. When discussing the Milky 

vVay as opposed to another galaxy or galaxies in general the terms galaxy, galactic, and 

other derivatives are capitalized. The Milky Way is divided into several components. At the 

center is the Galactic bulge, which may or may not have a bar structure. The bulge has a 
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radius of about 1 kpc. The bulge stars have the highest velocity dispersion of any Galactic 

component. There is a thin disk with a scale height of 325 pc and a thick disk of scale 

height 1.4 kpc. The thin disk has roughly solar metallicity while the thick disk has lower 

metallicities. The thin disk is an order of magnitude more massive than the thick disk. The 

stars in the thick disk have a larger velocity dispersion than the thin disk which is why it 

is thicker. Most of the baryonic mass of the galaxy is in the thin disk. The stellar halo i8 

comprised of globular clusters and field stars with large velocity components perpendicular 

to the plane of the Galaxy. The stellar halo is home to the most metal poor stan:> in the 

galaxy and is thus thought to be older. Lastly most of the mass of the galaxy is contained 

in the dark matter halo which is thought to be roughly spherical with a radius of at least 

100 kpc. The Sun is located about 8 kpc from the Galactic center. 

In the immediate vicinity there are many dwarf gala..'Cies which orbit the Milky 

Way. The most prominent of these are the Large and Small Magellanic Clouds which can 

easily be observed with the naked eye from a dark location in the southern hemisphere. 

The Milky Way is one of the largest members of the Local Group, an association of galaxies 

within 1 Mpc. The Milky Way is on a collision course with the Andromeda, a spiral gala..'Cy 

similar to the Milky Way and fellow member of the Local Group. It is thought that the 

two galaxies will collide in six billion years. Galaxies frequently have interactions. There 

is evidence that the Milky Way consumes nearby dwarf galaxies and galaxy mergers are 

tlwughL to play a crucial role iu the m<:lli::; a::;::;c111bly of galaxic::;. 

Galaxies are not uniformly distributed in space. Multiple galaxies make up groups, 

groups make up clusters, and clusters make up superclusters. The Local Group is part of 
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the Virgo Supercluster. Surveys of clustering reveal large voids which are free of galaxies. 

Galaxies cluster on scales over several orders of magnitudes. 

Many galaxies, including possibly the Milky Way, contain :mpermassivc black 

holes, with masses of several hundred solar masses, at their centers. During some peri

ods over the course of a galaxies lifetime these black holes can form disks of gas, dnst and 

stars which accrete onto the central black hole. The accretion process is far more efficient 

at releasing energy than the nuclear reactions powering stars. As such these accretion disks 

can have staggering luminosities. Galaxies which are presently experiencing such activ-

ity are called active galactic nuclei. Quasars are a class of AGN. The name comes from 

their quasi-stellar- appearance. Although they may be otherwise normal spiral or elliptical 

galaxies the light from the accretion disk outshines the rest of the galaxy combined. This 

radiation originates in a small region around the black hole which cannot be resolved at 

cosmological distances giving them a stellar appearance. 

1.2 Stars: Building Blocks of Galaxies 

To understand galaxies it is necessary to have a strong understanding of stars. The 

appearance of galaxies in the optical is determined by three things: the stellar population, 

dust, and sometimes light from the accretion of material onto a central massive black hole. 

The Vogt-Russel theorem states that the mass and composition of a star uniquely 

determine its radius, luminosity, internal structure and subsequent evolution. In practice 

angular momentum and magnetic fields also influence stellar interiors. However this state

ment works well for the majority of stars. Stars form out of the gravitational collapse of 
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Table 1.1. Characteristics of Main Sequence Stars by Spectral Type 

Type TcJf(K) L/L0 R/R0 M/M0 Mv H- \l t(Af11,.) 

05 44,500 790,000 15 60 -5.7 -0.33 3 

85 15,400 830 4.1 5.9 -1.2 -0.17 50 

A5 8,200 14 1.9 2.0 +1.9 +0.15 l,300 

F5 6,t1'10 2.9 1.4 1.4 +3.6 +OJ11J 3,600 

G2 5,770 1.0 1.0 1.0 +4.83 +0.68 10,000 

K5 4,350 0.15 0.68 0.67 +7.4 +1.15 33,000 

l\15 3,240 0.0ll 0.33 0.21 +12.3 +1.64 1,000,000 

molecular clouds, which is described in more detail in the next section. The initial composi

tion of stars is usually around 70% hydrogen, 1-3% metals, with the remainder being helium. 

Hydrogen burning will ignite in condensed objects with masses larger than ,..._, 0.081\J0 and 

become main sequence stars. General properties of main sequence stars are shown in Table 

1.1. 

Main sequence stars follow a tight relationship between surface temperature and 

luminosity. The spectra of stars are to first order black body spectra with effective tem

peratures equal to the surface temperature. Superposed over the black body spectra are 

photospheric absorption lines. These lines become more prominent with increasing metal 

content in the star, and there are more absorption lines in the blue part of the spectra. A::; 

such low metallicity stars which have weaker lines tend to be bluer than ::;tars with ::;tronger 

absorption lines from high metal content. Stars are classified into spectral types which 

are strongly correlated with their surface temperatures. The progression of types it>, for 
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historical reasons, 0, B, A, F, G, K, JVI, L, and T from hottest to coolest. Figure 1.1 shows 

spectra of 0, B, A, F, G, K, and :M stars on the main sequence. 

Hydrogen burning in the cores of stars stops once about 103 of the stellar mass 

has been converted from hydrogen to helium. Although the most massive stars have over 

1,000 times more fuel to burn than the smallest stars they must do so far more quickly to 

support themselves against gravitational collapse. The most massive stars in Table 1.1 are 

300 times larger than the smallest but their luminosities are 100 million times larger. As 

such the most massive stars live for only a few million years where no stars with masses 

less than 0.8.M0 have yet to complete their evolution. 

The ultimate fate of stars is also strongly dependent on their mass. Stars less than 

8lvl0 eventually become white dwarf stars which have ceased all internal burning of elements 

and collapse to the point they are supported by electron degeneracy pressure. These stars 

have roughly a half solar mass confined to a volume of Earth size. Stars with masses from 8 

to 60!vl0 become neutron stars which are supported by neutron degeneracy pressure. The 

most massive stars collapse to become black holes. 

Before reaching their final fate stars brighten significantly for a period of time 

which is short compared to their overall lifetimes. Stars with masses less than 8JvI0 initially 

transition from core to shell burning of hydrogen after leaving the main sequence, a period 

which is known as the subgiant branch. The hydrogen shell burning phase is known as 

the red giaut l>ra11d1 where Hs lu111i11usiLy sig11ifica.11Lly iucrea~es. AL Lhe (,up uf Lhe retl 

giant branch stars with masses less than ,...., 2Jv/0 experience a helium flash, an explosive 

ignition of helium in the core. Stars then move to the horizontal branch where they burn 
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helium in their cores in a manner similar to their hydrogen burning on the main sequence. 

The asymptotic giant branch marks a phase of shell helium burning. At the end of the 

asymptotic branch a star will shed its remaining hydrogen, helium burning ceases and the 

remainder of the star cools to become a white dwarf. vVhile this period is relatively short due 

to the high luminosities of the stars during this period they make a significant contribution 

to the luminosities of galaxies during this time, more so than during their main 8equence 

lifetimes in the case of stars with masses less than 8l'vf0 . 

1.2.1 The Physics of Star Formation 

The Jeans Mass 

As stars form from the collapse of molecular clouds into protostarn it is important 

to understand the causes of this collapse. Under what conditions will a relatively stable 

cloud of gas collapse upon itself? The first relevant answer came in 1902 when Sir James 

Jeans derived what is now known as the Jeans criterion published in his book Astronomy 

and Cosmogony (Jeans 1928). 

An interesting historical note is that in the review of Astronomy and Cosmogony 

in Science, B. Gerasimovic (Gerasimovic 1928) takes issue with Jeans' assertion that the 

atomic number of atoms in stellar interiors is around 50, his "polemics with Eddington" 

and the lack of any references to the works of Linbald or Oort but makes no mention of his 

model for cloud collapse. 

Derivation of the Jeans criterion begins with a gas cloud which is assumed to 

be homogeneous with infinite extent and therefore the density, p, and temperature are 
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constant everywhere. From these assumptions the Jeans criterion can be derived from just 

four physical equations (Kippenhahn & Weigert (1994), Hartmann (1998)). The equation 

of motion of hydrodynamics (neglecting the effects of magnetic fields at this point): 

av 1 - + (v · V')v = --V7 P - V'<l> at P 
(1.3) 

the continuity equation: 

op ot + vV7 p + pV7 . v = 0 ( 1.4) 

the gravitational potential is given by Poisson's equation, 

(1.5) 

and finally the equation of state for an ideal gas: 

P=v;p ( 1.6) 

where Vs is the isothermal speed of sound. Using these equations a perturbation solution 

is sought. The density, pressure, velocity and potential of the gas are replaced by the 

equilibrium values, which are independent of space and time, plus small perturbations as 

in equation 1.2.1. The fact that Po and Po are both-constant imply that vo = 0. 

P =Po+ PI (1. 7) 

P=P+Po (1.8) 

(1.9) 

(1.10) 
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At this point it is important to point out the Jeans swindle (Binuey & Tremaine 1987). Au 

infinite gravitating homogeneous system cannot be in static equilibrium. Giveu com.;tant 

pressure and density and zero velocity equation 1.3 becomes V<Po = 0. Therefore \72 <1> 

must also be zero. This is inconsistent with Poisson's equation (equation 1.5) unless po = 0, 

which is obviously not the case. It is assumed that Poisson's equation is only a description 

of the relationship between the perturbed potential and perturbed density. 

There a.re instances where the Jeans swindle can be justified. In a uniformly 

rotating homogeneous system gravitation can be balanced by rotation. In our case we 

assume the wavelength of the perturbations in a molecular cloud is small compared to the 

size of equilibrium pressure and density gradients. For small-scale instabilities the Jeans 

swindle can be justified. 

We can now substitute the perturbations of equation 1.2.1 into equations 1.3, 1.4, 

and 1.5. Assuming the perturbations are isothermal and ignoring second order terms the 

relationship between perturbed quantities can be found. 

8v1 _ n (.-1' v;p1) 
- - - v '±'I + --
f)t Po 

8p1 - + Po \7 · v1 = 0 8t 

(1.11) 

(1.12) 

(1.13) 

Equations 1.11, 1.12 and 1.13 form a system of linear homogeneous differen-

tial equations. This warrants the assumption that the solutions will be proportional to 

exp[i(kx +wt)]. This leads to the dispersion relation: 

(1.14) 
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For large wave numbers w2 will be positive and w will be real. This leads to periodic 

perturbations which will not result in the collapse of the cloud. However, for small values 

of the wave number w2 will be negative and w will be imaginary. This allows the existence 

of perturbations that grow exponentially in time which leads to instability in the cloud. 

The turning point between periodic and runaway perturbations happens at a characteristic 

wave number 

k2 _ 47rGpo 
.]-~ 

s 

This corresponds to a characteristic wavelength 

(1.15) 

( 1.16) 

which is the Jeans criterion and is also know as the Jeans length. For wavelengths such 

that ,\ > AJ the could is unstable. The Jeans length in turn leads to a Jeans mas:> 

v3 ( 7r) 3/2 
MJ = >.}po = ffe G (1.17) 

above which a homogeneous cloud with density Po and sound speed Vs is unstable. Inserting 

the sound speed for an ideal gas, v; = RT/µ, gives the following: 

(1.18) 

Equation 1.18 is a standard expression for the Jeans mass. It reveals the temperature 

dependence of the Jeans mass. It can also be expressed in more physical terms by the 

following: 

3/2 -1/2 
s ( T ) ( P ) -3/2 MJ = 1.2 x 10 M0 -

1
'/' 24 3 µ 

100 ~ 10- g cm-
(1.19) 
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The above arguments are for an infinite uniform cloud. It is important to consider 

more realistic geometries as well. These investigations result in .Jeans masses consistent 

with equation 1.18 beyond geometric prefactors. 

Fragmentation 

Plugging typical values of T, p, andµ for inten:;tellar gas clouds into equation 1.19 

reveals that they are stable to collapse up to masses of around 105 M0 . This is three orders 

of magnitude larger than the most massive 0 stars observed, leaving a large discrepancy to 

be overcome if collapsing clouds are responsible for the formation of stars of order a solar 

mass. 

The trick is that at such low densities the clouds are optically thin. During collapse 

the gravitational term (47rGp0 ) dominates the pressure term (k2v;) in equation 1.14, which 

leads to a free-fall time scale of T,....., (Gp)-1/ 2 . This is larger than the thermal adjustment 

time so the cloud can collapse isothermally. Low & Lynden-Bell (1976) show that. for a gas 

with p ex: p'Y, v; = dp/dp ex: /p'Y- 1• In turn v~p- 1 12 ex: p(3'Y-4l/2 . In cases where/< 4/3, 

such as in isothermal collapse, the Jeans mass will get smaller with increasing density. For 

example, when 'Y = 1, NIJ ex: p- 1
/

2 and when/= 4/3 the Jeans mass is constant. 

Hoyle (1953) was the first to realize that the lowering of the Jeans mass during 

the isothermal collapse of a cloud, in his case dealing with the formation of galaxies, could 

n~s11lt in th0 clon<l its0lf splitting into two piec0s. Those piec0s conl<l thP.ms0lv0s split and 

so on resulting in hierarchical fragmentation. In his model a spherical cloud with an initial 

radius of Ro, density Po and temperature To contracts by some factor k213 and then splits 

into k equal masses, each with radius Ro/ k, density pok2 and the same initial temperature 
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T0 . All of the new pieces contract further by a factor of k213 so that there are k2 equal 

fragments with radius Ro/k2
, density pok4 and temperature To. These pieces contract and 

split themselves and so on. The free-fall time for the cloud is proportional to 1/ JP so the 

time for each fragment to collapse and divide is 1/ k the length of the previous step. The 

ratio of the total time for all of the fragmentation steps to the time for the first step is just 

1 1 1 k 
l+-+-+-+···=--k k2 k3 k - l 

( 1.20) 

This shows that regardless of the value of k the bulk of the time for fragmentation is in the 

first splitting and the rest of the fragmentation happens fairly quickly after that. 

However, the reduction of the Jeans mass does not go on ad infinitum. In order 

to maintain a constant temperature a cloud must be able to cool. This cooling requires 

that the optical depth over the Jeans length must be less than about l so that the outside 

of the cloud is visible. As the density of the cloud increases it reaches a point where the 

optical depth becomes high enough that the thermal adjustment time cannot keep up with 

the free-fall time. At this point the cloud becomes adiabatic with 'Y = 5/3 for a monotonic 

gas. When this happens the Jeans mass starts to increase with increasing cloud density 

ending fragmentation. 

Rees (1976) noted that a cloud cannot emit radiation faster than a black body of 

its size. Therefore when the rate at which the cloud must dump its gravitational energy 

reaches some fraction of the black body radiation it will become opaque and fragmentation 

will stop. This argument gives a lower limit on the cloud temperature. Having found the 

condition under which fragmentation stops the size of the smallest fragment can also be 

determined. The minimum Jeans mass is an important concept in star formation as it 
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gives the size of the smallest star forming fragments, and thus a lower limit on the possible 

masses of stars formed in the cloud. The minimum Jeans mass is very much a lower limit in 

that the mass of a fragment must be at least twice the Jeans mass at any time in order for 

the fragment to split. In addition, accretion can increase the size of stars after their initial 

collapse but cannot reduce their mass. Using his arguments Rees found that the minimum 

Jeans mass is 

(1.21) 

where lvlc is the Chandrasekhar mass and .f is the efficiency of the black body radiation 

which must be between 0 and 1. There are a number of factors that can greatly reduce the 

value off. A high albedo where "'scat» "'abs requires that f:::, "'abs/n,scat· When cooling is 

confined to a few narrow emission lines or caused by dust which remains cooler than the gas 

or if the cloud is exposed to substantial external radiation with a temperature near the cloud 

temperature the f factor can be significantly diminished. Low & Lynden-Bell (1976) also 

theoretically predicted the minimum Jeans mass. In their calculation the temperature and 

density dependence are incorporated into the opacity at the end of the isothermal regime 

16/7 ( ) 1/7 mH liO 
MJmin '.::::'. 0.025M0 (-) -

, m "'J 
(1.22) 

where n,0 is the opacity due to free electron scattering in ionized hydrogen. The significance 

of this formulation is the very weak dependence of the opacity on the Jeans mass. In fact 

over the range of realistic opacities the minimum Jeans mass will not vary by more than a 

factor of 5. 

Layzer (1963) rules out the possibility of fragmentation occurring in an expanding 
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cloud. 

Turbulence and the Fractal Nature of Hierarchical Clouds 

In his book The Fractal Geometry of Nature Mandelbrot (1983) smnmarizes the 

mathematical discipline of fractals and lists many of the instances in which arise naturally. 

To include the mathematical definition of a fractal would be a bit of a digression, but the 

basic idea is that a fractal object can be described by a non-integer dimensionality. In the 

case of a square the perimeter P and area A are related by P = 2,j7r A 112 , and for a circle 

P = 4A 112 . Both squares and circles have regular, smooth perimeters which are lines of 

dimension D = 1. In general P ex: ADl2 . In fact by comparing the area of the drainage basin 

to the length of the river it can be found that the Missouri River has D = 1.4, a measure 

of how much it winds. The upper limit on the dimensionality is D = 2 which corresponds 

to a plane filling curve. 

As Mandelbrot mentions, the study of turbulence is one of the oldest, most difficult 

and most frustrating branches of physics. Unfortunately it is also one of the most important 

facets of molecular cloud collapse and thus star formation. He makes the observation that 

most studies of turbulence attack the problem in terms of analytic derivation of the fluid 

flow and advocates for more focus of the geometric aspects of the flow. 

The idea of using self-similar fractals to study turbulence is motivated naturally 

from observing hierarchical eddies in water. Mandelbrot combined the analytic theory of 

Kolmogorov with fractal geometry and the assumption of isotropic, homogeneous turbu

lence. This predicts that in turbulent clouds isotherms have D = 5/3 and isobars have 

D = 4/3. This is not the full story as an important aspect of turbulence is that it is even-
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tually wiped out by dissipation. Interminttency is the fact that the strength of dissipation 

is not uniform in space, which greatly complicates the analysis. 

Beech ( 1986) traced dark molecular clouds from the Palomar Observatory Sky 

Survey plates onto graph paper and then graphically determined their areas and perimeters. 

For his collection of molecular clouds he found D = 1.4 with minimal scatter in log A - log P 

space. This suggests that molecular clouds do indeed exhibit fractal geometry, and that it 

may be exploited for a higher understanding of turbulence in molecular clouds. 

The Stellar Initial Mass Function 

Put simply, the stellar initial mass function (IMF) is the birth weight distribution 

for stars. The IMF arises from the physical processes of molecular clouds, and perhaps 

stochastic processes, in an as yet poorly understood way. These processes combine to favor 

the formation of stars of certain masses while inhibiting or even forbidding the the creation 

of stars in other mass ranges. During a star formation event stars are formed in the following 

proportions: 

dN = No~(m)dm (1.23) 

where dN is the number of stars formed in the mass range m to m + dm and .;(m) is the 

IMF. No is the normalization constant (Binney & Merrifield 1998). 

Equation 1.23 defines the IMF. Mathematically ~(m) can have any value and 

functional form as long HS t.he total stellar mass forrnf!r! is finitf!. However empirical rnea-

surements of the IMF lead to heavy constraints on its general shape and preferred param

eterizations. While there are many different measurements and models of the IMF they 

all share the same overall shape. Extremely few massive stars are formed compared to low 
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mass stars. There is also a majority opinion on the parameterization. In the literature the 

relationship between the stellar mass and the relative number of stars formed in that niass 

bin is overwhelmingly described by piecewise power laws. This parameterization dates back 

to the very first IMF measurement which at the time Salpeter called an "origiual mass 

function" (Salpeter 1955). Salpeter found that the IMF was well described by a power law 

from 0.4 to 10 M0 . Because Salpeter's original IMF measurement is still consistent with 

modern measurements it is often considered standard and it is an important reference point. 

Unfortunately a consensus on the description of the power law slope does not exist 

(Kennicutt 1998a). There are two frequently used descriptions. In equation 1.24 ma8s 

and numbers are measured in linear bins. In this formulation a Salpeter IMF has a slope 

'Y = 2.35, where a is a normalization constant. 

dN 
- =am-' 
dm 

d(log N) = Am-r 
d(logm) 

(1.24) 

(1.25) 

In equation 1.25 mass and number are measured in logarithmic bins, where the Salpeter 

slope r = 1.35 and A is a normalization constant. 

Equation 1.25 is the formulation that will be used throughout the rest of the paper. 

It is historically preferable as Salpeter used logarithmic bins for his original mass function 

and the r formulation seems to be more popular today, especially in measurements of the 

8tellar populatiou8 of galaxies out8i<le our owu. The value of r cau be expressed iu terms 

of the IMF c;('m) as shown in equation 1.26 (Phelps & Janes 1993). 

r(m) = 
{)log ~(log m) I 

8logm m 
(1.26) 
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In addition to the slope power law parameterizations have another important input. Bec:ause 

power laws never reach zero the IlVIF is often truncated- only defined between minimum and 

maximum stellar masses. There are physical motivations for this truncation. Protostars 

with M :S 0.08:tVI0 lack the self gravity to ignite hydrogen burning in their cores and fail to 

reach the main sequence. vVhile they may be able to burn deuterium and lithium they will 

slowly fade as brown dwarfs. On the high mass encl there may be an physical upper limit to 

the masses of stars. As stars become more luminous radiation pressure can compete with 

accretion. This is the Eddington limit. Radial pulsations in massive stars may be unstable. 

A couple of massive stars in the Milky Way have inferred masses up to ~ 200M~), but the 

most massive star with a reliable measurement, via analysis of its binary system, is WR 

20a with a mass of 83 ± 5M8 (Bonanos, et al. 2004). 

Due to the same lack of understanding of star formation which plagues predictions 

of the IMF there is currently no accepted upper limit on stellar masses. The IMF is most 

commonly defined over the mass interval 0.1 < M/M8 < 120. However some investigators 

use minimum and, more frequently, the maximum stellar masses as free parameters when 

fitting an IMF to a stellar population. 

In addition to fitting piecewise power laws to the IMF, log-normal functions can 

also be used. A variable X is log-normally distributed if Y = ln X has a normal distribution 

(NIST 2005). The probability density function of the log-normal distribution is given by: 

f(x) = exp[-(ln((x - fJ)/m)) 2 /2a2
] 

(x - B)a/2if 
(1.27) 

where a is the shape parameter, B is the location parameter and m is the scale parameter. 

Miller & Scalo (1979) were the first to fit an observational measurement of the IMF with a 
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log-normal distribution: 

( J .28) 

where their three free parameters are Co ,...., 100, C1 ,...., 1 and C2,...., -1 for their memmremeut 

of the galactic field star IMF. The log-normal distribution has several attractive features. 

It is clearly normalizable and the number of stars formed goes to zero smoothly at. both 

low and high mass without any arbitrary truncation. It is also attractive in that it has 

fewer degrees of freedom than power laws. A single slope power law has three degrees of 

freedom, r and the minimum and maximum masses, while the log-normal distribution has 

only two (Co in equation 1.28 is a normalization constant). From an analytical standpoint 

is far easier to handle. On the downside should there be structure in the IMF over small 

mass ranges, for which there is some evidence, the log-normal distribution will fail to fit it. 

The log-normal distribution has the added appeal that it can arise physically from 

stochastic processes. Suppose that some function q is equal to the product of n bounded 

random variables :z:i 

Then the logarithm of q is equal to the sum of the logarithms of the individual xi::; 

n 

log q = I: log Xi 

i=l 

(1.29) 

( 1.30) 

By the central limit theorem log q hecomes normally <listrilmt0<l ::is n -> oo, tlms q is log-

normally distributed. Figure 1.2 demonstrates this effect. In each plot q is measured 30,000 

times as a product of n random numbers uniformly distributed between 0 and l. The 

best fitting Gaussian distribution is over plotted, showing that q converges to a log-normal 
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distribution. Ioka & Nakamura (2002) note that if log Xi is uniformly distributed between 

0 and 1 the distribution becomes effectively log-normal when n 2: 3. Even for small values 

of n a distribution can be consistent with a log-normal distribution. 

Because of its physical origins the log-normal distribution is the preferred param-

eterization of the IMF in theory papers. 

1.3 Observational Data 

1.3.1 Photometry 

Astronomers who work in the optical and near-infrared usually measure flux in 

units of apparent magnit·ude 

m = -2.5log (fa) ( 1.31) 

The brighter objects have lower magnitudes. A change in five magnitudes is a hundred-fold 

difference in flux. In AB magnitudes a fiat spectrum with flux of 3.631 x 10-23 Wm-2Hz- 1 

corresponds to magnitude zero. The Sun has an apparent magnitude of -26.8. Venus varies 

from -4.4 to -2.5. The faintest stars seen by the naked eye are magnitude +6 to+ 7 depending 

on the person. The limiting magnitude of SDSS is around +21. The Hubble Deep Field 

goes down to +28. A convenient mathematical coincidence is that 

2.5 df 
m = ---lnf + c ==> dm = -1.086-

ln 10 f ( 1.32) 

so that magnitude errors are approximately equal to the fractional uncertainty in flux. 

The absolute magnitude, Jvl, is a measure of luminosity. It is related to the apparent 
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magnitude by the distance d 

ni - f'i1 = 5 loo· (__:!___) 
"' lOpc 

(1.33) 

At cosmological distances d is the luminosity distance, a function of redshift z, .Hubble 

constant Ho, matter density 0.M, cosmological constant A and cosmological deceleration 

parameter qo which takes into account deviations from flat space time. 

The color or color index is the difference of two broadband magnitudes, such as 

g - r or B - V. The color index is the ratio of the fluxes in the two band passes 

g-r=-2.5log(~:.) +c (1.34) 

where c is a constant. The shorter wavelength magnitude is first by convention. A smaller 

color index implies that the object is blue- that the flux is greater at shorter wavelengths. 

A larger color index indicates the object is red. 

A spectrum can be converted into broadband magnitudes. The AB magnitude 

through an arbitrary filter for a spectrum is calculated with the following integral, where 

f>. is the flux of the spectrum per unit wavelength and S;., is the total response of the filter 

and system. 

- -'> r: 1 CT (I d(log >.)>,2.f>.S>.) 40 093 
rn - ~.v 0

"' J d(log >.)S>. + · (1.35) 

1.3.2 Filter Sets 

Standardized broadband filters are widely used in astronomical imaging. Para.me-

ters for several commonly used filters are found in Table 1.2. The central wavelengths of the 

filters are given, as are the widths. Figure 1.1 sl10ws the approximate range of some of these 

filters overlaid on the spectra of stars of several spectral types. The B, g, V, r, and Re 

25 



Table 1.2. Properties of Selected Astronomical Filters 

Filter Center (A) FWHM (A) Filter Center (A) FWH!VI (A) 

FUV 1516 269 Re 6581 1576 

NUV 2267 616 7672 1535 

·u. 3557 599 le 8059 1543 

u 3652 524 z 9097 1370 

B 4448 1008 J 12500 3000 

g 4825 1379 fl 16500 :moo 

v 5505 826 Ks 21600 3300 

r 6261 1382 

filters span the optical range of wavelengths to which the human eye is sensitive. The -i, le, 

z, J, H, and Ks filters cover wavelengths in the near infrared, beyond the perception of the 

eye. The FUV, NUV, u, and U filters cover ultraviolet wavelengths. These are also beyond 

the scope of human sight but at wavelengths shorter than in the optical. Standardized filter 

sets allow astronomers to be able to compare observations and results from different tele

scopes and instruments. Many commonly used relationships in the literature are expressed 

in terms of standardized filters. For instance dust extinction is usually expre::;::;ed as A\!, the 

level at which light in the V band is decreased in magnitudes. The bandpass of a broadband 

filter may be designed with specific spectral features of astronomical objects in mind or to 

exploit regions of transparency in the Earth's atmosphere. 

Table 1.2 is hardly an exhaustive list of filters. Many filters are instrument specific. 

There are also narrow band filters which can be used to image an object at a specific 
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wavelength. For instance a narrow band filter centered at 6565A can be used to image Hn 

emission from a galaxy which can reveal regions of active star formation. A Fabry-Perot 

etalon is a tunable narrow band filter. This is useful for imaging specific emission lineH 

in galaxies in the Hubble flow where the emission lines are rcdshiftcd to wavelengths were 

no narrow band filter is available. Cutoff filters which block light above or below a certain 

wavelength are particularly useful in spectroscopy to prevent first and second spectral orden; 

from overlapping on the CCD chip 

1.4 The Sloan Digital Sky Survey 

The data for these project come primarily from the Sloan Digital Sky Survey. The 

project goal for the SDSS is to image roughly one quarter of the sky in five bandpasses, 

u, g, r, i and z (Stoughton, et al. 2002) which are described by Fukugita, et al. (1996). 

Followup spectra are taken based on the photometry. It is estimated that this will result 

in spectra of about 106 galaxies, 105 quasars, 30,000 stars and 30,000 serendipitous targets. 

However, the SDSS is behind schedule so these goals will not be fully met by the end of the 

project, although an extension to complete observations in the stated footprint is planned 

pending funding. 

As this project is still in a testing phase only the second data release data are used 

instead of the full set of observations. The second data release covers 3324 deg2 in imaging 

of which 2627 deg2 have been followed up with spectroscopy (Abazajian, et al. 2004). 

Point sources are 95% complete to r = 22.2 although experience shows that photometry 

of extended objects is reliable only to r ,..._, 20.5. SDSS spectroscopy covers the wavelength 
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range 3800 to 9200 A with R "' 1800. With each data release old calibration issue::; are 

resolved and new ones are discovered. The advantage of using a single data release i::; that 

the data are homogeneous, having been rereduced with a single version of the pipeline. 

The SDSS uses a dedicated 2.5m telescope at Apache Point Observatory in the 

mountains east of Alamogordo, New Mexico. Imaging is taken in drift scanning mode by 

a camera with 30 CCDs. There are six columns of detectors which contain one of each of 

the five ugriz filters. Spectroscopic targets are selected from the photometry. There are 

three main spectroscopic surveys within the SDSS, the quasar sample, luminous red galaxy 

sample and the main galaxy sample. This project uses the main galaxy sample. 

The photometric data set contains well over 100 measured parameters for every 

object. Among these are four different magnitude types: fiber, PSF, petrosian and model. 

Fiber magnitudes have a 3" aperture to match the 3" fibers on the spectrographs. Originally 

they were not intended for science but in recent versions of the photometry they are now 

seeing corrected. PSF magnitudes fit the point spread function to an object to determine 

the flux and are recommended for point sources. Petrosian magnitudes fit a petrosian profile 

to the objects and are recommended for the brighter galaxies in the spectroscopic surveys. 

Model magnitudes model objects with both exponential and de Vaucouleurs profiles and 

choose the better fit. Model magnitudes are best for extended objects which are nearing the 

photometry limits. Magnitudes can also be determined from the spectra but the absolute 

::;pectrophoto111etry i::; uot as well establbhed as the phot01nctry. 

The SDSS uses its own system of photometry based on the inverse hyperbolic ::;iae 

(Lupton, Gunn & Szalay 1999). These are referred to either as "arcsinh" magnitudes or 
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"luptitudes. The flux of a blank portion of the sky after sky subtraction is zero. However 

due to Poisson noise the measured flux has a 50% chance of being negative. In both the Vega 

and AB systems negative flux values are mishandled because the logarithm of a negative 

number is undefined. This results in a loss of information for objects with fluxes near 

the survey limit. The function arcsinh is defined for all real numbers and is a one-to-one 

mapping. For large positive numbers the arcsinh becomes proportional to a logarithm. 

Negative flux values can be recovered from arcsinh magnitudes and quickly approach the 

AB system above the survey limits. For the bright objects targeted by spectroscopy the 

difference between luptitudes and AB magnitudes is academic, unless they are 'l.l or g band 

dropouts, 

1.5 The Universality of the Stellar Initial Mass Function 

The process of star formation is still poorly understood theoretically. This leads 

directly to difficulty in deriving the IMF from basic principles. From the beginning with 

Salpeter in 1955 the study of the IMF has been driven by empirical measurements. In 

addition to the theoretical challenges, unfortunately, all observational measures of the IMF 

are particularly challenging and involve many uncertainties. As a result there are large 

observational uncertainties in the IMF as well. 

Currently astronomers studying star formation are embroiled in a debate over 

whether or not the Il\IIF is universal. Does the IMF change as a function of environmental 

conditions such as cloud temperature, metallicity, density or mass, or is it the same every-

where regardless of the properties of the cloud? A first thought would be to side strongly 
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with variations as the Jeans mass in equation 1.19 is clearly a function of temperature, 

density and mean molecular weight. However observations do not bear this out. As of yet. 

there is no definitive evidence of systematic variations. Measures of the IMF spanning wide 

variations of environments using an equally broad range of methods are consistent with 

each other. 

On the other hand there is as yet no definitive evidence ruling out systematic 

variations. It could be that variations exist, but are on a similar scale with the measurement. 

errors. Some mass regimes have been too poorly studied to make any conclusions. Scala 

(2005) points out that "there is currently little basis for assigning a given average, let alone 

universal, value" to the IMF over the intermediate range from 1 to 15 M0 . Likewise for 

brown dwarfs the IMF can only be measured directly in the solar neighborhood. It is also 

possible that a universal IMF can be consistent with a wide range of environments yet fail 

in extreme circumstances. 

While many astronomers may take a universal IMF for granted, the jury is still 

out. 

This is particularly vexing as an understanding of the IMF is essential in a broad 

range of astrophysical topics. Obviously the IMF is of paramount importance in the study 

of star formation. Pavel Kroupa writes that the discovery of systematic variations in the 

IMF would be the "Rosetta Stone" for star formation (Kroupa 2001). Working backward 

fro111 the UvIF, theorists woul<l have a frmuework to check their i<leas against where currently 

there are few clues. 

The IMF is also of great importance to the study of galaxy evolution. Much of 
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what is known about the evolution of galaxies comes from comparing observations with 

models of the stellar populations of galaxies. One of the main inputs into the::;e ::;pectral 

synthesis models is the assumed stellar IMF. If the IlVIF varies with environment, or over 

co::;mic time, calculated values of star formation rates, mass to light ratios and dark matter 

content of galaxies could be incorrect. IMF variations could have a similar effect on models 

of chemical enrichment. Some measurements of the cosmological deceleration parameter qo 

are also IMF dependent. 

Even the null hypothesis, that the IMF is universal, is worth studying if the error 

bars can be further constrained. This section focuses on evidence for variations in the IMF 

from both observations and theory. 

1.5.1 Observational Evidence 

Observational measurements of the IMF can be divided into two basic categories: 

those relying on counts of individual stars in a given population and those from modeling 

the integrated light from more distant stellar populations. 

Star Counts 

Salpeter's original measurement of the IMF was based on a census of stars in 

the solar neighborhood. This census is a stellar luminosity function- the number of stars 

observed in each range of luminosity. Salpeter noted that this luminosity function should 

depend on three factors: the star formation rate (SFR) as a function of time or star forma

tion history (SFH), the evolution of star::; off the main sequence as they exhaust their fuel, 

and the IMF. 
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Construction of the luminosity function begin8 with the meatJureineut of the appar

ent magnitudes of a large number of stars. The apparent magnitudes need to be converted 

to luminosity using distance measurements. For measurements of the field stars in the so

lar neighborhood distances must be measured for individual stars. This is most frequently 

done using trigonometric parallaxes, although Miller & Scalo (1979) mention a few distance 

estimators used in the past. 

As stars evolve off the main sequence it becomes more difficult to infer what 

their initial masses were due to mass loss, especially on the asymptotic giant branch, and 

uncertainties in models of stellar evolution. In order to avoid this uncertainty the main 

sequence luminosity function 'iit(JY!p), where lvfp is the absolute magnitude in the bandpa8s 

measured, is used in place of the full luminosity function. 

Measuring iJ!(lvlp) requires the differentiation of ma.in sequence stars from po8t 

ma.in sequence stars. For example an AO V star has f\!Iv = 0, but so do K2 III stars-

both contribute to luminosity function. Salpeter (1955) and Miller & Scalo (1979) make 

this correction by multiplying their luminosity functions by the fraction of stars that are on 

the main sequence at a given luminosity. The main sequence fractions are determined by 

spectroscopic studies of a magnitude limited sample of stars and then assumed to be global. 

This is less than ideal. It assumes that the Sun occupies a region which is representative of 

this part of the galaxy as a whole. There is also significant variation across these measure-

uieu(,:; for the mu:;t lmuiuou:; :;tar:;. A far preferable method is to determine the luminosity 

class for individual stars. If color information (i.e. B - V) is available in addition to the 

absolute magnitudes luminosity classes can be sorted out. 
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An intermediate step is to determine the present day mass function 3(rn) 

dN /dm, which has a notably similar form to the r:tvIF. 3(rn) is the relative mmtber of 

stars in the mass interval m to m + dm. The present day mass function is determined by 

the following 

~ (elm )-I .;;,(m) = -\J!(lvlp) --
dJvlp 

(1.36) 

where dm/dlvlp is the main sequence mass-luminosity relation. The mass-luminosity rela-

tion converts the luminosity function to a mass function. The mass-luminosity relation is 

determined from main sequence visual, eclipsing and spectroscopic binaries from which the 

mass can be determined. The luminosity of a main sequence star is not a function of mass 

alone. It also depends on the rnetallicity, spin vector and main sequence age. Stars with 

lower metal content have lower opacity and are therefore brighter at a given mass. The 

internal pressure of a star is reduced by increased rotation rates which in turn makes them 

dimmer (Kroupa 2002). 

Stars will brighten by about 1 magnitude over their lifetime on the main sequence. 

For low mass stars which are in their relative infancy this will be a minor effect as they have 

not yet brightened significantly. However it is a significant effect for stars with lifetimes 

shorter than the age of the galaxy. The luminosity of these stars will be on average 0.5 

magnitudes brighter than they were at ZAl\IIS. This effect must be taken out using the main 

sequence brightening correction (Miller & Scala 1979). 

The IMF can be calculated from the present day mass function by the following: 

{ 
rG b(t)dt 

3(m) = c;(m)~ X re-rm 

TQ J;G b(t)dt 

for T(m) <Tc 
(1.37) 

for T(m) ~ TQ 
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where b(t) is the SFH with the normalization condition (l/Ta) Jc{c: b(t)dt = 1, To b the 

current age of the galaxy and T(m) is the main sequence lifetime of a star of mass ·m 

(Kroupa 2001). In this expression ~(.M) is the time averaged UvIF. For stars with lifetimes 

longer than the current age of the galaxy 3(m) = c;(m). Equation 1.37 illuminates the 

effect of the SFH on the observed IMF. Another assumption inherent in equation 1.37 is 

that the IMF is at least nearly constant over time. Miller & Sea.lo (1979) suggest there is 

no compelling observational evidence to indicate this is a bad assumption. 

There a.re a host of other complications to measuring the IMF from counts of main 

sequence field stars. In a magnitude limited sample luminous stars are overrepresented. This 

is called the Malmquist bias. The Malmquist bias arises because brighter stars can be ::;een at 

greater distances. In a magnitude limited sample will detect luminous stars will be detected 

over a greater volume of space than fainter stars. For example, a magnitude limited sample 

with a limiting magnitude of V = 6 will find that 12% of stars have -2.5 < Aiv < -1.5. 

However the true value from a volume limited sample is 0.1 % (Binney & Merrifield 1998). 

The luminosity function needs to be corrected for the Malmquist bias. 

In addition to the Malmquist bias, there is also the Lutz-Kelker bias (Lutz & Kelker 

1973). The Lutz-Kelker bias results in measured luminosities that are systematically too 

large. Because there is uncertainty in the value of a measured trigonometric parallax for 

a given actual parallax half of the measured parallaxes will be too high, while the other 

half will !Je t,oo low. Thi::; effec.:(, woul<l teu<l to c.:auc.:el it:;elf out, !Jut parallax i:; a. fuuc.:tiuu 

of distance. Assuming a uniform distribution of stars there are more stars in each more 

distant spherical shell. Therefore more stars of lower paralla..'{ are scattered into bins of 

34 



higher paralla..' than vice versa. The result is an systematic underestimate of the tnw 

distance to a population of stars. This effect occurs at all values of the parallax and is not 

fixed by increasing the value of the limiting parallax. The effect is a function of u /7r not 7f 

as one might assume, where u is the measurement error and 7f is the value of the parallax. 

High mass stars are more often found on the galactic disk while low ma8s stars 

are less confined to the disk. It is therefore important to look perpendicular to the disk 

to ensure that low mass stars are not underrepresented in the present day mas8 function 

(Miller & Scala 1979). 

Another significant problem is the existence of unresolved binaries. In thi8 case two 

or more stars near each other can be mistakenly counted as one thus underestimating the 

number density in a given magnitude, and therefore mass, bin. This problem is a function 

of distance as a larger fraction of binary stars will be unresolved at greater distances. 

423 ± 93 of main sequence M stars (Fischer & Marcy 1992) and 433 of main sequence G 

stars (Duquennoy 1991) are primary stars in multiple star systems. These are both lower 

limits as some companions may have eluded detection. As roughly half of stars are in 

multiple systems it has a potentially large effect on the observed luminosity function. 

Malkov & Zinnecker (2001) investigated the severity of this problem using Monte 

Carlo simulations. Binary pairs were chosen at random based on a assumed underlying 

single-star IMF. As light from the primary star will dominate the total light from the 

system, Llw securnle:try cau Lu rumluretl iuvh:;iLle. Thi:; is u 1.mrticulurly lurgu µruLlum fur 

lower mass stars as it is unlikely that they will be the primary star in a random pairing 

of stars. Because of their longer lifetimes, lower mass stars can be paired with stars that 
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have already evolved off the main sequeuce and are thus thrown out of the main :;equcncc 

luminosity function altogether. The secondary star IMF will always have a steeper power 

law slope than the observed primary star IMF. This suggests that star count measures of 

the IMF will systematically underestimate the slope of the true underlying IMF. 

To first order Salpeter's original mass function is still widely in m;e. Although it 

is was determined from stars in the mass range 0.4 < M/1VI0 < 10 it is often extended to 

cover the range 0.1 < M/M0 < 120 with a slope r = 1.35. More modern field star IMF 

measurements include Miller & Scala (1979), 

0.4 for 0.1 :::; m/M0 :::; 1 

f= 1.5 for 1 :::; m/M0 :::; 10 

2.3 for 

and Kroupa, Tout, & Gilmore (1993) 

0.3 for 0.08 :::; m/M0 :::; 0.5 

f= 1.2 for 0.5 :::; m/NI0 :::; 1.0 

1. 7 for 1.0 :::; m/M0 

(1.38) 

(1.39) 

Figure 1.3 shows some IMFs graphically. There is evidence to suggest that the solar neigh-

borhood is deficient in massive stars and therefore field star observations systematically 

underestimate the number of high mass stars formed (Kennicutt, Tamblyn, & Congdon 

1994). 

Due to the dym:uuie:; of star clusters and the lYiilky \Vay as a whole, field stn.1·s 

come from a mixture of many star formation events at various times in the past. As such 

the field star IMF is an average IMF. While a useful benchmark it gives little insight into 

possible variations by itself. 
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The stellar census technique used for field stars can also be applied to clusters of 

stars. Open clusters are more useful than globular clusters rn; they are young enough to 

have massive stars and close enough to observe lower mass main sequence stars. 

There arc several advantages to using open clusters for IMF measurements (Phelps 

& Janes (1993), Scala (2005)). In an open cluster all of the stars are at the same distance and 

have the same age and metaJlicity. This eliminates the need to assume a timc-iudepeudent 

IMF and make birthrate corrections, the latter of which is especially problematic for IMF 

measurements in the 1 to 2 M0 range. Because of their long lifetimes field stars with masses 

:::, 2M0 can migrate large distances from their birthplaces. In a cluster the stars are all still 

near the place of their birth. The luminosity function can be directly converted to the IMF 

below the main sequence turnoff provided that the range of formation times h; less than the 

cluster age. 

Unfortunately there are a number of complications associated with cluster IMF 

measurements (Phelps & .Janes (1993), Scala (2005)). Clusters have relatively few stars 

which leads to poor statistics in the luminosity functions and thus IMFs of individual 

clusters. Also contributing to poor statistics is the small number of clusters that are both 

young enough to have a large range of masses and close enough that the limiting magnitude 

does not affect the detectability of low mass stars. Field stars along the line of :;ight can 

make cluster membership difficult to determine. If the star formation history of the cluster 

deviates fro111 a siugle burst evolution corrcctiom; 111ay Le ucccssary. 

Another complication of using clusters is that there is evidence of mass segregation-

that more massive stars either form at or fall into the center of clusters. Using HST /WFPC2 
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images of the young open cluster NGC 330 in the SMC Sirianni, et al. (2002) found that the 

measured value of r in the mass range 1 ;::;:, IvI/tvI0 ;::;:, 6 becomes steeper at greater distances 

from the cluster core. In the core of cluster r '"'"' 1.5, consistent with the Salpeter value, and 

roughly constant. Outside the core r steepens roughly linearly with distance and reaches 

r rv 2.8 by a distance of three core radii. 

This steepening is due to a deficit of massive stars rather than an excess of low

mass stars. The density of 1.5 M/M0 stars falls by a factor of 4, and by a factor of 20 for 

5.0 M/M0 stars. 

An excess of massive stars in the core can arise from dynamical evolution of the 

cluster. Over time equipartition of energy can lead to low mass stars taking part of the 

kinetic energy of higher mass stars, causing the higher mass stars to fall deeper into the 

potential well of the cluster. However in the case of NGC 330 the timescale for this to 

happen is 500 Myr which exceeds by factor of 20 the 30 Myr age of the cluster :mggesting 

that a significant portion of the mass segregation is primordial in nature. 

The other possibility is that the mass segregation is due to IMF variations. In 

this case the higher gas densities at the center of the cluster lead to a higher accretion rate 

which facilitates the formation of stars with higher masses. 

It is difficult to compare cluster IMF results from different authors due to varying 

data reduction and models used. Fortunately there are a few authors who have measured 

the Il'vIF;,; of ;,;everaJ clu;,;tern wiLh Lhe same tedmiques. The variaLioll ill r values ill Llte 

mass range from 1 to 15 M0 for individual authors is as large for individual author;,; with 

self-consistent techniques as it is across multiple authors using different techniques (Scala 
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2005). 

Phelps & Janes (1993) measured IMFs for 8 individual clusters. Combining their 

results they found a mean valuer= 1.40 ± 0.13 over the mass range 1.4 < M/M0 < 7.9, 

consistent with Salpeter's value of r = 1.35. However two of the 8 clusters have IIvIF slopes 

significantly different from the mean. For NGC 663 they found r = 1.06 ± 0.05 over the 

mass range 1.2 < M/M0 < 12. For NGC 581 they found r = 1.78 ± 0.05 over the same 

mass range. The authors believe this difference to be real because NGC 581 and NGC 663 

are both well sampled as they are relatively populated, and they have the same ages and 

physical size. 

Sanner & Geffert (2001) also measured IMFs for several open clusters. Their 

measured slopes varied from r = 0.69 ± 0.63 to r = 2.27 ± 0. 70 in the mass range 

1.1 :::, M/M0 :::, 6, with an average of r = 1.65. Their data came from the Tycho-2 catalog 

so they were able to use proper motions to determine cluster membership as opposed to 

Phelps & Janes method of estimating the contamination from measurements of nearby field 

stars. However their limiting magnitude of Vr ,...., 11 led to much poorer statistics and thus 

more uncertain values of r. 

Studying the high mass end of the IMF is in general difficult becam;e the highest 

mass stars experience supernovae within 3 Myr of their birth. In the case of clusters it is 

necessary to observe a cluster at an extremely young age at a distance where individual star 

cou11Lt:i are :,;Lill µo:,;:,;ilJle. One kuowu clu:,;t.er iueet;iug Lhese eriteria is Lhe Arches Cluster 

(Figer, et al. 2002). The Arches Cluster is the densest and one of the most massive young 

clusters in the galaxy, containing at least 160 0 stars. The age is estimated to be 2.5 ± 0.5 
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Ivlyr. 

Figer (2005) measure a best fit r = 0.90 over the mass range 10 < M/Mc·) < 120. 

They also provide a conservative estimate for the upper mass limit of 150M0 for stars bai:ied 

on Monte Carlo simulations of their photometry of the Arches Cluster. Their measured mass 

function truncates at 130M0 , even though higher mass stars should still be observable given 

the cluster age. 

The high mass end of the IMF is also heavily affected by stochastic processes. 

Kroupa (2001) made cluster models by selecting the masses of the stars randomly from a 

universal IMF mass distribution. Cluster membership ranged from 102 to 106 stars. The 

IMF was then measured for these clusters using the assumption that the masses of stani 

could be determined exactly. Even with this generous assumption there was a large amount 

of scatter in the IMF slopes of the small clusters. In the case of 106 stars the true Il\IIF 

was recovered exactly. Based solely on random sampling of masses Kroupa concluded that 

the standard deviation of r across many cluster IMF measurements is ,....., 1, even if the 

underlying IMF is truly universal. 

Another way in which stochastic processes can complicate studies of IMF variations 

in stellar clusters has to do with the order in which the stars in the cluster form. 0 and 

B stars produce ionizing photons and cosmic rays which affect the surrounding nebula. 

However the probability of creating one of these massive stars is comparatively small. If 

oue of Lhe8e 11Ht88ivc ::;Lur::; lmppeu::; by chnucc Lo fonu fir::;L iL umy t.lrivc up the nebular 

temperature and depress the formation of less massive stars compared to regions without 

massive stars (Robberto, et al. 2004). 
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Integrated Light 

Stellar count methods have a serious limitation. They can only be used for stellar 

populations which are close enough to resolve the individual stars. They are of diminishing 

usefulness as a function of distance as the lowest mass stars become too faint to detect. In a 

search for systematic variations in the IMF due to environmental conditions it is necessary 

to investigate the widest possible range of conditions. There is a. far greater range of 

environments across the populace of galaxies in the local universe than can be found within 

the Milky Way alone so there is a strong motivation to probe the IMF iu other galaxies. 

The techniques for studying the IMF in other gala.'Cies differ greatly from those 

of resolved stellar populations in our galaxy. Instead of counting individual stars, the 

integrated light of the entire stellar population is looked at all at once. From the integrated 

light IMF indicators can be used to decipher the underlying IMF of the galaxy. There are 

both advantages and disadvantages to this change in tactics. 

In addition to the increased access to a greater variety of environments integrated 

light techniques eliminate many of the biases of star counting methods. Corrections for 

Malmquist and Lutz-Kelker biases as well as the structure of the disk of the galaxy are not 

necessary. The need to differentiate between main sequence and post main sequence stars 

vanishes and the problems arising from multiple star systems are eliminated. 

On the down side integrated light techniques are even more model dependent and 

therefore can only be as good as the models on which they are based. These models can be 

degenerate. It is difficult to disentangle the effects of age, metallicity, star formation history 

and IMF. Individual IMF indicators provide only weak constraints on the IMF so they are 
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better used in tandem. 

Leitherer (1998) divides integrated light techniques into three main categories: 

those that measure the mass-to-light ratio to determine the lower mass cutoff of the IMF, 

those that measure the IMF slope above 10 M0 , and those which attempt to find the high 

mass cutoff from the ionizing radiation field. What follows is a sampling of studies using 

a range of integrated light indicators and the insight provided into IMF variations or lack 

thereof. 

Kennicutt (1983) compared the Ha equivalent width to the B - V color index for 

a sample of galaxies to constrain the slope of the IMF for higher stellar masses. The Ha 

equivalent width compares strengths of the Ha emission line to the continuum around the 

line. The equivalent width is the width of the continuum around an emission line whose 

integrated flux is equal to the flux in the emission line. The equivalent width has the 

advantage over line flux measurements in that it is minimally affected by dust and flux 

calibration. 

The strength of the Ha line is closely related to the number of massive stars present 

under the assumptions of Case B recombination (Osterbrock 1989). Because all 0 and B 

stars are young they are often still in the regions of neutral hydrogen from which they 

formed. Only massive 0 and B stars produce appreciable UV flux which ionizes the gas 

surrounding them. In Case B recombination the clouds are dense so any photon emitted 

from an n 2 I' to 12 S ::;tate i::; imme<liately real.n;oroe<l, populating the n 2 I' ::;Late iu another 

atom. In addition to re-emitting a Lyman photon, there is also a chance that a transition 

ton 2:: 2 will occur. So after several scattering events every Lyman photon is converted into 
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lower series and 22S __, 12S continuum photons which experience lower optical deptlu; and 

can escape the gas cloud. As the transition probabilities, although weakly temperature and 

density dependent, can be calculated the ratio of ionizing photons from stellar photosphercs 

to Ha: flux is well determined. 

The inferred UV flux can be converted to a SFR for stars with masses greater than 

about 10 .LvI0 . The massive star SFR. is only weakly a function of the IMF as the range 

of masses is small. A total SFR can also be determined although it is strongly dependent; 

on the assumed IMF. It is important to remember that these SFRs depend 011 the Case 

B assumption. Lyman leakage is when some fraction of the ionizing photons escape the 

cloud before being converted to photons of lower series. The extent to which this happens 

depends on the densities and geometries of the stellar nurseries. Thus the calculated SFRs 

are lower limits to the true SFR. 

The Ha equivalent width combines the Ha emission from massive stars with the 

red continuum primarily arising from red giant stars in the 0.7-3 M0 range. The relationship 

between the Ha equivalent width and a broad band color index, namely B- V, is sensitive to 

the slope of the IMF between 1 and 50 M0. Based on comparisons with spectral synthesis 

models Kennicutt (1983) found that the slope of the IMF in his sample of galaxies was 

consistent with r = 1.5, and thus the Salpeter slope. It also effectively ruled out the Miller

Scalo IMF as that IMF failed to produce enough Ha: emission to be consistent with the 

<laLa. The lack uf uuy iuforumLiou regar<liug Llw umuuuL of <lu:sL extim.:tiuu iu iu<livi<luul 

galaxies was a major barrier to more detailed conclusions. 

The method was revisited by Kennicutt, Tamblyn, & Congdon (1994) with au 

43 



expanded sample of galaxies and improved stellar evolution models. They also noted a. 

systematic calibration error of 16% in the Kennicutt (1983) data which was corrected. 

Repeating the analysis they found the IMF slope above 1 l:VI8 consistent with 1.35 :::,, r :::,, 1.5 

and concluded that the solar neighborhood is deficient in high mass stars by a factor of 1.5 to 

2.5. Both Kennicutt measurements rely on the assumption that the IMF is time independent 

as the Ho: equivalent width compares the massive stars forming today to the less massive 

stars formed during much earlier epochs of star formation. 

Baldry & Glazebrook (2003) investigated the form of the IMF using gala.xy lumi

nosity densities from the ultraviolet to near-infrared. Galaxy luminosity densities for local 

(z,....., 0.1) galaxies were estimated through analytic integration of the Schecter function for 

each bandpass. The luminosity densities form a luminosity-weighted average galaxy spec

trum with R ,....., 6. Spectral synthesis models were fit to this "cosmic spectrum" to measure 

the slope of the IMF between 0.5 and 120M8 . For masses less than 0.5M8 it was assumed 

that r = 0.5. 

This method, like all methods which rely on spectral synthesis models, suffers from 

a number of uncertainties including chemical evolution, dust attenuation, and the synthetic 

spectra themselves. However, Baldry & Glazebrook used a novel approach to break the 

IMF /star formation history degeneracy. They assumed that the IMF is universal. Should a 

universal IMF exist it must apply to a cosmic spectrum. While there are large uncertainties 

iu detenuiuiug the SFIIs of individual galaxiet:i the cot:imit: SFH it:i much !Jetter determined. 

Metallicity and recent starbursts in individual galaxies make it difficult to determine the age 

of stellar populations. But the cosmic SFH is measured by the evolution of SFR indicators 
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with redshift. \Vhile an IMF must be assumed to translate the evolution of SFR indicators 

into a SFH, a relative SFH can be found if the same indicator is used at all redshifts. 

This results in a best fit r = 1.15 ± 0.2 which is 8hallower but agree8 with the 

Salpeter IMF. ·while their results are consistent with a universal IMF they do not rule out. 

variations. They also found that r < l. 7 at the 95% confidence level which rules out the 

Scala (1986) solar neighborhood IMF as being universal. They also found r = 1.2 ± 0.3 

compai"ing the Ho: luminosity density to the ro.1 band luminosity density. 

A mystery exists in the high mass IMF of starburst galaxies. Starburnts appear 

to be missing high mass stars. In a burst of star formation the number of massive stars is 

higher than usual which heats the ISM and intergalactic medium. They also enrich the ISM 

in supernova events. High mass stars can also expel interstellar gas through high 8tellar 

winds. 

Bernlohr (1992) analyzed the starburst in M 82 using evolutionary model8 of stellar 

populations. Model predictions were compared to the data for the lower limit of the bolo

metric luminosity, the ionizing photon flux, K magnitude, CO index and the [O III]/H53a: 

and [N III]/H53o: far infrared emission line ratios. The CO index is the strength of the 

CO absorption bands at around 2.3 µm. For a given spectral type the strength of the 

CO absorption increases with luminosity class. In general absorption become8 8tronger as 

stellar temperature is decreased, surface gravity is increased and metallicity is increased. 

The CO index h; an indicator of the durat.iou of a :;tarbur:st. The far infrared line ratioti 

are particularly sensitive to the upper end of the mass function. Bernlohr U8ed the models 

to investigate truncations of the IMF at both the high and low mass end. An upper mass 
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cutoff of 30 M0 is the best fit, and the IMF is biased toward massive stars either via a lower 

mass cutoff of around 2 IvI0 or a change in r. 

Rieke, Rieke & Tamblyn (1993) did their own modeling of the M 82 starburst. 

They concluded that the near-infrared spectrum of M82 is dominated by red supergiants, 

not metal rich red giants. Their models found that the IMF at the high end does not need 

to be different from that locally, but below a few solar masses the IMF must be truncated 

or at least heavily suppressed. 

Rigby & Rieke (2004) explore the use of mid-infrared line ratios as stellar tem

perature diagnostics, and thus IMF indicators. The He I 2.06 /Lm/BrlO ratio has simple 

recombination physics and is largely independent of extinction which makes it an accurate 

diagnostic of the effective temperature of the ionizing continuum. Unfortunately these lines 

are weak and can only be observed for nearby galaxies. It can, however, be used to calibrate 

other line ratios for use at large distances. The emission line ratio [Ne III] 15.6 µrn/[Ne II] 

12.8 µm is extremely insensitive to extinction and is a homonuclear rare gas which makes 

it free from the effects of chemical abundance and dust depletion. 

They find that the mid-infrared line ratios can be matched by models with IMFs 

truncated at 40-50 M0 . However they give an alternative explanation. It may be that 

in starburst galaxies the massive stars spend the bulk of their lifetimes deep inside dense, 

highly extincted clouds similar to the ultracompact H II regions of the 1ifilky Way. The 

cxtiucLiou Lo Lhesc rcgious could be a..s li:trgc as Av ~ 50. This makes the urnssivc sLars 

invisible in the optical and near and mid-infrared. 

Low surface brightness galaxies (LSBs) also provide possible evidence for non-

46 



standard IMFs. Schombert, et al. (1990) lists some characteristics of LSBs. They have low 

stellar luminosity in the disk and fragmented spiral structure, although some have bulges. 

They exhibit high HI gas to light ratios (MHI/ La "' 1.5 compared to "' 0.5 for typical 

star-forming spirals), tmusually blue B - V colors given a paucity of 8tar-forming rogion8 

and sparse low luminosity HII regions. 

The mass-to-light ratios of LSBs can be explained by fading of the stellar pop

ulation between periods of star formation. Given the blue colors, however, it is difficult 

to envision such a scenario. The colors are consistent with a stellar population comprised 

largely of A and F stars, but high surface brightness star formation regions are not observed. 

Schombert, et al. (1990) made radio measurements for six LSBs and failed to 

detect CO in any of them. Their most probable explanation is low metal abundance in the 

LSBs has led to nonstandard CO /H2 ratios. However it may also indicate that a lack of 

cold molecular gas leads to weak star formation. It is also possible that a truncated IMF 

and a constant star formation rate could explain the large number of A and F stars and the 

lack of 0 and B stars. This scenario would reduce the amount of metals produced, raise 

the mass-to-light ratios as more mass would be in low mass stars. In this case stars would 

be forming in warm, low density HI regions instead of cold molecular clouds which would 

suppress high mass star formation. If for some reason this happens in LSBs the IMF would 

be very different from that in galaxies with more normal surface brightness. 

Lee, et, ul. (2004) a.bu explore Llw po::;::;ibility LlmL high 111a::;::;-t,u-light n.itio::; in LSD::; 

result from variations in the IMF. They used stellar population models to find that an IMF 

with r = 2.85 over the range 0.1 < M/M0 < 60 could fit the B - V and B - I colors of 

47 



their 7 LSBs. 

Schombert, et al. (1990) comment that LSBs may provide unique insight into 

galaxy formation. Many LSBs have normal bulges which suggests that their star formation 

was normal in the distant past. The disks of LSBs are rich in HI but may lack molecular 

gas. Most LSBs are found in sparsely populated regions of the universe. Their loneliness 

and the fact that they still posses a lot of HI gas may suggest that they have lived their live:-; 

free of interactions with other galaxies and could be rare laboratories for studying galaxy 

formation in the absence of external perturbations. 

Meyer & Greissl (2005) suggest that in galaxies experiencing strong starbursts it 

may be possible to detect low mass pre-main sequence stars. Under normal circumstances 

the K band light of an integrated stellar population will be dominated by post main se

quence red giant stars. The contribution to this light from the main sequence will also 

be dominated by high mass stars because the mass-luminosity relationship is very 8teep 

(L ex 1VI3 ). However for pre-main sequence stars the mass-luminosity relationship is con

siderably flatter. If a starburst is observed within the first 10 J\tlyr, before massive stars 

have time to become red giants, they estimate that 7-12% of the [( band light will be 

due to low mass pre-main sequence stars depending on the IMF chosen. These low ma8s 

pre-main sequence stars have unique spectra with strong broad CO absorption bands which 

may be observed as 2-4% absorption against the continuum. The CO absorption feature 

could potentially give the ratio of low to high lllaHH :-;tarH formeu iu sLarl>ursL gala,xics, l>uL it. 

also depends on nebular free-free emission in the 2 /tm continuum as well as possible exce8s 

emission from protostellar disks. 
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1.5.2 Theoretical Expectations 

Larson (1973) provides perhaps the simplest theoretical model which qualitatively 

agrees with empirically obtained IMFs. In his model fragmentation happens in a series of 

discrete events. At each step every cloud fragment either splits into two pieces of equal mass 

or remains intact. This model has only three input parameters- the total mass of the cloud 

Al, the total number of fragmentation steps N and the probability p that a fragment will 

split in two during a fragmentation step. In this model the masses of the stars created mu8t 

be equal to 2-n }.If, where 0 ~ n :::; N and n is an integer, due to the series of halving events. 

Fragmentation eventually stops at some minimum fragmentation ma8s 2-N 1'.1. Therefore 

assumptions of the minimum mass give the value of N. The value of p depend8 on conditions 

in the cloud which favor or hinder fragmentation. 

When p = 1/2 the number of stars of mass M = 2-n NI after N steps is given by 

the binomial distribution. Thus the resulting IMF when p = 1/2 is a lognormal distribution 

because the mass bins are logarithmic because every star has a mass which is a multiple 

of an integer power of 2 and the binomial distribution approaches the normal distribution 

for large numbers of N. When p = 1/2 the IMF is centered on a mass of 2-N/2 M with 

a standard deviation of VN /2 in units of log2 M. For cases when p -:f 1 /2 the IMF is 

centered at 2-P11 NI with standard deviation Jp(l - p)N. It is concluded that p must not 

differ much from 1/2 if this model is valid. 

Of the three parameters in Larson's model, the one that is the least constrained 

physically is the probability of fragmentation. He points out that while fragmentation 

depends on the Jeans mass, lvlJ, it is not the whole story. A non-rotating spherical cloud 
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will collapse without fragmenting. It is turbulence and angular momentum which lead 

to fragmentation. Thus A;JJ only gives insight to the maximum amount of fragmentation 

possible under ideal conditions for fragmentation, not the actual amount that occ:urn. It 

is suggest that increased turbulence will raise the value of p and in turn reduce the mean 

stellar mass formed from the cloud. 

The G dwarf problem is the fact that there are very few metal poor main sequence 

G stars in the solar neighborhood- far fewer than the number predicted by the closed box 

model of chemical enrichment of the ISM. A similar problem is the flat age-metallicity 

relation of nearby stars. Older stars are observed to be slightly less metal rich than younger 

stars. Larson (1998) suggests that the G dwarf problem can be explained by a time-varying 

IMF. Most explanations for the G dwarf problem have involved infall of metal free primordial 

gas onto the galaxy. However large amounts of primordial gas are not observed and the 

measured infall rate is too low. An IMF which was biased toward higher masses in the past 

can explain both the G dwarf problem and the flat age-metallicity relation. 

Metallicity and Opacity 

The opacity of the molecular cloud plays a role in the fragmentation process. 

During the optically thick portion of collapse the opacity traps heat marking the end of 

the isothermal collapse and stopping fragmentation. The effects of opacity in optically thin 

st.agP.s is morP. s11 ht.JP. hnt. nonP.t.lrnlP.ss irnporb1.nt. Tim cooling ratP. is c:ont.ro]JP.rl hy t.hP. 

opacity in this regime. While clouds with high opacity will be hotter at high densities they 

will be cooler at low densities. 
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Boss (1988) found fragmentation is insensitive to opacity within a factor of 3-4, as 

is the minimum protostellar mass formed, Mmin ""'0.011VI0 . They listed four main re<IBons 

for this insensitivity. First and foremost is the aforementioned discussion of opacity having 

opposite roles depending 011 the density regime. The net effect over the collapse may cancel 

out. Secondly fragmentation is largely determined at temperatures below 100 K where the 

differences in opacities between dust models are the smallest. Analytically, AfJ ex ii1/ 7 (Low 

& Lynden-Bell 1976) so it may not be surprising that the dependence on opacity is weak. 

Lastly they cited the lack of grid points in their models. They do however point out that the 

opacity could be very relevant for Population III stars or in other instances of extremely low 

metallicity. In their analysis the opacity came largely from dust grains. At extremely low 

metallicities there can be no dust and the primary source of opacity becomes H2 molecules. 

The lack of metal and dust cooling in the primordial clouds suggests that the 

temperatures must have been significantly higher than they are today. Stahler (1986) 

gives two possible outcomes for this scenario. The first is that the clouds fragment at 

densities similar to present day clouds then the resulting stars will have systematically 

higher masses. This idea is supported by the fact that no extremely metal poor low mass 

stars are observed today. This is perhaps the most compelling argument that the IMF must 

have been fundamentally different in the past than it is today, and thus not universal in 

time. If on the other hand the clouds contracted to higher densities before fragmenting they 

cuultl have funned solar mass sLttrs. Dut even iu Lhis <:ase Llwre is tt pmtdLy of ::;ub-::;ulu.r 

mass stars formed compared to the IMF of today. 

The main source of cooling in extremely metal poor environments comes from 
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rotational and vibrational transitions in H2. Nakamura & Umemura (2002) discrn;s the 

importance of HD cooling as well in primordial conditions. HD has a finite dipole moment 

which leads to higher radiative transition probabilities than H2. This makes it an important 

coolant under certain conditions in spite of its relative abundance. In their analysis they 

considered several processes which thermally affect the clouds. H cooling occurs via radiative 

recombination, collisional ionization and collisional excitation. Line emission by H2 and HD 

rotational transitions and H2 vibrational transitions has a cooling effect, as does collisional 

dissociation of H2. Gas is heated by H2 formation. 

Using this more thorough analysis Nakamura & Umemura (2002) also found that 

the IMF in primordial conditions is very dependent on the initial density of the cloud, but 

also on the H2 abundance. In cases where the central density is ~ 105 cm-3 the IJVIF is split 

depending on the H2 abundance in the cloud. Above a critical abundance of,....., 3 x 10-3 HD 

cooling dominates over H2 and the IMF peaks at,....., 10M0. Below this abundance H2 cooling 

is dominant and the IMF peaks at ,....., 100M0. At high densities the mass of fragments can 

be reduced to,....., 1-21VI0 . This leads to a strange IMF which is bimodal, heavily dependent 

on the initial densities of the cloud and missing sub-solar mass stars. This suggests that 

the IMF is indeed a function of metallicity, albeit sensitive to it only over very large ranges, 

as well as cloud density in the low metallicity regime. 

There are other reasons to believe that the temperature of star forming clouds was 

higher in Lhe pa::;L. The ambient Lemµerature a:; a function of rud::;hift i::; T = 2.73K(l + 

z). For redshifts 2 1.9 the background temperature exceeds 8 K, which is the minimum 

temperature of molecular clouds today (Larson 1998). It stands to reason that the coolest 
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molecular clouds in the past must have been warmer than they are today. In addition star 

formation rates were likely higher in the past increasing the am ount of gas heating due to 

ultraviolet radiation from massive young stars and cosmic rays from supernova. 

Turbulence 

While the effects of turbulence in molecular clouds have long been suspected of 

influencing star formation, efforts to quantitatively investigate the significance of these 

effects have only more recently become computationally possible. 

Random supersonic motions are observed in giant molecular clouds. Padoan, Nord-

lund & Jones (1997) modeled a portion of a molecular cloud as isothermal flows which are 

randomly ramped up to high Mach numbers. This results in a complex network of shocks 

with as many as 5 orders of magnitude between the highest and lowest densities found in 

the cloud. It also leads to a density field with log-normal distribution. They also find that 

the standard deviation of the linear density field is proportional to the Mach number. In 

this model it is turbulence that causes the over densities which lead to instability and then 

gravity takes over. From equation 1.18 it can be seen that during the isothermal portion of 

the collapse the distribution of Jeans masses is determined by the density distribution. This 

leads to a log-normal distribution of Jeans masses, which has the attractive feature that 

the IMF has an exponential cutoff below the most probable mass. This mass is determined 

to be 

( )-1/2( T )2( )-t 
M.1,rnin = 0. 2M8 1000 :ni-3 10 K 2.5 :; s-1 (1.40) 

where O'v is the velocity dispersion of the gas. This can be thought of as a modified minimum 

Jeans mass because of the exponential cutoff in the IIvIF below this value. Its dependence 
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on the temperature is stronger than in equation 1.18 where turbulence is not considered. 

Using ISM scaling relations equation 1.40 collapses to MJ,min c:::: O.UvI0 (T/10 K) 2 , although 

O'v has the effect of broadening the IMF distribution. They were able to match the Iviiller

Scalo IIvIF with a mix of star forming clouds with temperatures from 5-40 K, a reasonable 

range of cloud temperatures.. Single temperature models are not as successful. Using a. 

60 K cloud temperature, which is reasonable for clouds experiencing strong UV and X-ray 

background, they found a cutoff mass of 4 M0 in agreement with observational evidence 

that starburst regions are deficient in low-mass stars. 

Padoan & Nordlund (2005) suggest that fragmentation is due primarily to turbu

lence and fragmentations of any size can form regardless of the local Jeans mass. Their 

emphasis is on the flow properties instead of the fluid properties of the gas. U:>ing super

sonic MHD turbulence in isothermal flows they found that gas density in a cloud follows a 

log-normal distribution with higher moments depending on the RMS Mach number. The 

power spectrum of velocities in the turbulent cloud is found to be a power law, Ev(k) ex: k-!3, 

where k is the wave number. Their numerical simulations found f3 = 1. 7 4, but the value 

of f3 is constrained to be between 5 /3 for incompressible turbulence and 2 for pressurele::;::; 

turbulence. This leads to an IMF with r = 1.33, and is constrained to be 1.3 ;S r ;S 1.5 

within the range of possible {3. For large masses this analysis predicts a universal IMF with 

r = 1.33, effectively equal to the Salpeter IMF, based on the universality of the statistical 

properLie::; of Lurlrnleuce. Iufur11w.Lio11 regar<lil1g Lhe iuiLial cou<lit.iou::; i::; y_uickly lu::;L due Lu 

the chaotic nature of turbulence. Below 2 M0 the turnover in the IMF is still a function of 

temperature, density and RMS Mach number of the flow. They also stress the statistical 
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nature of the high mass IMF slope. Because star formation at high masses is relatively rare 

studies of individual clusters with small numbers of stars can appear to have varying IMF 

slopes for stochastic reasons despite the universality of the underlying physics. 

The IMF from denser regions may be fiatter, or more top heavy. One possibility i8 

that in denser regions cloud fragments may merge into more massive fragments. Shadmehri 

(2004) shows through numerical modeling that if the IMF is "naturally" steep with r = 1.7 

in dense environs it can reach r = 1.35 through fragment coalescence in one dynamical 

time. 

Elmegreen (1997) considered molecular clouds with fractal geometry in a hierar

chical structure. The cloud is divided into pieces, which are divided into subpieces and so 

on. Clouds are thought to have fractal geometry due to turbulence. Pieces of the cloud are 

then chosen at random from any level of the hierarchical structure. The final mass of a star 

is the sum of the masses of all the subpieces that can trace their origin through splitting 

of the piece chosen. That piece and all of its subpieces are then removed from the cloud. 

At the lowest levels the pieces tend to have the smallest mass due to numerous splitting, 

and at the top masses tend to be large. There are also relatively more pieces in the lower 

levels. The models arc varied by changing the relative probabilities of selecting from each 

level of the structure. Some models give equal weight to all levels. The best fitting models 

give added weight to the lower levels. This is because the star formation rate is thought to 

be higher for higher gas tle11siLies. 

Random sampling of the fractal cloud alone leads to r = 1.0 at the high encl 

of the IMF. \i\Then mass competition and density dependent SFRs are considered the slope 

55 



steepens to r = 1.3. These values are independent of the input parameten; lending credence 

to the idea of a universal IMF. The mass of the most massive star in a cluster is also shown 

to be a stochastic process as well. As the cluster mass increases so too does the mass of 

the most massive star. The minimum Jeans mass is seen to play a role in determining the 

mass at which the IMF turns over. 

Chapters 2 and 3 detail a new test of IMF universality using photometric and 

spectroscopic data from the SDSS. 

1.6 Windows to the Pasts of Galaxies 

To fully understand the nature of galaxies today it is important to know how 

they formed. In addtion the study of galaxy evolution is full fledged field in of itself. The 

formation of the first stars, the assembly of mass in galaxies and the rise and fall of quasar 

activity are intimately intwined with the larger cosmological picture. Developments in 

cosmology can provide useful insight into galaxy evolution and vice versa. 

Unfortunately the time scales associated with galaxy evolution dwarf the entire 

course of human history. Our comparitively brief lifetimes, and even several generations, 

provide only a single snapshot of galactic histories. We cannot watch galaxies as they evolve. 

To access their youthful secrets we must be clever enough to find windows to the 

pasts of galaxies. Furthermore we must have the technical wherewithal to peer inside. Many 

of these windows can be found within the Milky vVay. A detailed accounting of the age, 

mass and metallicity of the stars in the galaxy can yield numerous insights into the past. 

For example, assuming a closed-box model of the chemical evolution of the galaxy far more 
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Sun-like stars should have low rnetallicities than the observed ratio. This is kuow11 rn; the 

classical G-dwarf problem (Schmidt 1963) and it tells us that there is a serious flaw in 

at least one of the assumptions involved: that the galaxy acts as a closed-box, the gas is 

initially metal free or the IMF is time invariant. The dynamics of distinct stellar populations 

in the galaxy - the disk, bulge and halo - are the frozen in remnants of past interactions. 

All known globular clusters are very old. This suggests that the conditions in the past must 

have been considerably different given that no new globular clusters are forming today. The 

number and dynamics of dwarf galaxies and tidal streams orbiting the Milky Way provide 

information about the possible heirarchical formation of our galaxy. 

Beyond the Milky Way we can look at other galaxies to see what our and other 

galaxies were like in the past. Due to the finite speed of light we do not see distant galaxies 

as they are today, but rather as they were when the photons began their odyssey across 

intergalactic space to Earth. For the most distant galaxies known the light landing in our 

telescopes left home when the the universe was only a seventh of its present age - more 

than 10 billion years ago. Like nearby gala..xies these are only snapshots of one moment in 

time. There is still no direct connection to before and after. However they provide useful 

information about what galaxies in general were like at early times. Another limitation of 

this method is that with increasing distance observations become more difficult clue to a 

reduction in both flux and spatial resolution. At the largest distances only the brightest. 

galaxies eau ue ouserve<l. Little eau ue glea.ue<l auout Lhe pa.st of gala .. xics that went on to 

be today's dwarfs from this technique. 

By good fortune some distant galaxies fall along the line of sight behind massive 
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galaxy clusters at intermediate distances. If the geometry is right the extreme mass of the 

galaxy cluster can act as gigantic magnifying glass by bending the light from the distant 

galaxy and focusing it at the point of the observer. This byproduct of geueral relativity 

is called gravitational lensing. This significantly brightens the distant galaxies allowing 

studies of young galaxies that would not be possible under normal circumstances. Lymau 

break galaxies (LBGs) are one specific class of objects in the early universe. There are a 

few known examples of strongly lensed LBGs allowing high S/N spectroscopy of individual 

young galaxies. LBGs are more thoroughly described in §1.7. 

Another way to look into the past is to search the local universe for remnants left 

over from the early stages of galaxy formation. Some low redshift emission line galaxies have 

been observed to have anomalously low metallicities. Big Bang nucleosynthesis produces 

no elements heavier than beryllium. All heavier elements present today have been created 

by nucleosynthesis in stars or supernovae (while cosmic ray spallation can also create some 

metals it is not an appreciable amount). Therefore a galaxy with extremely low metallicity 

must not have experienced much star formation up to this point in time. While its chrono

logical age is the same as any other galaxy in many ways it has somehow been frozen in 

time. In terms of galaxy evolution the galaxy is young. Given their close proximity more in 

depth observations can be carried out than for young galaxies at high redshift. In addtion 

much lower galaxy masses can be probed in this way. A more intensive introduction to 

extremely metal poor galaxies i::; given iu §1.8. 

58 



1. 7 Lyman Break Galaxies 

Lyman break galaxies (LBGs) arc simply gala .. xies with z > 2 which are experienc

ing bursts of star formation but are otherwise normal. The name comes from their method 

of discovery which involves analyzing their colors around the rest-frame ultraviolet spectral 

discontinuity at 912 A-- the Lyman break. The technique is an important breakthrough 

in that it is a simple, efficient and reliable method for finding high redshift galaxies. The 

drawback is that it only targets a specific type of galaxy, namely those with strong current 

star formation, and does not lead to a holistic picture of galaxies in the early universe. 

The history of searches for LBGs reaches back several decades. Based on the 

observation that elliptical gala...xies are comprised of low metallicity population II stars 

combined with the fact that their stellar populations are very old Baade (1958) deduced 

that they must have been formed in a single burst of star formation in the distant past. 

vVhen this observation is combined with the assumption that the large masses of today's 

luminous ellipticals had already assembled at early times it leads to the conclusion that for 

some range of time at high redshifts there should be a sizable population of young galaxies 

undergoing intense star formation. Furthermore the high luminosity associated with such 

ravenous star formation may be observable in the present day. 

The discovery of these high redshift galaxies would be a major breakthrough for 

galaxy evolution studies. This led to many efforts to predict their appearance and search 

for them. Meier (1976a) used spectral synthesis models to predict what an LBG spectrum 

should look like. The positions of LB Gs in color space were predicted in Meier ( 1976b). 

The first high redshift galaxies were not found by the Lyman break technique, but 
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rather by their strong radio luminosity. Spinrad & Djorgovski (1984) measured the a redshift. 

of z = 1.82 for 3C 256. Steidel & Hamilton (1993) took images to 26-27 magnitudes in three 

optical bandpasses of the fields of two very high redshift quasars. This was au attempt to 

identify, in color space, examples of normal high redshift galaxies. Several targets were 

identified, and one was spectroscopically confirmed at z = 3.428 by Giavalisco, Steidel, & 

Szalay (1994). This success led successful surveys for LBGs from both the ground (Steidel, 

et al. 1996a) and HST (Steidel, et al. 1996b ). Accompanying spectroscopy revealed 16 and 

5 z rv 3 galaxies respectively. Shapley, et al. (2003) use spectra of 811 LBGs to create 

composite LBG spectra. 

With a substantial sample of LBGs the bulk properties of the sample c<:u1 be 

measured. Giavalisco, Steidel, & lVIacchetto (1996) describe the general characteristics of 

LBGs. Their morphologies are largely compact, suggesting that around 90% to 95% of the 

stars that are being formed are concentrated within an area equal to the size of present day 

luminous galaxies. They often have low surface brightness regions around the central bright 

cores. Steidel, et al. (1996a) suggest that the flat UV spectra observed indicate that LBGs 

are not significantly affected by dust extinction. Both conclude that LBGs represent the 

formation of the spheroidal component of the progenitors of present day luminous galaxies. 

Although LBGs are intrinsically very luminous at their cosmological distances they 

appear faint, R,....., 24 to 25.5 (Shapley, et al. 2003). This results in individual spectra with 

low S/N which ofLeu are only gootl enough fur retl::;hifL tleLenuilmLiu11::;. A::; ::;uch curnµu::;iLc 

spectra must be used for more in depth analysis. The next section details the opportunistic 

use of gravitational lensing to permit in depth studies of individual members of the high 
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redshift universe. 

1. 7 .1 Gravitational Lensing 

One consequence of the general theory of relativity is that the pa.th of photons can 

be altered by gravity. Einstein (1936) considered the possibility that light from a distant star 

could be deflected by the gravity of an intervening star with results similar to a conventional 

lens. Two geometries were considered, one in which the observer was located perfectly along 

the line through the two stars and one in which the observer was a small distance off axis. 

In the first case a circular ring due to the distant star would circle the intervening star. In 

the second the distant star would appear as two point-like sources on opposite sides of the 

intervening stars. However the possibility of observing this phenomenon was disregarded. 

A chance alignment of two stars precise enough to generate a ring was deemed implausible. 

Worse, the angular radius of the ring and separation of images caused by objects of stellar 

masses was too small to be resolved by telescopes. 

Zwicky (1937) suggested that gravitational lensing by galaxies would stand a much 

better chance of being observed- due to the large mass of galaxies the angular separation 

between lenses and images could be much larger and the larger angular extents of galaxies 

would be resolvable to large distances. As early as 1937 Zwicky pointed out three key 

benefits of observing gravitational lensing by galaxies. First it would provide an additional 

t.Pst of t.hP gPnPral t.hPory of rPlat.ivit.y. SPconrlly it. wo11lrl allow ohsPrv::i.t.ions of galaxiPs a.t 

distances much larger than would otherwise be possible. Lastly it could be of great help in 

determining the masses of galaxies. 

Gravitational lensing was first observed in 1979 with the discovery of the double 
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quasar 0957+561 A and B CWalsh, Carswell & Weymann 1979). Two quasars were found 

only 6" apart. The spectra of the two quasars were found to be at the same redshift aucl 

identical. Soon thereafter Young, et al. (1980) found in deep CCD imaging that 0957+561 

A and B bracketed a galaxy at z = 0.39, the most luminous member of a galaxy cluster. 

An example of gravitational lensing is shown in Figure 1.4. SDSS Jl00434.91 

+411242.8 (Oguri, et al. 2004) is the first quasar found to be lensed by a cluster of galaxies. 

It is particularly dramatic as all previous lensed quasars had image separations of at most 

7". In SDSS J1004+4112 the separation reaches 14.6". In the figure four images of the 

background quasar at z = 1. 734 are clearly visible around a central galaxy at z = 0.68. 

Hubble Space Telescope Advanced Camera for Surveys imaging reveals a fifth image of the 

quasar (Inada, et al. 2005). Not only does lensing magnify the quasar, but the geometry of 

the images allows the modeling of the mass and geometry of the lens. This can be used to 

determine the dark matter content of the cluster. 

One way of thinking of gravitational lensing is that a gravitational field can cause 

the index of refraction of the vacuum to deviate from 1. The index of refraction of the 

vacuum is derived in Binney & Merrifield (1998) and is given by 

n = 1 + 211>1 
c2 

( 1.41) 

where ~ is the gravitational field. 

Gravitational lensing by a point mass is a special case of the general problem, but 

the results are illustrative. The angular deflection of light rays by a point mass is given by 

(1.42) 

where a is the angular deflection and b is the impact parameter of the light rays. Given 
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this angle there is a particular impact parameter for which the light rays are be11!. t:mch that. 

they reach an observer. Incoming light at larger impact parameters will be focused behind 

the observer and at small impact para.meters the focus will be in front. This critical impact 

parameter is called the Einstein radius and is given by 

1'£ = 14GM 
c2 

(1.43) 

where Ds is the distance from the source to the lens and D L is the distance from the lens 

to the observer. When the source, lens, and observer all lie on exactly the same line the 

observer will see the source as a brightened ring with a radius equal to the Einstein radius. 

Objects that lie within rg of the line between the lens and observer will be heavily distorted 

by the intervening lens. These objects are strongly lensed. Objects that lie outside of TE 

will be far less distorted and are referred to as weakly lensed. 

Gravitational lensing has two important properties. One is that it is achromatic-

as wavelengths of light are affected by the same amount. Colors and spectra of objects, 

when converted to the rest-frame, are not altered by lensing. The other important property 

is that gravitational lensing preserves surface brightness. The angular size of an object can 

be increased by lensing but the surface brightness stays the same. The increase in angular 

size does lead to an increase in brightness facilitating observations even though the surface 

brightness is unchanged. 

WhP.n OP.signing a snrv<w to fincl !P.nsP.<l ohj0cts it. is lrnlpfol to luwP. sornP. pn~clic.t.ions 

of how often the necessary alignment of objects are expected to occur. Unfortunately this is 

a difficult question to answer. Turner, Ostriker, & Gott (1984) investigated lensing by point 

masses and galaxies which were modeled as isothermal spheres. Their predictions were that 
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Table 1.3. Known strongly lensed LBGs. 

Name RA dee z Len~ z f\lagnificaiio11 '/' DitiCOVCl'Y 

MS1512-c858 15 14 22.30 +36 36 24.8 2.72 0.37 22-40 20.60 199:3 

Bullet Cluster 3.24 0.30 ,._,3 R=22 1999 

Cosmic Eye 21 35 12.73 -01 01 43.0 3.07 0.33 28 ±3 20.3 2006 

8 O'Clock Arc 00 22 40.78 +14 31 13.9 2.73 0.38 12.3~:\~i 19.22 2006 

0.13 to 13 of quasars should have double images with mean separation l", lenses with 

separations larger than 4" will overwhelmingly be due to rich galaxy clusters at redshifts 

between 0.2 and 0.8, image separation is not related to the redshift of the source, and that 

image separations of 30 to 60" by rich clusters are possible. 

1. 7 .2 Known Strongly Lensed LB Gs 

At present there are four known LBGs strongly lensed by gravitational lensing. 

All four were found serendiptously in studies of galaxy clusters or interactions. The general 

properties of these galaxies are shown in Table 1.3. They are described individually in detail 

below. 

MS1512-cB58 

MS1512-cB58 (cB58) was the firHt Htrongly knse<l LBG to he cliscoverecl. c.B.'lR 

was found serendipitously as part of the Canadian Network for Observational Cosmology 

(CNOC) Cluster Redshift Survey (Yee, et al. 1996a), which was designed to measure the 

velocity field of intermediate redshift clusters and determine their mass-to-light ratios out 
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to large radii. Images in the g and r bands were taken of the galaxy cluster MS1512+36. 

Those images were used to create a slit mask for multi-object spectroscopy of the field. 

Upon visual inspection Yee, et al. (1996b) found that the spectrum of cB58 possessed many 

strong absorption lines but they did not match those usually associated with the optical 

spectra of intermediate redshift galaxies. From the spectrum the redshift was determined 

to be z = 2.72. The images revealed that cB58 was clearly an extended object; locate G" 

from the brightest cluster galaxy. 

The object cB58 was unusual for several reasons. One was the large redshift. 

Another issue was that cB58 is extended, but most striking was the large luminosity. cB58 

was observed to have a apparent magnitude of V = 20.64 which at the redshift of cB58 

corresponds to an absolute magnitude of -26.0 at the rest-frame wavelength of 1500 A 

making it the largest non-AGN galaxy known. Yee, et al. (1996b) considered the probability 

that cB58 was strongly lensed to be small clue to the fact that it was resolved along both 

a.-x:es, it was well fit by exponential surface brightness profiles, no multiple images were 

observed and there was no evidence of shear in the images. 

Analysis of HST imaging by Seitz, et al. (1998) showed that cB58 was indeed 

strongly lensed by 3.35 to 4 magnitudes by the z = 0.373 cluster MS1512+36. This rejected 

the earlier notion that cB58 is exceptionally luminous, rather it is consistent with other 

z = 3 LBGs. Lensing models show that only the central parts of the cB58 galaxy are 

::;een. The outer region::; are not ::;trougly len::;ed. A::; gravitational lcu::;iug prc::;crvc::; ::;urface 

brightness the high, and structureless surface brightness of cB58 is not an artifact. This 

suggests that the star formation rate is high and that star formation regions are distributed 
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across the central parts of the galaxy. In addition to insights about cB58 Seitz, et al. (1998) 

were able to construct mass maps and measure the velocity distribution of the MS1512+36 

cluster as well. 

Because of the high magnification of cB58 Pettini, et al. (2000) were able to obtain 

a high quality spectrum with the Low Resolution Imaging Spectrograph on the Keck I 

telescope. The blue portion of the spectrum had a 3.0 A FWHlVI and S/N ,...., 40 and 2.1 A 

FWHM and S/N ,...., 15 in the red. The optical spectrum covering 4300-6020 A corresponds 

to 1150 to 1930 A in the rest-frame ultraviolet at the redshift of cB58. The high quality 

spectrum reveals a lot of information about the physical nature of cB58. The P Cygni 

profiles of the C IV and N V absorption lines are consistent with a Salpeter ll\!IF with a 

continuous SFH. The metallicity is estimated to be 1/4 of the solar value indicating an 

epoch of earlier star formation. The dust extinction is measured to be E(B- V) = 0.1- 0.3 

depending of the extinction curve assumed. A current SFR of,...., 40 !vf8 yr- 1 it; arrived at 

from the UV luminosity. The redshifts of the Lyman a emission, H II region emission lines, 

absorption lines of stellar photospheres and interstellar absorption lines are all slightly 

different. The relative velocities of these populations point to a large amount of energy 

being contributed by the starburst leading to a mass outflow rate of NJ,...., 60 M8 yr- 1• In 

addition, two intervening Mg II absorption systems are detected at z = 0.829 and 1.339. 

Furthermore, Pettini, et al. (2002) used the echelle spectrograph on the Keck II 

Lele::;c.:uµe Lu cu1HJucL a high re::;uluLiu11 ::;Lutly uf Lhe chemi::;Lry uf cl3.'J8. The ISM uf cDG8 i::; 

enriched in elements produced by Type II supernovae (0, Mg, Si, P, and 8), but deficient 

in N and Fe-peak elements (l\/In, Fe, and Ni) produced by intermediate mass stars which 
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have longer lifetimes than the progenitors of Type II :mpernovae. This :mggestt> Umt a 

large fraction of the ISM enrichment happened within the last 300 Myr. The metallicity of 

the Type II supernova elements ( 40% solar) shows that by the look back time 17% of the 

present age of the universe cB58 had already converted a third of its gas into stars. The 

fact that cB58 is converting its ISM into stars at such a rapid rate points to the idea that 

it is on its way to becoming an elliptical galaxy or the bulge of a spiral. In addition the 

energetics of the ISNI of cB58 suggests strong mass loss which could provide an explanation 

for observations of chemical enrichment in the Lyman a forrest at high redshifts. 

Due to its unique brightness as a non-quasar member of the high-redshift universe 

cB58 has been extensively observed across a range of wavelengths. Teplitz, et al. (2000) 

obtained near-infrared spectroscopy of cB58 using the Keck II telescope. At these wave

lengths the rest-frame optical of cB58 can be observed. The optical spectrum is helpful 

because studies of nearby gala."Xies are predominantly conducted in the optical. This allows 

a more direct comparison of cB58 to nearby galaxies. Teplitz, et al. (2000) determined 

the metallicity of cB58 using the well-tested R23 method which utilizes the Ha, H,B, [O II] 

>.3727, [O III] >.4959 and [O III] >.5007 emission lines. They arrived at a metallicity of 1/3 

solar which agrees with the values from spectroscopy of the rest-frame ultraviolet. 

Baker, et al. (2001) observed cB58 in the far-infrared at 1.2 mm. Compared to 

local starburst galaxies cB58 has too red of a spectral slope in the ultraviolet given the 

raLio of iL:; for-iufrare<l flux Lo ulLnwioleL flux. They 111ea::;ure<l Llte <lu::;L co11Le11L of d308 

using four different methods. Three of the methods, far-infrared to ultraviolet flux ratio, 

Ha to H/) ratio, and comparison of ultraviolet line spectrum to the ultraviolet to Ha ratio, 
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yielded similar results. Only the method using the ultraviolet spectral slope gives a result 

that disagrees from the others by a factor of three. This leads to the conclusion that the 

ultraviolet slope is either not as robust of a measure of starbursts as the far-infrared to 

ultraviolet flux ratio or that it is more prone to observation systematics. 

Nakanishi, et al. (1997) observed the 12CO( J = 3 - 2) emission line in the radio to 

measure the mass of molecular hydrogen in cB58 but did not detect any emission. Baker, 

et al. (2004) used the IRAM Plateau de Bure Interferometer to make to map CO(.J = 3-2) 

emission from cB58 - the first detection of molecular emission in any LBG. They measure 

a current age of the star formation episode of 140 Myr and current SFR of ,...., 24 AJ0 yr- 1. 

All together these results show the power of a singly strongly lensed object from 

the high redshift universe. The chance alignment of a galaxy with an massive galaxy cluster 

opens a window into the distant past of galaxies that is otherwise inaccessible observation

ally. The body of observations across the electromagnetic spectrum point to the conclusion 

that cB58 is the progenitor of a present day elliptical galaxy or bulge of a spiral that is 

being seen at a special moment in time when it is quickly converting its ISM into stars 

while simultaneously chemically enriching the intergalactic medium at a very early time in 

the universe. 

The Bullet Cluster 

Photometry hy 1 111drnr, 'Tananhanm, ,~ R.emil11-1.rcl (199!'i) fonncl a 12" arc. in tlw 

field of lE 0657-56, colloquially known as the Bullet Cluster. Mehlert, et al. (2001) spec

troscopically confirmed it as an LBG. The Bullet Cluster is actually at least two clusters in 

the process of merging and is one of the hottest X-ray clusters known (Tucker, et al. 1998). 
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The X-ray data suggest that the mass within 1 l\ilpc of the cluster is 2 x 10 In MC'i. 

Spectroscopy reveals that the LBG is at z = 3.24, which makes it the most distant 

of the known strongly lensed LBGs. However, given the estimated magnification of 3.3 it 

is also has the lowest magnification. These two factors together make it more challenging 

to observe than the others. In addition to the main arc there are four other objects iu the 

field which are spectroscopically identified as LBGs with redshifts from 2.34 to 3.08 with 

magnifications from 1 to 2.8 and apparent magnitudes from R = 22 to 24. 

In spite of the fact that all five objects in the Bullet Cluster field are at least a 

magnitude fainter than the other known lensed LBGs their spectra still reveal some clues 

about young galaxies. Spectral modeling shows that the light from the galaxies is dominated 

by stars with temperatures around 25,000 K and metallicities around 1/5 of the solar value. 

There is also a strong correlation of C IV with redshift which Mehlert, et al. (2001) interpret 

as an increase in metallicity with the age of the universe. 

The Cosmic Eye 

LBG .J213512.73-010143 is a strongly lensed LBG at z = 3.07 discovered in 2006 

(Smail, et al. 2007). It is on the line of sight to the MACS J2135.2-0102, a highly luminous 

X-ray cluster at z = 0.325. It is composed of two arcs which encircle a early-type spiral 

at z = 0.73. Images of this lens system have the appearance of an eye giving rise to the 

mtmf' "Cosmic Eye." ThP Cosmic Eye wR." discovered in 2006 as part of program to identify 

bright lensed galaxies in X-ray luminous clusters for the purpose of constraining cluster 

mass distributions. The discovery image was taken with the Advanced Camera for Surveys 

on the Hubble Space Telescope. The image was the combination of three 400s exposures 

69 



using the F606W filter with a resulting :,;ampling of 0.05". The Cosmic Eye it; quite bright 

with an apparent magnitude of .,. = 20.3. 

The lensing model shows that the magnification of the Cosmic Eye due the com-

bined effects of the cluster at z = 0.33 and the galaxy at z = 0.73 is 28 ± 3. Spectroscopic 

analysis of the Cosmic Eye show that it has Lyo: in absorption as well as strong absorption iu 

IS?-.1I lines. The Lya absorption is stronger than is usually the case in LBGs. This sugge:;ts 

an HI column density of log N(H I) rv 21.7 which is around 7 times higher than in cB58. 

The strength of C IV >.1550 absorption relative to the Si IV >.1440 absorption indicate8 that 

the luminosity weighted stellar population is dominated by early B-type supergiant:,;. Thi:; 

is consistent with a 10 Myr old burst of star formation. The Cosmic Eye is moderately 

reddened (E(B - V) "'0.4) and the SFR is estimated to be lOOM8 yr- 1. 

The 8 O'Clock Arc 

SDSS J002240.78+143113.9 i8 the most recently discovered strongly lensed LBG 

(Allam, et al. 2007). It was discovered in SDSS imaging in 2006. Due to its discovery time 

in the evening it was named the 8 O'Clock Arc. It was found in a catalog of interacting 

and merging galaxy pairs images. It is a clear gravitational arc curving partially around 

the z = 0.38 luminous red galaxy SDSS .J002240.91+143110.4. The galaxies are separated 

by 411
• Spectroscopic observations reveal that the 8 O'Clock Arc is at z = 2.73. It i:,; t;he 

brighl~est. known LBG wit.h an apparent. ma.gnit.n<le of r = 19.22. The lenH mo<lel HnggestH 

that it has a magnification of 12:'.:~~6 . 
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1.8 Extremely Metal Poor Galaxies 

Extremely metal poor galaxies, or XMPGs, are galaxies with low nebular oxygeu 

abundances. As discussed in §1.6 no atoms heavier than beryllium were created as a result 

of the Big Bang. Heavier elements are predominantly formed in the interiors of stars and in 

the violent explosions at the end or their lifetimes. The metal content of a galaxy can give 

insights into its age and history. In general galaxies with high metal contents have formed 

multiple generations of stars. Low metallicity indicates that a galaxy has experienced few 

or a single episode of star formation. This is not a steadfast rule however. The metallicity 

of a galaxy can be reduced either by galactic winds expelling metal rich gas or by accretion 

of metal poor gas from an external source. 

XMPGs are potentially very interesting for the reason that they may be experi

encing their first episode of star formation. This can provide essential clues for the study of 

galaxy formation in that it effectively shows how the earliest galaxies formed. In addition 

they can provide insight into the behavior of low metallicity stars, and possibly Population 

III stars, which would be of great help to many stellar evolution models. A galaxy currently 

undergoing its first episode of star formation would be mysterious in of itself. How did it 

avoid forming stars when most other galaxies were doing so over the full age of the Universe? 

Why is it starting to form stars now? 

To discuss XMPGs it is useful to have a clear definition of what they are. Kunth & 

Ostlin (2000) define XMPGs to be galaxies with metallicities less than l/lOZ0 . They arrive 

at this number by reviewing the distribution of the oxygen abundances of star forming dwarf 

gala.xies in the literature. The distribution peaks at l/10Z0 and drops sharply toward lower 
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metallicities. In addition they point out that across a diverse body of stellar models the 

dependence on metallicity becomes critical at this level. 

The metallicity of the Sun is a difficult question in of itself. For one the metallicity 

can be defined as the abundance of any metal. The abundance of a given metal is generally 

expressed as the logarithm of ratio of the number of the metal atoms to the number of 

hydrogen atoms. The two most common metals used to express the metallicity are iron 

and oxygen. Different values for the metallicity of an object relative to the Sun can found 

depending on the type of metal being measured. The fact that an object is deficient in 

one metal relative to the Sun does not necessarily mean it will be deficient in another. For 

instance iron is largely produced by Type Ia supernovae which do not occur until ,...., 10° 

years after the onset of star formation. However Type II :mpernovae will begin enriching 

the ISM with oxygen after only 107 years. The meta.llicity of XMPGs is usually given by 

the oxygen abundance for several reasons. Oxygen is the most abundant element in the 

Universe which was not formed during Big Bang nucleosynthesis. The oxygen abundance 

is more sensitive to the present enrichment of the ISM because it is returned to the ISM 

in large amounts more quickly than iron. As a practical matter the oxygen abundance of 

X1tlPGs can be measured more directly from strong nebular emission lines whereas iron 

emission and absorption lines are far more difficult to measure in these galaxies. 

From the early 1980s until recently the oxygen abundance of the Sun was widely 

agreed Lo be 12 + log(O/II) ,...., 8.9. Lambert (1978) mea~ure<l Lile value to be 8.92 from 

[O I] lines at optical wavelengths in the solar spectrum. Through measurement of the 

rotation lines of the OH molecule at 10.5 to 13 microns in the infrared Sauval, et al. (1984) 
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deduced an abundance of 8.91 in perfect agreement with the optical lines. Grevesse, et 

al. (1984) found a similar value of 8.93 through analysis of OH vibration-rotation lines at 

3 microns. However several observations in the past few years have lowered this value. 

Asplund, et al. (2004) use time-dependent, three dimensional models with departures from 

local thermodynamic equilibrium to fit forbidden [O I] lines, permitted 0 I lines, molecular 

OH vibration-rotation and pure rotation OH lines in the solar spectrum. They arrive at 

a value of 12 + log(O/H) = 8.66 ± 0.05. Melendez (2004) measures the oxygen abundance 

from weak first overtone vibration-rotation OH lines in the H band. This requires a solar 

spectrum with S/N > 103 and a spectral resolution of R = 700000. The abundance from 

this method is ,....., 8.6. 

In this thesis the solar oxygen abundance is assumed to be 12 + log(O/H) = 8.65. 

As such an XMPG is defined as a galaxy for which 12 + log(O/H) < 7.65. 

It is also useful to have some benchmarks for galaxy metallicities. Esteban, et 

al. (2005) measure the oxygen abundances of eight H II regions in the Milky Way which 

range from 12 + log(O/H) = 8.57 to 8.80. They also measure a radial metallicity gradient 

in the galaxy with more metal rich regions near the galactic center. Skillman, Kennicutt, 

& Hodge (1989) gives 8.34 as the oxygen abundance of the Large Magellanic Cloud and 

7.98 for the Small Magellanic Cloud. In general metal content increases with the mass of a 

galaxy. Tremonti, et al. (2004) measure the mass-metallicity relationship for SDSS galaxies. 

They fiu<l LlmL Lhe me<liau oxygen abuu<lam;e is 8.03 for 109 Jl.J<:J galaxies, 8.04 for 10 10 AI<:)' 

and 9.11 for 1011 A10 . One explanation for this relationship is that low mass galaxies have 

smaller gravitational potentials which result in metals being expelled by galactic winds more 
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so than in massive galaxies with deeper potential well::; (Larson 1974). Given that, mass and 

luminosity are correlated to first order there is a similar relationship between metallicity 

and luminosity such that the most luminous galaxies also tend to be the most metal rich. 

As the above relationships suggest XMPGs are expected to be dwarf galaxies with 

low masses and luminosities. Most of the known and well-studied XlVIPGs are blue compact, 

dwarfs (BCDs). These are galaxies undergoing a significant episode of star formation. Thi:; 

fact gives them distinctive blue colors and high surface brightnesses. In addition they can 

be identified by strong nebular emission lines. Even so they are still faint which limits the 

distance to which they can be detected. The term "compact" was first used by Zwicky 

(1965) because they can be mistaken for point sources in ground surveys. 

BCDs are not the only type of XMPGs. There are also dwarf ellipticals, dwarf 

spheroidals, dwarf irregulars, and low surface brightness galaxies with low metallicities. 

These classes of galaxies converge at low luminosities. However Chapter 6, as well as mo:;t 

studies of XMPGs, focuses on BCDs. This is due to the fact that they are much easier to 

detect. While BCGs corner the conversation it should be kept in mind that in reality the 

pantheon on XMPGs may not be dominated by BCDs. 

1.8.1 I Zwicky 18 

No discussion of XMPGs is complete without the mention of I Zw 18. I Zw 18 

is hy fo.r the most studied Xl\il"PG n.ncl wn.R for many yearn the lowest mctn.llicity gn.ln.xy 

known. It was first described by Zwicky (1966) as a double system of compact galaxies. A 

modern HST image of I Zw 18 is shown in Figure 1.5. It was later found that it is actually 

two bright area:; of star formation separated by 5.8". The brighter region is referred to as 
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the N\i\T region, which is the upper and rightmost of the pair in the figure, an<l the faint.er 

region is referred to as the SW region. CCD imaging by Davidson, Kinman, & Frieclma11 

(1989) revealed a more complex structure in the optical. They point out a component C, 

which was earlier sketched by Zwicky (1966), as a diffuse region 22" to the northwest of the 

NW component. This is the prominent object in the upper right hand corner of Figure 1.5. 

The special nature of I Zw 18 began to be appreciated by Sargent & Searle (1970). 

Their spectroscopy revealed strong star formation was taking place but there was far less 

flux in the red than expected. This led them to the tentative conclusion that low mass star 

formation was supressed. The abundance analysis of Searle & Sargent (1972) was the first 

to reveal the extremely low metal content of I Zw 18. They were also the first to speculate 

that I Zw 18 may be extremely young. The SDSS spectra of I Zw 18 is shown in Figure 

1.6. It is marked by very strong emission lines, indicative of active star formation. However 

the continuum is very weak and exceptionally blue, suggesting a small population of older 

stars. 

More recent analyses of the abundances in I Zw 18 a.re in general agreement. 

Dufour, Garnett & Shields (1988) measure an oxygen abundance of 12 + log(O/H) = 7.24 

in the NW region which is the most metal poor component. Thuan & lzotov (2005) find 

abundances of 7.17 ± 0.01 and 7.22 ± 0.01 in the NW and SE components. This abundance 

is ,...,,, 1/50 of the solar value. 

Iu a<l<litiou to the abuu<lam:es there are other observatious whkh poiut Lo the 

youth of I Zw 18. Izotov & Thuan (2004) used deep HST ACS images of I Zw 18 to 

measure its resolved stellar population. They find no red giant branch which indicates the 
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stellar population must be younger than 500 Iviyr. They also find evidence of three star 

formation episodes separated by "" 100 Myr. Near infrared imaging of I Zw 18 by Hunt, 

Thuan, & Izotov (2003) puts an upper limit of 22% of the mass being contributed by stars 

older than 500 Myr. 

1.8.2 Properties of Other Known XMPGs 

The record for the most metal poor galaxy known was recently broken by SBS 

0335-052\iV. Izotov, Thuan, & Guseva (2005) measure the oxygen abundance to be 12 + 

log(O/H) = 7.12 ± 0.03 which is slightly lower than the 7.17 ± 0.01 measured for the NW 

component of I Zw 18. SBS 0335-052W is a companion of the BCD SBS 0335-052E, another 

XMPG with an oxygen abundance of"" 7.30 (Izotov, et al. 1990). The nature of SBS 0335-

052W lay below the radar due to the fact that it is considerably fainter than SBS 0335-052E. 

Like I Zw 18 the age of the oldest stars is determined to be at most 500 Myr (Izotov, Thuan, 

& Guseva 2005). 

Kniazev, et al. (2004) discovered eight new XMPGs from the SDSS spectroscopy. 

At the time this accounted for a quarter of all XMPGs known as they are difficult to 

find. One of these, SDSS J0519+0007, was the most distant (177 Mpc) and most luminous 

(Mg "" -18.6) XMPG known. The luminosities of the sample covered a surprisingly large 

range, -12.4 <Mg< -18.6. 

Tzot.ov, cl; al. (2006) report. the discovery of lowo XlVIPCs ,,;clcctccl fro111 the SDSS 

which are among the five most metal poor gala.xies known. The oxygen abundances of SDSS 

J2104-0035 and SDSS J0113+0052 are 7.26 ± 0.03 and 7.17 ± 0.09 respectively. 
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Figure 1.1 Empirical spectra from the Pickles (1998) database for the main sequence stars 

in Table 1.1. The spectra are scaled to show their relative shapes. 05 stars are actually 108 

times more luminous than M5 stars. Along the bottom are the FWHM of the photometric 

filters that will be used in this project centered on the effective wavelengths of the respective 

filters, to give an idea what spectral features lie in each bandpass. 
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Figure 1.2 Distributions of q = x1x2 ... Xn for n = 1, 4, 20, 50. The variables ::z;i are random 

numbers uniformly distributed between 0 and 1. For each plot N = 30000. The red line it; 

the best fitting normal distribution of log q. 
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Figure 1.3 Selected stellar IMFs. The black curve is Salpeter's original IMF. The red curve is 

Scala's recommended three part IMF from 1998. The blue curve is the r parameterization of 

Salpeter's IMF used in our models. The dotted lines indicate the mass boundaries between 

main sequence spectral types. 
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Figure 1.1 SDSS irnage of the graviationn.I lrnrn SDSS .Tl 0011+!1112. Fonr imn.g0s of t.lw 

same z = 1.734 quasar are clearly visible around the central cluster galaxy at z = 0.68. The 

maximum separation of the images is 14.6", double the largest previously known separation. 
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Figure 1.5 Hubble Space Telescope image of the extremely low metallicity blue compact 

dwarf gala.-xy I Zw 18. The image was taken with the ACS and WFPC2 cameras. I Zw 

18 is the bright blue object at lower left. The northwet component, thebright part on the 

upper right, of I Zw 18 is the area with the lowest metallicity. Image courtesy of the Space 

Telesr.ope Sr.ienr.e Tnstit11te. 
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Figure 1.6 SDSS spectrum I Zw 18, of the most metal poor galaxies known. Vertical dotted 

line::> mark the positions of selected absorption and emission lines at the measured redshift 

of z = 0.0025. The green line shows the error in the spectrum as a function of wavelength. 
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Chapter 2 

The Stellar Initial Mass Function: 

Sample Selection and Preliminaries 

2 .1 Methodology 

This chapter revisits the "classic" method of K83 (and the subsequent extension 

KTC94) to constrain the IMF of integrated stellar populations. The method takes advantage 

of the sensitivity of the Ha equivalent width (EW) to the IMF. K83 showed that model 

IMF tracks can be differentiated in the (B - V) - log (Ha EW) plane. 

The total flux of a galaxy at 6565A is the combination of the underlying continuum 

flux plus the flux contained in the Ha emission line. The Ha flux and the continuum flux 

have different physical origins, both of which can be used to gain physical insights into 

galaxies. 

In the absence of AGN activity the Ha flux is predominantly caused by massive 

0 and B stars which emit ionizing photons in the ultraviolet. 0 and B stars are young and 

83 



found in the regions of ionized hydrogen in which they formed. In Case B recombination, 

where it is assumed that these clouds are optically thick, any emitted Lyman photons arc 

immediately reabsorbed. After several scattering events the Lyman photons are converted 

into lower series photons (including Ha) and two photon emission in the 22 S -> 12 S con

tinuum. These photons experience smaller optical depths and can escape the cloud. The 

transition probabilities are weakly dependent on electron density and temperature and can 

be calculated. Through this process the measured Hn flux can be converted into the number 

of 0 and B stars currently burning in an integrated stellar population. 

However Case B recombination is an idealized condition and it is possible that 

ionizing photons can escape the cloud without this processing, a situation known as Lyman 

leakage. As such the Hn flux is a lower limit on the number of 0 and B stars present. 

The continuum flux of a galaxy is due to the underlying stellar population. At 

6565A the continuum is dominated by red giant stars in the 0.7-3 M0 range while the Ha 

flux comes from stars more massive than 10 M0 . 

The EW is defined as the width in angstroms of an imaginary box with a height 

equal to the continuum flux level surrounding an emission or absorption line which contairrn 

an area equal to the area contained in the line. This is effectively the ratio of the strength 

of a emission or absorption line to the strength of the continuum at the same wavelength. 

Given the physical origins of the Ha flux and the continuum at 6565A the Ha EvV is 

Llw ratio uf 111ru:;:::;ive 0 au<l n ::;Lan; tu ::;Lar::; aruuuc.l a ::;ular um::;::;. Therefore Lhe Ikt EW 

is sensitive to the IMF slope above around 1 M8 and can be used to probe the IMF in 

galaxies. 
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As mentioned in the introduction several degeneracies plague the study of the IMF 

from the integrated light properties of galaxies. Variations in the IMF, age, metallicity, ancl 

SFH of galaxy models can all yield similar effects in the resulting ::;pectra. For example, 

increasing the fraction of massive stars, reducing the age of a galaxy, lowering the metallicity, 

and a recent increase in the star formation rate will all make a galaxy bluer. 

lVIetallicity effects were not discussed in either K83 or KTC94 and galaxy ages 

were assumed, 15 Gyr for K83 and 10 Gyr for KTC94. 

The SFH in K83 is addressed by calculating models with exponentially decreasing 

SFHs for a range of e-folding times, as well as a constant and a linearly increasing SFH. In 

the (B - V) - log (Ha EW) plane the effect of varying the SFH e-folding time is orthogonal 

to IMF variations. However this is only true for smoothly varying exponential and linear 

SFHs. Discontinuities, either increases (bursts) or decreases (gasps), in the star formation 

rate can affect the Ha EW relative to the color in ways similar to a change in the IMF. 

Along with the exponential SFHs KTC94 also uses models with instantaneous bursts on top 

of constant SFHs. However this was done to access high EWs at an age of 10 Gyr rather 

than to fully flesh out the effects of SFH discontinuities. 

The assumption of smoothly varying SFHs is a key assumption in our analysis. 

Most late-type gala.\'.ies are thought to form stars at a fairly steady rate over much of recent 

time although bursts of star formation may play a significant role in low mass galaxies 

(Kcnuicutt 19981>). For Lhc::;c galaxic::; ::;muothly varyiug SFII::; a,re ju::;Lifie<l. However t.here 

are other galaxies clearly in the midst of a strong burst of ::;tar formation (e.g. M82) and 

dwarf galaxies with complex SFI-Is, e.g. NGC 1569 (Angeretti, et al. 2005), for which this 
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assumption is a poor one. The effects of violations of our SFH assumptions are described 

in detail in the results section. 

2.2 The Data 

K83 cites four major sources of error all of which are improved upon or eliminated 

by the high, uniform quality of SDSS spectroscopic and photometric data. 

The Ha fluxes in his sample can be contaminated by nonthermal nuclear emission. 

In the updated investigation, KTC94, this problem is addressed by removing objects with 

known Seyfert or LINER activity and luminous AGN. The SDSS spectra allow measure

ments of emission line ratios which can be used to separate star forming galaxies from AGN 

(Baldwin, Phillips, & Terlevich 1981). 

The second problem is that the Ha emission flux will be underestimated if the 

underlying stellar absorption of Ha is not taken into consideration. The narrow band 

filter photometry of Kennicutt & Kent (1983) could not measure this effect for individual 

galaxies so a fixed ratio was assumed for all galaxies. The SDSS spectroscopic pipeline 

docs not take this into account either. We use the Ha: fluxes measured from the SDSS 

spectra by Tremonti, et al. (2004) which fit the continua with stellar population models to 

more accurately measure the Hc:t emission. While the SDSS pipeline method is sufficient 

for strong emission lines the Ha absorption EW can be as large as 5 A which is significant 

for weaker emission lines. 

Thirdly, their narrow band Ha imaging includes [N II] emission which is corrected 

for by assuming a constant [N II] /Hc:t ratio. The Hc:t and [N II] emission lines are resolved 
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in the SDSS spectra so there is no need for a correction. This is a significant improvement .. 

Kennicutt & Kent (1983) found from a literature survey that the mean value of the Ho:/ (HC\'. 

+ [NII]) ratio is 0.75 ± 0.12 for spiral galaxies and 0.93 ± 0.05 in irregular galaxies. These 

mean corrections were applied uniformly to the K83 data. In KTC94 a uniform correction 

was applied using [N II]/Ha = 0.5. For comparison in our sample the mean value of the 

Ha/(Ha + [NII]) ratio is a strikingly similar 0.752 and the mean [N II]/Ho: ratio is 0.340. 

However [N II]/Ha: ranges from 0.0 to 0.6. If our Ha: and [NII] lines were blended, applying 

a fixed correction would introduce errors of as much as 25% in the Ha: E\i\Ts of individual 

galaxies. 

Lastly, in both K83 and KTC94 extinction corrections were addressed by plotting 

data alongside models which were either assumed an average value for the extinction or 

were unextincted. The Balmer decrement (Ha:/H,B) can be measured from SDSS spectra. 

which allows for extinction corrections for individual galaxies. 

Another major advantage of this study is that the sample size is much larger than 

that of K83 and KTC94. The KTC94 sample contains 210 galaxies, whereas ours has '"'"' 105 . 

The large sample size allows us to investigate IMF trends as functions of galaxy luminosity, 

redshift and aperture fraction with subsamples larger than the entire KTC94 sample. 

There is a key disadvantage to this method as well. K83 and KTC94 were able 

to adjust the sizes of their photometric apertures to contain the entire disk of individual 

galaxic:; t,o a lirnitiug bophotc of 25µ given Ly Llw RC2 cat,alog (Kcuuit;ut,t, & KcuL 1983). 

The advantage of narrow band measurements of Ha: EvV is that they can cover a much 

larger aperture and match the broadband measurements set to match the physical size of 
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individual galaxies. The SDSS has fixed 3" spectroscopic apertures. This problem is partly 

offset by using matching 3" photometry apertures from the SDSS. However this introduces 

aperture effects as observed galaxies have a wide range of angular sizes clue to the range 

of physical sizes and distances present in the local universe. This is significant as radial 

metallicity gradients (e.g. Vila-Costas & Edmunds (1992)) are observed in spiral galaxies 

which could incorrectly be interpreted as radial Il\tIF gradients. 

Even so, this method can constrain the IMF within the SDSS apertures. For our 

program galaxies 23% of the total light falls in the SDSS apertures. The fact that the 

more distant galaxies are more luminous and tend to be larger helps to balance out the 

larger physical scales of the fixed aperture size at greater distances. On average 17% of 

the light falls in the aperture for the faintest galaxies while it is 253 for the brightest bin. 

In spite of their limited size the SDSS apertures still contain a great diversity of stellar 

populations which make this data set an excellent test bed for IMF universality. We will 

present extensive tests of aperture effects below. 

2.2.1 Sample Selection 

The sample is selected from Sloan Digital Sky Survey data. The project goal of the 

SDSS is to image a quarter of the sky in five optical bands with a dedicated 2.5 rn telescope 

(York, et al. 2000). From the imaging 106 galaxies and 105 quasars will be selected for 

sp0ctroscopic follownp. Phot.onwt.ry is clone in t.h0 ·11.gr·iz filter syst.mn <l0scrih0<l hy Fnkngit.a, 

et al. (1996). Magnitudes are on the arcsinh system (Lupton, Gunn & Szalay 1999) which 

approaches the AB system with increasing brightness. Spectra are taken with a multi-object 

fiber spectrograph with wavelength coverage from 3800A to 9200A and R ,...., 1800 (Uomoto, 
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et al. 1999). 

Our sample is a sub-sample of the 1fain Galaxy Sample from SDSS DR4 (Adelman

McCarthy et al. 2006). The Main Galaxy Sample (MGS) targets galaxies with r :::; 17. 77 in 

Petrosian magnitudes (Stoughton, et al. 2002). All galaxies in the MGS are strong detections 

so the differences between luptitudes and the AB system can be ignored. In order to avoid 

fiber crosstalk in the camera an upper brightness limit of g = 15.0, r = 15.0 and i = 14.5 

is imposed. Targets are selected as galaxies from the imaging by comparing their PSF 

magnitudes to their de Vaccouleur's and exponential profile magnitudes. Exposure times 

for spectroscopy are set so that the cumulative median signal-to-noise satisfies (S/N)2 > 15 

at g = 20.2 and i = 19.9 fiber magnitudes. The time to achieve this depends on observing 

conditions but always involves at minimum three 15 minute exposures. 

Due to the construction of the spectrograph fibers cannot be placed closer than 

55" to each other. This may be a source of bias in the sample. Cluster galaxies may be 

preferentially excluded from the sample. The SDSS collaboration has plans to quantify this 

effect in the near future (Adelman-McCarthy et al. 2006). LSBs are excluded from the 

MGS with a surface brightness cut which may also bias the sample (Stoughton, et al. 2002). 

There is some evidence that LSBs may have IMFs which differ from a universal IMF. Lee, 

et al. (2004) find that the comparatively high mass-to-light ratios of LSBs can be explained 

with an IMF deficient in massive stars relative to normal galaxies. 

Our ::;c:t111ple uegiu:,; with the fourth data releaoe (DR4) uf the SDSS (Atlelmau

McCarthy et al. 2006). DR4 covers 4783 deg2 in spectroscopy for a total of 673,280 spectra, 

567,486 of which are galaxy spectra. 429,748 of these have flags set indicating they are 
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part of the IVIGS. DR4 also includes special spectroscopic observations of the Southern 

Stripe which were not selected by the standard algorithm but which nonetheless have the 

TARGELGALAXY flag set in primTarget which usually indicates membership in the MGS. 

These objects are identified by comparing their spectroscopic plate number to the list of 

special plates in (Adelman-McCarthy et al. 2006) and rejected. This leaves 423,285 spectra. 

The first round of cuts to our sample address general data quality. While the 

overall quality of SDSS data is high there are a handful of objects with pathological values 

for one or more parameters. First we require that all parameters of interest have reasonable, 

real values. This means that the Petrosian and fiber magnitudes must be between 0 and 

25 and have errors smaller than 0.5 in all five ugriz bands. Line flux errors are capped 

at 10-12 erg cm-2 s-1 A- 1 and equivalent widths at 105 A. For most of the parameters 

less than 13 of objects fail this loose requirement. However 6. 63 of the objects fail the 

Petrosian magnitude error requirement. This is most likely due to the photometric pipeline 

having a difficult time defining the Petrosian radius. As such this constraint is potentially 

biased against LSBs or galaxies with unusual morphologies. In defense of this cut we later 

bin our data by luminosity and aperture fraction both of which are determined in part by 

the Petrosian magnitudes and also by K-corrections determined from them. In addition, 

limiting flux errors to 503 is hardly unreasonable. Altogether 391,160 galaxies pass these 

combined requirements, which is 92.43 of the MGS. 

Galaxiu:; from phoLouwLry Iluu 1GG9 are reu10vetl IJecause uf a k11uw11 µrulJlelll 

with the photometry. This excludes 4,485 galaxies ( 1.13) from a continuous strip on the 

sky and should not be a source of bias. We place a further constraint on the z band fiber 
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magnitude requiring that the error be less than 0.15. The z band generally suffers from the 

most noise so this requirement ensures that the fiber magnitude quality is good enough to 

minimize the chance of erroneous I<-corrections which could affect our colors. Only 2,866 

(0.7%) MGS galaxies fail this test. 

Combining the general data quality requirements, the Run 1659 rejection and the 

fiber z band error limit leaves 386,647 galaxies (91.3% of the MGS). 

The next round of cuts to our sample, while necessary, have clear astrophysical 

implications. Many of the objects in the MGS have AGN components. As we are interested 

in studying only the underlying stellar populations of these objects AGN must be removed. 

This is done using the classical Baldwin, Phillips, & Terlevich (1981) diagram comparing 

the logarithms of the [O III .>.5007]/H,G and [N II A6584]/Ha emission line ratios. We used 

the criterion of Kauffmann, et al. (2003) where objects for which 

log([O III]/H,G) > log([N n~i~la) - 0.05 + 1.3 (2.1) 

are classified as AGN and rejected. Following Brinchmann, et al. (2004) we require the S/N 

of the Ha, H,G, [O III] and [N II] lines to be at least 3 to properly classify a galaxy as a 

star forming one. 131,807 galaxies (34.1 % of MGS objects surviving our first round of cuts) 

survive this cut. 

The above cut automatically rejects any galaxies with weak [O III] and [NII] lines. 

This excludes galaxies with weak star formation. To a lesser extent met.a.I poor galaxies 

which also have weak [N II] emission are rejected as well. Brinchmann, et al. (2004) al:;o 

define a low S/N star forming class of galaxies which we identify and keep in our sample. 

These are the galaxies which have not already been classified as star forming or AGN by 
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strong lines and equation 2.1, nor have been identified as low S/N AGN by [NII >.6584]/Hn: 

> 0.6 with S/N > 3 in both lines, yet still have Ha with S/N at least 2. 79,548 (20.6%) of 

the sample falls into the low S/N star forming galaxy category. Combining the two classes 

211,355 (54.7%) of the gala.xies survive the AGN cut. 

The AGN cut also has a strong luminosity bias for two reasons. Galaxies with AGN 

components tend to be brighter. The bimodal distribution of galaxies in color-magnitude 

space (Baldry, et al. 2004) also plays a role. The most luminous galaxies are predominantly 

red with minimal star formation and thus weak emission lines. Luminous galaxies are 

rejected both for having AGN components and for having low S/N emission lines. Over 

95% of galaxies fainter than M1.,o.1 = -19 meet this criteria, but by Mr,O.l = -24 the 

fraction is only 38.9%. 

A color bias is also introduced by the AGN cut. Over 95% of galaxies bluer than 

(g - r)o. 1 = 0.6 pass, which drops to 243 by (g - r)o.1 = 1.2. This is mainly due to the 

S/N requirement for the emission lines. Redder galaxies tend to have weak emission lines 

and are rejected. 

The Balmer decrement is used for the extinction correction so Ha and H,6 S/N are 

required to be at least 5 to reduce errors. 214,912 galaxies (55.6%) have H,6 S/N > 5 which 

is the more restrictive of the two criteria. This cut has a clear luminosity bias. Roughly 

85% of galaxies with Mr,0.1 > -20 satisfy this requirement, but this fraction decreases with 

iucreat:iiug lumiuot:iity until only 12.9% survive at Mr,O.l = -24. This is again clue to t;he 

bimodal distribution of gala."Xies. The luminous red galaxies with weak emission lines are 

rejected. 
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There is also a color bias. Over 933 of the bluest galaxie:; blueward of (g - r)o.1 = 

0.8 survive the cut while only 233 of the reddest pass this requirement. As previmrnly 

mentioned, by nature the reddest galaxies have weak Balmer lines as a result of their low 

SFRs and are preferentially rejected. 

A redshift cut of 0.005 :::; z :::; 0.25 is applied to ensure that peculiar velocitie:; do 

not dominate at low redshift and to limit the range of galaxy ages. 384,349 galaxies (99.43) 

meet this criteria. Nearly all gala..xies from M1.,o.1 = -17 to -23 survive this cut. On the 

low luminosity end only 27.43 of Mr,0.1 = -14 galaxies are distant enough to pass and on 

the high end 93.13 of Mr,0.1 = -24 galaxies are close enough to survive. Only 633 of the 

bluest gala..xies pass. Many of the blue galaxies that fail are actually H II regions of Local 

Group galaxies which are treated as their own objects by the SDSS pipeline so removing 

them actually improves the integrity of our sample. 

The stellar populations of galactic bulges can be significantly different from those 

in the spiral arms. The SDSS fibers have a fixed aperture of 3" so over the large range 

of luminosities and distances in the MGS aperture affects can become very important. To 

remove outliers we require that at least 103 of the light from a galaxy falls within the 

spectroscopic aperture. This is done by comparing the Petrosian magnitude to a fixed 3" 

aperture fiber magnitude. Both of these quantities are calculated for all object:; in the 

SDSS by the photometric pipeline. 371,777 (96.23) gala..xies survive this cut. This cut 

reject::; prupurtioually more faiut gulaxie:;; 99.2% pa:;s at i\rir,O.t = -24 cum1mretl tu 00.9% 

at Mr,O.l = -14. The aperture cut has low sensitivity to color. 

The intersection of the AGN, Balmer line S/N, redshift and aperture fraction cuts 

93 



leaves 140,598 galaxies- 36.4% of the high quality MGS data defined by our first round of 

cuts and 33.23 of the MGS as a whole. 

At this point three final cuts are applied to the sample. One galaxy is removed 

for surviving all criteria, but having a negative Ha: EW. 

The extinction of individual galaxies is estimated using the Balmer decrement 

(Ha:/H,B emission flux ratio) for each gala..-...::y. Given Case B recombination, a gas temper

ature of 10,000K and density of 100 cm-3 the Balmer decrement is predicted to be 2.86 

(Osterbrock 1989). This ratio is weakly dependent on nebular temperature and density. Os

terbrock (1989) lists values down to 2.74 for Case B recombination in environments where 

both the temperature and electron density are high. 3.23 of the galaxies suffer from the 

problem that the Balmer decrement is less than 2.86 and 2.13 have a Balmer decrement 

below 2.74. 538 galaxies (0.43) have Balmer decrements more than 3CT below 2.74, which 

is around 6 times more than expected. This is does not suggest a problem with the Case 

B assumption as the predicted Balmer decrements for Case A recombination are nearly 

identical in each temperature regime. 

To understand the reason behind this problem around 100 of the offending spectra 

were inspected revealing a few different causes for the problem. Around 80 galaxies are at 

redshifts where the telluric 0 I .,\5577 line affects the measurement of H,B. Many of these 

galaxies have very strong emission lines with extremely weak stellar absorption. Using the 

SDSS pipeliue values iustead of the "frem011ti, eL al. (2004) values yields acceptable Balmer 

decrements. The rest are galaxies with low flux where the Balmer lines are in absorption. 

This shows there are a few cases where attempting to fit the underlying stellar absorption 
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lines fails and this failure is not reflected in the error values. These galaxies arc rejected 

without any apparent introduction of bias. 

All of these cuts combined leave 140,060 galaxies, which is 33% of the l\i[GS and 

36% of the high quality l\tIGS data. After removing duplicate observations there are 130,602 

galaxies in our sample. Of these objects 1.73 overlap with the Luminous Red Galaxy 

Sample. 

Overall the bulk of the gala. .... ies are removed by AGN rejection and the H(:i S/N 

requirement, with the rest of the cuts having little effect. Both of these cuts are necessary. 

AGN must be removed to ensure that the Ha emission represents the underlying stellar 

population and not an accretion disk. Our method requires that the galaxies have measur

able Balmer emission lines. This coupled with the need for accurate extinction corrections 

justifies the Balmer line S/N requirement. 

Our cuts bias our sample by preferentially excluding galaxies at both luminosity 

and both color extremes. The faintest galaxies are most affected by the redshift and aperture 

cuts while the luminous galaxies succumb to the H,8 S/N requirement. At the red extremes it 

is the H,8 S/N and AGN requirements that play equally large roles, while the bluest objects 

are primarily rejected by the Hubble flow redshift requirement. Although our sample is 

biased by our cuts each one is a necessary evil. We do not attempt to correct this bias, 

but we remind the reader that the following results are only representative of actively star 

forming galu.xic:; wiLhout auy AGN acLiviLy. 

The aim of this paper, however, is to test IMF nniversal-ity. If the IMF is truly 

universal it should be universal in any subsample of galaxies. The fact that our sample is 
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slightly biased with respect to luminosity and color is not a significant barrier to achieving 

our goal. 

2.2.2 Corrections 

The SDSS includes a number of different calculated magnitudes. We use the fiber 

magnitudes which are 3" fixed aperture magnitudes. Although it was not the case in earlier 

versions of the photometric pipeline, fiber magnitudes are now seeing corrected (Abazajian, 

et al. 2004). The fiber magnitudes were not originally intended for science purposes but 

rather to get an idea of how bright an object will appear in the spectrograph. We use the 

fiber magnitudes to reduce the aperture effects arising from comparing a 3" spectroscopic 

aperture to Petrosian magnitudes. Originally the SDSS used "smear" exposures to correct 

spectra for light falling outside the 3" aperture due seeing, guiding errors and atmospheric 

refraction (Stoughton, et al. 2002). The smear technique was later found to be an improve

ment only for high S/N point sources and its use was discontinued (Abazajian, et al. 2004). 

The spectra here are not seeing corrected. 

After paring the sample to its final size a number of corrections must be made 

to both the photometric and spectroscopic data. Galactic reddening from the Milky vVay 

must be corrected for. SDSS database includes the Schlegel, Finkbeiner, & Davis (1998) 

dust map vah1es for each photometry object. 

The extinction of in<livi<lmtl galaxies is P.st.imat.0.<l using t.!10. Bnlm0r <lN~r0nwnt. for 

each galaxy. The data is corrected assuming that 2.86 is the true value of the Balmer 

decrement using the Milky Way dust models of Pei (1992). The as:mmptiou of Milky 

Way dust is not significant as models of the dust attenuation in the Milky Way, SMC and 
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LMC are nearly identical in the g band and redward. As aforementioned a few percent of 

our galaxies have Balmer decrements below 2.86. Our solution is to set the emission line 

extinction to Av,z = 0.01 magnitudes for these galaxies. 

Massive young stars and their surrounding ionized nebulae tend to be embedded 

in their star forming regions more so than older, lower mass stars which have had time 

to migrate from their birth regions. As such nebular emission lines will experience more 

extinction than the continuum. Calzetti, Kinney, & Storchi-Bergmann (1994) find the ratio 

of emission to continuum line extinction is f = 2.0 ± 0.4. We assume this value to be 2.0 

and correct the continuum and emission lines separately. This is the same value used by 

K83 and KTC94 in their extinction corrected models. We note that the spatial geometry 

of the dust can influence the extinction law, but this complication is beyond the scope of 

this paper. 

Galaxy photometry is K-corrected to z = 0.10 using version 4.1.4 of the code of 

Blanton, et al. (2003a). This redshift is roughly the median of the sample and is ::>elected to 

minimize errors introduced by the I<-corrections. The (g - r)o.1 colors we use a.re the g - r 

colors we would observe if the galaxies were all located at z = 0.1. 

Stated explicitly the (g - r)o.1 color is 

c = (g - r)0.1 = (g - kg - Ag - l.153Av,z/ J) - (r - k,. - A,. - 0.834Av,z/ f) (2.2) 

where kg and k,. are I<-corrections, Ag and A,. are Milky Way reddening values, and 1.153 

and 0.834 relate the V band extinction to the g and r bands assuming a Milky Way dust 

model. The corrected equivalent width is obtained as follows 

w = wo [(1 + z) x 10-0.4(0.775Av,L)(!-l/f)r
1 

(2.3) 
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where wo is the measured, uncorrected equivalent width. The 1 + z ari8e8 from the fact that 

the tot.al flux in the Ho: line is not affected by co8mological expau8ion of the uuiver8e but the 

flux per unit wavelength of the continuum is depressed by a factor of 1 + z. The following 

term is the extinction correction. The 0. 775 relates the V band extinction to the Ho: line 

a8suming a Milky Way dust model and the 1 - 1/ f is due to the fact that the emission line 

and continuum experience different amount8 of extinction as previously explained. 

Figure 2.1 shows the distribution of the gala..-xies in the color vs. Ha EW plane. 

2.2.3 Errors 

In order to conduct a likelihood analysis we need error e8timates which take into 

account both the errors induced by the photometry and spectroscopy and those by the 

aforementioned corrections. The error in the corrected color, CTc, is given by 

CTc = 0.03 + 2 2 0.319Av,1 - CT Av,z CT J 2 2 ? (( ) 2 2) 
()9 +(Jr + ( f ) Av,l + ( f) + (0.0440A9 ) + O"k (2.4) 

where O"g and O",. arc the Poisson errors in the observed g and r band photometry, .f is 

the ratio of the emission line to continuum extinction, and CTk is the error introduced by 

the I<-corrections. The terms inside the square root in equation 2.4 are obtained through 

a straight error propagation of equation 2.2. The 0.03 outside the square root is due to 

the systematic zero point errors of the SDSS filter system. Following Calzetti, Kinney, & 

Storchi-Bergmann (1994) .f is fixed at 2.0 and O"J is set to 0.4. The error in emission line 

Av is given by 

2 CTHo: CTH,B (( )2 ( )2) 
O" Av,1 = 9.440 Ho: + H,6 (2.5) 
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which is dependent on the fractional uncertainty of the Ha and H,6 emission line fluxes. 

Schlegel, Finkbeiner, & Davis (1998) reports a 16% error in their Milky Way reddening 

values. Because a dust model is assumed reddening in the g and r bands are linearly 

related, so the error in Ag - Ar is a function of Ag. This relationship combined with the 

16% error yields the 0.0440 in equation 2.4. The median value of g band reddening is 0.10 

so the errors introduced by the MW reddening correction are insignificant for the majority 

of objects. Errors in the redshift determination are negligible, typically 0.01 %. The value of 

ak is estimated to be 0.02 by visual inspection of a plot of kg - kr as a function of redshift. 

For a typical galaxy the term involving a f is the largest contributor to the extinc

tion corrected color error. The median Poisson error from the photometry is 0.01 in both 

bands. The median value of ac is 0.085. 

The error in the corrected Ha equivalent width, aw, is given by 

a?u = w2 [ (:;~l r + 0.5095 ( (aAv,1(1-1/!))
2 
+ (af~V,lr)] (2.6) 

Equation 2.6 is the result of propagating the errors in equation 2.3, neglecting the insignif

icant redshift errors. Again, the term involving a f is the largest contributor to the error 

for typical galaxies. The median error in the equivalent width is 17%. The median error 

bars for the sample are shown in Figure 2.1. For comparison, K83 reports equivalent width 

errors of around 10%, but the extinction is uncertain at the 20-30% level. 

2.3 Spectral Synthesis Models 

In order to interpret the data it is necessary to employ the use of models. Spectral 

synthesis models predict the spectra of galaxies based on a host of input parameters. In this 
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project PEGASE (Projet d'Etude des GAlaxies par Synthese Evolutive) version 2.0 models 

are used (Fioc & Rocca-Volmerange 1997). The idea behind spectral synthesis models h..; 

very simple, although the computational implication is not as straightforward. The greatest 

limitation is that these models are at best only as good as the spectral templates and dust 

models that go into them. 

The Hux of a model galaxy at time t and wavelength ,\ is given by 

F>.(t) = ft 1m" r(l - 8)¢(m).f>.(m, 8)dmc!8 
lo m1 

(2.7) 

where r( t - 8) is the SFR at time t - e, ¢( m) in the IMF and f>.. ( m, 8) is the flux of a star 

of mass m and age eat wavelength,\. The mass is integrated over m1 to mu, the lower and 

upper mass cutoffs of the IMF. 

Both integrals cannot be discretized as this leads to oscillations in the resulting 

spectra due to short lived evolutionary phases like the asymptotic giant branch. One method 

to get around this is the isomass method where the mass integral is discretized. The 

other, the isochrone method, discretizes the time integral. Fioc & Rocca-Volmerange (1997) 

found that both methods give the same results but they prefer the isochrone methods in 

part because isochrones can be compared directly to color magnitude diagrams of star 

clusters. PEG ASE works by first calculating the spectrum of an instantaneous burst of star 

formation for a given IMF at varying times. The galaxy spectrum returned by PEGASE is 

a convolntion of insta.nb1.nP.01rn starhnrsts of <lifforont a.gas n.n<l sl:rengt.hs cfot.ennine<l hy the 

star formation history. 

Fioc & Rocca-Volmerange (1997) note that the spectral synthesis models of most 

authors are in good agreement in the visual. In the NIR the discrepancies become significant. 

100 



The main uncertainties in the PEGASE are due to the uncertainties in stellar evolutionary 

tracks, especially as a function of metallicity. Effects of metallicity in the stellar spectra 

themselves is also a concern. They also point out that metallicity can influence extincti011 

curves. This problem affects the extinction correction of the sample in our case as the 

PEGASE models computed here are all extinction free. 

The two principal inputs into the models are the IMF and the SFH. The UvIF 

indicators of present interest are insensitive to the IMF at low masses so the IMF was 

parameterized as follows 

{ 

0.5 
n1ogm <X r 

for 0.1 < m/M0 < 0.5 
(2.8) 

for 0.5 < m/M0 < 120 

following Baldry & Glazebrook (2003). Models were calculated for 1.00 :::; r < 2.00 in 

increments of 0.05 in r. 

In the initial analysis models were calculated only for SFHs which are continuous 

and quiescent. Figure 2.2 shows the SFHs considered. These include an instantaneous burst 

at t = 0, SFRs ex: e-t/r where T = 1.10, 1.40, 1.55, 1.70, 1.85, 2.00, 2.15, 2.35, 2.50, 2.75, 3.0, 

3.5, 4.0, 5.0, 6.0, 7.5, 10, 15 and 35 Gyr, a constant SFH, and increasing SFHs ex: 1 - e-t/r 

where T = 2.0, 4.0, 7.5 and 15 Gyr. In §3.1.3 models with star formation discontinuities, 

bursts and gasps, are calculated and discussed. 

There are several other inputs to the PEGASE models. In our models stars are 

formed at a constant solar mctallicity. PECASE allows for cvolviug sLcllar 111cLallkiLics. 

To calculate this it relies in part on the user specified fraction of close binary systems to 

predict the number of type Ia supernovae, but in our case this is irrelevant. PEGASE 

also allows for galaxies to form by infall of gas although ours are based on a galaxy that 
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stars out fully constituted. Galactic winds can expel the ISM from the galaxy ending star 

formation. This feature is turned off. The mass fraction of substellar objects locks up mass 

in objects which do not contribute to the integrated light. We set this to 0 as well as our 

IMF is truncated at 0.1 1vI0). Lastly PEGASE has the option, which is used, of calculating 

nebular emission which is important because we need to predict the Ho: equivalent width. 

PEGASE determines the nebular emission from the strength of the Lyman continuum due 

to the photospheres of massive stars. The UV flux is converted to Ho: flux assuming Case 

B combination. The strengths of other emission lines are calculated relative to the Ho: flux 

using user defined line ratios. It does not take into account the metallicity of the ISM in 

this process and only gives the line strengths explicitly specified by the user. 

In total this forms a grid of 21 IMFs by 25 SFHs where all other inputs are the 

same. Figures 2.3, 2.4, 2.5, and 2.6 demonstrate how changes in parameters affect model 

galaxy spectra. In all three figures the blue spectrum is that of a galaxy with a constant 

SFR and r = 1.35 at an age of 12 Gyr. 

Figure 2.3 shows a galaxy with a constant SFR and r = 1.35 as it would appear 

at ages from 100 Myr to 20 Gyr. Perhaps the most important feature of this plot is that 

it shows that for a given SFR the UV flux is the nearly the same regardless of the age. 

It is also obvious that the galaxy becomes much redder as it ages. This is because lower 

mass stars have much longer lifetimes than young UV luminous stars. The total mass in 

::;Lan; coutiuually irn:.:rca::;e::;, but the uuruber of high ma::;:; ::;tarn ::;tay::; the ::;amc. l3ecatrne the 

continuum is much redder the Ho: EvV is reduced although the SFR stays the same. This 

is why it is important that gala.."'l:ies with recent bursts be rejected from the sample. 
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Figure 2.4 shows spectra for galaxies with the same IMF and age of 12 Gyr, but 

different SFHs. The SFHs have been normalized to form an equal mass of stars at 12 Gyr. 

Although not as tight of a correlation as the relationship between UV flux and SFR, it can 

be seen that galaxies with equal stellar mass have similar NIR flux. Figure 2.4 also shows 

the relationship between the SFR and the strength of emission lines. By comparing figure 

2.4 to figure 2.3 it can be seen that changes in the SFH of a galaxy can have very similar 

effects as changes in the age. 

Figure 2.5 shows galaxies with equal constant SFRs at ages of 12 Gyr where the 

IMF slope is allowed to vary. The IMF is that of equation 2.8 where r ranges from 1.0 

to 2.0. From comparison with figure 2.4 it is obvious that changing the IMF has a very 

similar effect to changing the SFH. Because steeper IMFs form a larger fraction of mass 

into massive stars it can appear that the SFR is higher. This is the most difficult challenge 

of this project. This figure also shows galaxies with equal stellar mass have similar NIR 

fluxes. 

The model parameter of interest is the IMF. Implicit in equation 2.8 is the as

sumption that the IMF does not vary as a function of time. 

The continua of galaxies are weakly influenced by low mass stars in the optical. 

This method is sensitive to the IMF for masses above around 1 M0 so the slope is fixed 

below 0.5 M0 . Above 0.5 M0 models are calculated for 1.00 :S r :S 2.00, where r is 

im:remented by 0.05 between models. 

We treat our IMF model as though it has only one degree of freedom-- r above 0.5 

M0 . In truth it has three more as written: the lower and upper mass cutoffs and the point 
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at which the slope changes. So how well are our assumptions justified? 

YVe have parameterized the IMF as a piecewise power law with two components. 

Piecewise power laws are motivated by empirical fits to data starting with Salpeter (1955), 

which had only one component. By contrast the power law formulation of the Scalo ( 1986) 

IMF has 24 components. The log-normal distribution is a more physical choice as it ca.n 

arise from stochastie processes. Miller & Scalo (1979) were the first to fit an observational 

measurement of the IMF with a log-normal distribution. The log-normal distribution is 

normalizable as it goes to zero smoothly at both extremes without any awkward truncation. 

Its main drawback is that it cannot fit any structure in the IlVIF over ::nnall mass ranges. 

Log-normal distributions have three degrees of freedom. This is less than the four 

our model has. However, we are not sensitive to IMF over the full range of masses which 

makes it much more difficult to fit the parameters of the log-normal distribution. Instead 

we use this piecewise model and lower the degrees of freedom through physical arguments. 

Many investigators find a change in slope in the IMF around 0.5 M0 . Our fixed lower end 

of the IMF is designed to be consistent to this. As our technique is not sensitive to this 

regime this assumption does not impact the results. 

The IMF must be normalizable because the total mass of a stellar population is 

finite. In our parameterization this is achieved by truncation at 0.1 and 120 IvI0 . This 

seems unphysical as the existence of brown dwarfs suggests that. the IMF should continue 

lJeluw Lhe hyurugeu lJurniug lirnH. However, :;Lan; aL 0.1 M0 uu uoL couLribute much to t,he 

integrated light of galaxies. As we are not sensitive to stars in thi8 mas8 range thi:; choice is 

not unreasonable. In fact, truncating the IMF at 0.5 M0 yields models which are at worne 
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differ by 0.002 in (g - r )o. 1 and 3% in Ha EW from those with low mass stars. The slope 

below 0.5 M0 has essentially no effect on our results. Only when the IMF i8 truncated at 

0.9 M0 do the models differ at the level of the errors in the data. 

On the high mass end the choice of limit does matter. There i8 a phyHical upper 

limit to the size of stars associated with the Eddington limit. The value of this theoretical 

limit is not widely agreed upon. The largest stellar mass measured reliably, via analyHis of 

a binary system, i8 83 ± 5 M0 (Bananas, et al. 2004). Weidner & Kroupa (2004) argue that 

given the large mass and youth of the star forming cluster R136 in the Large iVIagellanic 

Cloud stars in excess of 750 M0 should be present given a Salpeter IMF with no. upper 

mass limit to stars, whereas no stars above 150 M0 are observed. An analysis of the 

Arches Cluster, the youngest observable cluster, gives an upper limit of 150 M0 ba8ed on 

Monte Carlo simulations although stars above 130 :tvI0 are not detected (Figer 2005). The 

PEGASE model tracks only extend up to 120 M0 so this is the cutoff used. Another issue 

is that the physics and evolution of such high mass stars is not well known 80 the models 

themselves may be a significant source of error in this regime. 

The left half of Figure 2.7 shows the effects of varying the high mass cutoff in the 

IMF. The effect in the (g - r)o.1-Ha EW plane is seen to be very similar to increasing the 

value of r. Lowering the upper mass cutoff from 120 to 90 M0 has roughly the 8ame effect 

as increasing r from 1.35 to 1.45. The relationship between the change in the upper mass 

cuLuff (frum 120 M 0 ) auc.l Uie appareuL dmuge iu r is t!..r ~ O.OOut!..Mup arnl h; roughly 

linear for upper mass cutoffs down to 50 M0 . The coefficient in the relationship is a week 

function of the age of the population ranging from 0.004 for f3 Gyr old populations to 0.006 

105 



for 100 Myr old populations. 

The right half of Figure 2.7 shows the affect of adding a second break in the IMF 

at 10 M0 . Reducing the value of r over the 0.5-10 M0 range while keeping it fixed at 

r = 1.35 above 10 1VI0 has a similar effect to decreasing r in a two component model. This 

illustrates one of the limitations of this model. At this point it is not possible to detect 

fine structure in the IMF slope or to state precise values for the IMF slope. In this limited 

space of observables the IMF models themselves are degenerate. vVhat it does provide is a 

framework with which to detect variations in the IMF. Although we can construct similar 

tracks from different IMF models, we can still detect the differences between two groups of 

galaxies. 

While we will report our results as a function of r it must always be kept in mind 

that it is degenerate with the upper mass cutoff and other fine structure in the IMF at high 

stellar masses. 

The assumption of smoothly varying SFHs is of great consequence. In the event 

that a galaxy is experiencing or has recently experienced a burst our SFH assumption can 

lead to measured r values that are off by as much as 0.5. The effects of bursts are more 

closely examined in a later section. 

\i\Tithin the assumption of smoothly varying SFHs much can be said about the 

effects of the IMF, metallicity, age, and SFH in the color-Ha: EW plane. Figure 2.8 demon-

:;Lrate:; Lhe:;e relaLiou:;hip:;. In 1Joth paueb Lhe age:; of Lhe wodel:; decrea:;e from the upper 

left to lower right. The effects of the age of a stellar population are largely orthogonal to 

those of IMF variations. In Figure 2.8a the effects of changing the functional form of the 
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smoothly varying SFH with fixed metallicity and r are shown. SFH variatiou is degeuerate 

with the IMF. However the effect is relatively small over a wide range of SFHs. The solid 

lines are exponentially decreasing SFHs with T = 1.1 Gyr where the bulk of the star fonua

tion occurs early in the galaxy's life. The dashed lines have SFHs that are increasing with 

time where most star formation occurs at late ages. The effect of va.riatious in the form 

of smooth SFHs is larger at later ages and higher values of r but does not dominate the 

effects of IMF variations. With all other parameters fixed the range of smooth SFHs cause 

systematic uncertainties at the level of ±0.1 in r. 

In Figure 2.Sb the effects of metallicity variations with fixed SFI-1 and rare shown. 

The metallicity variations are also degenerate with IMF variations. With all other param

eters fixed between colors of 0.1 < (g - r)o.1 < 0.4 the systematic uncertainty due t.o 

metallicity is less than 0.05 in r. This uncertainty increases to 0.35 at (g - r)0 .1 = -0.2 

and 0.7. 

As aforementioned, the extinction correction is another potential problem. The 

arrows in Figure 2.8 show the length and direction of the extinction correction for typical 

galaxies in our sample. It is assumed that .f = 2, but .f = 1 and f = 4 are also plotted 

to show the potential effect of variations in .f. The reddening vectors for .f = 2 and 4 

are fortuitously orthogonal to t.hc IMF variations. Only when the continuum and emission 

extinctions are equal, when .f = 1, do the extinct.ion correction and variations inf become 

a larger eum:eru Llmu me(,allidt,y <:mtl SFII. However sud1 low f rat.ios are uot observed in 

galaxies (Calzetti, Kinney, & Storchi-Bergmann (1994) and section 3.1.2). 

Figure 2.9 shows all 18,480 model points with r = 1.35. Models are interpolated 

107 



in SFH history for fuller coverage of the color-Ha EvV plane. For each value of[' the modeb 

cover a stripe rather than a single line. It can be seen in the lower right of figure 2.9 that 

the model become degenerate in r for old, red galaxies with weak current star formation. 

2.4 Statistical Techniques 

The data and models are compared using a "pseudo-x2" minimization. For va.riorn; 

reasons (detailed below) the classical x2 estimator assumptions are violated so we can not 

use traditional tables for error estimates but we can still use the x2 as a statistical estimator 

as long as the confidence regions are calibrated by Monte Carlo (MC) techniques as we will 

do. We proceed as follows: for each galaxy i. we have a measured (g - r)o.1 color, q, and an 

Ha EW, Wi, and measurement errors O"c; and O"w;i given by equations 2.4 and 2.6. We also 

have model values c(r, Z, T, 'If;) and w(i, Z, T, 'If;) for a range of IMF slopes r, metallicities 

Z, ages t and SFHs 'l/J. Vle can then construct a x2 value as 

2 2 
xr(r,z,t,'lj;) = (ci-c(r,z,t,.ij;)) + (wi-w(I',Z,t,·ij;)) 

O"c; O"w; 
(2.9) 

which is calculated by brute force. The goal of this paper however is to investigate the IMF 

with relatively simple measurements of the Ha EW and a broadband color. While making 

crude measurements of the mean stellar metallicities of individual galaxies is possible, dis-

entangling age and SFH effects on an individual basis is a daunting task. Assuming that it 

iR posRiblc to do, it docs not scale up well to the high redshift; universe where 0Lservatio11::> 

will be of lower quality. 

It does not make sense to minimize x 2 over all galaxies for a particular set of 

(I', Z, t, 'lj;) because we have no a priori reason to think that all of the galaxies should have 
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the same metallicity or SFH. In fact we expect that they would not. The solution 1s to 

marginalize x2 over metallicity, age and SFH for each galaxy such that 

(2.10) 

This is somewhat unorthodox, because for some galaxies the data points are over

fitted, i.e. there will be a stripe in (c, w) space corre::iponding to a given r and we can 

get xr (r) values very close to zero (but not exactly because of the discrete nature of the 

model grid) for galaxies within the stripe. \Ve note we also have partial degeneracy between 

parameters such as age and metallicity - they both shift the tracks in similar directions 

largely orthogonal tor (though not completely which is why we have a ::itripe in parameter 

space not a line). This makes it difficult to calculate the traditional "number of degrees of 

freedom." Despite these limitations it is clear that galaxies inconsistent with a particular r 

will still have large values of x[(r)- for example a very blue galaxy with a low equivalent 

width in Figure 2.9. The complication is that the stripes for similar r values overlap, and 

for red galaxies with low equivalent widths the stripes for vastly different r values overlap. 

As such, the IMF for an individual galaxy is only broadly constrained. Measuring a precise 

best IMF for an individual galaxy boils down to random chance and the discrete nature of 

the models. However, by summing XT over many galaxies the IMF is narrowly constrained 

for the sample being summed over as long as we are careful in our confidence region analysis. 

Ber.::i.nse of this over-fitting ancl partial <legenenwy we r.an not. ::i.pply t.hP. t.P.xt.hook 

notions of the x2 distribution, calculate degrees of freedom and choose ~x2 contours for 

different confidence regions. Further to this Ci and Wi are not truly independent variables. 

Both the colors and EWs are subject to the same extinction and reddening corrections 
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which tie the errors together. For galaxies with z :::, 0.04 the Ha: line is in the observed r 

band, although this only affects a relatively small number of galaxies in the sample almost. 

all of which have Air,o.1 > -20. Also the direct statistical interpretation of x2 is predicated 

on the assumption of normal errors. Equations 2.4, 2.5 and 2.6 reveal that our errors are 

complicated mixtures of individual measurements which are most likely Poisson distributed. 

Thus O"c and O"w are unlikely to be normally distributed. Bursty SFHs can potentially create 

outliers which are statistically significant due to the fact that neither O"c or O"w include a 

term for this difficult to quantify effect. The problem is even worse if the errors are non

symmetric which could potentially arise from the aforementioned bursty SFHs. In the case 

of non-symmetric errors the best value of r could erroneously be pulled away from the true 

value. 

Given all this we abandon the direct statistical interpretation of x2 and regard 

it as an estimator of the goodness of fit whose confidence regions have to be calibrated 

empirically. We do this via MC simulations (as recommended by Press, et al. (1992)) where 

we simulate data points for a given r with the correct error distributions and propagate 

everything through the analysis in the same way as for the actual data. For each of our MC 

simulations we add Poisson errors to the ·ugriz fiber magnitudes, Ho: and H,6 fluxes and 

the observed Ha EW. vVe assume that these observed quantities have Poisson dominated 

errors- as members of the MGS they are high S/N measurements. The entire analysis 

<.le::;cril.Jed al.Juve b repeal;e<.l, inclu<.liug a new extinction measurement and a recalculation 

of the K-corrections. For each value of r we run 100 MC simulations to estimate the 953 

confidence interval. Setting up the MC architecture in this way has the further advantage 
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that we cau use the same machinery to test the effect of systematic errors such as the 

violation of our smooth SFH assumptions, as we will do later. The main downside of cour::;c 

is that this approach is computationally intense. Run times for the 100 MC simulations a.re 

typically 18 days on a 2 Ghz desktop PC for the samples considered here. 

In practice it turns out that x 2(r) is still a smooth well-behaved function with, 

not surprisingly, a quadratic minimum which has the advantage that we can then inter

polate it to increase the resolution in the best-fitting r without incurring the additional 

computational expense. This arises of course from the fact that our estimator is similar to 

a traditional x2 and is a good reason to stick with this similarity over some more exotic 

goodness of fit measure. An estimate of the systematic errors is discussed later. 

Regardless of how poorly a sample is modeled by a universal IMF the above method 

will still find a best fitting r and corresponding confidence region. We still expect x2 to be 

small for a model that is a good fit and large for one that is not. One nuance in comparing 

x2 between different sub-samples, as we will do, is that the samples are often of considerably 

different sizes. Because of this we choose instead to use the mean x2 , x2 instead, as a sample 

metric. This has the advantage that absolute x2 values and confidence regions are more 

similar between the sub-samples, though we note that the confidence regions on x2 are still 

determined directly from our MC simulations. 
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Figure 2.1 Distribution of all 130,602 program galaxies in the (g - r)o.1 vs. log(Ha EW) 

plane. The contours are logarithmic. Outside the last contour individual points are plotted. 

The thick lines are model tracks with exponentially decreasing SFHs with T = 1.1 Gyr and 

solar metallicity. The age increases along the tracks from 100 Myr in the upper left to 13 

Gyr in the lower right. The upper line has r = 1.00, the middle line is similar to Salpeter's 

IMF with r = 1.35 and the lower line has r = 2.00. They are identical to the solid lines 

in Figure 2.8. The cross in the lower left indicates the median error bars of the sample. 

The arrows are dust vectors are for typical observed Balmer decrements (Ha:/H,6 = 4) for 

different values off. The values off are 1, 2 and 4 clockwise from the one pointing left. 
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Figure 2.2 Star formation histories for which models were calculated. The SFH have been 

normalized such that an equal mass of stars is formed by an age of 12 Gyr. Not pictured i8 

an instantaneous burst at t = 0. Plotted are SFHs <X e-t/r where T = 1.10, 1.40, 1.55, 1.70, 

1.85, 2.00, 2.15, 2.35, 2.50, 2.75, 3.0, 3.5, 4.0, 5.0, 6.0, 7.5, 10, 15 and 35 Cyr, a constant 

SFH, and increa8ing SFHo <X 1 - e·-t/r where T = 2.U, 4.U, 7.5 and 15 Gyr. 
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Figure 2.3 PEG ASE model spectra of a galaxy at z = 0.2 with a constant SFH and r = 1.35 

as it would appear with increasing age. The galaxy is shown at ages 100 Myr (red), 1 Gyr 

(green), 5 Gyr (cyan), 12 Gyr (blue) and 20 Gyr (violet). 
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Figure 2.4 PEGASE model spectra of galaxies at z = 0.2 with r = 1.35 at an age of 12 

Gyr. The galaxies differ in their SFHs. Spectra are plotted for an instantaneous bun;t at 

t = 0 (red), SFH ex e-t/7 where 7 equals 2 Gyr (orange), 5 Gyr (green) and 10 Gyr (cyan), 

a constant SFR (blue) and an increasing SFR ex 1 - e-t/T where 7 is 15 Gyr (violet) 
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Figure 2.5 PEGASE model spectra of galaxies at z = 0.2 with ages of 12 Gyr and constant 

SFRs, but different IMF slopes. The IMF is of the form of equation 2.8 where r takes the 

values 1.00 (violet), 1.35 (blue), 1.70 (green) and 2.00 (red). 
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Figure 2.6 PEG ASE model spectra of galaxies with constant SFRs, r = 1.35, and an age of 

12 Cyr where the metallicity varies between models. The metallicities are Z = 0.005 (red), 

0.010 (violet), 0.020 (blue), and 0.025 (green). 
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Figure 2.7 Examples of the degeneracy of IMF parameters. All models shown have solar 

metallicity, age 6 Gyr and the tracks are lines of varying SFH from a rapidly decreasing 

SFR on the lower right to slowly increasing on the upper left. In both panels the bold track 

has r = 1.35 and the dashed lines have IMFs r = 1.00, 1.20, 1.40, 1.60, 1.80 and 2.00 from 

top to bottom, all with an upper mass cutoff of 120 M0 . (a) The solid lines are models 

where the upper mass cutoff of the IMF is reduced from 120 M0 to 90, 60 and 30 M0 as 

labeled. (b) The nominal two-piece IMF is replaced by a three piece IMF in the solid lines. 

In all solid tracks r = 1.35 above 10 M0 and I'= 0.50 below 0.5 M0 , but is altered in the 

intermediate mass region from 0.5 to 10 M0 . The solid lines have ri = 0.50, 0.85 and 1.15 

over 0.5 to 10 M0 as labeled. 

118 



3.0 ,.,- ......--,--,- .-.-., 
\ (a) \ (b) 

'.<>-
2.5 - '\~ 

~ -,~ ·, 

2.0 

s 
ld 

i::S 1.5 I 

O> 
0 

1.0 -

0.5 

0.0 
0.0 0.5 1.0 0.0 0.5 1.0 

(g-r),, (g-r),, 

Figure 2.8 Effects of model parameters in the (g - r)o.1 vs. log(Ha: EW) plane. In both 

panels ages of the stellar population increase along the tracks from 100 Myr on the upper 

left to 13 Gyr on the lower right. Also in both panels the upper set of tracks have r = 1.00 

while the lower set have r = 2.00. The arrows are dust vectors are for typical observed 

Balmer decrements (Ha:/H,B = 4) for different values off. The values off are 1, 2 and 4 

clockwise from the one pointing left. (a) The effect of smooth SFH variation is shown in the 

left panel. The solid lines have exponentially decreasing SFRs with r = 1.1 Gyr, the dotted 

lines have more slowly falling SFRs with r = 2.75 Gyr and the dashed lines are increasing 

oc 1 - e-t/r where r = 1.5 Gyr. These tracks have solar metallicity. (b) The effects of 

metallicity at fixed SFH with r = 1.1 Gyr. Z = 0.005 for the dashed linP., 0.010 for tlrn 

dotted line, 0.020 for the solid line and 0.025 for the dot-dashed line. The solid lines are 

identical across the panels. This figure demonstrates that the effects of model parameters 

are largely orthogonal to IMF variations. 
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Figure 2.9 All model points for r = 1.00 (cyan), r = 1.35 (black) and r = 2.00 (magenta). 

Each IMF has 18,480 calculated model values. Z ranges from 0.005 to 0.025, ages range 

from 100 Myr to 13 Gyr and SFHs cover the range described in the text. 
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Chapter 3 

Evidence for a Non-Universal 

Stellar Initial Mass Function 

3.1 Monte Carlo Results 

Figure 3.1 shows the results of our analysis for the full sample of galaxies using 

just the observed data set. The "X" marks the best fitting IMF, where r = 1.4411 and 

x2 = 60549.7 with x2 = 0.46. At r = 1.00 x2 = 3.61 while steeper IMFs are more heavily 

rejected with x2 = 9.00 at r = 2.00. 

For comparison several "classic" IMFs are also plotted in figure 3.1 at their approx

imate equivalent values of r. With x2 = 7.73 the Miller & Scala (1979) solar neighborhood 

IMF is a particularly bad fit. Two more recent solar neighborhood IMFs, Scala (1986) 

and Kroupa, Tout, & Gilmore (1993), yield x2 = 2.38 and 1.98 respectively. These results 

reinforce the conclusions of K83, KTC94 and Baldry & Glazebrook (2003) that the solar 

neighborhood is not representative of galaxies on the whole as far as the IMF is concerned. 

On the other hand the Scala (1998) IMF, established from a review of star cluster 
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IMF studies iu the literature, is a better fit than the best r value in our parameterization 

with x2 = 0.43. This result highlights the degeneracy of the IMF models themselves in the 

color-Ha EW plane- two considerably different IMFs (one with one break and the other 

with two) fit nearly equally as well. 

The results of the MC simulation show that the 953 confidence region h; 1.4432 < 

r < 1.4443 for the data set as a whole. The MC simulation shows that additional data 

will not improve the overall results as the random errors are already small. Clearly and not 

surprisingly systematic errors, which are discussed later, dominate. 

The result for the sample as a whole is r = 1.4437 ± 0.0005. The error quoted here 

is the random error. This is steeper than the original Salpeter value of r = 1.35. It is also 

steeper than the Baldry & Glazebrook (2003) value of r = 1.15 ± 0.2 derived from galaxy 

luminosity densities in the UV to NIR. It is however well within their 95% confidence limit 

of r < 1.7 as well as their measurement of r = 1.2±0.3 based on the Ha: luminosity density. 

The difference between their two results suggests that the H&. and mid-UV to optical fluxes 

may have different sensitivities to massive stars. Scalo (1998) estimated the uncertainty in 

I', either due to measurement uncertainties, real IMF variations or both, in his star cluster 

IMF based on the spread of results in the literature. Our result is well within his range 

of uncertainty in both mass regimes- r = 1.7 ± 0.5 for 1 - 10 IvI0 and r = 1.3 ± 0.5 for 

1-100 M0. 

3.1.1 Luminosity Effects 

The luminosity of a galaxy could potentially have an effect on the IMF within it. 

For one the ambient radiation field is likely higher in more luminous galaxies. Figure 3.2 
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shows the best fitting IIVIF and x2 values as a function of M,.,0.1 for all 130,602 galaxies. 

The gala.\'.ies have been binned in M,.,0.1 such that there are 500 objects in each bin. The 

bin size was chosen to maximize coverage in M,.,0.1 yet still keep the random errors in each 

bin small. The solid lines represent the lower and upper 95% confidence region determined 

from the MC simulation. 

Figure 3.2 reveals a constant value of r,....., 1.4 for galaxies with M,.,o. 1 between -21 

and -22 with linear increases in r for both brighter and fainter galaxies. There i::; also a 

sudden downturn in r values for galaxies fainter than M,.,0.1 = -16.5. Given the sizes of 

the random errors the differences in r between M,.,0.1 = -17 and -22 are substantial, from 

1.59 to 1.41, and statistically significant. The agreement with the SaJpeter slope is the best 

for galaxies between -21 and -22 in M,.,O.l· 

In many ways it is not surprising that previous investigators have not found this 

trend. The Milky Way is thought to have a luminosity of Mv = -20.9 (Delhaye 1965); the 

V and ro.1 filter curves cover roughly the same wavelengths. At comparable luminosities our 

results are similar to Salpeter. The gala.\'.ies in the K83 sample have a median Ms = -20.9 

with only 16% (18 objects) fainter than M8 = -19.7 (Efstathiou, Ellis, & Peterson 1988). 

This is a significant bias toward more luminous galaxies where our results are in agreement 

with a universal IMF. By contrast 30% of our sample is fainter than M:.,o.t = -20.44 

(Blanton, et al. 2003b). We have a sample of 39,350 gala..xies fainter than L *. 

The lower panel of Figure 0.2 shows that the relative quality of the fits rapidly 

deteriorates as the luminosity of the galaxies decrease. For the brightest galaxies x2 floats 

around 0.15, while in the faintest bin it is over 6. For comparison Mv = -18.5 for the Large 
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J\ifagellanic Cloud and -17.1 for the Small Magellanic Cloud (Courteau & van deu Bergh 

1999). This trend could indicate that a universal IMF is a good fit to the most luminous 

galaxies, but dwarf gala..xies cannot be described by a universal IMF, even if a different 

universal slope is allowed. However it could have a more mundane explanation. It could be 

that errors a.re over or underestimated as a function of luminosity. It also could arise from 

deviations from our assumption of smoothly varying SFHs. 

Vve cannot bin our data by stellar mass without assuming an IMF which is contrary 

to the goals of the project. We can repeat the analysi8 of Figure 3.2 ut>ing l\llz,o. t in the 

place of Mr,O.l · Mz,0.1, being redder, is a better proxy to stellar mass. The resulting plot, 

Figure 3.3, is nearly identical to Figure 3.2 which shows that the relationt>hip persists across 

several wavebands. 

Figure 3.2 reveals a clear, statistically significant trend in I' and x2 with ret>pect 

to luminosity. The rest of this section focuses whether this trend is a manifestation of true 

IMF variations or if it is the result of sample biases or poor assumption::;. 

3.1.2 Sources of Bias 

If the IMF is truly universal and our method successfully probes the IMF any 

subsample of galaxies that we could choose should yield the same I' value as any other in 

spite of any selection biases or aperture effects. Figure 3.2 clearly shows that the preceding 

statement is false. In this section we set aside the possibility of IlVIF variation:; and :;carch 

for biases in our sample. 
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Magnitude Limited Sample 

Figure 3.2 shows that the overall result of r = 1.4437 is really a weighted average. 

The SDSS MGS is a magnitude limited sample, one defined by flux limits, with both upper 

and lower limits. Table 3.1 gives the number of objects in each luminosity bin. There are 

41,411 galaxies with -21.5 < Mr,0.1 < -20.5 but only 28 for which -14.5 < l\tI1.,o.1 < -13.5. 

As such the overall retmlt is heavily biased by more luminous galaxies. 

Malmquist bias will affect any magnitude limited sample. Because brighter objects 

can be seen at greater dista.nces a magnitude limited sample contains bright objects from 

a greater volume of space than fainter objects. The result is that the ratio objects by 

luminosity in a magnitude limited sample differs from the true ratio in nature; brighter 

objects are over-represented. 

To eliminate Malmquist bias volume limited bins where subsamples are complete 

for a range of luminosities are constructed. Figure 3.4 details the construction of these bins. 

Given both the upper and lower flux limits of the MGS (15.0 < r < 17.77) only a factor 

of 13 in luminosity falls in the sample at any given redshift. The redshift limits of each 

volume limited bin are defined such that no galaxies within the magnitude limits of the bin 

are affected by the flux limits of the MGS. Within each box in Figure 3.4 the true ratio of 

galaxy luminosities is preserved and is thus free of Malmquist bias. 

Figure 3.5 shows the results for volume limited magnitude bins. Most error bars 

are smaller than the plotting symbols due to the larger number of galaxies, 329 to 29,701 

as given in Table 3.1, in each bin. Figures 3.2 and 3.5 show the exact same trends. The 

largest difference in r between the whole and volume limited samples is 0.0116 in the 
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Table 3.1. Lmninmiity Bin Details 

Volume Limited All 

M,.,0.1 n rlcrnr rbc•t r11igh x2 z Av,1 ap n r~lwst. ;x2 

-14 28 l.3835 7.43 

-15 188 l.3892 9.86 

-16 406 l.5461 4.64 

-17 329 l.6000 1.6045 1.6086 3.41 0.013 0.38 0.20 1,304 1.5879 2.57 

-18 l,555 1.5338 1.5370 l.5424 2.05 0.022 0.50 0.21 4,327 1.5326 l.57 

-19 4,935 l.4772 1.4788 1.4813 1.17 0.032 0.70 0.21 10,375 1.4813 0.96 

-20 12,951 1.4:~06 l.4320 1.4330 0.63 0.050 0.91 0.22 24,851 1.4136 0.56 

-21 28,633 1.4051 1.4057 1.4063 0.32 0.077 1.15 0.24 41,411 l.'1064 0.31 

-22 29,701 1.4036 l.4042 1.4050 0.19 0.116 1.32 0.25 38,406 1.4084 0.20 

-23 8,049 1.4545 1.4556 1.4568 0.15 0.168 l.55 0.27 9,106 1.4505 0.16 

-24 192 1.5329 0.12 

All* 130,602 l.4432 1.4437 1.4443 0.50 0.090 l.05 0.25 

Note. - Properties of the Mr,0.1 luminosity bins. Columns 2 through 9 give values for volume limited 

magnitude bins while columns 10, 11 and 12 give values for all sample galaxies within the luminosity range. 

ap is the mean aperture fraction. * The sample as a whole is not volume limited but the more detailed 

information is given for reference. 

126 



Mr,0.1 = -17 bin. The other notable difference is that the fainter galaxies have larger x2 

values in the volume limited case. However i\!Ialmquist bias across bins is not rcspom;ible 

for the luminosity trends in Figure 3.2. 

Redshift 

Another effect of magnitude limited samples is that the faintest galaxies are much 

closer than the most luminous ones. The mean redshifts of the volume limited magnitude 

bins range from z = 0.013 for IVI,.,0.1 = -17 to z = 0.168 for M,.,0.1 = -23. This corresponds 

to a difference in age of around 1.8 Gyr. As aforementioned, model tracks reveal that age 

is largely orthogonal to the IMF in our parameter space, but there could be other effects 

tied to age and distance. In addition the IMF could evolve with time. 

The large number of galaxies in our sample affords us the luxury of investigating 

the effects of luminosity and redshift simultaneously to obtain a better understanding of 

what role, if any, the redshift plays in our analysis. Figure 3.6 shows our fitted parameters 

for all 130,602 galaxies in bins that are 0.25 magnitudes wide in luminosity and 0.005 wide 

in redshift. The upper left panel shows the best fitting r for each two dimensional bin. 

On the upper right the width of the 953 confidence region in r for each bin is shown. At 

bottom left is the log x2 and at bottom right is the log of the number of galaxies in each bin. 

The white contour demarca.tes the region in which each bin contains at least 50 galaxies. 

Th0 1111mh01· .SO is arhitr::i.ry hnt it shows t.h0 r0gion whc'l'C' Poisson 0rrorn n.rc 0xp0ctc<l to be 

small. The black areas are regions where there are no galaxies with the given parameters. 

Using the plot of r at the upper left we can look for potential redshift biases. 

This is complicated by the fact that at a fixed luminosity there is a limit to the range 
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of redshifts in the sample due to the flux limits of the sample described earlier. Looking 

at vertical slices through the plot at any fixed luminosity there is a trend towards larger 

values of r with increasing redshift. However, for horizontal slices of fixed redshift the same 

relationship between r and luminosity that is present for the whole sample is seen modulo 

a normalization factor. 

The right half of Figure 3.6 shows a strong relationship between the number of 

galaxies per bin and the width of the 95% confidence region in r. This simply reflects the 

fact that larger samples are less affected by Poisson errors. 

The lower left panel of Figure 3.6 provides an excellent example of why our metric 

of fit quality, x2 , is so important. Bins with similar numbers of galaxies and or values 

can have vastly different values of x2 • It is worth reminding that the contours in x2 are 

logarithmic. At fixed luminosity the galaxies are better fit by a universal IMF at higher 

redshift. Similar to the sample as a whole the quality of fit improves with luminosity. 

While there does appear to be some weak trending of r and x2 with redshift, 

redshift effects are not driving the relationship seen between IMF and luminosity as it 

persists at fixed redshifts. 

Aperture Effects 

One explanation for the trend in r with redshift is aperture effects. Again, if 

the Tl\ifF is t.rnly universal ap0.1·t.11rR effod.s shonl<l not. exist.. The SDSS srwct.rn. hav0 a 

fixed aperture of 3" for all galaxies. Depending on the angular extent and distance to a 

galaxy a different fraction of the total light of the galaxy will fall into the aperture. The 

problem is mitigated by the fact that the most distant galaxies are the most luminous and 
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more likely to have a larger physical size. As the physical area contained in the aperture 

increases with distance, so too does the size of the galaxies bei11g observed. However, the 

two effects do not exactly balance out. Table 3.1 shows that the mean aperture fraction for 

the M1.,o.1 = -17 bin is 0.20 and increases to 0.27 at lVIr,O.l = -23. On average 35% more 

of the most luminous galaxies fall within the aperture compared to the faintest,, 

Figure 3. 7 shows the behavior of our fitted parameters for two climeusional birn; of 

luminosity and aperture fraction in the same manner as Figure 3.6 did for lumi11osity and 

redshift. For fixed luminosities increasing aperture fraction leads to decreasing values of r. 

However at fixed aperture fraction the qualitative IMF-luminosity trend remains. The x2 

values are a strong function of luminosity, but x2 does increase with aperture fraction at 

each fixed luminosity. 

The trend with aperture fraction is the exact opposite of what would be expected 

in the presence of a systematic effect operating given the redshift result in Figure 3.6. The 

nearest galaxies should have the smallest aperture fractions in a particular luminm;ity bin. 

The nearest galaxies in Figure 3.6 have the smallest values of r while the smallest aperture 

fractions in Figure 3.7 have the largest values of r. 

Figure 3. 7 suggests that the measured IMF is more dependent on the aperture 

fraction than the redshift. There are several possible physical explanations for IMF trends 

with the aperture fraction, all of which are related to radial gradients in disk galaxies. 

Palluau, Nunlluull & Jones (1997) make the theory based claim that the llVIF should be a 

function of the original local temperature of the star-forming molecular clouds. Metallicity 

gradients are also known to exist in disk gala..'Cies, including the Milky Way (Mayor 1976). 
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Rolleston, et al. (2000) measure a linear, radial light metal (C, 0, Mg & Si) abundance gra

dient of -0.07± 0.01 dex kpc- 1 in the disk of the lVIilky Way. Given the increased efficiency 

of cooling with metal lines we would expect the most low mass stars where metallicity is 

the highest- on average towards the center of galaxies. The trend iu I' in Figure :t 7 is 

qualitatively consistent with this idea. 

If there are radial IMF gradients in galaxies one would expect the fits to decrease 

in quality with increasing aperture fraction. A blend of IMFs will not be fit as well m; a 

universal one given our technique. This idea is consistent with the results in Figure 3. 7. 

However, in well-resolved stellar populations there is no evidence for a relationship between 

the IMF and metallicity, except perhaps at masses lower than those probed by our method 

(Kroupa 2002). If metallicity plays a role in determining the IMF the effects are only 

being revealed as a global trend in our large sample of integrated stellar populations. For 

individual clusters metallicity must play a secondary role to stochastic effects. 

Extinction Correction 

The extinction correction is another potential source of bias. It is possible that 

there is a second order correction that our fairly simple extinction correction fails to take into 

account. This could potentially lead to an erroneous IMF trend with extinction correction. 

This affects the luminosity results because more luminous galaxies tend to be dustier, as 

evidenced in Ta.hie 3.1. The problem is further cornplica.ted by the fact that dust is thought 

to play an integral part in star formation so it is not unreasonable that an observed IMF 

trend with extinction may be real. 

Figure 3.8, similar to Figures 3.6 and 3.7, shows the results of our analysis for 
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two dimensional birn> of luminosity and the extinction correct.iou tha.t. was measured and 

applied. Vertical slices through the upper left panel of Figure 3.8 show that r does depend 

on Av,1, trending towards lower r values with increased extinction over the region where 

the Poisson error in r is reasonable. Yet again, horizontal cuts of fixed extinction show the 

IMF-luminosity relationship. 

The decreasing r values with increasing extinction is counter-intuitive. Dustier 

regions tend to be more metal rich. If metal cooling plays a significant role in the IMF the 

dustiest regions should have the steepest IMFs. 

At fixed luminosity x2 increases with extinction. As aforementioned our calculated 

errors in color and EW (equations 2.4 and 2.6) have a functional dependence on t.he ob::;ervecl 

emission line extinction. In both cases it is the term proportional to ajAv,1 which is on 

average the major contributor to the calculated error. Because luminous galaxies tend 

to be more heavily extincted they will also be more likely to have larger error::;. Thi::; i::; 

potentially problematic for our observed IMF trend with luminosity. If we are unknowingly 

underestimating the errors for faint galaxies with low extinction the source of the poor fit 

qualities of these galaxies could be systematic instead of astrophysical. However the lower 

left panel of Figure 3.8 shows that the most extincted galaxies have the poorest fit::; where 

such a bias would suggest that they should fit the best due to the large accommodating 

errors. 

Multiple Parameter Biases 

It is also possible that biases in our r measurements could depend on two pa

rameters simultaneously. Figure 3.9 shows the measured galaxy of r as a function of both 
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aperture fraction and measured emission line extinction for six volume limited lnminm;ity 

bins. 

When holding all other parameters fixed, increasing the aperture fraction leads 

to lower values of r in all statistically significant areas of Figure 3.9. This is the same 

relationship found in the earlier section on aperture fraction. Decreasing values of r are also 

seen for increasing extinction when all other parameters are constant. A notable exception 

to this is that galaxies with large extinction and small aperture fractions favor higher r 

values. 

Iviost importantly when looking at a particular combination of aperture fraction 

and extinction the IMF becomes shallower with increasing luminosity until the highest 

luminosities where it becomes steeper again. Even in the narrowest slices of the data set 

the same IMF-luminosity trend is seen, albeit with slightly different absolute values of r. 

Star Formation Strength 

As discussed previously we have allowed two classes of star forming galaxies into 

our sample. 111,806 galaxies (86%) fall in the star forming class and the other 18,796 (14%) 

belong to the low S/N star forming class where the 0 III or NII lines are weak, but the Ho. 

and H,B lines still have S/N > 5. By comparing the results from these two subsamples we 

can investigate a possible bias of the results with respect to the level of star formation. 

Fignre :-t 10 shows the results for hoth dasses l'IS a fnndion of lnminosity. As it 

comprises 86% of the total sample it is not surprising that the results for the star forming 

class are similar to those of the sample as a whole in Figure 3.2. 

The low S/N class exhibits a similar qualitative behavior to the set as a whole 
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with a few notable differences. The r values are offset by at lca::it 0.08 toward::i larger r. 

The measured 11\!IF turns toward steeper values at lower lumino::iities than for the sample 

as a whole. The x2 are several times lower as well. 

·while the galaxies in low S/N cla::is meet the same requirement of S/N > 5 in the 

Balmer lines as the star forming class they are biased towards noisier Ha: line measurements. 

This corresponds to lines that are either weak (low SFR) or weak compared to the continuum 

(low present SFR compared to the past) both of which lead to low EWs. 

Another issue at play is that the relationship between the Hex line flux and the 

measured SFR is dependent on the IMF and to a lesser extent the metallicity. This effect 

is shown in Figure 3.11. The figure shows the Hex flux as a function of r for four different 

metallicities. All models in Figure 3.11 have the same, constant underlying SFR. At a fixed 

metallicity and SFR increasing r by 0.05 reduces the Hex flux by 203. In fact the Hex 

flux of a galaxy with r = 1.00 will be 33 times larger than a galaxy with the same SFR 

and r = 2.00 at solar metallicity. The effect is even stronger at lower metallicities. In the 

presence of real IMF variations at any fixed luminosity the low S/N class will be biased 

towards galaxies with steeper IMFs. 

Both low SFRs and steep IMFs potentially lead to low S/N Ha flux. However it 

is determine the level of influence of each effect. The conversion from the Ha: flux to SFR 

is usually a simple linear conversion (e.g. K83) based on case B recombination as described 

earlier. A::; a re::iult Figure 3.11 al::io ::;how::; the relative uncertainty of the SFR mea::;ured 

from the Hex flux. Therefore an increase of 0.05 in r will also lead to underestimating 

the true SFR by 203. The relationships shown in Figure 3.11 are for a constant SFH 
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and undoubtedly become more complicated when a range of SFHs are considered. For 

a universal IMF the results of Figure 3.10 could be interpreted as being the result of a 

physical link between the IIVIF and the SFR. However Figure 3.10 suggests that the IMF 

is not universal. This suggests that the offset is due to a complicated mixture of IIVIF and 

SFR rate effects which cannot be decoupled at this time. 

As shown in Figure 2 .1 low Ho: E\V s lead to larger values of r for any fixed color. 

As the low S/N class tends toward noisier Ho: fluxes and therefore EWs it is easy to see 

from equations 2.4, 2.5 and 2.6 that the errors for this class will tend to be larger. This in 

') 
turn leads to lower x- values. 

As the qualitative IMF-luminosity trend occurs in both star forming classes the 

strength of star formation is unlikely to be a significant bias on our results. 

The f Ratio 

As mentioned in the data corrections section, the f ratio is ratio of the extinction 

experienced by the nebular emission lines to that experienced by the stellar continuum. The 

assumption of a value for f could potentially bias our results. An alternative way of looking 

at the same problem is that our data in the color-Ho: EW plane can be used to constrain 

the f ratio by assuming a universal Salpeter IMF. 

Figure 3.12 gives the results of this analysis for the data set as a whole. A value of 

.f = 2.0 iR fonn<l wit.h x2 = 1.0m~. 'T'his is in goo<l agr00rn0nt. wit.h t.o th0 Calz0t.ti, Kimwy, 

& Storchi-Bergmann (1994) value off = 2.0 + 0.6/ - 0.4. The quality of the fit in the best 

case is worse than in Figure 3.1. Part of the reason for this is that the errors used were 

slightly smaller as the a-f terms in equations 2.4 and 2.6 are set equal to 0. The quality 
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of the fit drops sharply below f = 2 and more gradually for f > 2. Values of f near 1 

are heavily rejected. However in this particular plot the results are dominated by luminous 

galaxies. 

The values off as a function of luminosity are shown in Figure 3.13. For galaxies 

Mr,0.1 = -19 and brighter the best value of f is consistent with f = 2. The faintest two 

bins the prefer an f ratio closer to 2.5. However the lower panel shows that this new .f 

value does not translate t;o improved fit quality. In fact the faintest galaxies have in general 

smaller measured extinctions and are therefore less susceptible to changes in .f. The same 

qualitative trend of worsening fits with decreasing luminosity seen when allowing r to float 

is seen with a varying f value. 

Together these two f ratio plots provide a number of insights. For one it shows 

that our choice of the f ratio is very sensible and provides an independent confirmation of 

other f ratio measurements. The fact that our best fitting r values are at least 0.05 above 

the Salpeter value cannot be reconciled by changing the geometry of the dust screen. It 

provides further evidence that the relationship between r and luminosity is not a function 

of extinction or a byproduct of our extinction correction. 

Summary 

In this section we have investigated several possible sources of bias to account for 

our observed trend between the ll'vIF an<l luminosity. Rela.tionships between the 11\!lF and 

redshift, aperture fraction, extinction and star formation strength have been uncovered. 

Two parameter biases were also found. 

In all cases in narrow slices through the data where potential biases are held fixed 

135 



the qualitative IMF-luminosity relationship appears. The parameters primarily act t;o offt;et 

the value of r at a particular luminosity. The ratio of continuum to emis8ion line extinction, 

f, was found to be a sensible choice and the results are not sensitive to small changes in 

this value. 

There are two possible interpretation8 to the relationship8 between the IMF and 

potential biases. One is that they are systematic effects due to some problem with our 

measurement of r. The second is that they are real physical effects. It is not clear from the 

data which of these statements is more correct. 

3.1.3 Star Formation History 

In the previous section several possible sources of bias were investigated, but none 

were able to account for our observed trend in r with luminosity or the inability of a 

universal IMF to fit low luminosity galaxies. Figure 3.14 shows the distribution in color

Ha: EW space for the least and most luminous bins, Mr,0.1 = -17 and -23. From this 

figure it is apparent that the most luminous galaxies lie roughly parallel to the IlVIF track:; 

while the faintest galaxies are more perpendicular to the tracks. In the low luminosity bin 

there are galaxies which are simultaneously blue and have low EWs. These galaxies are not 

con8istent with a universal IMF with r = 1.35 and as mentioned before are not consistent 

with a universal IMF with a different slope. In addition the faintest galaxies have the lowest 

ext.inc.t.ions t.hey are t.he least. sensitive t.o clnst. ancl f rat.io iss1ws. Rcforn conclncling t.hat 

this is evidence for IMF variations we must first consider whether our model assumption of 

smooth SFHs is justified. 
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Effects of Star Formation Bursts 

The SFH of individual galaxies is the mm;t problematic aspect of the K83 analysis. 

A sudden burst on top of a smoothly varying background will immediately increase the Ho: 

EW. This is due to the formation of 0 and B stars which indirectly increase the Ha flux 

through processing of their ionizing photons. The new presence of 0 and B stars also makes 

the color of the galaxy bluer. Both of these effects are proportional to the size of the burst. 

After the burst is over the Ha EW is smaller and the colors are redder than t.hey 

would be if the burst had not occurred. The Ha: EW drops because there is no longer an 

excess of 0 and B stars and their ionizing photons which reduces the Ha flux to pre-burst 

levels. However there is now an excess of red giants due to the less massive stars from the 

burst leaving the main sequence. This increases the continuum around the Ha: line which 

further drops the EW in addition to making the galaxy colors redder. After enough time 

has elapsed after the burst the galaxy returns to the same position in the color-Ha EvV 

plane it would have occupied had no burst occurred, although it will have taken longer to 

get there. 

Figure 3.15 gives one example of this cycle. A solar metallicity galaxy with r = 

1.35 and an exponentially decreasing SFH with T = 2.15 Gyr experiences a burst of star 

formation at an age of 4.113 Gyr which lasts 250 Myr and forms 10% of the stellar mass. 

The black dots, spaced at 100 Myr intervals, show that comparatively more time is spent 

below the nominal track than above it. The peak Ha EW is reached just 5 Myr after the 

start of the burst. If you happen to be observing the galaxy during the burst a shallower 

IMF will be measured (assuming a burst-free SFH), after the burst for 1 Gyr a steeper 
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IMF will be measured and after that the effects of the burst largely di8appear, although the 

galaxy will appear younger than it actually is. 

Figure 3.16 give8 t;he best fitting IlvIF 8lope from our aualy8is, which assumes no 

bursts, as a function of age for the galaxy in Figure 3.15. The jitter in the be8t fit r value8 is 

due to the discrete nature of our model grid, and the fact that the model track8 for different. 

IMFs run together at large ages. Within a 300 Myr period during and jtrnt after the burst 

the best fitting IMF slope is anywhere from r = 1.00 to 1.95. This shows that even if a 

universal IMF exists the SFH can mimic a huge range of IMF models. Roughly l Gyr after 

the burst the measured IMF is back to its true value. A galaxy with a bursty SFH viewed 

at a random time will be biased toward a steeper IMF than what is the true IJ'vIF. While 

one model is not an exhaustive study of the effects of the SFH on IMF measurements it 

does give a good sense of what issues arise. 

To eliminate this uncertainty we investigated cutting the sample on SFH. In order 

to detect a relative lack or excess of present star formation it is neces8ary to mea8ure both 

the present and past star formation rates or at least be able to compare the two in some 

way. The problem lies in the fact that conversions of observables into star formation rates 

assume an IMF to do so. Our aim is to measure the IMF so we cannot make strong a priori 

assumptions about it. Instead of biasing or results from the start we fit all galaxies and 

then try to determine the affect of SFHs on our conclusions. 
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Figure 3.1 Value of x2 as a function of r for the entire sample (solid line). The "X" 

marks the minimum x2 value of 61671.4 at r = 1.4525. Also plotted are the x2 for some 

"classic" IMF models, Salpeter (1955) (filled circle), Miller & Scalo (1979) (asterisk), Scalo 

(1986) (square), Kroupa, Tout, & Gilmore (199:.1) (diamond), Scalo (1998) (triangle) and 

Kroupa (2001) (plus sign) plotted at rough estimates for equivalent r values using our 

parameterization. 
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Figure 3.2 MC simulation results for the full sample binned by Mr,O. I· Each diamond 

represents 500 galaxies plotted at the mean Mr,0.1 value of the bin. The points are the most 

dense around M,.,0.1 = -21.5 as the sample is dominated by galaxies in this luminosity 

regime. The solid lines represent the upper and lower 95% confidence region measured for 

each bin. Top panel: The best fitting r values as a function of r-band luminosity. Lower 

panel: The x2 values for each luminosity plotted on a log scale. 
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Figure 3.3 MC simulation results for the full sample binned by Mz,O.l · See the caption of 

Figure 3.2 for details. 
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Figure 3.4 Definition of volume limited magnitude bins. The dotted lines show the lumi-

nosities corresponding to the flux limits of the SDSS MGS (15.0 < r < 17.77) as a function 

of redshift. The solid boxes are the volume limited magnitude bins used in this paper. 

Within each box no galaxies within the magnitude range of the box are affected by the flux 

limits of the sample. 
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Figure 3.5 MC simulation results as a function of Mr,o. 1 where the magnitude bins are 

volume limited. The error bars represent the 953 confidence interval from the simulation 

and are in most cases smaller than the plotting symbol. Top panel: The best fitting r 

values as a function of r-band luminosity. Lower panel: The x2 values for ea.ch luminosity 

plotted on a log scale. 
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Figure 3.6 Values of fitted parameters as a function of both luminosity and redshift. The 

bins extend 0.25 magnitudes in luminosity and 0.005 in redshift. Clockwise from upper 

left the frames show the best fitting r, the width of the 95% confidence region in r from 

the MC simulation, the log of the number of galaxies in each two dimensional bin and the 

log of x2 • The shading levels for each panel are given by the adjacent vertical color bars. 

Black n.reaR indicate regions where there arc no gala..'Cics with t.hc respective c0111biuation of 

redshift and luminosity. The white contour indicates the region in which there are at least 

50 galaxies in each 2-D bin. 
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Figure 3. 7 Values of fitted parameters for 2-D bins cut on luminosity and aperture fraction. 

The bins extend 0.25 magnitudes in luminosity and 1 % in aperture fraction. The description 

is identical to Figure 3.6 as are the shading levels. 
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Figure 3.8 Values of fitted parameters for 2-D bins cut on luminosity and emi8sion line ex-

tinction. The bins extend 0.25 magnitudes in luminosity and 0.06 magnitude8 in extinction. 

The description is identical to Figures 3.6 and 3. 7, as are the shading levels. 
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Figure 3.9 Best fitting r values as a function of aperture fraction and measured emission 

line extinction for six volume limited luminosity bins. The 2-D bins extend 0.1 magnitudes 

in extinction and 23 in aperture fraction. The volume limited bins are defined as described 

in Figure 3.5. The white contour shows the area where the 2-D bins contain at least 50 

galaxies. The shading levels are described by the color bars on the left. 
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Figure 3.10 MC simulation results binned by Mr,0.1 for the 111,806 galaxies in the star 

forming class (diamonds) and the 18, 796 gala..."Xies in the low S /N star forming cla.'>s ( +) of 

Brinchmann, et al. (2004). Each symbol represents a bin of 500 galaxies. The thin lines 

represent the upper and lower 953 confidence region measured for each star forming bin, 

while the thick lines do so for the low S/N bins. Top panel: The best fitting r values as a 

function of r-band luminosity. Lower panel: The x2 values for each luminosity plotted on 

a log scale. Because the sample is dominated by the star forming class the results for these 

galaxies is very similar to the result for the whole sample in Figure 3.2. 
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Figure 3.11 Ha flux as a function of rand metallicity at constant SFR. As the SFR is often 

measured from the Ha flux this plot demonstrates the degree to which the measured SFR 

can deviate from the true SFH in the presence of IMF variations. The Ha flux h> plotted as 

a function of r for four metallicity models: z = 0.005 (red), z = 0.010 (violet), z = 0.020 

(blue) and Z = 0.025 (green). The Ha flux is plotted in arbitrary units normalized to 

r = 1.35 and z = 0.020. 
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Figure 3.12 Similar to Figure 3.1, this figure shows the value of x2 as a function of the 

assumed f ratio for the entire sample assuming r = 1.35. 
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Figure 3.13 Upper panel: The best fitting f ratio, assuming a universal Salpeter IMF, as a 

function of luminosity. The luminosity bins are volume limited and the same as in Figure 

3.5. Lower panel: The corresponding modified x2 values as a function of luminosity. 
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Figure 3.14 Distribution in (g - r)o.1 - log(Ha EW) space of the 329 galaxies in the volume 

limited Mr,0.1 = -17 bin (left) and the 8,049 galaxies in the Mr,O. L = -23 bin (right). The 

contour levels and other descriptions are identical to Figure 2.1. 
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Figure 3.15 Color and Ha EW values as a function of age for a model galaxy experiencing 

a burst (solid line). The model galaxy has solar metallicity, r = 1.35, and an exponentially 

decreasing SFH with r = 2.15 Gyr. The burst occurs at an age of 4.113 Gyr, lasts 250 Myr 

and has a strength of 103 of the total stellar mass. The age of the galaxy increases from 

the upper left to lower right before the bursts and the black dots appear on the track at 

100 Myr intervals. The dotted line shows the track for the model had a burst not occurred. 
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Figure 3.16 Best fitting IMF slope as a function of age for the model galaxy in Figure 3.15, 

which experiences a burst of star formation at an age of 4.113 Gyr. The dotted line indicate8 

the underlying IMF model (f' = 1.35). The r values have been boxcar smoothed by 20 Myr 

for clarity. 
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Single Burst Models 

The simplest burst model is that of a single burst at a random time on top of our 

smooth exponential SFHs. A grid of 1000 SFHs was constructed by first selecting oue of 

the 24 smoothly varying SFHs at random. A burst lasting 200 Myr was superposed on the 

SFH at a time selected uniformly at random over a range of 12.5 Gyr. The strength of 

the burst was randomly selected up to 403 of the total stellar mass, with preference given 

to smaller bursts. The colors and EWs of these SFHs were calculated at 1 Myr intervals 

over 12.5 Gyr for the IMFs r = 1.35 and 1.80 and a fixed metallicity of Z = 0.01. This i::; 

based on the luminosity-metallicity relationship in Tremonti, et al. (2004) for Mr,0.1 = -17 

galaxies. Plotting the::;e models in the color-Ho: EW plane shows that all observed data 

points are covered by either IMF. 

To test whether the observed distribution of points in the J\tlr,O. t = -17 bin can be 

explained by bursting SFHs the MC techniques of §2.4 were used. The models of §2.3 were 

replaced with the grid of single burst models. The 100 MC simulations were constructed 

as described earlier, but using only the 329 Mr,0.1 = -17 galaxies as a basis. The analysis 

yielded x2 = 0.027 for r = 1.35 and x2 = 0.020 for r = 1.80, both of which are over fits. 

This shows than an individual galaxy can be fit with an arbitrary IMF given the 

freedom to choose a SFH. However, our advantage is that we have many galaxies and the 

distribution of the properties of the best fit models can be shown to be implau::;ible. 

Figure 3.17 demonstrates the problem with the single burst model. On the left 

of the figure the distribution of the best fitting burst strengths are plotted as a fraction of 

the total stellar mass formed. At right is the distribution of the best fitting times from the 
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burst onset. For example, a galaxy which best fits a model with a burst at 1.000 Gyr at au 

age of 1.211 Gyr has a time from burst onset of 211 rviyr. This measure is used because iu 

an investigation of the effects of bursts the age relative to the burst is more important than 

the age given that the bursts occur at different, random times across the models. 

For both r = 1.35 and r = 1.80 the number of objects best fit by a model prior to 

the burst is 11 + 3/ - 5, or 3%, and are not plotted. In both cases the distributions of the 

best fitting ages and ages at which the burst begins are roughly uniform. Given this fact it is 

expected that half of the galaxies should be best fit by a pre-burst model. Furthermore the 

right hand panel shows sharp, significant discontinuities in the distribution of best fitting 

time from burst onset. Again, viewed at random times this distribution should be uniform 

but is highly peaked in the 25 Myr at the start of the burst and the 25 Myr just after the 

burst ends. In both cases the errors bars show that the discontinuities are significant. In 

the case of r = 1.35, 3.5 times as many galaxies are in the 200 Myr after the burst ends 

than the 200 Myr during it and this 400 Myr accounts for 573 of all galaxies. Although 

our sample is r-band selected the stars in the 0.7 to 3 1\110 range which dominate the red 

continuum in the red giant phase do not start to leave the main sequence for 300 Myr. The 

sharp increase in galaxies fit at 200 Myr after the burst cannot be due to a selection effect. 

Assuming a universal IMF this points to a strong coordination of SFHs across a population 

of galaxies unrelated in space. These arguments show that while a single bun;t model can 

fit Lhe <lata exLrernely well, it <loes uot <lo so iu a physit:ally self-c:ousisteut; fashion. 
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Multiple Burst Models 

To find a physical motivation for SFH models for low luminosity galaxies we look 

towards the Local Group. There have been a number of recent studies of the SFHs of local 

dwarf galaxies which use HST to get color-magnitude diagrams (CMD) of resolved stellar 

populations. The SFH is determined by fitting isochrones to the CMD. The sample here is 

biased by Local Group membership and by what gala.. .... ies have been ob::;ervecl to date. The 

galaxies mentioned here give a point of reference rather than a well-defined distribution of 

SFHs. 

The blue compact dwarf (BCD) UGCA 290 was found to quiescently form stars 

over the pa.st Gyr up until a ten-fold increase in SFR from 15 to 10 Myr ago which more 

recently has decreased to a quarter of its peak value (Crone, et al. 2002). The dwarf irregular 

IC 1613, which is relatively isolated and non-interacting, was found to have SFR enhanced 

by a factor of 3 from 3 to 6 Gyr ago without evidence of strong bursts (Skillman, et al. 

2003). The dwarf irregular NGC 6822, also relatively isolated, is found to have a roughly 

constant SFH (Wyder 2003). The BCD NGC 1705 is found to be gasping- a SFH marked 

by moderate activity punctuated by short periods of decreased star formation (Annibali, et 

al. 2003). The authors also note that NGC 1705 is best fit by an IMF with r = 1.6. NGC 

1569 likely experienced three strong bursts in the last Gyr as well as a quiescent phase from 

150 to 300 JVIyr ago (Angeretti, et al. 2005). 

Inspired by the preceding Local Group SFHs we constructed six SFH classes with 

multiple bursts. These SFH classes are described in Table 3.2. Each class starts with an 

underlying smooth SFH. SFHs #1 & 2 have no star formation, #3 & 4 have a constant 
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Table 3.2. Multi-burst SFH Ivlodel::; 

Name Type Length Relative Spacing Underlying 

(Myr) Strength (Gyr) SFH 

SFH 1 burnt 200 3 none 

SFH 2 burst 200 none 

SFH 3 bursL 200 4.0 3 constant 

SFH 4 gasp 200 0.0 1.5 constant 

SFH 5 gasp 200 0.1 1.5 exponential 

SFI-I 6 burst 200 5.0 l.5 exponential 

SFH and #5 & 6 have exponentially decreasing SFHs like those previously described. Star 

formation discontinuities are then superimposed on top of the smooth SFHs. These dis

continuities are in the form of increased (bursts) or decreased (gasps) star formation for 

periods of 200 Myr. The time and spacing of the discontinuities is random with the mean 

interval between bursts listed in Table 3.2. 

For each SFH class described above we randomly generated 1,000 SFHs. Colors 

and EW widths were calculated for each SFH using r = 1.35 and Z = 0.01. According to 

the SDSS mass-metallicity relationship (Tremonti, et al. 2004) galaxies at Ivir,0.1 = -17 will 

on average have Z = 0.01. 

vVe then repeated our x2 analysis with the 100 MC simulations of the Mr,O. l = -17 

galaxies in the same manner as for the single burst models. The results of our analysis for 

each of the six SFH classes are shown in Figure 3.18. SFH 5, the gasps on top of exponential 

SFHs, is the best fit with x2 = 0.09. Extended periods of no star formation punctuated by 
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bursts (SFHs # 1 & 2) do not fit the data. 

As was the case for the single burst models an unreasonable fraction of galaxies are 

best fit by SFHs in the 20 !viyr immediately following a burst or the first 20 Myr of a gm;p. 

If the SFH models are reasonable we should see roughly equal numbers of galaxies in each 

time bin. There is no reason why all of the low luminosity galaxies across the large volume 

of space in the SDSS footprint should have experienced coordinated bursts. However each 

panel of Figure 3.18 has at least 403 of the galaxies in one 20 l\!Iyr bin. 

One explanation for this is that it is an artifact of our sample being selected in 

the r band. However spectral synthesis models show that for instantaneous bursts of star 

formation the ro.1 magnitude is brightest at the burst time and decays smoothly for a range 

of r. If anything it is more likely to catch galaxies during a burst rather than after or after 

a gasp instead of during one. 

Regardless of the SFH model the presence of blue galaxies with low Ha: EW re

quires a recent discontinuity in the SFR for r = 1.35. Based on the evolution of the r 0. 1 

band luminosity we expect to see a similar number of galaxies with excess Ha EWs. The 

fact that these galaxies are missing shows that the discontinuous SFH models do not match 

our observations. Therefore IMF variations are a more likely explanation for the observed 

distribution of Mr,0.1 = -17 galaxies. 

Recovering r from Synthetic Data 

As a last exercise the best fitting SFH models from the previous section can be run 

forward to see if the correct IMF can be recovered. For each SFH model grids 10,000 data 

points were chosen by selecting a random SFH and a uniformly distributed age. Normal 
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errors were added using the error characteristics of the Mr,0.1 = -17 bin. This synthetic: 

data was analyzed in the same fashion as the real data in the earlier sections. For the 

single burst models the recovered IIvIF models for r = 1.35 and 1.80 were 1.34 aud 1.79 

respectively with best fitting x2 = 0.80 and 0.65. For SFH 5 the recovered IMF was abo 

1.34 with x2 = 1.5. In all three cases the correct IMFs were recovered although the fit was 

worsened by by the burst activity. This reinforces the difficulty in producing enough blue, 

low Ha EW galaxies to match the observed data with simple SFH models. 

3.2 H<5A Absorption 

In the previous sections we have expanded on the K83 method and exploited the 

Ha and color information as much as possible. In the bias section we found that various 

possible biases do not fully explain either the increased values of r or the poor fit to a 

single IMF in the lowest luminosity bins. In the SFH section we found that an arbitrary 

r value coupled with a plausible SFH with bursts or gasps can account for the position 

of any individual gala.xy in the color-Ha EW plane. However taking the population of 

Mr,0.1 = -17 galaxies together necessitates an incredibly unlikely coordination of SFHs 

across the disparate group of objects. This points to the extraordinary conclusion that 

while the IMF may be universal across luminous galaxies, it is not in fact universal in low 

luminosity galaxies. Such an extraordinary claim would ideally be backed by extraordinary 

evidence. In this section we take a look beyond the K83 method for some reinforcement of 

our result. 

The Hc5 absorption feature can be used to gain additional insight into the nature 
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of stellar populations. IH absorption is due to absorption lines form stellar photospheres. 

The Balmer absorption lines are most prominent in A stars and weaken due to the Sa.ha 

equation for both hotter and cooler stars. As such the Ho absorption is a proxy for the 

fraction of light of a stellar population being supplied by A stars, and to a lesser extent 

B and F type stars. In a stellar population of a uniform age the Ho absorption will peak 

after the 0 and B stars burn out, but before the A stars leave the main sequence. For this 

reason the strength of HJ can be used help determine the age of a population or to detect 

bursts of star formation which occurred around 1 Gyr in the past. 

\Vorthey & Ottaviani (1997) describes two different methods for measuring Ho 

absorption. The HOF definition is tuned to most accurately measure the Ho absorption 

from F stars. The HJ A definition has a wider central bandpass to match the line profiles of 

A stars. They state that the HOA definition is better to use for galaxies because it is less 

noisy in low S/N galaxies and velocity dispersion acts to widen absorption features. On 

the downside the narrower HOF definition is much more sensitive to population age where 

it can be used. Worthey & Ottaviani (1997) observationally determines the range of HoA 

values to be from 13 for A4 dwarf stars to -9 for M-type giant stars. 

HoA values can be measured from the SDSS spectra. Like the Ho: EW values our 

H6A values come from 'Il'emonti, et al. (2004) instead of the SDSS pipeline. 

Figure 3.19 compares the distribution of the Ho.A values for the M,.,0.1 = -17 

autl Mr,0.1 = -23 lumiuosity l>ius. For reference recall that Figure 0.14 plots the color 

and Ho: EWs for these two bins. The difference between the high and low luminosity bins 

is clear. Gaussian profiles can be fit to both distributions. For the Mr,0.1 = -23 bin 
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the standard deviation of the profile is twice as large as the measurement error iu Hc5A 

suggesting that the true distribution has a range of values. Assuming both the errors and 

underlying distribution are Gaussian the distribution of Hc5A for the luminous galaxies is 

centered at Hc5A = 3.4 with a standard deviation of 1.5. By contrast, the Gam;sia.n fit to 

the Mr,0.1 = -17 bin has the same standard deviation as the median error in the galaxies. 

This is consistent with nearly all of the galaxies having Hc5A = 6.1. 

This shows that the fa.inter gala.'Cies on average have significantly larger fractious 

of A-type stars amongst their stellar populations. It also shows a seemingly unlikely co

ordination of Hc5A in the low luminosity galaxies, reminiscent of the earlier suggestion of 

coordinated SFHs. The question then becomes why? 

For a possible explanation we look again to the models. Modeling the behavior 

of Hc5A requires an extra step. The standard PEGASE.2 models do not have the required 

resolution to accurately measure the Hc5A index. This is remedied with the use of the 

PEGASE-HR code (Le Borgne, et a.l. 2004) which uses a library of echelle spectra of 1503 

stars to calculate spectral synthesis models with R=l0,000 over the range of 4000 to 6800A. 

Using PEGASE-HR in the low resolution mode yields the same results as PEGASE.2, and 

the same input parameters are used for both codes. The models here are the same as those 

described earlier in the models section, but have been recalculated using PEGASE-HR to 

allow Hc5A measurements. 

Figure 3.20 show:; the behavior of the HoA index as a function of age for four 

different IMF models, r = 1.00, 1.40, 1.70 and 2.00. For each IMF models of all meta.llicities 

and smooth SFHs are plotted for each age. The qualitative behavior of all models is the 
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same. The I-Ic5A holds steady for the first 20 to 40 Myr before increasing to a peak value 

at 700 Myr to 1 Gyr and then falls off. Prior to reaching the peak value for each IMF the 

metallicity has the strongest effect on the H8A index. At this point the lowest met;allicity 

galaxies have the highest H8 A. After the peak the SFH has the strongest effect with the 

constant and increasing SFHs maintaining higher HOA values. 

After a few Gyr the differences in Ho A between models with different IMFs disap-

pear. Prior to that there are three main differences. First, the peak HOA values are higher 

for larger values of r. For I' = 2.00 H8A reaches a ma..ximum value of nearly 8 and the 

maximum value is similar for all metallicities. For r = 1.00 the maximum value ranges 

from 4.5 to 6 depending on the metallicity. This is due to the fact that the steeper IMFs 

have fewer luminous massive stars to dilute the HJ absorption features from the A star 

population. Secondly, the low r models have HOA values that start their initial increases at 

a later time. Lastly the low r models reach their peak values later in time than those with 

fewer massive stars. 

To compare the HJ A values for the Mr,0.1 = -23 and -17 bins to the models 

the range of the middle 903 values from Figure 3.19 for each bin are overlaid on Figure 

3.20. Once again the M1.,o.1 = -23 bin is in good agreement with our assumption of a 

universal IMF and smooth SFH. The range of HOA values can be accomplished with a 

single Salpeter-like r = 1.40 IMF with only the proviso that most galaxies be older than 

a few Gyr or younger than 300 Myr. However the exact same statement can be made for 

1.0 < r < 2.0 so Ho A provides only a constraint on the age of the most luminous galaxies, 

but not the IMF. 

163 



For the .lV[r,0.1 = -17 galaxies the distribution of Hc5A cannot be achieved with 

the shallowest IlvIFs investigated under the assumption of smooth SFHs. However Salpeter 

and steeper IMFs can be accomplished. ·what changes is the range of ages over which the 

models have the correct Hc5A. Steeper IMFs require that the galaxies be either older than a 

few Gyr or 200 Myr old to accommodate the observed Hc5A values. Most troubling is that 

there does not appear to be any reason why Hc5 A should stack up at 6.1 for the l\tI1.,o.1 = -17 

galaxies. 

Discontinuous SFHs may also play a roll in the distribution of Hc5 A. This possi

bility is investigated in figure 3.21 which shows the relationship between multiple bursts of 

star formation and Hc5A for two of the least offensive multiple burst models classes. The 

underlying exponential SFHs are the same in each panel but the top panel has gasps, as an 

example of SFH #5, and the bottom has bursts of star formation (SFH #6). 

During a star formation gasp Hc5 A rapidly increases because there are much fewer 0 

stars with luminous, featureless continuua to wash out the Balmer absorption lines. At the 

end of the gasp Hc5 A quickly returns to nominal levels. During a burst of star formation Hc5 A 

immediately drops due to an excess of 0 stars. Shortly after a burst Hc5A is significantly 

higher than preburst levels. This is because there is an excess of A stars with strong 

Balmer absorption left over from the burst but the corresponding 0 stars have all burned 

out. The inflated HilA values decay to nominal levels over a Gyr. At late ages there are 

large umlerlyiug µuµulatious of old sLars which damp Lhe effecLs of SFH diccoutiuuities 011 

The vertical dotted lines in figure 3.21 show the 20 Myr intervals around SFH 
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discontinuities which are so heavily favored by the previous anaJysis in figure 3.18. In the 

multiburst models the Hc5A reach peak values over a time range of 200 Myr, much longer 

than the 20 Myr intervals favored earlier. Furthermore Hc5A does not reach its peak values 

until after the 20 Myr intervals. The behavior of Hc5A in the presence of SFH discontinuities 

provides no need for galaxies to stack up in the narrow 20 Myr intervals seen in the earlier 

multiple burst section, nor do these models suggest why the low luminosity galaxie8 are 

consistent with a. single value of Hc5 A. 

There is no satisfactory model to account for the Hc5A distribution of the low 

luminosity galaxies. However the SFH results from the previous section strongly suggest 

that the incredible coordination of discontinuities is highly unlikely. The low luminosity 

galaxies are most likely the result of a mix of IMFs. 

3.2.1 Three Parameter Monte Carlo Analysis 

As seen in the previous section analyzing the HOA values alone provides some ad-

ditional clues about the relationship between galaxy luminosity and the IMF. By analyzing 

Ho A with the color and Ha EW simultaneously a deeper understanding can be reached that 

is not immediately obvious from looking at the parameters individually. 

In this section the earlier MC analysis is repeated with the only change being the 

inclusion of the HOA values. The x2 value of equation 2.9 is modified to: 

XT(I',Z,t,'lf;) = (c;i-c(r,Z,l,'l/J))
2 + ('Wi-W(l',Z,t,'t/J))

2 + (6i-6(1',Z,t,'l/J))
2 

( 3.l) 
O' Ci O'w; 0'/5; 

where Oi and O'ii; are the Hcl.4 value and error of the ith galaxy. The value of x[(I') for each 

galaxy is again determined by equation 2.10. HoA values are simulated using the observed 
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values and errors. 

The results of the three parameter analysis for 100 IvIC simulations are shown iu 

black in Figure 3.22. For reference the results of the two parameter analysis of Figure 3.2 

are plotted in red. The upper panel shows that for galaxies fainter than M,.,0.1 = -21 the 

IMF results for the two and three parameter analyses are nearly indistinguishable. The 

two analyses yield different results for galaxies brighter than M.r,0.1 = -21. In the two 

parameter analysis the galaxies on the bright end favor increasingly large values of r, while 

in the three parameter analysis the luminous galaxies all fit the same IMF which is roughly 

r rv 1.38. 

In the lower panel the x2 values are shown for both analyses. Overall they are 

qualitatively similar. In both cases x2 is smaller for luminous gala..;::ies and steadily increases 

as luminosity decreases. However this effect is much more pronounced in the two parameter 

analysis. At all luminosities the x2 values are significantly higher for the three parameter 

analysis than the two parameter analysis. All things being equal it might be naively ex

pected that the x2 values should increase by 503 with the addition of a third parameter. 

This is approximately the case at the low luminosity end, but for the most luminous galaxies 

the x2 are increased by more than a factor of 10. 

The effect of the addition of the H6A values on the r values for the luminous 

galaxies can be understood by a closer look at several of the earlier figures. In Figure 3.14 

it cau l>e seen that the lumiuous galaxies tend to be redder and have lower EWs. Figure 

2.9 reveals that this is precisely the region of color-EW space where the IMF models are 

most degenerate. For the reddest galaxies that color and Ha EW do not constrain the 
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IMF at all. Even so for a given point in the color-EW plane a particular IMF will only 

fit for a narrow range of age, metallicity and SFH. Figure 3.20 shows that Hc5;1 is acutely 

sensitive to age, and for ages greater than a few Gyr has a strong functional dependence 

on SFH and metallicity as well. By providing extra information about the age, motallicity, 

and SFH, albeit in an apparently convoluted mixture, the HoA values allow the x 2 analysis 

to do a better job of picking out a best r from choices that appear less distinct in the two 

parameter analysis. 

Figures 2.8 and 2.9 show that the IMF degeneracies with age, metallicity and SFH 

are the smallest for the bluest galaxies. Thus for bluer galaxies the I-IoA values provide 

less m;eful new information in the context of measuring the IMF. As Figure 3.14 shows 

the faintest galaxies tend to be bluer. As a group the HoA values have little effect on the 

measured r value which is borne out in Figure 3.22. 

The conclusions from the three parameter MC analysis are similar to those of the 

two parameter analysis with one major improvement. On the faint end galaxies are still 

a poor fit to a single universal IMF. In addition they are better fit by steeper Il'vIFs. On 

the bright end galaxies are better represented by a universal IMF with smooth SFHs. The 

major improvement is that the IlVIF which best fits the bright galaxies is not only universal 

at a particular luminosity, but universal for all galaxies brighter than M1.,o.1 = -21. Even 

better is that this universal IMF value is r "" 1.38 which is in excellent agreement with a 

wide range of earlier :;tu<lie:; :;ugge:;tiug a uuivernal Salpeter slope of r = 1.35. 
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3.3 Conclusions 

The goal of this paper was to revisit the K83 method for inferring the IMF from 

integrated stellar populations and to harness the richness of tho SDSS data, improved 

spectral synthesis models and greater computational power available today to make a state

of-the-art measurement of the IMF. The quality of the SDSS spectroscopy allowed us to 

address several of the limitations of K83 and KTC94- we resolve the [N II] lines (a significant. 

improvement in the accuracy of the Ha EW's of individual galaxies), eliminate contamination 

from AGN, make extinction corrections for individual galaxies and fit underlying stellar 

absorption of Ha. We succeeded in achieving more accurate EWs for individual galaxies. 

The median total EW error for our sample is 173 compared to a 10% uncertainty in EWs 

combined with a 20-30% uncertainty in the extinction correction for K83. 

We expanded the grid of models to allow for a range of ages and metallicities. \i\Te 

used x2 minimization to go beyond differentiating between two or three IMF models to 

actual fitting for the best IMF slope. The vast size of the SDSS sample allowed us to both 

drive down random errors and to cut the data into narrow parameter ranges which were 

still statistically viable. 

The size of the DR4 sample yielded .6.r = 0.0011 95% confidence region due to 

random error for the sample as a whole. Even the volume limited M,.,0.1 = -17 luminosity 

bin with only 329 objects has a random error of .6.r = 0.0086. Only in bins with fewer than 

10 objects do the random errors become significant. Our IMF fitting is therefore dominated 

by systematics. 

Originally we believed that our systematics would be dominated by the effects of 
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SFH discontinuities. However we conducted several experiments where we selected popula

tions of galaxies from models with bursting or gasping SFHs and gave them measurement 

errors consistent with those in the Mr,0.1 = -17 luminosity bin. To our surprise our x2 

minimization revealed the true IMFs with b.I' = 0.01. The main effect was to reduce the 

quality of the fits. This is due to the fact that Ha EWs return to nominal levels in a 

relatively short time after SFH discontinuities. 

Another way to estimate the size of the systematic errors is to look at the trencb 

of the Mr,0.1 = -21 and -22 luminosity bins, because they have the largest memben;hip, 

in Figures 3.6, 3. 7 and 3.8. Assuming that the IMF is universal and that our method is 

perfect we should get the same answer for any subset of the data we might choose. The 

largest ranges are b.I'"' 0.12 for redshift binning, b.I'"' 0.19 by aperture and b.I',...., 0.19 

by extinction. Conservatively then the systematic error is ±0.l. 

There are two points to be kept in mind about this estimate of the systematic error. 

For one it is the systematic error in the exact value of r. Even in Figure 3.9 where more 

narrow bands of measured extinction and aperture fraction are considered the same trends 

with luminosity are seen as with the sample as a whole. The relative systematics between 

luminosity bins in these narrow slices is much smaller. The second thing to remember is 

the way in which we empirically defined our systematic error discounts the possibility of 

IMF variations. What we have called systematics could actually be science. If galaxies have 

radial IMF gradients or if dust content plays a strong role in star formation the systematic 

error could be much smaller. The main area in which we were unable to improve upon the 

K83 and KTC94 studies is that they were able to match the aperture size to the galaxies 
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which avoids the h;sue of a.perture effects. 

Another tmurce of systema.tic error, which was briefly mentioned earlier, is the 

uncertainties in the spectral synthesis models. The level of these errors is difficult. to quantify 

due the complexity of the codes. In addition, a lack of observational data for some regions 

of parameter space hinders a clear understanding of the full range of vm·iations in real stellar 

populations. 

Cerviiio &Luridiana (2005) give a review of the uncertainties in spect.ral :;ynthesis 

models. They divide the main sources of uncertainty into five groups. The first are un

certainties related to the evolutionary tracks and isochrones. These problems ari:;e from 

the interpolation scheme:;. One key problem is that of short lived evolutionary phases. For 

post main sequence stars the relationship between mass and luminosity is not always well

defined. These phases are difficult to handle because small changes in the initial mass of a 

star can have a profound effect on the luminosity. 

Secondly there are uncertainties in the stellar models used. Stellar atmosphere 

models are usually given by a coarse grid of surface gravities and effective temperatures. 

However the isochrones used in spectral synthesis models are continuous in these parameters. 

As such an interpolation scheme needs to be used. 

Thirdly they list uncertainties in the assumed stellar birth rate. This is not a. 

problem here, a wide range of SFHs and IMFs are considered. The fourth problem is errors 

iuLroduced l>y the colle:; themselves, either due to bugs or insufficient numerical precision. 

The last group of problems deals with gaps in the the evolutionary tracks and 

stellar atmosphere models and insufficient sampling of the evolutionary phases. To cover 
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the full range of parameters of AGB stars the evolutionary tracks may come from different 

authors. As a result they may not be consistent with each other. Ad hoc a.o;sumptions are 

made to connect the AGB and post-AGB tracks as well. Another problem is the large nmss 

rates experienced in massive ::;tar evolution. Cerviiio &Luridiana (2005) do not attempt 

to quantify the level of uncertainty introduced by these problems given the lack of a clear 

physical picture of these evolutionary phases to use as a point of reference. 

One simple way to test the level of systematic errors introduced by the spectral 

synthesis models is to compare the output of multiple, independently made codes. Like 

PEGASE, Bruzual & Charlot (2003) (hereafter BC03) provide a publicly available spectral 

synthesis code which uses a different set of stellar atmosphere models. Le Borgne, et 

al. (2004) compares the outputs of the PEGASE and BC03 models. They find that the 

Lick indices for Balmer lines and metallic lines are in good agreement between PEGASE 

and BC03 except for old stellar populations with super-solar metallicities. They ::;ugge::;t 

the source of this problem is due to incompleteness of the PEGASE stellar library, which 

has very few cool, high metallicity giant stars. This does not seem to be a problem for 

this project as the deviations from a universal IMF happen in faint galaxies where the 

metallicities are low. In addition models were calculated using PEGASE to match those 

in K83 which were created with another independent code. Again, the PEGASE and K83 

models were in good agreement. 

Spec:tral synthe::;i::; models have proven them::;elve::; extremely useful for the inter

pretation of galaxy spectra starting from the seminal work of Tinsley & Gmm (1976). The 

output spectra are found to be in excellent agreement with observed spectra (e.g. Brinch-
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mann, et al. (2004)). In addition the high luminosity galaxies in this analysis arc well 

represented by the models. As such the uncertainties in spectral synthesis modeb are far 

from catastrophic for general purposes. However given the large sample size in this project 

the random errors in this analysis are negligible and as a result small systematic errors ca.n 

potentially have a strong influence on the interpretation of the result::>. In order to defini

tively say that the results here are due to real variations in the IMF a better understanding 

of systematic uncertainties introduced by stellar models is needed. Unfortunately thi8 is a 

very challenging topic to address. 

In spite of a more quantitative approach, like K83 and KTC94 the re::;ults are 

mostly qualitative. However there are four key results from our investigation. 

First, for galaxies brighter than Mr,0.1 '"'"' -20 the best fitting Il:VIFs are Salpeter

like (r ,...__, 1.4). In addition the assumption of a universal IMF and smoothly varying SFHs is 

a good fit. This is reassuring as it follows the conventional wisdom and provides confidence 

that the method works. 

Secondly, galaxies fainter than lVIr,0.1 ,...__, -20 are best fit by steeper IMFs with 

larger fractions of low mass stars. For these galaxies a universal IMF and smooth SFH is 

a poor assumption. This result is in qualitative agreement with evidence that LSBs have 

bottom-heavy IMFs (Lee, et al. 2004). 

Thirdly, while breaking the IMF-SFH degeneracy for individual galaxies using the 

Hex EW and color i:; hopeless, for a staLi:;Lical :;ample of gala...-.;:ies the degeneracy can be 

broken. 

Lastly, given our analysis of discontinuous SFHs it appears that the IMF is not 
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universal in low luminosity galaxie:; and fewer massive starn are lieing created iu the::;e 

gala.xi es. 

It is worth mentioning the main caveat of our r values again. As illustrated 

in Figure 2. 7 IMF parameterizations are themselves degenerate in our parameter space. 

Increasing the IMF slope has a similar effect to lowering the highest mass stars that are 

formed or increasing the fraction of intermediate mass stars. This method cannot explicitly 

determine if two populations have the same underlying IlVIF. Figure 3.1 shows that for the 

sample as a whole the Scalo (1998) three part power law yields nearly the same result as 

our two part power law. However our method is sensitive in many cases if the IMFs are 

different. 

In terms of star forming cloud temperatures the harsher ambient radiation and 

larger number of sources of cosmic rays present in more luminous galaxies agree qualitatively 

with our results. ·with the extra energy hitting the star forming clouds larger masses may 

be needed for contraction and fractionization may end sooner, suppressing the formation of 

less massive stars (Larson 1998). Cedres, Cepa, & Tomita (2005) find that while the H II 

regions of the luminous grand design spiral NGC 5457 (M 31) can be reproduced by a single 

Salpeter IMF, for the low luminosity flocculent galaxy NGC 4395 a blend of two IMFs is 

required. However, such trends are not seen in studies of well-resolved stellar populations 

(Kroupa 2002). 

AuoLlter exµla1rntio11 for the absence of massive stars is that the massive stars are 

there, but are not visible. Extinction to the center of star forming regions, where massive 

stars preferentially exist, can reach Av ,..__, 20 (Engelbracht, et al. 1998). However the low 
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luminosity galaxies have the lowest observed extinctions (see Table 3.1) which h; the opposite 

of what would be expected given our IMF results. 

It is also possible that the IMF is in fact universal, but the way in which it is 

sampled in embedded star clusters leads to an integrated galaxial IMF which varieH from 

the true IMF. ·weidner & Kroupa (2005) use a universal IMF with the assumption that 

stars are born in clusters where the maximum cluster mass is related to the t>tar formation 

rate. For a range of models this leads to a narrow range for the apparent IMF in high 

mass galaxies. For low mass galaxies the IMF is steeper with a wider range of slopes. The 

results here are in qualitative agreement for some of the integrated galactic IMF scenarios 

in Weidner & Kroupa (2005) given that there should be a rough correlation between galaxy 

luminosity and mass. Once again, Elmegreen (2006) argues that the galaxy wide IMF 

should be the same as the IMF in clusters regardless. 

In light of the theory of Weidner & Kroupa (2005), whether the results of this 

paper speak to a relationship between environment and the formation of individual stars 

is open to interpretation. However the impact on the modeling and interpretation of the 

properties of galaxies is clear. Koppen, Weidner, & Kroupa (2007) note that the integrated 

galaxial IMF is the correct IMF to use when studying global properties of galaxies. Even if 

the IMF of stars is in truth universal it may currently be misused in the modeling of galaxiet>. 

Furthermore a varying integrated galaxial IMF could open the door to new insights in galaxy 

cvolutiou. Fur irn;tauce, Kuµµeu, \'Veiuner, & Kroupa (2007) t>ugget>t tliat the obt>erved 

mass-metallicity relationship in galaxies naturally arises from a variable integrated galaxial 

IMF similar to the results of this paper. 

174 



z 

70 

60 

50 

40 

30 

20 

70 

60 

50 

z 40 

30 

20 

10 

... 

f= 1 .35 

,.·-._, 

f= 1 .80 
... . . .. 

Pre-Burst: 11 +3/-5 

Pre-Burst: 11 +3/-5 

-··. ·····-····· .. ··----.. ·-.. -....... . 
OL.....~~.......:......~~..:...::;:=.,._:J;,,;c:::tci.:..:~i.:L._L~~~·~-=-~-====::::1=~~~;;,;,i 

0.0 0.1 0.2 0.3 0 200 400 600 800 
Burst Strength Time From Burst Onset (Myr) 

Figure 3.17 Distributions of best fitting parameters for the synthetic Mr,0.1 = -17 data for 

models with Z = 0.01 and a single burst SFH. In all panels the dotted lines indicate the 

95% errors determined from MC simulations. In the top two panels are results for r = 1.35. 

In the bottom two panels are results for r = 1.80. In the left column is the distribution 

of best fitting burst strengths given as a fraction of the total stellar mass formed. At right 

is the distribution of best fitting ages measured relative to the onset of the burstti. The 

bursts of star formation begin at 0 and end at '.200 Myr. For both lMFs 11 + "J/ - 5 of the 

329 galaxies are best fit by models which have yet to experience their bursts and are not 

plotted. 
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Figure 3.18 Distributions of best fitting times measured from the beginning of a burst or 

gasp for the synthetic Mr,0.1 = -17 data for models with Z = 0.01, r = 1.35 and multiple 

bur::;t SPH::; mo<lel::; tle::;criLe<l iu TaLle 3.2. The x2 value::; for each family of model::; i::; al:;o 

shown. The dotted lines indicate the 95% confidence regions determined by MC simulations. 
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Figure 3.19 Histogram of the measured Hc5A values for the M,.,0.1 = -17 (bold line) and 

M,.,0.1 = -23 (thin line) volume limited bins from Figure 3.14 expressed as a fraction of 

the total number of galaxies in each luminosity bin. The median uncertainty in HOA is 

0.9 in both bins. The dotted lines are Gaussian profiles fitted to the distributions. For the 

M,.,0.1 = -23 bin (thin dots) the profile is centered on 3.4 with cr = 1.8 and for M,.,0.1 = -17 

bin (thick dots) the profile is centered on 6.1 with cr = 0.9. 
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Figure 3.20 lVIodel values of the H6A index as a function of age for four IMF models, 

I' = 1.00 (upper left), 1.40 (upper right), 1.70 (lower left), and 2.00 (lower right). Each 

dot represents a model value for single IMF, metallicity, SFH (as described in the models 

section) and age. The four tracks identifiable towards the left of each panel are each of 

differing metallicities with the lowest metallicity models having the largest HOA values at 

young ages. The grey area indicates the range of HOA spanned by the middle 90% of the 

volume limited Mr,0.1 = -23 bin. The hashed area shows the middle 903 range for the 

volume limited Mr,0.1 = -17 bin. 
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Figure 3.21 Model H8A values as a function of age for two multiple burst models. The H8A 

values a.re denoted by the bold line. The SFHs (thin line) are overplotted with arbitrary 

normalization for reference. The underlying exponentially decaying SFH is the same in both 

panels. The top panel has superposed gasps of star formation (SFH #5) while in the bottom 

panel has bursts (SFH #6). The vertical dotted lines mark the 20 Myr intervals after a 

SFH clbcontinuity which best fit the distribution of colors and Ha EWs in the Mr,O.l = -17 

luminosity bin. 
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Figure 3.22 MC simulation results for the full sample binned by Mr,O.l · Each diamond 

represents 500 galaxies plotted at the mean Mr,O.l value of the bin. The solid lines represent 

the upper and lower 953 confidence region measured for each bin. The three parameter 

results, including the Hcl absorption data, a.re plotted in black. The two parameter results 

from Figure 3.2 are plotted in red for reference. Top panel: The best fitting r values as a. 

function of r-band luminosity .. Lower panel: The x2 values for each luminosity plotted on 

a log scale. 
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Chapter 4 

Photometric Algorithms for 

Selecting Lensed Lyman Break 

Galaxies 

In §1. 7 the power of the Lyman break technique for identifying a population of 

galaxies in the high redshift universe was discussed. This technique has provided a wealth 

of information on the precursors to today's elliptical galaxies and spiral bulges filling in gap8 

in our understanding of the evolution of galaxies. Given the intrinsic faintness of LBG8 due 

to their large distances in general they can only be studied as a population due to difficultie8 

in observing them. However §1.7 also detailed the discovery of a handful of LBGs which 

have been magnified by intervening galaxy clusters by gravitational lensing. Thi8 marriage 

of general relativity and a fortuitous geometric alignment of astrophysical objects allows for 

t.Jw in <fopt.h Rt.11<ly of individual high r0<lshift. galaxies. 

The known strongly lensed LBGs in §1. 7 have in common that they were all found 

serendipitously, primarily in studies of galaxy clusters. However the treasure trove of in

formation concealed in each of these objects suggests that they deserve a search of their 
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own. In this chapter a targeted, photometric search for strongly lensed LBGs is described, 

as well a few peripheral projects using different techniques dedicated to the same goal of 

uncovering lensed LBGs. 

4.1 LBGs 1n Color Space 

In order to design a targeted, photometric search for LBGs the first step is to know 

what one is looking for. In this section the expected photometric properties of LBGs are 

discussed. 

Figure 4.3 shows a model LBG spectrum from the Lyman continuum to the near

infrared at lµm. The spectrum is that of a young stellar population with strong star 

formation. The most important feature of the spectrum as far as this project is concerned 

is the absence of flux below the Lyman limit at 912 A. 

Figures 4.4, 4.5, and 4.6 show the path through color space taken by LBGs. This is 

accomplished by taking the LBG model spectrum of Figure 4.3, combining it with an model 

of extinction from the intergalactic medium and incrementally rcdshifting the spectrum 

while convolving it with the SDSS filter responses. Just as importantly for context the 

stellar locus and low redshift galaxy model tracks are plotted. 

The black dots in the figure are actual point sources selected from a contiguous 20 

deg2 arbitrarily chosen region along the celestial equator. The SDSS query selected all point 

sources in the region with 15 < r < 18 in PSF magnitudes. This yielded 16,429 objects. In 

order to distinctly show the stellar locus objects with potentially spurious photometry were 

rejected with a flag filter. Objects with one or more of the CHILD, CR, or INTERP flags 
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set by the pipeline were rejected leaving 6,310 objects. The black dots show the loc:at;iou of 

the stellar locus with what is likely a small contamination of a few quasars. 

The blue lines are model tracks of elliptical/SO, Sb/Sc and Scl/lrr galaxies for 

0 < z < 1. Each track starts on the stellar locus at z = 0 and then deviates off of it as 

the redshift increases. As gala.-xies appear as the luminosity weighted mean of their stellar 

populations it is not surprising that they should have colors similar to those of stan>. The 

tracks spiral off the stellar locus because as the galaxy spectra are reclshifted the rest frame 

wavelengths falling into the filters on Earth no longer match those of the stars. With their 

old, red and dead populations the elliptical templates are the reddest of all templates in 

each color with the Sd/Irr templates being the bluest. 

These figures vividly illustrate the key trick to the Lyman break technique; LBGs 

at high redshifts z > 2 occupy regions of color space which distinguish them from objects 

within the Galaxy and in the local universe. The LBG tracks in the figures are color coded 

to show the different redshift regions of interest. The LBG track is plotted in blue for 

0 < z < l just as the other galaxy templates. Were there any nearby LBGs they would 

appear even bluer than Sci/Irr galaxies on account of their intense star formation and 

young stellar populations. Eventually the redshift reaches a point where the 912 A Lyman 

continuum limit starts to pass through the telescope filters. The cyan line shows LBGs for 

which 1 < z < 2.29, beyond z = 1 but before the Lyman break reaches the u band filter. 

The algoriL111u::; here are unlikely Lo be able to identify LBGs wit,h z < 2.29. However, were 

the SDSS data combined with ultraviolet data lower redshifts could be accessed. 

The green line in the figures shows the location in color space of the u-band 
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dropouts- galaxies at redshifts for which the Lyman break falls in the ·u filter. This occur::; 

for redshifts in the range of 2.29 < z < 3.17. As the break passes through the u filter 

the ·u-band flux quickly decreases to zero. As evidenced in Figure 4.4 the galaxic::; quickly 

become very red in the u - g color. A similar scenario plays out for the gband dropouts, 

3.17 < z < 4.92, shown in orange and the r-band dropouts, 4.92 < z < 6.34, show11 in red. 

Given the clear separation of LBGs from other objects in Figures 4.4, 4.5, and 

4.6 it appears that finding strongly lensed LBGs in the SDSS should be trivial. However 

that is not the case in practice. As objects become fainter the photometry errors become 

increasing larger. This is illustrated in Figure 4.7. 

For comparison the first column of Figure 4. 7 are copies of Figures 4.4, 4.5, and 4.6 

where the labels have been omitted for clarity and where the density of points is high they 

have been replaced by logarithmic contours. The first column shows 6,310 point sources 

with 15 < r < 18 which survived the previously described photometry flag filter. In the 

second column the distribution of fainter point sources is shown in u - g vs. g - r, g - r 

vs. r - i, and r - i vs. i - z color space from top to bottom. These objects come from the 

same 20 deg2 region on the sky and survive the same flag filter but have 18 < r < 21. In 

this magnitude bin there are 29,007 point sources, more than 4.5 times as many in the first 

column. The brighter objects sharply delineate the stelar locus. However the decreasing 

photometry quality in the fainter objects leads to much more scatter in the stellar locus. 

This illumiuaLe::; one of Lhe challenge::; in thi::; project.. A::; fainter LBG::; are ::;ought 

not only does their photometry become more uncertain, but the stellar locus simultaneou:oly 

becomes more poorly defined. In particular in the u - g vs. g - r color space at top middle 
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the distribution becomes spread out horizontally for large values of g - r. For particularly 

red objects the u magnitude is considerably fa.inter than the r magnitude. The problem is 

compounded by the fact that the system response is much weaker in the u band than the r 

band. Thus for an r band selected sample the 'U band contains many weak or non-detections 

for the reddest objects. As a result the u - g color for these objects is largely meaningless. 

Because of the luptitude system all objects have magnitudes in all bands. As shown in 

Table 4.1 0 flux in the 'Lt-band leads to a magnitude of 24.63 but given flux errors can be 

higher or lower by more than a magnitude. This yields an arbitrary u - g color as seen in 

the figure. 

The third column of Figure 4. 7 shows the distribution of the 28,988 extended 

objects surviving the flag filter in the same 20 deg2 region in the 18 < r < 21 magnitude 

range. 'Vhen selecting the gala.'l:ies the model magnitudes, which is the optimal system for 

faint galaxies, were used rather than the PSF magnitudes used for point sources. In the 

third column the true challenge of this project becomes apparent. While the densest regions 

of objects agree well with the low redshift galaxy tracks there is a large amount of scatter 

in color space. One would naively hope that a clear population would be evident along the 

LBG track lines which could easily be targeted. This is clearly not the case. Furthermore 

there are no clear edges to the galactic locus but rather a smoothly decreasing density of 

points extending outward from the locus. The problem is particularly bad in the g - r vs. 

r - 'i color tipace where the tipread of the galactic locus fully overlaps the LGB track. Using 

these two colors along it is practically impossible to target LBGs given the quality of the 

photometry. 
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The challenge of the project is to use as much information in the SDSS m; possible 

to eliminate :stellar and galactic contaminant:s without throwing out real LBGs. Even so, 

given the size of the photometry errors the sheer number of object:s in the photometric 

catalog there will be several objects whose erroneous photometry mimics that of LBGs 

regardless of their underlying nature. 

4.2 Ins and Outs of the SDSS Data 

The SDSS is comprised of photometric and spectroscopic data which is in many 

ways conventional and very familiar to optical astronomers. However there are some sub

tleties which have been developed by or are unique to the SDSS. Knowledge of these is 

essential to understanding the SDSS data and being able to deal with the huge quantity of 

data in the survey in a sensible way. In this section relevant survey nuances are discussed. 

4.2.1 SDSS Magnitude Systems 

Magnitudes in the SDSS are measured using a modified system of inverse hyper

bolic sine magnitudes, or lnpt'itzldes (Lupton, Gunn & Szalay 1999). For bright objects 

luptitudes assymptotically approach AB magnitudes and the difference between them is 

academic. The difference lies at faint magnitudes and is motivated by a desire to preserve 

as much information as possible from the photometry. 

For example, due to Poisson noise measuring the flux of a drop out galaxy in a sky 

subtracted image in the bandpass it has dropped out of will yield a positive flux 503 of the 

time and a negative flux the other 50%. Because conventional magnitudes are logarithm:; 
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of the flux they are undefined for negative fluxes and quickly approach erroneously large 

magnitudes for very small positive fluxes. Iu many surveys objects with problematic pho

tometry, regardless of the reason, are assigned a magnitude of -99 or some other fixed value. 

This solution makes the recovery of fluxes impossible, destroying important information. If 

the magnitude is undefined because the flux is small and negative it is consistent with a 

dropout galaxy. However, if the flux is large and negative it may indicate that there is a 

problem with the sky subtraction and the galaxy which appears from the photometry to be 

a dropout could be something more mundane. 

Luptitudes are well behaved for any value of the fltL'<. They are defined by 

µ=-a [sinh-1 (f;:o) + lnb] ( 4.1) 

where µ is the luptitude and a = 2.5 log10 e = 1.08574 is Pogson's ratio. b is called the 

softening parameter. It determines the flux at whichthe behavior becomes linear. The 

inverse hyperbolic sine is defined by: 

sinh-1 
( x) = ln [ x + J x2 + 1 J (4.2) 

The softening parameter is usually the la noise of the sky in a PSF aperature with l" 

seeing. 

There are a number of reasons why it is useful to convert to flux or magnitudes. 

Using the fluxes and filter centers one can construct a spectral energy distribution for any 

object. This can be used to compare to template spectra. When determining how likely an 

object is undetected in a particular band it is more intuitive to speak in terms of flux. The 

flux and flux error can be determined by the following equations, where 0"1, and O" f are the 
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Table 4.1. SDSS Softening Parameter and Limiting Magnitudes 

Filter 

'U 

g 

.,. 

z 

luptitude and flux errors. 

b mo la 3a 5a 

1.4 x 10- 10 24.63 24.1 l 23.34 22.85 

0.9 X 10-tO 25.11 24.59 23.82 23.33 

1.2 x 10-lCJ 24.80 24.28 23.50 23.01 

1.8 x 10--IO 24.36 23.84 23.06 22.57 

7.4 x 10- 10 22.83 22.30 21.53 21.04 

fa = 2b sinh [- ( ~ + ln b)] 
CTµ J4b2 +(!I fo) 2 

(}"! = 
a 

lOcr 95% 

22.12 22.0 

22.60 22.2 

22.29 22.2 

2 l.85 2 l.3 

20.32 20.5 

(4.3) 

(4.4) 

It may also be helpful to convert the luptitudes to magnitudes, as it is a more familiar 

way of doing things. The flux ratio, J/ Jo defined above, is used in the standard magnitude 

formula found in equation 1.31. The flux error can be converted to the magnitude error 

using: 

(4.5) 

The values of the softening parameter for the SDSS ugriz system are given in Table 

4.1 (Stoughton, et al. 2002). Also in table 4.1 are the limiting magnitudes and magnitudes 

of 1, 3, 5 and lOCT detections. These are calculated from equation 4.1 usin.e; 0, lb, 3b, 5b and 

lOb as the values off/ Jo. The last column of the table lists the 95% completion limits for 

point sources in each wave band. 

Table 4.1 reveals that the g band reaches the deepest magnitudes. In addition 
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the u, g, ·1· and i bands have similar sensitivites but the z baud lags behind. The same 

trend is seen in the 95% completion limits for point sources although the g and r bands are 

equally as deep. In practice however the 95% limits for point sources are overly optimistic 

for extended objects. More conservative limits must be imposed when dealing with galaxies. 

In addition to the non-standard arcsinh magnitudes there is another important 

detail to be aware of with the SDSS photomertry. The SDSS photometric pipeline measures 

four different magnitudes for each object as detailed in the introduction. The magnitude 

which should be used depends on the particular situation. The LBG search deals with faint 

galaxies, many of which are near the limits of the survey. 

Measuring the fluxes of galaxies is a complicated business. As stars are point 

sources they are well modeled by the point spread function of the system. For this reason 

the SDSS PSF magnitudes are the preferred magnitudes for studying stars and other point

like objects like quasars. However galaxies and other extended objects come in all shapes 

and sizes. They have different surface brightness profiles. Even worse, there are no clear 

boundaries or edges for galaxies. The SDSS pipeline takes two approaches to this problem: 

Petrosian and model magnitudes. 

4.2.2 SDSS Data Flags 

Traditionally in astronomy individual or small groups of ru:;tronomers make obser-

vntions on n hnn<lfnl of nights n ycn.r and spend the rest of the year iutcrprcLiug Lhc t·csulL::;. 

Attention can be paid to individual objects to identify problems like cosmic rays, proximity 

to bright objects and overlapping objects. However the SDSS observes every clear night 

and while the small group of observes pay close attention to overall data quality they do not 
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in general give individual objects specialized attention. As of the most recent data release 

(DR6) there are 287 million unique objects and 1,271,680 spectra in the SDSS. It is wholly 

impossible for an individual to inspect each object to check it for potential problems. As a 

result it is necessary for the photometric and spectroscopic pipelines to have the intelligence 

to identify problems independently. By corollary the user must posses the knowledge to 

interpret and heed the pipeline's warnings. 

The BINNED! flag is set if an object was detected in an unbinned image. It is set 

in flags if the object was detected unbinned in one or more of the five bands. 

The BLENDED flag is set if an object is determined to be a blend. 

The CHILD flag is set if an object is created by the deblender. The deblender 

can potentially create objects with unusual colors. The deblender has undergone several 

improvements over the course of the survey and is more reliable than in the past. In early 

versions of our selection there was heavy contamination by deblended objects. Rejecting 

these objects greatly reduced the number of contaminants. 

The EDGE flag is set if an object is too close to the edge of the chip in a given baud. 

This is set, amongst other reasons, if the object is too close to the edge to measure a radial 

profile. Because early on we used Petrosian magnitudes, and moved on to fixed aperature 

magnitudes, we rejected objects with this flag to help ensure that the magnitudes we were 

using were meaningful and to reduce the chances of finding good colors for the wrong 

rea.-;orn;. OlJjec.;Ls tlmt are rejected for being on the edge should be reob:->erved in a different 

run, at which point they will survive this cut. Therefore little is lost in this requirement, 

except for duplication of objects. This was a concern in the early days of the survey but is 
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no longer a problem given improvements to the database. 

The CR flag is set if an object contains cosmic ray pixels in one or more bands. 

The SATUR flag is set if an object has saturated pixels in at least one band. The soft.ware 

will interpolate pixels in both of these situations. 

4.3 LBG Target Selection Algorithms 

Over the six year course of this project the algorithm for targeting strongly lensed 

LBGs has evolved. Development of the original algorithm was not done with the benefit of 

SDSS observations of known lensed LBGs. SDSS observations of cB58 were not available 

until after the second incarnation of the algorithm. Nonetheless the technique was improved 

over time with lessons learned from trial and error. In this sectio11 the algorithms are 

described as well as the lessons learned from them and the progression towards better 

selection methods. 

4.3.1 First Generation Target Selection 

Step 1: Flags 

The first step was to make a cut using the SDSS flags for the objects. Using the 

flags field objects with objectionable characteristics in at least one of the five filters are 

identified. This takes little computation time; by taking this step first the number of object::; 

sent through more computationally intensive steps is greatly reduced. The flag filtered here 

employs six of the photometric flags. 

The BINNED! was required to be set. Objects are that were not an unbinned 
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detection in at least one band were rejected. Objects with one or more of the BLENDED, 

CHILD, EDGE, CR and SATUR flags set were also rejected. 

Step 2: Error 

For the selection we the fiber magnitudes were used. The fiber magnitudes are 

defined as the flux enclosed in an apera.ture of diameter 3". The error in the fiber magnitudes 

for each band is given in the survey. The errors in the five bands were summed and it was 

required that the sum be between 0 and 8. Although 8 is a somewhat arbitrary number it 

gets rid of objects that have highly uncertain magnitudes, and thus highly uncertain colors. 

At the same time it is not so stingy that it rejects objects with one bad magnitude. The 

greater than zero requirement is used to remove objects that have variable or otherwise 

problematic magnitudes. At the time some of the objects in the survey had magnitude 

errors of -9999.90 even though by the survey design this was not supposed to happen. 

Step 3: LBG Selection 

In the third step objects that were not consistent with the region LBGs occupy 

in color-color space were rejected. In Figure 4.8 shows the LBG tracks in ·u - g vs. g - r 

color space, and also for g - r vs. r - i and r - i vs i - z color spaces. Four tracks based 

on the model spectrum in Figure 4.3 were used which differed by the amount of extinction 

due to the intergalactic medium. Tracks with mean, median, 10% and 90% levels of IGM 

extinction were used to construct an LBG area in g - r vs. r - i and r - i vs. i - z color-color 

space using a ruler. In g - r vs. r - i color space this region is defined by locations which 
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satisfy all of the following criteria: 

(g - r) > -0.2 

(r - i) > -0.2 

(r - i) < 0.2 OR (r - 'i) < 0.571(g - r) - 0.371 

(4.6) 

Similarly in r - i vs. i - z color space LBG candidates must satisfy all of the 

following: 

Step 4: Brightness 

(r - i) > -0.2 

(i-z) > -0.2 

(i - z) < 0.2 OR (i - z) < 0.667(r - i) - 0.067 

('i-z)<2.7 

(4.7) 

It was required that i < 21. This helps eliminate objects too faint to have be

lievable photometry. Such faint objects could not be readily observable with 2dF given the 

parameters of the observing program. 

Step 5: Star Removal 

The color space areas defined above overlap the stellar locus. It is then necessary 

to have some method for removing these stars. This was done by selecting around 50,000 

objects from the sxStar class and plotting them in color space. Then, by hand, boxes were 

defined that enclose the stellar locus in each of the three plots. These regions are shown 

Figure 4.8 and are defined as follows. 
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u - g vs. g - r color space: 

('U - g) > -0.6 

(u-g)<4.0 

(g-r) < 1.8 

(g - r) < 0.467(u - g) + 0.680 

(g - r) > 0.538(u - g) - 0.754 AND (u - g) > 1.4 

(g - r) > 0.400(u - g) - 0.760 AND (u - g) < 1.4 

g - r vs. r - i color space: 

(g - r) > -0.8 

(g - r) < 1.8 

(r - i) < 0.500(g - r) + 0.400 AND (g - r) < 1.2 

(r - i) > 0.500(g - r) - 0.300 

(r - i) < 2.5 AND (g - r) > 1.2 

r - i vs. i - z color space: 

(r - i) > -0.6 

(r-i)<2.5 

(i - z) > -0.5 AND (r - i) < 0.4 

(i - z) > 0.428(r - i) - 0.171 AND (r - i) > 0.4 

(i - z) < 0.4 AND (r - i) < 0.4 

(i - z) < 0.428(r1 
- i') + 0.229 AND (r - i) > 0.4 

(4.8) 

(4.9) 

(4.10) 

Objects that are in all three boxes are rejected as stars. LBGs with redshifts below 

z < 4 will be in the stellar locus in r -i vs. i- z plots, and those with z < 3 will be confused 
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with the stellar locus in both r - i vs. i - z and g - r vs. r - i plots. Requiring objects to 

be consistent with the stellar locus in all three plots prevents us from rejecting everything 

but the highest redshift LBGs. 

Step 6: Galaxy Contaminants 

There is also contamination due to galaxies. The method used for removing these 

objects differs from that for stars. The first step is to remove the Sb/Sc gala.xie::;. Thi::; i::; 

accomplished using theoretical tracks for these galaxies. These tracks are calculated in all 

four colors for z = 0 to z = 10 with increments of 0.01. For each of these 1,000 points the 

x2 value is computed as follows: 

2 ~(Cobsi.-Gi) 2 

X =L -~'--
, i=O OCabs,i 

(4.11) 

where Cabs,i are the observed colors u - g, g - r, r - i and ·i - z of a galaxy, Ci are the colors 

of the model and <5cabs,i are the errors in the observed colors. For an independent variable 

x with a x2 distribution with v degrees of freedom: 

P(X ::::; x;,,,) =a (4.12) 

where the area under the x2 curve to the right of x;,,, is equal to a. For a = 0.005 and 

v = 4, XB.oo5,4 = 14.860. Thus 99.5% of the Sb/Sc galaxies will have x2 < 14.860. If one 

or more of the 1,000 x2 values calculated for an object are less than 14.860, the object is 

rejected a:; an Sb/Sc gala ... xy. 

The largest disadvantages of this method are that it utilizes for loops in IDL which 

is highly inefficient, and it is otherwise computationally intensive. However, by making this 

the last step there are on average three objects per 1,000 left by this stage. Despite the fact 
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that this is saved for the last step, it still requires the longest amount of time. It takes on 

order a day to run through all of the objects, but it is not a prohibitively long time. 

The above steps are repeated for theoretical Sd and elliptical/SO tracks. 

Step 7: Final Cuts 

In preparing targets for a 2dF run on July 18, 19, and 21, 2001, the ten best 

candidates were identified for each of the predetermined 2dF fields. The selection routine 

returned around 100 objects per field of view so it was necessary to further pare down the 

candidates. The number was cut roughly in half by requiring z < 20.5. In addition objects 

with the most extreme colors were targeted. The first fields had more stringent restrictions 

than those listed below, but these were eased when the decision was made to test more 

candidates. Many objects that survived did so in multiple ways. This selection was used to 

find u dropouts. 

u - g > 2.0 AND g - r < 0.9 ( 4.13) 

This was used to find g dropouts. 

g - r > 2.0 AND r - i > 0.3 (4.14) 

These two were used to find objects at the highest redshifts. 

r - 'l > 1.0 ( 4.15) 

i - z > 1.0 (4.16) 

On the last field observed in addition to the above selection the five excluded 

objects with z < 20 and i < 20 were included. 
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4.3.2 Second Generation Targeting Algorithm 

Taking the lessons learned from the initial LBG search in July, 2001 a second 

generation algorithm was developed. Several key concerns were addressed, chief among 

them the number of stars masquerading as extended objects. In addition low redshift 

galaxy contaminants were also addressed. The other major development wa.s the increasing 

size of the SDSS database with continuing observations over time. 

General Requirements 

At the time of the second generation targeting there were a number of databases 

to choose from. At present the SDSS is far more consolidated and usable. The Stage 1 and 

Stage 2 databases, which no longer exist, were used. The stage databases were advertised 

as having the most up to date photometry for all runs. The Chunk database contained 

the photometry used for drilling the spectroscopic plates. Over time the SDSS photometric 

pipeline is incrementally improved and new photometry is measured from the imaging for 

all objects. In many cases the differences in photometry are academic especially between the 

most recent versions of the pipeline. There were some substantial changes between the EDR 

and later versions. For galaxy clustering power spectrum work and other projects where 

completeness is a key issue it is important to have the photometry used for plate drilling as 

well as the most up to date photometry. However this project pushes the photometry to its 

limits so at every point the newest photometry is used. The Stage 1 and Stage 2 databases 

were identical in design. There was a limitation to the number of objects that could fit in 

each database so the data was split across two databases. To conduct a full search on the 

197 



SDSS both Stage l and 2 needed to be queried. 

Searches were conducted on the PhotoPrimary and Galaxy clas;;es. The Pho

toPrimary class contains the main observation of each object, after removing duplicate 

observations from regions of overlap. The Galaxy class is the same as the PhotoPrimary 

clas;; but contains only those objects which are classified as galaxies. In practice there were 

duplicate observations of at least some objects across different runs. Also, it was not clear if 

this removal of overlapping regions applies across the Stage 1 and Stage 2 databases. There 

is also a PhotoSecondary class where the duplicate observations are stored. Data clas;;e;; 

were replaced by similarly defined data tables in later incarnations of the databa;;e. 

Accessing the database requires the construction of a query written in the SQL 

language. Beyond the selection of the target clas;; there were two general requirements 

in the query. The first was that the parameter objc_type= 3, indicating the object in 

question is a galaxy. The classification is made by comparing the PSF magnitude to the 

model magnitude. This was not a requirement in the earlier search. Known lensed LBGs 

like cB58 and the 8 O'Clock Arc are extended in nature and are therefore classified as 

galaxies in the SDSS. It is also possible in some lensing geometries for the len;;ed image of 

a galaxy to be compact enough to be mistaken for a point source by the SDSS. In light of 

this fact it is not unreasonable to run the same query on objects classified by the SDSS as 

stars or "unknown." However given the problems with stellar contaminants with the earlier 

algorithm it wa::; cou::;idered prudent to limit the t:iearch to the galaxy cla;;s. 

A magnitude requirement of 17.0 < i < 20.5 using model magnitudes was enforced. 

Model magnitudes are the recommended magnitude type for faint extended objects. This 
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is a departure from the earlier algorithm which used fixed aperture fiber magnitudes. At 

the begining of the project magnitude limits were made in the i band with the ambitious 

goal of finding r-band dropouts in mind. In general when using SDSS data cuts are made 

in the r band because it is the band with the highest signal to noise. At this point the use 

of the ·i-band to set limits is only to maintain consistency with earlier phases of the project. 

The lower limit is set; because essentially all galaxies with magnitudes brighter than 17 a.re 

automatically slated for spectroscopic followup in the SDSS :tviain Galaxy Survey, 

On the other end the story is much more involved. Magnitudes in the SDSS are 

measured using luptitudes as discussed in §4.2.1. In the first version of the LBG selection 

algorithm a decision was made to limit targets to objects that were 10<7 detections. These 

limits can easily be calculated by setting f / fo = lOb using equation 4.1 and Table 4.1. 

The resulting limits are u = 22.12, g = 22.60, r = 22.29, i = 21.85, and z = 20.32. In 

practice these limits seem optimistic. While these limits may be accurate for point sources 

they do not hold up for extended objects. To reduce the number of objects with spurious 

photometry the magnitude limit was set to i = 20.5. Another aspect of the problem is that 

the i - z color for LBGs with redshifts between 2 and 4.5 is very nearly 0. As a result our 

i band limit is strongly tied into our z band limit. 

Color Space 

At. t.h0 lwgining of t.lw projf'd t.n.rgot.s w01·0 sf'i0d:f'<-I sol0ly by t.lwir location in color 

space. At first the selection was a simple color cut that contained the LBG track above 

a redshift around 2 with no upper limit on the distance from the stellar and galactic loci. 

This approach yielded a staggering number of candidates. Because the stellar locus partially 
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overlaps the LBG track and was the primary source of contaminants an attempt was made 

to remove stars using an additional color cut. The stelllar locus was characterized using 

polygons in the three planes of color space. These polygons as well as the stellar locus in all 

three color planes are shown in Figure 4.8. These polygons partially overlapped the region 

of interest for LBGs. If an object was found to be in all three polygons it was rejected <:U> a 

star. By requiring an object to be in all three polygons to reject it we were able to reduce 

the number of contaminants while preventing objects of interest from being eliminated. 

As aforementioned the algorithm was updated to investigate only those objects 

classified as galaxies. A large reason for this is that quasar surveys already exhaustively 

search through point source objects so the odds of finding something new are much lower 

than the comparitively less studied extended sources. This along with the development of 

other methods for rejecting point sources eliminated the need for a color cut based on the 

stellar locus, despite the fact that a lot of time was spent on characterizing the stellar locus 

in color space. 

By later introducing photometric redshifts to our selection we found that only 

LBGs with redshifts between 2. 75 and 3. 75 can be reliably separated from low redshift 

galaxies. That discovery will be discussed later in the section on photometric redshifts. To 

arrive at this conclusion, one must first be able to model a sample population of LBGs. To 

accomplish this, the first step is to be able to determine the magnitude errors for each band-

µass. As 111011tiu11e<.l l>efure Lhe theureLic;al values of t,he error are optimistic. To determine 

the errors empirically we ran a querry selecting all galaxy objects within our magnitude 

limits in a small portion of the sky to control the number of objects returned. 
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The log of the error in each band follows a linear trend with respect to magnitude 

up to a cutoff magnitude. At this point the error turns over and starts to decrease with 

increasing magnitude. This cutoff point is slightly brighter than the lOrr detection magni

tude in each band. These distributions were fit to a line using a ruler, ignoring the points 

beyond the cutoff magnitude. Linear least squares fitting was attempted first, but it did 

not yield a satisfactory fit as it was too heavily affected by the comparitively few points 

with large scatter. The scatter is asymmetric, as there is an lower limit on the error at each 

magnitude, but no upper limit on how poorly model fitting represents a particular object. 

The parameterization of the model magnitudes used in given here: 

log O"u = 0.379-u - 8.91 

logrrg = 0.386g- 9.47 

log O"r = 0.382r - 9.24 

log O"i = 0.392i - 9.24 

log O"z = 0.395z - 8.63 

( 4.17) 

(4.18) 

(4.19) 

(4.20) 

(4.21) 

It is interesting to note that the slopes of these lines differ little from each other. The 

primary difference is the constant term which controls the relative strength of the error. 

With the increasing size of the SDSS database it became less and less feasible to run 

weakly constrained searches as the number of objects returnee! presente<l sew~ral problems. 

One of these is disk space. Keeping the full array of photometric information takes up a lot 

of space. Reducing the number of parameters returned for each object can cut down on the 

amount of disk space considerably. However as making repeated database queries to retrieve 
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individual parameters initially excluded is tedious there is a definite motive to keep as much 

information as possible. Another issue is the random access memory needed to simply open 

large files. As some of the steps in the algorithm can be computationally expensive there 

a strong benefit. to get rid of objects at the database stage before spen<ling CPU time on 

them if it is at all prudent. Lastly, at the time the connection to the database was ftakey at 

times. Queries that took a long time ran the risk of being interrnpted midstream. It was 

often hit or miss to successfully run a query that returned a large number of objects. 

To reduce the number of objects returned for storage, computational and connec

tivity reasons steps were taken to better characterize potential targets. Using the theoretical 

LBG track plotted in Figures 4.4, 4.5, and 4.6 in conjunction with the photometric red

shift program described below it was determined that only LBGs in the redshift range 

2. 75 < z < 3. 75 could be discerned from low redshift galaxies. Again using the theoretical 

track model LBGs were generated by adding errors to LBGs at each redshift from 2.75 to 

3.75 using a range of apparent magnitudes and the relationships from equations 4.17, 4.18, 

4.19, 4.20, and 4.21. 

Regions were then defined in color space to enclose the model 2. 75 < z < 3. 75 

LBGs. Model LBGs in this redshift range satisfy all of the following criteria: 

g - 7' :::; 1.25 ( 4.22) 

lJ - r·;:::: 0.10 (!J.23) 

T - i 2: -0.20 (4.24) 

i - z 2: -0.6 (4.25) 

202 



i - z:::; -3.5(r - i) + 0.7 ( 4.26) 

i - z 2:-: -4.0(r - i) + 0.6 (4.27) 

i - z :::; 4.667(r - i) + 0.7 ( 4.28) 

These color space requirements, combined with the i-band magnitude limits and galaxy 

classification requirement were then combined to make this SQL database query 

SELECT field.segment.run, 
field.segment.camCol, 
field.segment.rerun, 
field.field, 
id, modelCounts, modelCountsErr, 
ra, dee, objc_type, objc_flags, 1Star[3], 1Exp[3], 1DeV[3] 

FROM sxPhotoPrimary 
WHERE ( 

(mode1Counts[1]-mode1Counts[2]<=1.2)&& 
(mode1Counts[1]-mode1Counts[2]>=0.0)&& 
(mode1Counts[3]-mode1Counts[4]<=0.6)&& 
(mode1Counts[3]-mode1Counts[4]>=-0.7)&& 
(mode1Counts[2]-mode1Counts[3]>=-0.2)&& 
(mode1Counts[3]-mode1Counts[4]<=-4.0* 

(mode1Counts[2]-mode1Counts[3])+1.0)&& 
(mode1Counts[3]-mode1Counts[4]>=4.667* 

(mode1Counts[2]-mode1Counts[3])-1.167)&& 
(mode1Counts[3] BETWEEN 17.0 AND 20.5) && 
objc_type=3) 

Flag Tests 

The flag filter was not changed from the original first generation algorithm. The 

same six flags were used as was the requirement that the sum of the photornetry errors fall 

between 0 and 8 although the errors were changed from fiber magnitude errors to model 

magnitude errors to match the change from fiber magnitudes to model magnitudes. 

On average the combination of flag and error checking done will reject 50% of 
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the objects initially returned by the database query. For this reason, and because it is 

computationally fast, it is the optimal choice for the first step after querryiug the database. 

Advanced Star Separation 

After the first 2dF observing run on this project it became painfully clear that 

the SDSS star-galaxy separation was not sufficient for this project. Many of the objects 

observed were A stars. The SDSS star-galaxy separation is based on the difference between 

the PSF magnitude and the best fit of the model magnitudes. If mpsf - mmodel > 0.145 

then the object is classified a galaxy in that band, otherwise it is a star. This is advertised 

to work at the 953 confidence level to r = 21 (Stoughton, et al. 2002). 

Given the large number of objects that we are scanning and the proximity of A 

stars to LBGs in color space this is not sufficient. To further prevent contamination by 

stars the likelihood of fit to model parameters in the SDSS photometric data are used. 

These are the star _L, de V _L and exp__L parameters, which are likelihoods that an object 

is well represented by a PSF, deVaucoleurs and exponetial profile respectively. The values 

at the time were probabilities ranging between 0 and 1. They have since switched to log 

likelihoods. These likelihoods can be used together to get a fractional likelihood: 

P(PSF) = star _L 
star _L + de V _L + exp_L 

(4.29) 

For searches using model magnitudes it was required that P(PSF) < 0.015. 

Because stars remained our largest contaminant yet another step was taken to 

reduce their number. Using the Pickles database of empirical stellar templates (Pickles 

1998), we compared the fluxes in all bandpasses for each object to the spectral energy 
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distributions (SEDs) of 108 stars ranging from spectral type 05 to IvilO and lumium;ity 

classes I through V. By convolving the spectrum of each of the template stars with the 

SDSS filter response curves we were able to find the fluxes in each band of the templates. 

The x2 of the difference between the template fluxes and oberserved fluxes were calculated 

by the following: 

·J "\""' [Foi - bFti] 2 

X""=~ , , 
i O'i 

( 4.30) 

This can be converted to a formula for magnitudes via rn = -2.5 log f + c = -1.086 ln f + c 

? ? "\""' [l _ blO(mo,i-mt,i)/2.5] 
2 

x- = 1.086-~ 
i Urni 

(4.31) 

where rnt,i and m.0 ,i are the star template and object magnitudes in the ith bandpass and 

b is coefficient for the template flux that minimizes the value of x2 . It can be derived 

analyticaly using 
I:i ( 10<"'0,i ~"'t,.;)/2.5) 

a1n· 

b = ' 
'L:i ( 102(m0,;~mt,il/2.5) 

C7m.i 

(4.32) 

From this x2 we calculted the likelihood that the object matched the stellar template. If 

this likelihood exceeded 0.015 for any of the 108 templates an object was rejected. 

Since implementing the use of three independent star rejection methods no single 

stars have been mistakenly observed. This is not the end of the issue as objects separated by 

less than 2 arcseconds can be misidentified as single objects by the deblender. Binary star 

systems can have combined fluxes that do not resemble those of a single star and mimmick 

those of galaxies. One way to prevent this from happening is to inspect the images, which is 

discussed later. However, observations at Subaru were able to clearly resolve a binary system 

where no hint was given by the SDSS image. To combat this problem the flux comparison 
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between an observed object and single stellar templates was extended to comparisom; with 

the sum of two templates. The earlier x2 expression is extended to 

') ""°' [Foi - aA; - bB;] 2 

X .... = L.J --' ------
i O'i 

(4.33) 

where F0 ,;, A; and B; are the fluxes of the observed object, first template and sec:oucl 

template in the ith bandpasss, and a and bare the flux weighting coefficients that minimize 

the chi square. This can be converted to an expression involving magnitudes. 

2 
9 2 ""°' [1 _ alO(mo,;-mA,i)/2.5 _ blo(mo,;-rnn,;)/2.5] 

x- = 1.086 L_, 
i O'rn; 

(4.34) 

Once again the optimal values for the flux weighting coefficients can be determined analyt-

ically, albeit not as easily: 

(4.35) 

and 

(4.36) 

where 

(4.37) 

and 

B = L (lo(rno,;-~na,;)/2.5) 
i am; 

( 4.:~8) 

To use this as criteria would eliminate all targets, so it is only used after the fact. 

This is not as bad as it sounds as galaxy spectra are the sum of stellar spectra. It is not 

surprising that they may be aproximated by the sum of two stars, especially considering 
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that there are 11,556 different combinations of 108 templates. To our advantage, the 11,556 

combinations can be narrowed down using two facts. The first is that it is for more likely 

for two stars within two arcseconds of each other to be iu a binary association, and thus 

at the same distance, than it is for a cha.nee alignment. The second is that the relative 

luminosities of the spectral types and luminosity classes are well established. Using the 

best fit flux weighting coefficients and stellar types for the best fitting pairs it can be 

determined whether a pair can plausibly be a binary system. 

Photometric Redshifts 

A feature new to the second generation algorithm is the use of photometric red

shifts. Photometric redshifts are estimates of an object's redshift using wide band pho

tometry. To find the true redshift of an object spectroscopy is still required. Photometric 

redshifts work using the same SED fitting procedure outlined in the section on star rejec

tion. However, in this case redshift, extinction and reddening must also be applied to the 

templates. The success of photometric redshifts is strongly related to the number of band

passes used and the overall range in wavelength covered. Ideally infrared photometry in the 

J, H and K bands could be used to improve the performance of the photometric redshifts. 

However because of the magnitude limits imposed objects are too faint to be found in the 

2MASS catalog. 

Photometric re<lshiftF: a.re calculatc<l using the publicly availible software Hyperz 

vl.1 (Bolzonella, Miralles, & Pell6 2000). Seven built in templates to measure the redshift, 

covering the elliptical, SO, Sa, Sb, Sc, Sd, and irregular galaxy types. These templates take 

into account changing star formation rate over the age of the galaxy. The E, SO, Sa, Sb, 
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Sc, and Sd templates have exponentially decaying star formation rates with timescales of 

1, 2, 3, 4, 15, and 30 Gyr, while the Im template has a constant rate of star formation. 

In using Hyperz there are a large number of input parameters that are set iu a 

main parameter file. The choice of templates is made in a separate parameter file. The 

FILTERS_FILE parameter gives the name of the file which contains information on the 

filter system used, and how to treat non-detections as well as the magnitude system being 

used. For objects fainter than the limiting magnitude in a filter the option for which the 

observed flux is set to zero with an error equal to the flux associated with the limiting 

magnitude was selected. 

The MAG_TYPE parameter gives a choice of Vega or AB magnitudes. h; elu

cidated in section 4.2.1 the SDSS uses its own luptitude system. While the difference 

between luptitudes and the AB system disappears for bright objects for faint objects and 

non-detections it can be significant. Hyperz includes values for the SDSS limiting magni

tudes, 22.7, 23.9, 23.7, 23.2 and 21.3 for the u, g, r, i and z filters. It is unclear where these 

numbers came from. The limiting magnitudes correspond to 5.8, 2.7, 2.4, 2.6 and 3.8u sky 

noise for the u, g, r, i and z filters respectively. When the limiting magnitudes in the table 

are converted to AB magnitudes they become 22.73, 24.02, 23.85, 23.34 and 21.36. 

There are several other less contraversial parameters whose values should be men

tioned. The ERR....MAG_MIN parameter sets a lower limit on the photometric error, 

which is seL Lo 0.03. It, is not unusual for the error to be less than this for objects with 

g and r magnitudes less than 20. However the systematic error is probably at least 0.03 

especially considering known problems with model magnitudes at the time. The Z_MIN, 
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Z_MAX and Z_STEP parameters control the range of redshift value:; te:;ted and the in

crement between steps. Redshifts from 0.00 to 6.00 were covered in steps of 0.05. The 

reddening law is controlled with the REDDENING__LAW. The starburst galaxy redden

ing law from Calzetti, et al. (2000) was used. The reddening law uses the the AV _MIN, 

AV _MAX, AV _STEP to control the range of values of absorption in the V band and the 

step taken. The range was set from 0.00 to 2.50 magnitudes in steps of 0.25. The number 

of reddening values checked by the program is limited, which explains the coarse resolution 

used. By turning on the AGE_CHECK parameter Hyperz checks to make sure that the 

age of the template it is using is less than the age of the universe. Since real data is be

ing used confusion can be avoided by eliminating solutions that are not currently possible. 

The HO, OMEGA_M, and OMEGA_ V parameters are set to the conventional values of 

Ho= 70, 0.M = 0.3 and 0.v = 0.7. 

Before using Hyperz the data is properly formated for Hyperz to read. In addition 

all magnitudes less than the respective limiting magnitude discussed above are replaced 

with 99.00 to signal that Hyperz should consider it a nondetection. The next step is to run 

Hyperz. Hyperz has two main outputs. The first is the .z_phot file which contaings among 

other things the photometric redshift and associated x2 and probability of the primary 

solution for each object. The second output is the .log_file which gives the best fit redshift, 

x2
, probability, template type, age and V band reddening for each redshift increment for 

each ulJject. 

After passing the data through Hyperz steps are taken to interpret the results. 

Many objects have high likelihoods at high redshifts. However many of these simultaneously 
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have large likelihood peaks at low redshifts. From the SED fitting perspective as viewed by 

Hyperz an object may correctly fit galaxy templates in the low and high redshift 1miven;e 

equally well. The top panel of Figure 4.9 gives an example of the Hyperz rc:,;ults for an 

object with strong peaks at both high and low redshifts. 

It is an indisputable observational fact that low redshift galaxies overwhelmingly 

outnumber exceptionally luminous high redshift objects. In truth while Hyperz may find 

it equally likely that the distance to an object is small or cosmological it is clear that any 

such object is almost certainly a low redshift contaminant. 

To avoid this trap it is required that the maximum probability of a match for any 

of the seven templates for z :::; 1 be less than 0.01. We also require that the probability of 

a match of at least one template be larger than 0.50 for 2.75 :::; z :::; 3.75. As previously 

mentioned, by running LBG models through Hyperz it saw determined that LBGs outside 

this redshift range cannot be distinguished from low redshift galaxies. 

4.3.3 Current LBG Selection 

In 2006 the search for strongly lensed LBGs was revisited. While the second gen

eration selection was a significant departure from the first generation selection the present 

selection is primarily upgrades and improvements on the second generation algorithm. There 

were several motivations for returning to the LBG search. Chief among them is that over 

the intervening yean; the SDSS increased significantly in size allowing new area:; of the :;ky 

to be searched for the very first time. In addition the SDSS observed cB58. For the first 

time there were observations of a real LBG to test the algorithm against. The improved 

organization of the SDSS database for the first time made it feasible to access the imaging 
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for all objects. This opened new doors for determining the merit of a candidate. 

The current LBG selection is specifically designed to be as harsh a.s possible yet 

still allow cB58 to pass through. 

SDSS Query, Flag Filer and Star Separation 

Given the improvements in the SDSS database, particularly the CAS (Catalog 

Archive Server) the entirety of data releases can be accessed from a single database. DR5 

(Adelman-McCarthy, et al. 2007) was used for the latest search. DR5 contains photometry 

for 8000 deg2 which includes 215 million unique objects. 

The database query has several differences from the previous algorithm. The same 

magnitude cut of i < 20.5 in model magnitudes is applied, as is the requirement that the 

objects be classified as extended sources by the SDSS. However the color cuts from equations 

4.22 through 4.28 are eliminated. The main reason for this is that cB58 does not meet these 

requirements and is rejected by the second generation algorithm. Clearly equations 4.22 

through 4.28 needed to be fixed. The peripheral goal of this project in addition to finding 

LBGs is to keep an eye out for new, as yet undiscovered classes of objects. Imposing the tight 

color space restriction reduced the opportunities for serendipitous discoveries. In addition 

the project has moved from straight color cuts to x2 fitting with spectral templates. When 

the photometry is precise color cuts are a computationally economical and effective way to 

sort, ~lassify and dP.fine indivichml ohjects and popnlntions. However when the photornctry 

becomes imprecise some color indices become highly uncertain and have effectively arbitrary 

values. This is a particular problem in the SDSS where each bandpass has a different 

sensitivity, and the ·u band in particular is of a lesser quality than the other bands. Color 
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cuts use only two photometry bands at once which can be problematic when one band is 

poorly detected and noisy. The x2 approaches, while more computationally expensive, use 

all five bands at once to holistically identify the nature of an object and are thus more able 

to overcome poor data quality in a single band. In addition x2 techniques express results 

as a probability which can be interpreted with shades of gray rather than a. straight yes or 

no determination from a color cut. 

The query was also modified such that objects with 1'petro < 17.77 are rejected. 

These objects fall in the SDSS Main Galaxy Survey and are automatically targeted for 

follow up spectroscopy. In order to reduce the number of stellar contaminants it is required 

that ipsf - imodel > 0.3. The SDSS photometric pipeline uses 0.145 as the cutoff value 

but from experience with the first generation algorithm many stars elude this test. Finally 

to reduce the number of objects with spurious photometry it was required that the model 

magnitude error be less than 0.1 in the i-band and less than 0.15 in the z-band. While 

candidate galaxies may be dropouts in the u and g, and perhaps even r-band all candidates 

should be well detected in the i and z bands. As a result this criteria can significantly 

reduce the number of objects returned without eliminating any quality candidates. 

The flag filter is also updated. A key change in the flag filter is that in this version 

the r-band flags are used as opposed to the combined flags. Flags are first set in each of the 

five photometric bands individually. If a flag is set in any one or more of the v,, g, r, i, and 

z l>aud:; iL will l>e :;eL iu the coml>iue<l flag:;. However the z and ·tt I.Janus have much lower 

S/N than the other three bands. A photometry problem in one of these bands could be a 

result of the S/N and not reflective of the photometry quality of the other bands. This is 
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especially pertinent in this project which pushes against the limits of the survey. The latest. 

version of the flag filter uses only the r-band flags as the r-band has the highest S/N. 

As in the previous versions objects with the flags EDGE, CR, SATUR are rejected. 

Previously objects with the BLENDED and CHILD flags set were rejected. However cB58 has 

both of these flags set. The correct treatment of the BLENDED flag is to allow not only 

the objects for which the flag is not set, but also those for which the flag is set provided 

that the NDDEBLEND flag is also set. The BLENDED flag is set when multiple peaks are found 

in the profile of an object indicating that it is a possible blend of two or more objects. 

These objects are subsequently sent to the deblender which either separates an object into 

a parent and child or children or determines that upon closer inspection the object is not 

a blend. In the latter case the NDDEBLEND flag is set to indicate that no further action was 

taken. Therefore an object with both the BLENDED and NODEBLEND flags set has not been 

affected by the deblender. The reason behind eliminating blended objects is the concern 

that the deblender may introduce errors into the photometry of objects, especially near the 

survey limits. There is no reason to eliminate objects which were not in the end deblended 

as their photometry is not affected in this manner. In fact, there are a couple of reasons to 

keep objects with multiple peaks in the profile in the context of a search for lensed LBGs. 

Multiple peaks can be a natural result of gravitational lens, particularly when the an object 

is being lensed by something with a complicated mass profile. Since we expect LBGs to 

be leu::;ed l>y foreground du::;tern which have potentially intricate ::;tructures multiple peaks 

are a real possibility. The other reason is that LBGs are young galaxies with active star 

formation. If this star formation takes place in localized areas as opposed to uniformly 
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through the galaxy a multiple peaked profile could result. 

A few additional changes to the flag filter were also made. These changes are 

designed to reduce the number of objects in the sample before moving to more computa

tionally expensive x2 steps. Objects with the BRIGHT flag set are rejected. This flag is set 

for objects which are detected in the first pass of the photo pipeline and have r < 17.5. 

Technically this should be redundant as it is already required that rpet·,.o > 17.77. However 

in practice this rejects a small number of objects. Objects with the NOPETRO and MANYPETRO 

flags set are also rejected. These are objects for which the photometric pipeline ha8 diffi

culty measuring a Petrosian radius. The inability of the pipeline to determine a profile is 

indicative of a poor S/N detection. The NOPETRO and MANYPETRO are two examples of the 

dangers of using the SDSS photometry flags blindly. The SDSS webpage points out that 

half of the galaxies in the Main Galaxy Sample (those with rpetro :::; 17.77) have NOPETRO 

set in the combined flags but only ,,..., 23 in the r-band flags. This is because of low S/N in 

the ·u and z bands where a Petrosian profile is not found while the galaxies are well detected 

in r. Lastly objects with the INTERP flag set are rejected. These objects have one or more 

pixels in the r-band whose values are the result of an interpolation. This can happen due 

to cosmic rays, deblending, saturated pixels or other reasons. The collective goal of all of 

the photometry flag requirements is to ensure that the r-band photometry is robust- the 

product of direct measurements and not based on interpolation. If the r-band flux cannot 

Le trusted iu the umgnitude regions targeted in this project it is unlikely that any of the 

other bands can be believed. The other goal is to create a flag filter which is as strict as 

reasonably possible which allows the SDSS observations of cB58 to pass. The requirements 
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here do not reject cB58. 

Advanced star separation is carried out in exactly the same manner as for the 

second generation algorithm. These criteria were detailed in equations 4.29, 4.31, and 4.32. 

One change in the star separation is in the database query. As mentioned earlier it is 

required that ipsf - i11wdel > 0.3. The other change is that the binary star fitting technique 

given in equations 4.33, 4.34, 4.35, and 4.36 is not used. The binary star technique rejects 

nearly every object of interest so it is not particularly useful. 

Hyperz Upgrage 

A key upgrade for the current selection algorithm is the alteration made to Hyperz. 

Hyperz has the built-in ability to handle both Vega magnitudes and AB magnitudes. As 

previously discussed the SDSS data does not use either of these systems, but rather uses its 

own system of luptitudes, or sinh-1 magnitudes. In the earlier use of Hyperz the differences 

between the luptitude and AB system were ignored and approximate limiting magnitude::> 

were used as described earlier. The Hyperz source code was modified to allow luptitudes as 

a third choice for the MAG_TYPE parameter. By selecting this option the SDSS magni

tudes are converted to fluxes directly using equation 4.3 and the SDSS softening parameters 

from Table 4.1. In this scenario there are no limiting magnitudes because negative fluxes 

can be handled by luptitudes. By correctly handling luptitudes no photometric information 

is lost. 

Another important modification to the Hyperz code is the addition of the model 

LBG spectrum from Figure 4.3 to the list of templates used for determining photometric 

redshifts. The LBG spectrum is similar to the Sd template in that both have young stellar 
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populations with active star formation. However the LBG spectrum is even younger with 

stronger star formation activity. By adding the LBG template the parameter space is more 

fully covered. It also makes it possible to fit for LBGs directly. 

Figure 4.9 gives an example of the difference between the old and new Hyperz 

results for cB58. For a well exposed object like cB58 treating the luptitudes like AB magni

tudes is not a bad approximation and the difference in results is minimal. In the upgraded 

results the redshift resolution is reduced because the number of extinction models has been 

increased. The key result of Figure 4.9 is that a true LBG like cB58 can have strong peaks 

at both z = 0 and z > 2. In the second generation algorithm cB58 would be rejected for 

having a high probability of z = 0.0. Figure 4.9 also demonstrates how difficult it is to pick 

LBGs out of the SDSS from photometry alone. 

Cross-Referencing Against Known Galaxy Clusters 

The strongly lensed galaxies which have been found all share the common charac

teristic that they were found serendipitously in either galaxy cluster studies, or in the case 

of the 8 O'Clock Arc, in surveys of interacting gala.."Xies. Strongly lensed LBGs are expected 

to be lensed by intervening massive galaxy clusters. However, these clusters may or may 

not be known at present. Given the geometries of lens systems it is well within the range 

of possibilities that a massive cluster lensing an LBG may be at a distance which makes 

it appP.ar too faint to ])(I P.ARily ohR0rvn.hl0. For thiR rmumn thiR project wns designed n,; 

a fully photometric search which targets LBGs regardless of whether they are located in 

clusters or not. A purely photometric search, if successful, could discover lensed LBGs away 

from known clusters which have far less chance of serendipitous discovery than those in well 
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studied galaxy clm;ters. Furthermore finding LBGs lensed by unknown, um;een clusters 

could provide valuable information about the number and characteristics of galaxy clusters 

during an epoch of history which is not easily observable at present. 

·while it is clearly preferable to place as few external restrictions on the photometric 

search as possible the fact remains that earlier versions of the selection algorithm have so far 

failed to discover any LBGs. In light of this reality the decision was made to pay particular 

attention to regions near known galaxy clusters in hopes of improving the odds of finding 

something. Images of all objects returned by the SDSS query that survive the flag filter 

and are within an arcminute of a known galaxy cluster are inspected by eye. This is not 

to the exclusion of objects not near known clusters which are still looked at if their Hyperz 

results are encouraging. 

Eight publicly available galaxy cluster catalogs were downloaded from the internet 

from NASA's HEASARC archive. Each of these catalogs were queried to return all clusters 

with declinations greater than -20° and redshifts z > 0.15. The cut with declination is due 

to the fact that the footprint of the SDSS does not extend that far south as the tcle::;cope i::; 

located in the Northern Hemisphere. No SDSS objects will overlap with galaxy clusters at 

such extreme southernly declinations. The redshift cut is used because clusters in the local 

universe will not have favorable geometries to lens LBGs in the redshift regions of interest. 

The redshift cut rejects a significant number of clusters that can be ignored to save time 

without compromi::;iug the results. 

The locations of clusters in equatorial coordinates from the eight catalogs are 

shown in Figure 4.10. There is considerable overlap between several of the groups- many 
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objects appear in two or more catalogs. The eight galaxy cluster catalogs are briefly de

scribed here. 

The Abell Catalog of Rich Clusters of Galaxies was created from the aualysb of 

photographic plates (Abell, Corwin, & Olowin 1989). The plates come from the Palomar Sky 

Survey in the northern sky and the UK Schmidt Telescope in the south. An important caveat 

is that the catalog is based only on the apparent densities of galaxies in visual wavelengths. 

Clusters are included if they contain at least 30 galaxies within two magnitudes of the third 

brightest cluster member and have redshifts less than z = 0.2. The Abell catalog cont.ains 

4073 rich clusters of which 132 meet our criteria. Of these objects 52 have redshifts of 

z > 0.2, with a maximum of z = 0.373, presumably because certain Abell clusters were 

later found to be at larger distances with more accurate measurements. 

The Faint Sky Variability Survey (FSVS) Catalog of Galaxy Clusters and Rich 

Groups is, like the Abell catalog, an optically selected galaxy cluster catalog (Sochting, 

et al. 2006). The catalog was created from B, V, and I imaging from the 2.5 m Isaac 

Newton Telescope at La Palma of,...., 23deg2 out of the galactic plane. The imaging is fairly 

deep; it reaches 25th magnitude in the V band. As can be seen in Figure 4.10 the FSVS 

catalog finds the highest density of clusters, but only in a handful of fields spread across the 

northern sky. Cluster identification follows the same basic idea as used by the Abell catalog. 

Over-densities of gala.,xies are identified. However the method used is automated and far 

wore advam;e<l. Ou the downside the redshifts are not spectroscopically determined but 

rather estimated from the cluster colors. In spite of the small area covered the FSVS cluster 

catalog contains 598 galaxies which is comparable to the all sky X-ray surveys described 
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below. Of those 488 meet the criteria set out above. The mean redshift estimate for these 

galaxies is z = 0.39 and range as high as z = 0.94. The FSVS cluster catalog is unique 

among the catalogs used here in that it is a very deep optical survey. In spite of it8 limited 

sky coverage it compliments the other catalogs nicely. 

The Einstein Observatory Clusters of Galaxies Catalog contain8 galaxie8 ob8erved 

with the Imaging Proportional Counter on the Einstein Observatory with redshifts z < 0.2 

(Jones & Forman 1999). The Einstein Observatory was the first X-ray telescope in space 

with full imaging capabilities. It was in operation from 1978 to 1981. Fluxes are measured 

in the 0.5 to 4.5 keV band. Of the 368 clusters in the Einstein catalog 54 fit the criteria 

described above. Of these objects 8 were later determined to have redshifts in excess of 

z = 0.2 with a maximum of z = 0.26. 

The ROSAT All-Sky Survey (RASS) Brightest Cluster Sample (Ebeling, et al. 

1998) and Low-Flux Extension (Ebeling, et al. 2000) is a sample of galaxy clusters in the 

northern hemisphere with X-ray fluxes in excess of 2.8 x 10-12 erg s- 1 cm-2 in the 0.1 to 2.4 

keV energy band. The data come from ROSAT (short for Rontgen8atellit) a German built. 

space based X-ray observatory which launched in 1990 and operated until 1999. Around 

70% of the clusters in the Brightest Cluster Sample are in the Abell catalog and 20% are 

detected purely in the X-rays. The completeness is measured to be 90% for the Brightest 

Cluster Sample and 753 for the Low-Flux Extension. Between the two parts there are 300 

galuxie:; iu Llw :;ample, uf which 99 meet. Llie above criteria. 

REFLEX is the ROSAT-ESO Flux-Limited X-Ray Galaxy Cluster Survey Catalog 

(Bohringer, et al. 2004). Galaxy cluster candidates were selected by their X-ray emission in 
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the RASS. Targets were the spectroscopically identified as part of an ESO program. RE

FLEX is estimated to be 90% complete for clusters with fluxes above 3 x 10- 12 erg s- 1 cm-2 

in the 0.1 to 2.4 keV X-ray bandpass. The REFLEX survey covers an area of 4.24 stera

dians in the southern sky. As a result only 44 of the 447 clusters in REFLEX survive the 

declination and redshift requirement. 

Bohringer, et al. (2000) describe the Northern ROSAT AU-Sky (NORAS) Gala,,xy 

Cluster Survey. The NORAS cluster catalog is an X-ray selected sample of galaxy clusters 

designed for cosmological studies. Like the REFLEX survey the data for the NORAS 

catalog came from RASS. The NORAS cluster catalog is complementary to the REFLEX 

catalog as it is composed of objects from the northern sky. The NO RAS catalog differs from 

REFLEX in that it is selected purely from X-ray data. The REFLEX survey relies on the 

the correlation of X-ray sources with known galaxy over-densities measured in optical band8. 

The NORAS cluster survey targets extended X-ray sources and conducts optical follow-up. 

As such the NORAS cluster survey finds more distant galaxy clusters and reveals many 

clusters that were previously known from photographic surveys in the optical. Of the 495 

objects in the NORAS catalog 174 meet the search criteria. The redshifts of the8e object8 

have a mean of z = 0.24 but reach as high as z = 2.49. The higher redshifts of these clu8ters 

compared to the other cluster catalogs make the NORAS galaxy clusters particularly good 

candidates as they are in the redshift range of clusters known to strongly lens LBGs. 

The ROSAT PSPC Catalog of Clu8tern of Gala.."Xie8 i8 another X-ray galaxy cluster 

catalog created using ROSAT data (Vikhlinin, et al. 1998). The PSPCs are Position Sen8i-

tive Proportional Counters which are X-ray sensitive imagers with ,....., 25 arcsecond spatial 
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resolution. ROSAT had two PSPCs the second of which was redundant. The PSPCs were 

also used for the ROSAT All Sky Survey on which the REFLEX and NOH.AS catalogs 

are based. The ROSAT PSPC survey differs from the previous ROSAT catalogs i11 t.hat 

it covers far less area on the sky, 158 square degrees, but goes considerably deeper. The 

range of X-ray fluxes of the ROSAT PSPC clusters is 1.6 x 10-14 to 8 x 10-12 erg s- 1 cm-2 

in the 0.5 to 2 keV energy band. By consequence of the small overlap in flux range with 

the REFLEX and NORAS survey8 there are a handfull of objects which appear in both 

the ROSAT PSPC catalog and either the REFLEX or NORAS catalogs. Candidate galaxy 

clusters are targeted by identifying objects with extended X-ray flux and are confirmed 

in the optical. Of the 203 galaxy chrnters in the ROSAT PSPC catalog 127 survive the 

restrictions for this project. The fainter fluxes probed in this survey make it po8sible to 

find clusters at larger distances. The mean redshift of the surviving clusters is z = 0.294. 

This range of redshifts is also in good agreement with the redshifts of clusters lensing the 

known strongly lensed LBGs. 

The BAX (Base de Donnees Amas de Galaxies X) X-Ray Galaxy Ch18tern and 

Groups Catalog is a searchable multi-wavelength database of galaxy clusters and groups 

containing equatorial coordinates, names and identifiers, redhift, X-ray luminosities, tem

perature8 and links to outside information (Sadat, et al. 2004). The BAX database provides 

no new observations but is a collection of published results on X-ray clusters. It is designed 

to fadlitate the :;tucly of clu8ters and groups by putting information spread out over many 

unrelated published works into one searchable location. The aforementioned query returns 

534 clusters and groups from BAX. In Figure 4.10 BAX appears to contain all ROSAT 
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PSPC galaxies, although BAX contains many objects not included in ROSAT PSPC. 

These eight gala .. '<y cluster samples complement each other well. The Abell and 

FSVS catalogs are optically selected, while the other six are selected either partially or 

entirely on space bm:ied X-ray observations. As Figure 4.10 shows there is considerable 

overlap between many of the samples. However each sample contains clusters not found 

in the others, with the exception that all ROSAT PSPC galaxies appear to be in the 

BAX sample. Combined they are far from a complete sample but the goal is not to make 

statistically correct statements about populations of galaxy clusters. The goal is to create 

a list of potential lenses for LBGs. The combined sample provides a large number of galaxy 

clusters in the northern sky and outside of the Galactic plane with a diverse range of physical 

properties. As such the combined sample is more than satisfactory. 

With a list of galaxy clusters in hand the next task is to identify LBG targets which 

fall along the line of sight to those clusters. Based on images of the known strongly lensed 

LBGs they tend to be relatively near the cores of the lensing clusters. For this reason the 

search radius for the known clusters is set somewhat arbitrarily to 1 arcrninute. To measure 

this correctly one needs to employ spherical trigonometry. The angle 'Y between two objects 

on the sky is given by 

'Y = arctan 
( 

sin c5i sin 82 + cos 81 cos 82 cos 6.a ) 

V (cos 82 sin 6.a)2 + (cos 81sin82 - sin 81 cos 82 cos 6.a)2 
(4.39) 

where n 1 ancl rl1 are t.he 1·ight ::isr.ension an<l c!P.r.lination of t.h0 first. ohj0c.t., n·2 an<l rl2 fl.I'<' 

the RA and dee of the second object and 6.a = a1 - 0:2. Equation 4.39 is an approximation 

which is considerably simpler than the full version. The value of 'Y is at most -rr /2 radians 

due to the inverse tangent; objects on opposite sides of the sky are mistakenly determined to 
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be closer than they really are. Because the SDSS galaxies are all north of -20° declination 

and there are two large gaps due to the Galactic plane this is only an issue for a couple of 

clu:::;ten; which can be weeded out manually. 

As described earlier images of all objects which :::;urvive the database query, flag 

filter and advanced star separation and fall within 1 arcrninute of the the core of a known 

galaxy cluster with z 2: 0.15 are inspected by eye. When inspecting the images there are 

two main characteristics to look for. One is the color. As described earlier LBGs have colors 

which are distinct from nearby galaxies. In Figure 4.11 SDSS color compo:::;ite images of 

known strongly lensed LBGs are shown. The images of cB58 and the 8 O'Clock Arc have 

a distinct bluish purple appearance which stands in stark contrast to the orange galaxies 

of the lensing cluster. The other characteristic is the shape. Gravitational lensing often 

warps the shape of the image of the galaxy. Lensing often leaves the image of a galaxy 

elongated or, more dramatically, in an arced banana shape. The only other cause for such 

severe warping is galaxy interactions which are also rare and warrant a closer look. When 

the bend in a galaxy is concentric with the cluster core it is almost certainly the result of 

lensing. The image of the 8 O'Clock is a textbook example of gravitational lensing and a 

clear sign that the object should be followed up spectroscopically. 

There is another significant benefit to checking targets against the known positions 

of galaxy clusters. As seen above in Figure 4.9 the photometric redshift results from Hyperz 

oft.en have a peak at low red::ihift a::; well a::; one at, higher red:::;hift::;. Thi:; is true even for 

real LBGs which makes the task of finding them photometrically all the more challenging. 

When looking at the Hyperz results for targets along the line of sight to clusters there is an 
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extra piece of information which can be used. If the low redshift peak matches the known 

galaxy cluster redshift then the object in question is almost certainly a cluster member itself 

and can be ignored. However if the low redshift peak differs significantly from the known 

cluster redshift the object is of increased interest. 

Figure 4.12 shows the photometric redshift results for two galaxies selected by 

cross-referencing with the positions of known galaxy clusters. The figure shows the photo

metric redshift information calculated by the version of Hyperz modified to handle lupti

tudes. The objects plotted demonstrate how the photometric information can be used to 

help make an informed judgement on target selection. 

The top panel shows the photometric redshift results for the object SDSS .Jl547+2056. 

According to Hyperz it has a 43 chance of being at z = 0.05 and 2.5% chance of being 

at = 2.23. On top of that its colors are not consistent with being other redshifts. This 

is qualitatively similar to case of cB58, as shown in Figure 4.9, although the probability 

peaks are not nearly as strong. The fact that the probabilities are so low across the board 

suggests this object has interesting colors and a non-standard spectrum. This is especially 

true considering that the object is well detected with an apparent magnitude of r = 18.68. 

This suggests that the strange photometric results are not due to random fluctuations in 

poor photometry. The cluster that SDSS J1547+2056 falls along the line of sight of has 

a known redshift of z = 0.23. According to the photometric redshift results the proba

bility that the object it; at the cluster red:>hift is close to zero. In addition the image of 

SDSS J1547 +2056 shows that it is near the cluster core and has colors which distinguish it 

from the cluster members. For these reasons SDSS J1547+2056 was observed spectroscop-
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ically. The spectrum shows that the object has a very strong Balmer break and a redshift 

z = 0.264. 

The middle panel of Figure 4.12 shows the photometric redshift results for another 

object of interest, SDSS J1640+4643. This object has a strong peak at z = 0.82 with a. 

probability of 873. The probabilities of being at z = 0 and the cluster redshift, also 

z = 0.23, are both 03. The bottom panel of Figure 4.12 shows the redshift results for 

another object which also survives the criteria. of the current algorithm described above. It 

has a small peak of 53 at z = 3.12 and a strong peak of 783 at z = 0.22. Because the 

known cluster redshfit is z = 0.23 this object is clearly most likely a. cluster member and 

can be thrown out. However it is shown as an example to show why SDSS J1640+4643 

stands out as an object of interest. In addition to the photometric redshift information 

the image of SDSS Jl650+4643 is particularly intriguing. It is located about 20" from a 

large elliptical galaxy at the cluster core. In addition it has an elongated shape which is 

stretched perpendicular to the line connecting the object and the cluster core, the direction 

that would be expected if caused by gravitational lensing. Spectroscopic follow up of SDSS 

Jl640+4643 shows reveals that it is a galaxy with weak emission lines at a redshift of 

z = 0.862. In this case the photometric redshift returned by Hyperz was correct. 

Color Cuts 

Somctiino after tho current selection a.lgorithni was put into u::;c the di:scovcry of 

the 8 O'Clock Arc was announced. With this discovery there were two known strongly 

lensed LBGs which are well detected in the SDSS. The 8 O'Clock Arc was discovered 

serendipitously from visually inspecting 40,000 images of candidate interacting galaxies. In 
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a private conversation Allam suggested that they had several more LBG candidates and that 

they were easy to find if one knew what they were looking for. Their technique most likely 

looks for blue galaxies adjacent to red galaxies. To do this a catalog of pairs of adjacent; 

objects is required. This is not a standard SDSS data product and would be very time 

consuming to construct properly. As a result their method cannot easily be implemented. 

However with two objects one can begin to estimate what the properties of the 

distribution look like. In a last ditch attempt to be absolutely sure no obvious objects were 

being missed a color cut selection method was developed using the photometry of cB58 and 

the 8 O'Clock Arc. The color cut method was used on the whole sample independently of 

the regular selection and the cluster correlation methods described above, both of which 

were also applied to the full data set. Three color different color cut methods were used. All 

three were applied only objects which survive the SDSS query, flag filter and star rejection 

discussed above. 

The first of these color cuts is created to simply find the objects with colors within 

the range set by cB58 and the 8 O'Clock Arc. This color cut is shown by the magenta boxes 

in Figure 4.13. The 8 O'Clock Arc is broken up into three pieces by the SDSS photometric 

pipeline. Each individual piece is plotted in Figure 4.13 in addition to the sum of the three 

pieces. The boxes are defined by 

'l/, - g;:::: 1.34 

0.11 :S g - r :S 0.41 

0.01 :S r - i :S 0.18 

0.20 :S i - z :S 0.32 
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where the colors determined from model magnitudes which have been corrected for Milky 

Way reddening. There is no addition apparent magnitude requirement with this color cut. 

This cut ensures that no objects with colors identical to cB58 or the sum of the 8 O'Clock 

Arc are missed, nor those with similar colors. 

The motivation for the other two color cuts was to develop of cut that the pieces 

of the 8 O'Clock Arc could survive individually. Figure 4.13 shows that the pieces of the 

8 O'Clock Arc predominantly fall outside of the magenta box of the color cut described 

above. This fact highlights the overall problem. All three pieces are images of the same 

object and should have identical colors. However due to random errors due to their low 

fluxes they do not. Each of the plus signs in Figure 4.13 is a real LBG, no less the same 

object, but appears quite different. 

The second color cut, the dotted red line in Figure 4.13, is defined as follows: 

u - g:::: 2.00 

g - r:::; 0.41 

g :::; 20.5 

( 4.44) 

( 4.45) 

( 4.46) 

This cut includes objects with extremely red u - g colors which are also blue in g - r. At 

low fluxes there are a lot of objects with extremely red colors in u - g and g - r. These 

objects are largely red ellipticals with spurious photometry. Here the g band magnitude cut 

is extremely important in order to have a robust u - g color. 

The third color cut, shown by the green line in Figure 4.13, is defined by 

1.20 ::; u - g ::; 2.00 (4.47) 
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g - rs:; 0.20 

g s:; 20.9 

(4.48) 

(4.49) 

By looking at objects which arc bluer in u - g the g - r requirement has to be made more 

stringent in order to reduce contamination by the galactic locus. On the other hand the g 

band requirement can be loosened and still have equally robust 'U - g colors. 

The image of every object meeting the criteria of one or more of the three color 

cuts in addition to the general requirements of the current selection method was individually 

inspected by eye. 
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Figure 4.1 Composite Spectra of z '"" 3 LBGs from Shapley, et al. (2003). The fv flux 

is in arbitrary units and the top two spectra have been offset for clearer viewing. The 

811 individual spectra have been split into quartiles by Lya equivalent width and added 

together. The composite spectra of three quartiles is shown here. The quartile with the 

strongest Lya emission is omitted. The positions of selected ultraviolet lines are plotted as 

red, vertical, dotted lines and labeled accordingly. 
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Figure 4.2 The rest-frame ultraviolet spectrum of cB58 from Pettini, et al. (2000). The 

f v flux is in arbitrary units. The positions of selected ultraviolet lines are plotted as red, 

vertical, dotted lines and labeled accordingly. 
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Figure 4.3 Model LBG spectrum from the 912 A break to the near-infrared with flux inf,,. 
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Figure 4.4 LBG track in u - g vs. g - r color space. The blue lines indicate the path of 

elliptical/SO, Sb/Sc, Sd/Irr and intense star forming (LBG) galaxy models through u - g 

vs. g - r color space from z = 0 (lower right end of track for all galaxies) to z = 0. The 

cyan line shows the LBG track for 1.0 < z < 2.29. The green line shows the LBG track for 

u-band dropouts where 2.29 < z < 3.17 where the 912 A break is passing through the u 

filter. The black dots are 6,310 point sources from a 20 deg2 area on the sky and show the 

position of the stellar locus with possible contamination by quasars. 
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Figure 4.5 LBG track in g - r vs. r - i color space. The description is the same as the same 

as for Figure 4.4 with the addition of the orange line which denotes g-band dropouts where 

3.17 < z < 4.92. 
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Figure 4.6 LBG track in r - i vs. i - z color space. The discription follows from Figure 4.5 

which shows the redshift range of the LBG r-band dropouts where 4.92 < z < 6.34. 
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Figure 4. 7 Typical scatter in SDSS photometry data in color space. The first column is 

identical to Figures 4.4, 4.5, and 4.6 except where the density of points is high they have 

been replaced by logarithmic contours. These are all 6,310 point sources in a 20 deg2 area 

with 15 < r < 18 which survive a simple flag filter described in the text. In column two 

29,007 point sources with 18 < r < 21 from the same region which survive the flag filter are 

plotted. Column three shows 28,988 extended sources from the same region which tmrvive 

the flag filter and have 18 < r < 21. The top row shows the distribution of the three 

populations in u - g vs. g - r, g - r vs. r - i, and r - i vs. i - z color space in rows one, 

two and three. For descriptions of the tracks refer back to Figures 4.4, 4.5, and 4.6. 
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Figure 4.8 LBG selection color cuts from the first generation selection algorithm. The solid 

black lines, defined in equations 4.8, 4.9 and 4.10, show the stellar locus regions used in 

the algorithm. The hatched orange regions show the regions for LBG selection as defined 

in equations 4.6 and 4.7. The green lines show the tracks of the elliptical/SO, Sb/Sc and 

Sd/irregular galaxies, similar to Figures 4.4, 4.5, and 4.6, for 0 < z < 10. The remaining 

lines show the tracks for the LBG model spectrum of 4.3 given a range of IGJ\II extinction 

models: 10% (blue), median (cyan), mean (red) and 90% (magenta). 
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Figure 4.9 Hyperz results for cB58 with and without flux correction modification. The 

plot shows the probability that cB58 is at a given redshift. In the top panel is the result 

of the original method using Hyperz "as is,'' approximating the SDSS luptitudes by AB 

magnitudes. In the bottom panel the current results are shown using the modified version 

of Ilyperz which LreaLs t,he SDSS luptiLudes properly. The resolution in redshift in the new 

results has been lowered in order to increase the range of extinction models tested. 
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Figure 4.10 Positions of known galaxy clusters in equatorial coordinates. Objects with 

declinations below -20° are not plotted due to the fact that these objects do not overlap 

with the SDSS. Galaxy clusters are plotted by cluster catalog. The catalogs are the Abell 

rich cluster catalog (brown asterisks), FSVS catalog (magenta points), Einstein catalog (red 

crosses), RASS brightest cluster catalog (gold circles), REFLEX catalog (blue squares), 

NORAS catalog (green triangles), ROSAT PSPC catalog (cyan x's), and the BAX catalog 

(black diamonds). 
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Figure 4.11 SDSS images of known strongly lensed LBGs. Upper left: MS1512-cB58. UppP.r 

right: The Cosmic Eye, LBG J213512.73-010143. Lower left: The 8 O'Clock Arc, SDSS 

J002240.91+143110.4. 
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Figure 4.12 Photometric redshifts of targeted galaxies. The plots show the probability, as 

calculated by the modified version of Hyperz, that the galaxy in question is at a given 

redshift. The top panel is for SDSS Jl547+2056, the middle panel is for SDSS Jl640+4643, 

and the bottom panel is for a galaxy which survives all of the criteria of the current l'>Clection 

along the same line of sight as SDSS Jl640+4643. 
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Figure 4.13 Current LBG color cut based on SDSS photometry of cB58 and the 8 O'Clock 

Arc. The blue lines are galaxy model tracks with z :S 1.0. The cyan lines are the LBG 

tracks for z > 1.0. The the positions of the known LBGs are given by a circle ( cB58) and a 

diamond (sum of the three 8 O'Clock Arc pieces). The plus signs show the positions of the 

individual pieces of the 8 O'Clock Arc. The three color cuts described in the text are given 

by the magenta and green solid lines and the red dotted line. The arrows in the upper left 

panel indicate that there is no blue bound to the g - r color. 



Chapter 5 

Spectroscopic Study of Lensed 

Lyman Break Galaxy Candidates 

5.1 Spectroscopic Results 

In the previous chapter the algorithms for targeting lensed LBGs were discussed. 

In this chapter the results of the spectroscopic follow-up of these objects are discussed. In 

addition several secondary searches for lensed LBGs are discussed. 

5.1.1 First Generation Algorithm 

Observations 

Targets generated by the first generation algorithm were observed primarily with 

the 2dF instrument on the 3.9m Anglo Australian TeleRcope. 2<lF is a multi fiber Hpec

trograph instrument capable of observing 400 spectra at a Lime wit,lliu a Lwo degree field 

of view (Lewis, et al. 2002). This project was run piggy backed on a project to measure 

the level of quasar activity in the universe at z ,......, 3 which is the period in cosmic history 
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at which quasars were most active (Chiu 2006). Out of the 400 2dF fiben; around ten per 

pointing were used for this project. 

2dF is a unique and innovative spectrograph. Fiber optic cables are attached by 

magnets to metal plate at the prime focus of the telescope. The location of the fibers in the 

field of view is such that the light from objects of interest falls on the ends of the fibers. The 

light from an object passes through the fiber optic cables into one of two spectrograph8. 

The 400 fibers are connected around the edge of the circular plate and point radially inward 

when configured. The fibers are kept taut so as not to get tangled and block other fibern. 

Specialized software determines the optimal locations of the fibers. There are a 

few constraints. One is that there is a physical limit to how close the fibern can be placed 

to each other due to the size of the magnet which affixes them to the plate. Secondly the 

fibers are not allowed to cross each other. If an object is assigned to a specific spectrograph 

this is an additional case. In the standard case both spectrographs are set up with the 8ame 

gratings. For the quasar project one spectrograph had a blue grating (300B)for object8 

targeted as z ,...., 3 quasars and a red grating (316R) for objects targeted as z ,...., 5 quasars. 

Due to these con8traints the target list is larger than the number of fibers and the 8oftware 

then allocates the fibers in the most effective way possible. 

The other unique feature is that the fibers are placed in an automated fa8hion 

using a robotic arm. The 2dF instrument has fiber assemblies on two sides. While one 

Hide iH being mw<l for obscrvatiou:; Lhc fil.icr:; c::au lie rearrauge<l 011 Lhe other eud. When 

switching from one observational field to the next the whole instrument is rotated 180° so 

that new observations can begin immediately. 
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As mentioned earlier the first attempt to find lensed LBGs was largely an oppor

tunistic use of unallocated fibers from the quasar survey. The density of targets gcucrntecl 

by the quasar survey in a given field dictated how many fibers went to LBG targets. The 

fiber allocation software also influenced the number of LBG targets observed per field, 

depending on fiber collisions. 

In addition to the science targets around 4 fibers per pointing were used for guide 

stars and around 30 were used to measure the sky. The exposure time used was 15 minutes 

and four to five exposures were taken per field depending on the conditions. Flat field and 

arc lamp exposures were also taken. Data reduction was done using the 2dfdr software, 

which was designed specifically for the 2dF instrument, in the standard way. 

A full list of all LBG candidates observed can be found in Appendix A. Most of 

the targets observed were too noisy to identify. The goal of the quasar study was simply to 

identify quasars and measure their redshifts. Quasar spectra have strong, broad emis::>ion 

lines which are fairly easy to identify even with poor S/N. Galaxies on the other hand 

tend to have narrow emission lines and many, including LBGs like cB58, do not have any 

prominent emission lines. However the observing strategy was set solely with the quasar 

study in mind. As a result galaxies with magnitudes similar to those of the quasars found 

can be too noisy to identify. Many of the targets had stellar type spectra. 

However two objects targeted as LBG candidates were clearly identified as quasars. 

Their spectra. can be found in Figure 5.1. SDSS J145121.82+010811.8 has a reclshifL of 

z = 3.35 and SDSS JOOl 714.67-100055.5 has a redshift of z = 5.03. SDSS JOOl 7-1000 was 

at the time the most distant object ever discovered using the AAT. 
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Analysis of Algorithm Shortcomings 

Due to the constraint of observing as part of another program of higher priority 

the first generation algorithm suffered in part from outside forces. The algorithm was 

never used to identify the absolute "best" targets 011 the sky as defined by its own criteria. 

Rather a region of 7r square degrees was determined by others and the ten or so most likely 

candidates were identified and observed. As such the algorithm was never fully tested 011 

its own merits. However, given the objects observed some lessons were learned. 

On the bright side two quasars were found with redshifts z ,....., 3 and ,....., 5. In this 

sense the algorithm is a partial success as it managed to identi(y bona fide members of the 

high redshift universe. Quasars drop out of photometric filters for the same reason that 

galaxies do. It is reassuring that drop outs, albeit not gala..xies, are found by this algorithm. 

One of the big lessons learned was that several objects that were identified as 

resolved sources by the SDSS photometry were actually stars. This was in addition to the 

stellar spectra from objects which were identified as point sources in the photometry. It 

was clear that it if the observations were conducted in a more targeted way the level of 

stellar contaminants was far too high. This led to the decision to revise the algorithm to 

reject unresolved sources as well as to be more strict with the star-galaxy separation than 

the SDSS pipeline. 

Another problem is that the galaxy rejection method clearly does not cover the 

whole of the galactic locus. With only three tracks being used for fitting a well detected Sa 

galaxy can easily fall in the gap between the E/SO and Sb/Sc galaxy tracks and survive the 

galaxy rejection. 
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5.1.2 Second Generation Algorithm 

Observations 

The second generation algorithm was used for observations in the second half of 

2002. In total 7 objects were observed with the 2dF instrument and 3 were observed m;iug 

the Faint Object Camera and Spectrograph (FOCAS, citetKashikawa02)) instrument on 

the 8 m Subaru Telescope. This is far fewer than the numbers observed in the July 20()] 

and May 2002. 

The 7 2dF objects were observed and analyzed in the same way as the earlier 

objects. These observations are detailed in the previous section. 

The ob8ervations with FOCAS were done in the long slit spectroscopy mode where 

only one object was observed at at time. Given the large 8 m aperture of the Subaru 

Telescope and the sensitivity of FOCAS only one 300 s exposure was taken for each object. 

These spectra were reduced using the apextract package in IRAF. These spectra were all 

well detected so the reduction was carried out in the standard way. 

The FOCAS spectra are shown in Figure 5.2. The objects were revealed to be 

an A star and two nearby galaxies with redshifts z ,...., 0.02. The full list of observations is 

shown if Table A.l. Of the ten objects targeted using the second generation algorithm four 

are determined to be emission line galaxies. 

Analysis of Algoritlun Shortcon:1ing:; 

While the problem of contamination by individual stars seems to be resolved by 

the second generation algorithm, binary stars with small separations are revealed to be a 
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source of contamination. SDSS J020655.21-005817.4 is classified as a star by the SDSS 

imaging star/gala .. xy separator. The left half of Figure 5.3 shows the SDSS image of SDSS 

J0206-0058 which appears to be extended. This object was observed spectroscopically m;ing 

the FOCAS instrument on the Subaru Telescope, au 8.2m telescope at the summit of Mauna 

Kea. A quick exposure, seen on the right half of Figure 5.3, made for slit placement clearly 

shows that the object is actually two point sources with a small separation. The ::;pectnun, 

in Figure 5.2 reveals that the brighter object is an A type star. The SDSS colors of the 

object do not appear to be stellar because it is actually two stars summed together. Such 

pairings of stars have the potential to have strange colors which can confuse the algorithm. 

Another significant problem with the second generation algorithm is that it picks 

out low redshift emission line galaxies. This is particularly troubling. These objects should 

be identified by HyperZ and rejected. 

5.1.3 Current Algorithm 

Observations 

The observations for targets selected by the current algorithm were all conducted 

using the Dual Imaging Spectrograph (DIS III) on the 3.5 m ARC Telescope at Apache Point 

Observatory. These observations were conducted remotely from both Baltimore, lVlaryland 

and Melbourne, Australia. The observations were conducted from October 2006 to .June 

2007. DIS III was used in long slit spectroscopy mode. Depending on the nature of the 

targets and the weather conditions exposure times ranged from 30 to 75 minutes. The 

spectra were reduced using the apextract package in IRAF. 
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In total 14 objects selected with the current algorithm were observed, 8 of which 

are clearly identified. The list of observed objects can be found in Table A.l. Selected 

spectra from the8e ob8ervation8 are 8hown in Figures 5.4, 5.5, and 5.6. 

Five of the eight galaxies are identified a8 having red8hift8 below z = 1 by weak 

emission lines. Figure 5.4 is an example of one of these gala.xies. Two of thc8c galaxie8 

have H,B lines which are far weaker than expected given the observed strengths of the Ho, 

line. Figure 5.4 is an example of this. The expected ratio of Ha to H,B is around 2.8 and is 

discussed at greater length in Chapter 2. Larger values of this ratio are due to extinction 

within the galaxies. The low ratio seen in Figure 5.4 point8 to very heavy extinction which 

makes the galaxy appear much redder than it should be given its stellar population, This 

could be the reason why the modified version of HyperZ fails to reject it. 

One of the eight objects (Figure 5.5) is a galaxy with a pronounced Balmer break. 

The last two contaminants, one of which is found in Figure 5.6, have quasar spectra. 

These objects are interesting in that they are both truly extended as evidenced by the SDSS 

imaging and the the width of the trace in the long slit spectroscopy image. One possible 

explanation for this is that they are lens systems, like the one in Figure 1.4, where the 

separation of the images is too small to the images to be resolved by SDSS. The result 

mimics an extended object, 

Analysis of Algorithm Shortcomings 

The current algorithm is a clear step forward. For one the emission line galaxies 

have largely been eradicated. The current emission line galaxy contaminants have much 

weaker emission lines and are much closer to being continuum sources. Another contaminant 
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is a Balmer break ga.la.xy. The Balmer break can be difficult to tell from the Lyman break 

using photometric redshift codes. This is a contaminant one likely has to live with. In 

addition several high redshift quasars have been found. These are drop out objeet.s like the 

LBGs so thh; is at lea.st a step in the right direction. Genera.Uy quasars are point sources and 

should be easily rejected among the first steps of the algorithm. However inspectious of the 

SDSS images and the long slit spectroscopy images indicate that these truly are extended 

objects. It is possible that this algorithm i8 useful for picking out new quasar lens sy8tems. 

While that is something of a mystery it bodes well for the selection algorithm as these 

are truly unusual objects. Another contaminant is heavily extincted emission line galaxies. 

Again, these are another kind of unusual object. The algorithm does appear successful 

for the most part at rejecting mundane objects. Given that this algorithm was specifically 

designed to find cB58 any object similar to cB58 will be found. Given that none of these 

objects were detected LBGs must be difficult to find photometrically in the SDSS. At thi8 

point the only way to improve this algorithm seems to be to have a larger set of known 

lensed LBGs as a point of reference. 

5.2 Mining Known LBGs from the SDSS 

At the beginning of the LBG search there were no known strongly lensed LBG 

candidates within the SDSS footprint. As a result in the early stages of the project it was 

not possible to test selection methods against actual objects. There was a complete reliance 

on models. However at present three of the four known 8trongly len8ed LBG8 have been 

observed by the SDSS. Each of these objects provides a valuable opportunity to check the 
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Table 5.1. SDSS Photometric Data for Known Strongly Lensed LBGs 

c858 8 O'Clock Arc 

Sum A B c 

u 22.38 ±0.30 24.62 ± 3.10 25.73 ± 1.69 23.41±0.71 24.83 ± 1.10 

g 21.00 ± 0.04 19.99 ± 0.04 20.55 ± 0.05 21.77 ± 0.07 21.69 ± 0.06 

'/" 20.58 ±0.04 19.81±0.05 20.39 ± 0.07 2l.64 ± 0.09 21.47 ±0.07 

20.39 ±0.05 19.75 ± 0.06 20.49 ± 0.10 21.31 ± 0.09 21.23 ± 0.07 

z 20.07 ± 0.12 19.50 ± 0.19 20.22 ± 0.31 20.89 ± 0.24 21.11±0.27 

u-g 1.35 4.56 5.11 1.57 3.06 

g-r 0.40 0.12 0.10 0.07 0.23 

r-i 0.17 0.02 -0.14 0.29 0.14 

i- z 0.31 0.21 0.23 0.38 0.08 

selection method to determine if it is capable of finding real LBGs and insight on how to 

improve the criteria for increased efficiency. In this section each of the known LBGs is 

discussed in the context of whether or not the selection methods identify the object and if 

not if an improvement of the rubric could potentially rectify the deficiency. 

5.2.1 MS1512-cB58 

MS1512-cB58, the first strongly lensed LBG found, was discovered serendipitously 

m a galaxy cluster redshift survey. It is the inspiration for this project to find strongly 

lensed LBGs with a systematic approach using photometry data. As mentioned earlier the 

current selection algorithm was designed explicitly such that cB58 would pass. It is the first 

of the three algorithms described to have the benefit of hindsight. It was not until after the 

250 



first two algorithms were implemented that the SDSS finally observed cB58. 

The first generation algorithm has major problems when it comes to finding cB58. 

First off the CHILD flag is set for cB58. Secondly cB58 falls within all three ::;tar boxes iu 

Figure 4.8 and as a result would be rejected as a star. Lastly, cB58 falls outside the orange 

LBG selection box in Figure 4.8 and would be rejected on those grounds as well. 

5.2.2 The Bullet Cluster 

The LBG in the Bullet Cluster was discovered by a chain of events. First the cluster 

was identified as an extended X-ray source by the space-based Einstein X-ray telescope 

during its lifetime between 1978 and 1981. 'I\1cker, Tananbaum, & Remillard (1995) did 

CCD imaging of the field and discovered the cluster as well as a 12" luminous arc. Mehlert, 

et al. (2001) spectroscopically confirmed the object as an LBG. 

With a declination of -56° the Bullet Cluster is outside of the SDSS footprint. As 

such there was no chance of finding it in this project. However it is doubtful that it could 

have been pulled out of the SDSS. For one, the object has an apparent magnitude of R = 22. 

This is well below the limit where the SDSS photometry is reliable. The Mehlert, et al. 

(2001) image is from the VLT and has 0.80" seeing in the R band which is considerably 

better than the median SDSS seeing of 1.43". The LBG has a length of 14" and width of 

1.8" so the surface brightness is low. It is also located 2" from a brighter elliptical galaxy 

which would almost certainly result in spurious photometry after dehlcnding. The other 

four high redshift objects in the field are even fainter and would be impossible to find in 

the SDSS. 

The Bullet Cluster LBG was discovered serendipitously and is too faint to be 
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systematically identified in the SDSS. 

5.2.3 The Cosmic Eye 

The Cosmic Eye was discovered in Hubble Space Telescope imaging as part. of a 

program to find bright lensed galaxies in X-ray luminous galaxy clusters. The Hubble ACS 

image in Smail, et al. (2007) has very sharp spatial resolution and clearly shows a. central 

elliptical gala.-xy with two thin arcs forming nearly a full circle around it. However in the 

SDSS image, shown in Figure 4.11, the arcs and the central elliptical galaxy are blurred 

together. The Cosmic Eye is bright enough to survive the selection criteria with r = 20.27 

and i = 19. 74, however the light is dominated by the central elliptical galaxy. The colors of 

the object are ·u - g = 2.23, g - r = 1.15, r - i = 0.50, and i - z = 0.26. Comparison with 

Figures 4.4, 4.5, and 4.6 show that these colors are consistent with elliptical galaxies and 

inconsistent with LBG colors. In addition the Cosmic Eye has the NOPETRO flag set which 

would be rejected by the current flag filter. 

5.2.4 The 8 O'Clock Arc 

The 8 O'Clock Arc was discovered serendipitously by visual inspection of over 

40,000 images of candidate interacting galaxies. It is the only strongly lensed LBG to be 

discovered using the SDSS data. It was not found by its photometry alone, but primarily 

by its proximity to another object. The key point about the SDSS observations of the 8 

O'Clock Arc is that the SDSS photometric pipeline treats it as three pieces. The details 

of each individual piece as well as the sum of all three are shown in Table 5.1. The sum 

is determined by correctly converting the luptitude of each object in each baud into fiux 
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via equation 4.3, summing the fluxes, and then converting back to luptitudcs using cqation 

4.1. In the sum the 8 O'Clock Arc is well detected with r = 19.81. However tlw individual 

pieces are fainter with r band magnitude:; of 20.39, 21.64, and 21.47 for piece:; A, B, and C 

respectively. 

The 8 O'Clock is in trouble right off the bat in the first generation algorithm. The 

first generation algorithm has a magnitude cut i < 21. Piece A survives with i = 20.49 !mt 

pieces B and C are both a half magnitude too faint. All three pieces have the CHILD flag set 

in the global object flags so they would be the 8 O'Clock Arc would be completely rejected 

at the first step. In addition piece A and B and the sum all have i - z > 0.20 which falls 

outside of the LBG area in Figure 4.8. 

As for the current selection algorithm, piece::; B and C are immediately rejected 

by the requirement that i < 20.5 and piece A only makes it by 0.01 magnitudes. Piece B 

passes the flag filter but A and C are rejected. Both have the NOPETRO and CR flags set in 

the r band. Piece C is also a product of the deblender. 

Figure 5.7 gives the photometric redshift results for the full 8 O'Clock Arc and 

the pieces thereof. The photometric redshift results for the full arc are sharply peaked at 

z '""' 3.1 which is slightly higher than the true redshift z = 2. 73. The sum is given only a 

'""' 1 % chance of being at the true redshift. Even more impressive is that there are no peaks 

at low or intermediate redshifts. The probability is zero everywhere except the main high 

rP<h::hift pen.k. 'T'hc sn.mc is true, although the peak i::; 110(, a,:; ::;lmrp fur piece::; A arn1 C. Piece 

B has its strongest peak at z = 0 and has a broad secondary peak ranging from z = 1 to 

3. The photometric results for pieces A and B, and especially the sum, are very promising. 
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They are much better than the results for cB58 in Figure 4.9 in that there is no low re(lHhfit 

peak to cause confusion. Unfortunately this point is academic. The sum, which has the 

best results, is not in the SDSS database as one needs to know a priori to add the sum the 

fluxes of the three piece::; the arc i::; divided into by the pipeline. One would already be a 

long way towards identifying the object as a gravitational lens by that point. The 

On the upside this proves that scans of the photometric redshift data looking for 

objects with strong high redshift peaks in conjunction with no peaks at low redshift can 

find objects like the 8 O'Clock Arc if they are in the sample. 

5.3 Other LBG Searches 

In addition to the main photometric search several unrelated opportunities arose 

to look for lensed LBGs. In this section these projects are described as well as the techniques 

used to implement them. 

5.3.1 u-band Selected Galaxy Survey 

In the late summer the North Galactic Pole is not ob::;ervable. During these times 

the SDSS Southern Survey is in operation which entails repeat imaging and spectroscopy 

of a relatively small area along the celestial equator in the Southern Galactic cap. In 

addition to the main survey the SDSS accepts proposals for special spectroscopic observing 

campaigns. Special plates are drilled for these observations which are reduced in processed 

using the standard SDSS spectroscopic pipeline. 

One such special program is the SDSS u-band Galaxy Survey (Baldry, et al. 2005). 
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The goal of the 'U-band survey was to measure the galaxy luminosity function in the 'Uo.1 baud 

and its evolution with redshift. To accomplish this galaxies were selected by a combinatiou 

of six programs, designed in particular for different purposes, which when combine yield a 

sample with u < 20.5 in Petrosian magnitudes. 

In order to improve the S/N ratio in the 'U-band photometry the co-added imaging 

catalog was used. To increase the depth of the imaging individual imaging runs must be 

added together into combined images. However to improve the S/N the imaging catalogs 

can be added together. Because the SDSS uses luptitudes (§4.2.1) no flux information 

is lost, even in the case of a non-detection. The catalog of each observing run can be 

easily converted back to flux, added to subsequent observations, then converted back into 

luptitudes. This has the advantage of being easier to do than adding the imaging together, 

especially since the number of observations differs from region to region and because the 

seeing can be different from night to night. 

We searched the u-band selected spectra for lensed LBGs. We did not search the 

SDSS MGS for LBGs for a number of reasons. For one, the magnitude limit of r < 17.77 

is more than two magnitudes brighter than any lensed LBGs known. For another MGS 

spectra are automatically identified, and those which are unidentified or for which the two 

identification pipelines disagree are marked for individual attention. Such galaxies would 

be identified before we would have access to them. 

On the or,hcr hand, the ·u-baud survey reache:; clown to -u < 20.G which i:; cumpa-

rable to the observed magnitudes of cB58 and the 8 O'Clock Arc. Because they are special 

plates they do not receive the same attention that the MGS plates do so there is an op-
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portunity to find something missed by others. Lastly, clue to the faint limiting magnitude 

there are a number of unidentified spectra with noisy spectra and no emission lines. 

Unlike the photometric searches detailed above this is an analysis of spectra already 

in hand requiring completely different methods. The spectra are compared to template spec

tra of LBGs through a method called cross-correlation. Cross-correlation can potentially 

find similarities between spectra that are not immediately obvious to the untrained eye 

even while simultaneously determining the redshift using Fourier techniques. The cross

correlation technique is set forth by Tonry & Davis (1979) and is described below. 

Before this method can be implemented it is necessary to prepare both the spectra 

of interest and the template spectra for cross-correlation. These steps are shown for the cB58 

spectrum in Figure 5.8. The first step is to rebin the spectra into logarithmic wavelength 

bins. The logarithmic wavelength bins, .6. ln >., must be the same size for all templates and 

spectra. The observed wavelength is related to the rest-frame wavelength by,\= >.o(l + z). 

By taking the logarithm of the wavelength the shift in the spectrum due to redshift becomes 

linear, ln ,\ = ln >.o + ln(l + z). This is a vital step when the spectra have an unknown redshift 

or velocity. 

The second step is to remove the continuum. The cross-correlation technique is 

aimed at matching absorption and emission lines as well as sharp features in the spectrum 

such as the Lyman break. Removing the continuum prevents the cross-correlation from 

get.ting hung np on large scale features which could potentially wa::;h uuL Lhe i11furumLiu11 

provided by line features. To determine the shape of the continuum the spectrum is median 

filtered using a wide swath of wavelengths both to the red and blue of each wavelength. 
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Vie constructed the continuum using the median of the spectrum over a wavelength range 

roughly 160A wide in the optical centered at each continuum wavelength. The actual width 

of the median bin changes with wavelength as the spectra are binned logarithmically. The 

median smoothed continuum is then subtracted from the observed spectrum to obtain the 

continuum subtracted spectrum. 

Next cosine bell apodization is applied to the continuum-subtracted spectrum. 

The purpose of cosine bell apodization is to ensure that the spectrum goes smoothly to zero 

at both ends. Because the spectrum is treated as periodic in the cross-correlatiou aua.lysb 

it is important for the ends of the spectrum to match ea.ch other. Otherwise there can be a 

discontinuity where the the two ends of the spectrum meet. Such a sharp feature can fool 

the cross-correlation creating strong, erroneous peaks in the results. To solve this problem 

the the continuum-subtracted spectrum is multiplied by a cosine bell function. A cosine 

bell function is equal to 1 everywhere except on the ends where it goes smoothly to zero 

like a cosine function. In our apodization the bell function drops from 1 to 0 over roughly 

250A in the optical on either end of the spectrum. 

The last step in the preparation of the spectra and templates is the bandpass 

filtering of the apodized, continuum-subtracted spectra. Bandpass filtering removes both 

the high frequency variations due primarily to noise and the low frequency variations missed 

by the continuum subtraction which could lead to erroneous results. Bandpass filtering is 

nccomplished by first taking the Fourier transfonn of a ::;pecLru111, Llwu mulLiplyiug Llw Lhe 

transformed spectrum by the bandpass filter and lastly taking the inverse Fourier transform 
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to return the bandpass filtered spectrum. The bandpass filter, b(k), employed is given by 

0 for k < l N 
' 30 2rr 

302rr (k - .l_ N) N 30 2rr for lN<k lN 
30 2rr - < 30 -rr 

b(k) = 1 for lN<k lN 
30 rr - < 22rr 

(5.1) 

1-';;(k-'~) for 1.l:!_<k<N 
2 2rr - 2rr 

0 for k > N 
- 2rr 

At wavenumbers in the middle the transformed spectrum is unaltered. On the edges the 

transformed spectrum linearly decreases until it reaches 0 on both the high and low wave 

number extremes. 

\i\Tith the spectra and templates properly prepared cross-correlation can begin. 

If J(n) is the spectrum of an unknown object at an unknown redshfit as a function of 

logarithmic wavelength bin n and t(n) is a template spectrum at z = 0 then the normalized 

cross-correlation function c(n) is given by 

l N-1 

c(n) = f x t(n) = V-- L J(m)t(m - n) 
CTJCTt m=O 

(5.2) 

where N is the number of logarithmic bins and CTJ and CTt are the root mean square of the 

spectra given by 

2 1 ~ 2 
cr1 = N ~g(n) 

n 

(5.3) 

However it is computationally advantageous to work in Fourier space. Equation 

5.4 gives the discrete Fourier transform. 

G(k) = L g(n) exp(-2nink/N) (5.4) 
n 
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Applying equation 5.4 to equation 5.2 yields 

C(k) = -N 
1 G(k)T*(h~) 

(J JrYt. 
(5.5) 

where T*(k) is the complex conjugate of T(k). By eliminating the sununatiou in equation 

5.2 equation 5.5 is much faster computationally. The last step is to take the inverse Fourier 

transform of equation 5.5 to return to c(n). 

To function c(n) is interpreted by searching for peaks in the function. The strength 

of the peaks indicate the degree to which a spectrum matches the template. As c(n) is a 

normalized function c = l indicates a perfect match to the template. The location of the 

peak indicates the redshift of the object. By counting the number of wavelength bins the 

peak value of c is offset the observed wavelength can be found by multiplying by .6 In,\. 

Four template spectra were used in the search. They are the three coadded LBG 

spectra in Figure 4.1 from Shapley, et al. (2003) and the cB58 spectrum in Figure 4.2 from 

Pettini, et al. (2000). 

Figure 5.9 shows the results from the cross-correlation of the cB58 spectrum to 

the four LBG template spectra. In the top panel of Figure 5.9 the cB58 t:>pectrum is 

cross-correlated to itself. This leads to a sharp peak with a perfect c = 1 centered on 

n = 0 indicating no redshift difference between the spectra. The main peak in the top 

panel clearly dominates all other maxima. In the second panel the cB58 spectra is cross-

correlated with the coadded spectrum of the weakest quartile of Lya EvV in Figur0 4. l. 

In this case the peak value of c is only rv 0.3 but it is still stronger than any other peak. 

It too is centered very near n = 0. This corresponds to a redhsift of z = 0.002 meaning 

that the templates are at essentially the same redshift. At> mentioned in §1. 7 absorption 
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features are often shifted by internal dynamics so a small difference in recbhift between the 

templates is not surprising. Comparing the two spectra in Figures 4.1 and 4.2 there are 

t>everal difference8, most notably perhaps the fact that cB58 hat> much t>tronger abt>orption 

feature8. Nouethele88 the cross-correlation technique is successful in finding the similarities 

between the two spectra and clearly determining the correct redshift. 

In the bottom two panels of Figure 5.9 the cB58 spectrum is crot>s-correlated with 

the coadded spectra of the middle two quartiles of Lya emission. Here the cross-correlation 

fails to find the similarities between the spectra. No peak in c dominates. If one were 

to assume the strongest peak is the correct one the measured redshift would be z ,...., 0. 7 

for both templates. In both cases the correct peak can be seen near n = 0 however it; it> 

not distinguished from they many other peaks. Part of the reason behind this is that the 

absorption features which match the cB58 spectrum become weaker in the coadded spectra 

as the Lya EW increases. The other is that the Lya emit>sion line is so much t>trouger than 

any other feature in the spectrum that it becomes the only relevant feature in the cross

correlation. As the cB58 spectrum has no significant emission lines the cross-correlation 

becomes hung up on many erroneous peaks and fails. 

Searching the 'U-band survey spectra using this technique yielded 110 rmmlts. The 

technique was also applied to the spectra from the 2dF data runs at the AAT. Given the 

large number of weakly exposed objects it was thought that cross-correlation may be able 

to pick out some objects that were inissecl by eye. However Lhis also µroved Lurnuccet>::;ful. 
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5.3.2 SDSS Jll3658.36+024220.l 

There have been a number of objects found in the SDSS data by members of the 

collaboration which were initially believed to by strongly lensed or very luminous LBGs. 

With the exception of the 8 O'Clock Arc these objects have all proven to be something else. 

Perhaps the most interesting of these objects is SDSS J113658.36+024220.l, the 8pectnun 

of which i8 shown in Figure 5.10. 

One project goal of the SDSS is to catalog the diversity of quasars in the univerne. 

Due to the very large size of the SDSS very rare objects a.re observed. For example Schneider, 

et al. (2003) provide a catalog of 16,713 quasarn in SDSS Data Release 1 and Hall, et al. 

(2002) describe 23 broad absorption line quasars with different, unusual properties. SDSS 

J1136+0242 was discovered as part of these efforts. SDSS Jl136+0242 was automatically 

targeted for follow-up spectroscopy for two reasons. The first is that it was identified a8 

a quasar candidate. Secondly it was identified as a serendipity target. The serendipity 

category is designed to allow explore regions of parameter space outside of the norm to find 

unusual objects (Stoughton, et al. 2002). SDSS Jl 136+0242 is identified as a serendipitous 

target because its position is coincident with an object with more than 1 mJy in the FIRST 

catalog. FIRST (Faint Images of the Radio Sky at Twenty cm) is a radio survey of the 

North Galactic Cap at 1365 and 1435 lVIHz using the NRAO Very Large Array (Becker, 

White, & Helfand 1995). 

In late 2002 it was noticed upon visual inspection that the spectrum of SDSS 

Jll36+0242 had several strange properties which are inconsistent with AGN activity. Chief 

among these is the fact that the spectrum (Figure 5.10) has strong Lya emission while C IV, 
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Si IV, and C II are in absorption. The absence of C IV emission is particularly vexing. llL 

addition there is a dip in the spectrum at 1280A (4470A in the observed frame) which is 

not usually seen in quasars but is common in LBGs (Shapley, et al. (2003), see Figure 4.1). 

At this point its discovery was announced within the collaboration. Immediately 

the LBG target list generated by the first generation algorithm was checked to see if SDSS 

.Jll36+0242 was included, and if not why. The object was not on the target foit. The most 

obvious reason why it was not on the list is because it is unresolved in the SDSS data and 

classified as a star. As described earlier in each selection algorithm many steps were ta.ken to 

avoid contamination by stellar sources. Despite efforts to the contrary a significant fraction 

of the objects observed in the summer of 2001 had stellar spectra. Given the number of 

stars masquerading as extended objects and surviving the star rejection method of the time 

there was no plausible way to include point sources for consideration. Strongly lensed LBGs 

are expected to be extended objects in the SDSS and, with the benefit of hindsight, cB58 

and the 8 O'Clock Arc are extended. SDSS Jll36+0242 would not be rejected as a star 

under the first generation criteria but would be rejected on the basis that it i8 not in the 

orange LBG selection area of Figure 4.8. 

However in investigating SDSS Jll36+0242 with respect to the first generation 

algorithm an interesting discovery was made. At the time it was not possible to query the 

survey with a database interface. To find an object of interest at a known position one had 

to consult the lists of observing runs to dctcnninc which one covered the area iu quesLiou. 

From there within the runs the correct camera column and field number had to be found. 

Then the photometry information could be found by searching the relevant tsObj catalog 
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Table 5.2. Photometry of SDSS Jll3658.36+024220.1 

MJD Date "±<Tu g ±<Ty 1· ± <T1· i ±<Ti z ± <Tz 

51668 May 4, 2000 22.44 ± 0.37 20.69 ± 0.04 20.06 ± 0.03 19.61±0.03 l9.28 ± 0.08 

51901 Dec 23, 2000 21.92 ± 0.17 20.54 ± 0.03 19.97 ± 0.02 19.60 ± 0.03 19.12 ± 0.07 

51989 !\far 21, 2001 20.50 ± 0.17 19.86 ± 0.13 W.45 ± 0.11 

file. 

By design the SDSS imaging camera has six columns of five CCDs. Observations 

are done in drift scanning mode where the telescope points in a fixed direction and as the 

Earth turns the celestial objects drift down the column of five CCDs, one each for the five 

SDSS ugriz filters. In one pass each object is observed in all five filters. The six CCD 

columns are not directly adjacent to each other- there is a gap between the columns. In 

order to achieve full coverage of the sky a second set of observations must be made slightly 

offset from the first such that the gaps in the first set are observed. Each set is referred 

to as a strip and when put together they form a stripe which has no gaps. The two strips 

have a small amount of overlap so that parts of the sky are unobserved and to facilitate 

photometric calibrations between the strips. In all around 103 of objects in the SDSS have 

been observed twice. 

By pure random chance SDSS Jl136+0242 falls in the overlap between two strips. 

It was first observed on May 4, 2000 and the second observation was made seven months 

later on December 23, 2000. The photometric data can be found in the first two rows in 

Table 5.2. It is immediately noticeable upon first glance that SDSS J1136+0242 appeared 
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to have brightened over the seven months between observa.tious. The increm;e in brightue::;::; 

was dependent on color and in the i baud it did not change at all. 

The fact that SDSS Jll36+0242 experienced a significant change m brightness 

strongly points to the fact that it is not an LBG. The high luminosities of LBGs are 

powered by young, massive stars. These stars have lifetimes on the order of a million yea.ni 

so significant changes in the brightness of star forming galaxies should vary on similar time 

scales, not half a year. Another issue is causality (see Kralik (1999)). If all points on an 

object with diameter l changes brightness at all points simultaneously the light from the far 

edge will be observed with a delay l / c compared to the light from the front edge. For this 

reason the increase or decrease in brightness will have a width of l/c. This gives the shortest 

time scale on which an object can fluctuate in brightness across the full volume. For a gala..xy 

the size of the Milky Way which is of order 105 light years across this time scale is 100,000 

years. AGN on the other hand are powered by accretion onto disks surrounding :ouper

massive black holes at the centers of galaxies. These accretion disks have sizes comparable 

to the size of the Solar System- much smaller than the size of galaxies. AGN are known 

to fluctuate in the optical on timescales as short as weeks. 

Hall, et al. (2004) find that the two photometric observations vary at the 99.8% 

confidence level. At the redshift of SDSS Jll36+0242 (z = 2.492) the seven mouth gap 

between observations corresponds to a delay of 67 days in t.he rest-frame. In addition, 

they were able to synthesize gri magnitude<> from SDSS t:>pct.:Lru<>cuµk: i11easure111e11Ls uu 

March 21, 2001. These measurements are shown in the last row of Table 5.2. The synthetic 

magnitudes vary at the 853 level from the first photometric observations but. do not vary 
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from the second. 

Hall, et al. (2004) conclude that SDSS J1136+0242 is not a 8trongly lensed LBG 

for three reasons. First is the photometric variability previously discussed. Secondly the 

fact that it is unresolved in the SDSS suggests that it is not a lensed galaxy. Furthermore 

imaging from the Canada-France-Hawaii Telescope, a 3.6m telescope atop l\IIanua Kea, 

yields a FWHM of 0.59" which is equivalent to the stars in the field. Gravitational lensing 

images with separations larger than 0.2" are ruled out. In addition the SDSS and CFHT 

images show no objects within 11" which constrains the parameters of the potential lensing 

object. If a galaxy cluster is responsible for the lensing it would have to have a redshift 

z 2: 1 to elude detection in the imaging. The imaging data does not rule out lensing but 

makes it unlikely. Lastly, the tilt in the rest-frame UV spectrum is redder than for typical 

LBGs and no spectral synthesis models for young stellar populations reveal a continuum as 

featureless as that observed in SDSS J1136+0242. 

5.3.3 SDSS Southern Stripe Image Co-Add 

The SDSS Southern Stripe image co-add is a data product currently undergoing 

testing within the SDSS collaboration and is not publicly available at this time. These data 

are from the South Galactic Cap imaging survey (York, et al. 2000). During the fall only 

the South Galactic Cap is observable from APO. Figure 4.10 which shows the di8tribution 

of many known galaxy clusters also shows where the plane of the Milky Way cuts across the 

sky and blocks the light from external galaxies. The SDSS only observes above and below 

the plane of the galactic plane clue to its primary design goal of measuring the large scale 

structure of galaxy clustering. Nearly the entire North Galactic Cap is observable from 
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APO. The aim of the SDSS is contiguous coverage of the bulk of the North Galactic Cap 

in imaging and spectroscopy. However for the Southern Galactic Cap there is a roughly 

equal amount of time to cover a much smaller area. In the Southern Galactic Cap only 

three stripes are observed. These stripes stretch from 310° to 60°. One of these follows the 

celestial equator. The other two are on great circles, one above and one below the equatorial 

stripe. These stripes are observed repeatedly for two reasons. For one it makes it possible 

to find variable objects including supernovae in external galaxies. Secondly it allows the 

images to be co-added to reach about two magnitudes fainter than the imaging survey in 

the north. 

Catalog added data have been available for some time. Catalog added data for 

an object can found when an object has been identified and measured by the photometric 

pipeline in multiple observations. As previously described luptitudes preserve all flux in

formation by design, even when the flux is negative. For each observation of an object the 

photometry within an aperture can be converted without loss to flux and an error weighted 

average can be taken across many observations. The mean fluxes can then be converted 

back into fluxes. For faint objects near the survey limits this technique can reduce the 

Poisson errors in the photometry resulting in more precise photometry. The amount of the 

improvement varies across the Southern Stripe depending on how many observations are 

available for a given area. 

While adding the catalog data can reduce the errors iu weakly <letecLe<l objects it 

does not reduce the limiting magnitude of the survey. In order for the flux of an object to 

be stored in a catalog it must be bright enough to be detected in the first place. For the 
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catalog added data this means an object must be detected in each individual image which 

all have exposures of the same length. In order to go deeper the individual imagrn; must 

be summed into a new image with a longer effective exposure time. The summed image is 

then run through the photometric pipeline. The image co-added data not only improves 

the S/N of objects found in individual exposures but it also finds many objects that are 

only revealed with longer exposures. 

One of the major problems in creating the image co-added catalog is that the 

number of observations for each objects. For one thing if an object straddles the edge of 

two regions with different numbers of observations it becomes more difficult to robustly 

measure the area. Another key challenge is building a robust, bias free sample from a 

catalog of objects with differing exposure times. While this would be a large concern for 

the project described in chapter 2 it is of minimal consequence here where strongly lensed 

LBGs are being searched for by any means necessary. Objects with substantially better 

photometry than the norm only increase the odds of the project's success. If at some point 

a large sample of lensed LBGs were found then making conclusions about the density of 

the objects on the sky or their global properties would be made more difficult by variable 

photometry quality. At this point it is an academic point. 

The beta version of the Southern Stripe image co-add covered an area of approxi

mately 30 square degrees. There are on average 25 individual observations being combined 

for each location. The data arc not yet in a databacc aud cauuuL be accessed lJy SQL query. 

Rather the raw tsObj catalog FITS files need to be manipulated directly as was the case 

when the first generation algorithm was in use. 
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IDL code was written to impose the conditions of the SQL database query of the 

current algorithm. Only one modification was made. The current SQL query requires that 

17.77:::; i:::; 20.5 in Petrosian magnitudes. However the co-add data are advertised to be 

two magnitudes fainter than the standard imaging data. In light of this fact the requirement; 

was changed such that i 2: 17. 77. This rejects objects which are automatically observed 

spectroscopically as part of the MGS while allowing for an independent determination of 

what the new limiting magnitude should be. Within the 30 square degrees available there 

are 214,686 objects which meet these requirements. 

The next step is to apply the flag filter from the current selection algorithm. This 

leaves 178,780 objects, or 83% of those passing the first round of cuts. From there the 

advanced star separation techniques are used in a manner identical to those in the current 

selection algorithm. This leaves 132,127 objects or 62% of the objects surviving the original 

cut. 

No targets were found in the Southern Stripe co-add that were particularly encour

aging. One interesting note is that the new color cuts described in section 4.3.3 returned 

objects which upon inspection of the images were almost exclusively diffraction spikes and 

other obviously spurious photometry. This the opposite of what was seen in the stan

dard imaging results where the objects returned were nearly always clearly actual stars or 

galaxies. The reason for this is unclear. 

Dne to poor weather only 0110 ol>jcd :;dcc.:Lcd from Llw cu-addeu lla,La was olJservell. 

The spectrum obtained is of low quality but the best guess is that it is a z = 4.53 quasar. It 

is heartening that this contaminant is a true denizen of the high redshift universe. However 
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it is a second puzzling object which passes all of the tests indicating it is an extended source 

yet has the spectrum of a quasar. 
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Figure 5.1 High redshfit quasar spectra observed in July 2001. These objects were targeted 

as strongly lensed LBGs but were revealed to be quasars by their spectra. Both spectra 

were taken with the 2dF instrument on the AAT. The top panel shows SDSS JOOl 714.67-

100055.5, a quasar at z = 5.03, observed with the red spectrograph. The bottom panel shows 

SDSS J145121.82+010811.8, a quasar at z = 3.35, observed with the blue spectrograph. 

The ::;pec.:tra are uot flux calibrated. The dotted red line indicates the position of Lya in 

the redshifted frame. The violet lines are the positions of other prominent lines in the 

ultraviolet. 
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Figure 5.2 Subaru FOCAS spectra of candidate lensed LBGs identified by the second gen-

eration selection algorithm. Top panel: SDSS J020655.21-005817.4, an A type star. Middle 

panel: SDSS J224750.77+000149.7, an emission line gala.'-::y at z = 0.0255. Bottom panel: 

SDSS J031314.03-065123.0, an emission line galaxy at z = 0.0226. The spectra are not flux 

calibrated. The dotted lines mark the redshifted positions of prominent lines. The magenta 

lines are Balmer series hydrogen lines, the green lines mark the positions of prominent stellar 

absorption features, and the cyan lines mark collisionally excited forbidden lines. 
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Figure 5.3 Failure of the SDSS imaging star/galaxy classification. At left is the SDSS 

image of SDSS J020655.21-005817.4 and at right is the image from the slit viewer on the 

8.2m Subaru Telescope on Mauna Kea. The object is classified as an extended source in the 

SDSS, but the superior seeing at Mauna Kea and spatial resolution of the Subaru instrument 

clearly reveal that it is actually two adjacent point sources. 
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Figure 5.4 DIS III spectrum of candidate lensed LBG SDSS Jl42617.23+390145.8. Spec-

troscopy reveals this object is a galaxy with weak emission lines at z = 0.36. The top panel 

shows the half of the spectrum from the blue spectrograph and the bottom panel shows the 

half from the red spectrograph. The red line in both panels gives the noise level. The dotted 

lines mark the reclshifted positions of prominent lines. The magenta lines are Balmer series 

hydrogen lines, the green lines mark the positions of prominent stellar absorption features, 

and the cyan lines mark collisionally excited forbidden lines. 
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Figure 5.5 DIS III spectrum of candidate lensed LBG SDSS J154718.85+205619.5. Spec-

troscopy revels this object to be a galaxy at z = 0.264 with a pronounced Balmer break. 

The description of the plot follows that of Figure 5.4. 
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Figure 5.6 DIS III spectrum of candidate lensed LBG SDSS Jl00051.00+232610.0. Spec-

troscopy reveals this object is a quasar at z = 4.58 even though the object is clearly 

extended. The description of the plot follows that of Figure 5.4. The black dotted line 

shows the redshifted position of the Lya: line and the violet dotted lines show the redshifted 

positions of other common lines in the ultraviolet. 
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Figure 5. 7 Photometric redshifts for the 8 O'Clock Arc and parts thereof. The probability 

an object is at a given redshift is given for the the whole 8 O'Clock Arc (top panel) and the 

pieces A, B, and C (second, third, and bottom panels respectively) which make up the full 

arc. 
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Figure 5.8 Steps taken to prepare spectra for cross-correlation. Top panel: The cB58 

spectrum from Figure 4.2 converted to f>. and rebinned logarithmically. The red line is 

the continuum fit following the description in the text. Second panel: The same spectrum 

following continuum subtraction. Third panel: The continuum subtracted spectrum after 

cosine bell apodization. Bottom pauel: Final spectrum u::;ed for cro::;::;-correlatiou. Thi::; i::; 

the result of bandpass filtering the spectrum in the third panel. 
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Figure 5.9 Cross-correlation of the cB58 spectrum with the four LBG template spectra. 

The plots show the value of the function c(n) from equation 5.2 for each bin number n. The 

top panel shows the cross correlation of the cB58 spectrum with itself, a perfect match with 

a peak c value equal to 1. The bottom three panels show the correlation with the spectra 

from Fignre 4.1 ranging from the q11art:ilP wPa.km;;t: in Lyrv PmiRsion in the i;;ccond pa.ncl to 

the second strongest at bottom. 
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Figure 5.10 SDSS spectrum of the Lyman a-only quasar SDSS J113658.36+024220.l. Verti-

cal dotted lines mark the positions of selected absorption and emission lines at the measured 

redshift of z = 2.4920. The green line shows the error in the spectrum as a function of wave-

length. 
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Chapter 6 

Extremely Metal Poor Galaxies 

This chapter discusses the serendipitous discovery of a candidate extremely metal 

poor galaxy (XMPG) and a subsequent effort to systematically select them from the SDSS. 

As discussed in Chapter 4 the first incarnation of lensed LBG search opportunistically piggy 

backed onto the Chiu (2006) study of the epoch of peak quasar activity. Quasar activity 

reached its maximum at z '"" 3. Despite the fact that quasars were the most active at thh; 

point in time the quasars of that time are observationally difficult to study because their 

colors become confused with those of stars on the stellar locus. To combat this problem 

Chiu (2006) used a shotgun approach to take spectra of as many objects in this region of 

color space as possible. More than a decade ago this approach would have been prohibitively 

time consuming. However with the advent of the multi-fiber spectrograph it has become a 

reality. 

Observations were made with the 2dF instrument on the 3.9m Anglo Australian 

Telescope in Coonabarabran, New South Wales, Australia. The 2dF instrument can simul

taneously take spectra of 400 objects within a two degree field of view (Lewis, et al. 2002). 

This greatly reduces the amount of time to acquire spectra. The region of color space 
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targeted by Chiu (2006) is dominated by stars. For each pointing with 2dF only around 

ten objects proved to be quasars. The remainder, minus a few broken fibers and 15-20 sky 

fibers, were stars or indiscernible. 

There were however a few surprises. Figure 6.1 show::; the spectrum of SDSS 

3094725.23-000509.3. The spectrum was taken with the Double Beam Spectrograph on the 

2.3 Advanced Technology Telescope at Siding Spring Observatory outside Coonabarabran, 

New South Wales, Australia. The top panel of the figure shows that the object has very 

strong emission lines on top of a weak continuum. The bottom panel provides a closer view 

of the continuum and weak emission lines. The first odd thing is that the spectrum of SDSS 

J0947-0005 reveals that it is an emission line galaxy at redshift z = 0.0568. Galaxies are 

not expected to be contaminants because the targeting algorithm of Chiu (2006) selects 

only unresolved sources as it is designed to find quasars. 

The particularly interesting feature of SDSS J0947-0005 can be more clearly seen in 

Figure 6.2. Figure 6.5 is a close-up of Figure 6.1 emphasizing the wavelength region around 

the Ha line. The dotted magenta line denotes the position of the Ha line at z = 0.0568. The 

cyan lines show the positions of redshifted metal lines. The [S II] doublet (with rest-frame 

wavelengths of 6718A and 6733A) lies at 7100A and [N II] lines (at 6550A and 6585A in 

the rest-frame) bracket. The [S II] doublet is barely detected and the [NII] lines appear to 

be missing. The fact that these metal lines are so poorly detected while the hydrogen lines 

::i.rP. <l0t0d0<l with high S/N is n. Rtrong indication thal; SDSS J001.7-000G lm:; a ]Ja.rLicula.rly 

low metallicity. For actively star forming galaxies in the SDSS the median value of the flux 

ratio of Ha to [NII] at 6584A is 2.9. For SDSS J0947-0005 it is 150 ± 26. 
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The image of 8D88 J0947-0005 is shown in the upper right of Figure G.3. It 

is immediately obvious that it is quite compact and easy to understand how it could be 

classified as a point source. For reference the red object to the upper right of 8088 J0947-

0005 is classified as a point source while the white object to the lower right is determined 

to be an extended source, although the difference between the two appears to be subtle. 

The color appears more purple than I Zw 18 in the upper left; of Figure 6.3. This is due 

to the difference in redshift. 8D8S J0947-0005 is more distant at z = 0.0568 compared 

to z = 0.0025 for I Zw 18. The redshift also helps account for the difference in angular 

size. Although I Zw 18 is clearly extended in the SDSS it has high surface brightness near 

the center and does not appear to extend very far from the bright regions. As such it is 

considered compact. 

These factors taken together make it a strong candidate to be a extremely metal 

poor blue compact dwarf (BCD) galaxy. Given this discovery the possibility that other such 

galaxies had gone undetected was immediately considered. For the quasar study of Chiu 

(2006) the two details of interest are whether an object is a quasar, and if so what is its 

redshift. The 400 spectra from each 2dF pointing are reduced together using an automated 

reduction package unique to the instrument. The spectra are then inspected visually to 

look for the broad emission lines in the rest-frame ultraviolet of quasars at z,...., 3. Generally 

a galaxy with strong, narrow optical emission lines is quickly identified as a low redshift 

object and ignored. Therefore it was quite possible that other similar galaxies were missed. 

A new pass through the spectra revealed a second object, SDSS J154311.30+011235.4. 

The image of 8DS8 J1543+0112 can be found in the lower left of Figure 6.3. The image 
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reveals that its appearance is nearly identical to that of SDSS .J0947-0005. It too is compact 

and unresolved in the SDSS photometry. It also has a nearly identical color. The spectrum 

of SDSS .J1543+0ll2 is shown in Figure 6.4. The spectrum was taken with the Double 

Imaging Spectrograph II instrument on the ARC 3.5m telescope at Apache Point Obser

vatory in New Mexico. The spectrum is also very similar to Figure 6.1. It features a very 

weak continuum with strong emission lines. It has a redshift of z = 0.0621 which is also 

very similar to SDSS J0947-0005. The close up of the Ha line in Figure 6.5. This reveals a 

weak (S II] doublet and weaker [NII] lines. The Ha to [NII] ratio for SDSS J1543+0112 is 

350 ± 200. 

Following this discovery several challenges remained. The first was to try and 

find similar objects that may have been overlooked in the SDSS spectroscopy. Secondly 

accurate measurements of the metallicity were needed to identify the candidates as XMPGs. 

Lastly the old stellar populations of the XMPGs needed to be constrained in order to 

determine if they are truly experiencing their first bursts of star formation. The remainder 

of this chapter describes the selection method used to target these galaxies, metaJlicit.y 

measurement techniques and results, and near infrared photometry taken to constrain the 

old stellar populations of the true XlVIPGs. 

6.1 Target Selection 

The target selection for the XMPGs comes directly from Chiu (2006). The target 

selection was designed to quickly cut down the number of objects in the sample due to 

data storage constraints. The first step was to reject all objects with declinations J > 10°. 
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This is because observations were performed using the AAT. At the southern latitudes of 

Australia objects with high declinations cannot be observed. Secondly it was required that. 

all objects be classified as point sources in the SDSS photometry and that 

0.6 < u - g < 1.5 (6.1) 

Like in the algorithms discussed in Chapter 4 it the SDSS photometry flags are used to 

reject data which are potentially problematic. Objects with one or more of the BRIGHT, 

EDGE, CR, SATURATED, and CHILD flags set were rejected. 

A hard magnitude limit was not set, but rather priority was given to observing 

the brightest objects. This depended on the density of objects in the field. In a sparse field 

objects as faint as i = 22.0 could be targeted. 

The SDSS pipeline targets point sources which follow equation 6.1 and 0.0 < 

g - r < 0.2 as quasars. These objects are targeted for spectroscopy down to i = 20.2. Chiu 

(2006) adjusts the g - r cutoff value such that the number of targets matches the number 

of fibers available. There is no lower bound on g-r. The upper value in g- r is not a fixed 

value, but rather a curved line tangent to the stellar locus which is moved up and down. 

By using a curved line the number of stellar contaminants added by increasing the upper 

bound on g - r is reduced relative to a straight line. 

In total 149.1 square degrees were surveyed. The number of spectra inspected was 

,...., 24, 500. Most of these objects were stars within the Galaxy. There were 340 quasars 

discovered at z ,...., 3 and 5 at z ,...., 5. In addition the two previomlly described candidate 

XMPGs, SDSS J0947-0005 and SDSS J1543+0112, were found. 

In an attempt to cast a bigger net the SDSS spectra were searched for galaxies 
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with similar properties to the ones found in 2dF. Objects with similar Hex au<l [O III] line 

ratios as the 2dF objects were identified and pulled out. 

Unfortunately the objects found with SDSS spectra do not match the quality of 

SDSS J0947-0005 and SDSS J1543+0112. Figure 6.6 shows one of these object::;, SDSS 

J023958.57-003149.l. While the strength of the emission lines of this object are similar to 

those of the XMPG candidates in Figures 6.1 and 6.4 the continuum is clearly detected 

and much stronger. This is readily apparent in the bottom panel of Figure 6.6. A closer 

inspection of the Hex line in Figure 6. 7 shows a clear detection of the [S II] doublet and 

[N II] is also observed. The ratio of Hex to [N II] is much lower as well at 11.5 ± 1.3. In 

addition the SDSS image at the bottom right of Figure 6.3 reveals an object which is clearly 

extended. It also appears diffuse, perhaps with some spiral structure. This is a departure 

from I Zw 18 at upper left which has high surface brightness at the center with a sharp 

drop off in surface brightness at the edge. The strength of the metal lines in Figure 6.7 

suggest that while SDSS J0239-0031 likely has low metallicity it probably does not quali~y 

as an XMPG. 

Two of the 25 objects were previously identified. SDSS Jl22622.70-011513.9 and 

SDSS Jl25526.06-021334.l both appear in the Kniazev, et al. (2004) catalog of strong 

emission line H II galaxies in SDSS DRl. Their selection method consisted of identifying 

objects with large Balmer line equivalent widths and rejecting AGN and LINERS. The last 

step was to rncusurc oxygen abundance:; and rcjccL objccL:; fur which Lhc uucerLaiuLy iu Lhc 

abundance measurements was larger than 0.2 <lex. The oxygen abundances of these objects 

were measured to be 7.92 and 7.83 respectively. 
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A better feel for the nature and metallicity of these objects can be obtained with 

a BPT diagram (Baldwin, Phillips, & Terlevich 1981). Figure f:i.8 shows a BPT diagram 

for the candidate XMPGs discussed here. The BPT diagram is a plot of the logarithms 

of the [N II]/Ha and [O III]/H,B emission line flux ratios. From a practical standpoint 

these flux ratios are useful in that since in both ratios the wavelengths of the two lines a.re 

close to each other and thus less affected by reddening. The [O III]/H,B ratio is sensitive 

to the temperature and ionization level in a nebular region. The [N II]/Ha; is sensitive to 

the Nitrogen abundance. The red line, from Kauffmann, et al. (2003), divides AGN from 

normal star forming galaxies. Objects below and to the left of the line are star forming 

galaxies. Objects above and to the right are AGN. LINERS fall to the right of the line 

below the AGN and planetary nebula are above the line towards the left of the diagram. 

AGN tend to have high ionization levels and nitrogen abundances which place them in the 

upper right of the diagram. 

The candidate XMPGs targeted from the SDSS spectroscopy are plotted as green 

circles. The candidate XMPGs from the 2dF quasar survey, SDSS J0947-0005 and SDSS 

Jl543+0112, are plotted as magenta triangles. The location of I Zw 18, as determined from 

SDSS spectroscopy, is denoted by the blue diamond. All of the points fall below the red 

line indicating that their emission lines are indeed powered by star formation. This plot 

also show that the bulk of the targets from the SDSS spectroscopy fall on the contours of 

th<' gn.ln.ctic locus. This indicates tha.t they arc not particularly ::;pedal awl llo uot have 

notably low metallicities. 

On the other hand I Zw 18, the two candidates from the 2dF quasar survey, SDSS 
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J0947-0005 and SDSS J1543+0112, and one from the SDSS spectm;copy SDSS J1255-0213 

have low [N II]/Ha ratios which clearly distinguish them from the bulk of the objects in the 

SDSS. However none of the targets matches the low ratio of I Zw 18 which suggests that 

they do not break the low metallicity record of I Zw 18. The one outlier object with both 

low [N II]/Hct and [O IIl]/H,8 ratios has a large uncertainty in the [N II]/Ha ratio which 

indicates that it is not particularly interesting. 

In order to classify the candidates as X1vIPGs more precise metallicity measure

ments need to be employed. The next section describes these techniques and the results 

from applying them. 

6.2 Metallicity Measurement Techniques 

The metal contents of a galaxies are most frequently measured in one of two 

different general methods. For one stellar absorption lines can be rneasured from galaxy 

spectra. Through analysis of several line ratios the metallicity can be inferred. Because 

these lines come from the photospheres of stars the rnetallicity found using this method 

is that of the stellar population. The second method is to measure galaxy emission lines 

and infer the metallicity from emission line ratios. Galaxy emission lines are generated 

primarily in gaseous nebular regions. As such emission line metallicity measurements probe 

the metallicity of the gas in galaxies, and more specifically the gas in star forming regions 

and near AGN. 

The stellar metallicity and the gas phase metallicity are not necessarily the same 

and frequently differ. The expectation is that the gas phase metallicity should be higher 

287 



than the metallicity in stars. The meta.Ilicity of a star is dependent on the metallicity of 

the gas that it formed from at some point in the past. As a result the meta.llicity measured 

from the stellar population is an average of the gas phase mctallicity at different epochs. 

The gas phase metallicity on the other hand is a reflection of the metal content of the gas 

today. Due to stellar evolution each generation of stars should contribute metals to the 

interstellar gas in a gala..'::y through supernovae. These metals build up in the interstellar 

medium over time. Therefore at any point the gas phase metallicity should be higher than 

the metallicity that has been frozen into the past generations of stars. This is not a steadfast 

rule. If a galaxy accretes pristine or low metallicity gas from an external source the gas 

phase metallicity may be lower than that in the stellar population. 

The method used to measure the metallicity is largely determined by the nature 

of the object being observed. Old, red, elliptical galaxies with minimal present clay star 

formation lack emission lines so the gas phase metallicity cannot by measured using emission 

lines. However these galaxies often have pronounced stellar absorption lines which can be 

used to measure the stellar metallicity. On the other hand in emission line galaxies with 

weak continua, as seen in Figures 6.1 and 6.4, the stellar absorption features cannot be 

measured with enough precision to determine stellar metallicities very well. If the emission 

lines are well detected the gas phase metallicity can be found. 

Other methods for measuring metallicities are briefly described in Kunth & Ostlin 

(2000). Iu resolved stellar populatious the stellar auuudauc.:es cau ue measured photo-

metrically. The color magnitude diagram of a stellar population provides insights on the 

metallicity of the stellar population. The color of the red giant branch (RGB) is sensitive 
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to the metaJlicity of stan:> older than 1 Gyr. Similarly the width in color of the RGB 1s 

sensitive to the level of variation in the metallicity in a stellar population. 

There are a number of other parameters of stellar populations which arc sensitive to 

the metaJlicity but cannot be definitively converted to metallicities due to secondary effects 

which are not well understood. These include the color and shape of the horizontal branch in 

the color magnitude diagram. From a spectroscopic standpoint the fraction of carbon st.a.rs 

among late type giants and the ratio of carbon rich to nitrogen rich Wolf-Rayet stars are also 

related to the metallicity. Unfortunately the techniques used to determine the mctallicity of 

resolved stellar populations is restricted to the Local Group due to observational constraints. 

The galaxies in this sample all have strong emission lines so emission line tech

niques are used here to measure the gas phase metallicity. The following sections describe 

diagnostics of emission lines and the results for the candidate galaxies. 

6.2.1 Five-Level Approximation Methods 

Osterbrock (1989) discusses the calculation of the emission line spectra of gaseous 

nebulae. Gaseous nebulae include AGN, planetary nebulae, and the star forming galaxies 

of interest here. In order for nebulae to radiate emission lines a source is required which 

emits photons energetic enough to ionize hydrogen. These sources are accretion disks in the 

case of AGN, newly formed white dwarf stars in the case of planetary nebulae, and massive, 

young 0 and B stars in star forming regions. 

The general idea is that ultraviolet photons with energies at or greater than 13.6 

e V are absorbed by neutral hydrogen in the nebula. This ionizes the hydrogen and any 

excess energy is imparted upon the released electron. These electrons collide with other 
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free electrons and ions to create a thermal distribution of velocity with a temperature 

which is generally between 5,000 and 20,000 K. Collisions between electrons and ions result 

in low-level excitation of the ions. Downward tram;itions from many of these levels are not 

likely as they violate electric dipole selection rules. These are traditionally referred to as 

.forbidden lines. This is something of a misnomer as these transitions are not impossible. 

The forbidden transitions occur radiatively with time scales on the order of seconds. For 

comparison the time scale is rv 108 s for allowed transitions. For normal gas densities on 

Earth, and even at the lowest pressures in laboratories, an ion will experience numerous 

collisions within a second and will be collisionally de-excited. From a practical perspective 

these transitions do not happen on Earth and are effectively forbidden. At the extremely 

low densities found in nebulae the collision time scale begins to exceed that of the forbidden 

transitions. At this point forbidden transitions occur before they can be collisionally de

excited. The energy radiated in these lines escapes the clouds due to the extremely low 

absorption cross sections of these transitions and the relative paucity of metal ions in the 

clouds. The other main source of emission lines is the recombination spectra of hydrogen 

and helium from the recapture of free elections. 

Analysis of gaseous nebulae consists of determining the level of ionization, density, 

and cooling rate for each region of the nebula. The ionization level is dictated by the balance 

between ionization and recapture of electrons. The highest ionization states are found in 

the center near the source of high cucrgy phoLom;. Ilcgious of equal iuuhmLiou level are 

usually spherical shells around the central source. In thermal equilibrium the energy put 

into the nebula by photoionization is balanced by energy lost to recombination, free-free 
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emission and radiative line cooling. The cooling rate is directly related to the strength of 

the collisionally excited emission lines. 

Five-level approximation methods are useful for determining the metal abundances 

of astrophysical objects with measurable emission lines. The crux of the five-level approx

imation is the fact that most of the ions which usually dominate nebular cooling have 

ground-state electron configurations of either p2 , p3 , or p4 . All three of these electron con

figurations have five low lying levels which can be collisionally excited by electrons with 

energies of a few eV. The assumption is that only these five levels are relevant for calcu

lating the observed spectrum as highei· levels are not significantly populated by collisions, 

recombination, or other effects. For many ions transitions between these five levels span 

wavelengths from the ultraviolet into the infrared. 

Several publicly available codes exist which implement the five-level approxima

tion. De Robertis, Dufour, & Hunt (1987) provide a code for determining electron temper-

atures and densities given emission line ratios and line emissivities given the temperature 

and density. The IRAF NEBULAR package (Shaw & Dufour 1995) uses this program at its 

core and improves the functionality by adding several other programs to automate the full 

analysis of the abundances of multiple metals in a nebula. The IRAF NEBULAR package is 

used below for the abundance analysis of the XMPG candidates. 

The first step in determining nebular abundances is to find the electron tern-

pcra.turc a.nd dcm;it;y. The IRAF Lask temden is used for Lhi::; purpo::;e. The::;e value::; 

are determined from line ratios. Some line ratios are particularly sensitive to either the 

electron density or temperature. Lists of these ratios can be found in Shaw & Dufour 
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(1995). For instance, the electron temperature can be determined from [O III] lines using 

I( 4959+5007)/ I( 4363), where I( 4959+ 5007) is the sum of the iuteni:iitiei:i of the [O III] linei:i 

at 4959A and 5007 A. An example of a line ratio which is sensitive to the electron deni:iity 

is the !(6716)/ !(6731) of [S II]. 

Both of these ratios contain emission lines from a single ion. In the case of the 

[O III] ratio the 4363A line is due to a transition from the upper 1 So level to the middle 

1 D2 and the 4959A and 5007 A lines are transitions from 1 D2 down to lower level 3 P states. 

These levels differ significantly in energy so their relative populations are sensitive to the 

temperature. Because the excited levels are collisionally excited by free electrons the highest 

level will be increasingly populated with higher electron temperatures. 

For [S II] the situation is somewhat different. Both the 6716A and 6731A lines 

are downward transitions from the 2 D levels to the 483; 2 ground state. These lines have 

nearly the same excitation energy. As a result the relative excitation rates of the two levels 

depends only on the ratio of the collision strengths. 

Neither the temperature nor density is constant throughout the whole nebula. As 

the distance from the central source of ionizing photons decreases the level of ionization 

and temperature decrease. The density may increase. To handle this problem the NEBULAR 

package contains the zones code which, given the fluxes of many emission lines, determines 

the electron temperatures and densities in three zones. The zones are split into low, medium, 

and high ionization states. For instance the temperature derived from. [O III], a medium 

ionization state, should not be used to analyze [O II] emission lines, a low ionization state. 

The [O II] and [O III] ions are for the most part located in different regions of the nebula. 
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The abund task takes the output of the zones task and uses the solutions for the three 

zones to determine the abundances of all ions for which there is enough information. 

In theory this is a straightforward, albeit involved, calculation and full solution for 

the properties of each zone and the abundances for all atomic species can be found. However 

this calculation can be limited by the nature of the data available. The wavelengths of the 

collisionally excited emission lines range from the ultraviolet into the infrared. For a full 

solution spectroscopy of the whole wavelength range is necessary. While optical spectra 

can be observed fairly easily the ultraviolet lines must be measured form space. In addition 

lines in the near-infrared such as [S III] at 9069A and 9532A can be difficult to observe amid 

atmospheric OH lines. In the interest of a full solution there are other important cooling 

lines in the five line approximation that are not covered in the NEBULAR package. These 

include the 3 P1 to 3 Po and 3 P2 to 3 P1 transitions of [O III] which are 88.4 and 51.8 microns 

in the far infrared. These lines also can only be observed from space. This study is limited 

to optical spectra available for the candidate XMPGs so only a partial solution is possible. 

Another limitation is the fact that the density indicators all involve emission lines 

with similar energies. The separations of these pairs is typically a few angstroms. To sepa

rate these lines and measure them individually requires high resolution spectroscopy. Even 

then if the lines are significantly broadened by physical processes in the nebula separating 

them may not be possible. The [S II] doublet is an exception to this problem with a separa-

tiou of 15A but it still po:;es u problem wheu aLLempLiug Lu uwasure Lhe elect.mu tleusit.ies 

in other ionization zones. 

The last challenge arises from the physical nature of the candidate XMPGs. Many 
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of the emission lines of interest for abundance analysis are intrinsically weak and difficult 

to observe. This is compounded by the fact that the XMPG candidateH are dwarf galaxies 

with redshifts of z rv 0.05 which makes them faint themselves and more difficult to observe 

than local H II regions. Lastly the candidate XMPGs have low metallicities which weakens 

many of these lines of interest even further. Many of the lines used by zones and abund 

are simply not detected. 

In the following sections the results of the abundance determination from the five

level approximation for each candidate XMPG are discussed. 

Results 

The spectrum used for the abundance measurements of SDSS J0947-0005 was 

taken with the Double Beam Spectrograph. Given the limitations discussed above the abund 

task is able to measure electron density for the low ionization zone from [S II] and electron 

temperatures for the low ionization zone from [O II] and for the medium ionization zone from 

[O III] for SDSS J0947-0005. In the low ionization zone the density found was 7,900 cm-3 

and the temperature was 7,900 K. In the medium ionization zone the temperature was 17,300 

K. In the absence of measured densities and temperatures the software assumes a default 

value of 1000 cm-3 and temperature of 10,000 K. Within these limitations abundances were 

determined for the neutral oxygen and the o+ and o++ ions. The o+ and o++ ions had 

similar abundances with an neutral oxygen abundance about 40 timeH lower than each of 

the ion species. Together this is an oxygen abundance of 12 + log(O/H) = 7.95. The limit 

for upper limit for oxygen abundances in XMPGs is 7.65 so this object does not appear to 

be an XMPG. 
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Abundances of a few other ions can be determined from the spectrum of SDSS 

J0947-0005. For neon the abundance of Ne++ is 12 + log(Ne++ /H) = 6.88. The abundances 

for sulfur are 5.71 for s+ and 5.30 for s++ for an total sulfur abundance of 5.85. For N+ 

the abundance is 5.89. 

For SDSS .J1543+0112 things are more complicated. The spectrum used for abun

dance analysis was taken with DIS II at APO. The !(6716)/!(6731) of [S II] has a value of 

2.3 which is outside of the allowed range. This is not particularly disturbing as the ratio 

is within 2cr of the maximum allowed value. To compensate for this the ma.ximum allowed 

ratio is assumed which, according to Osterbrock (1989), corresponds to electron densities 

anywhere from 10 to 100 cm-3 . The higher value is assumed for the low ionization zone to 

keep it in closer agreement to the 1000 cm - 3 assumed for the medium ionization zone. The 

temperatures measured for SDSS J1543+0112 are 12,900 K in the low ionization zone and 

18,000 K in the medium ionization zone. 

The resulting abundances for SDSS .J1543+0112 are 12 + log(O/H) = 7.71, 5.74 

for sulfur, 6.54 for Ne++, and 5.10 for N+. Again the oxygen abundance is too high for 

SDSS J1543+0112 to be considered an XMPG, although it is lower. 

The last XMPG candidate is SDSS J1255-0213, for which only the SDSS spectrnm 

was available. It has an [S II] !(6716)/ !(6731) ratio of 1.5 which is just above the maximum 

allowed value of 1.45. Again a density of 100 cm-3 is assumed for the low ionization region 

a.nd 1000 crn-a for the inedium ionization region. The teni.perature is determined to be 1.,600 

K in the low ionization zone and 16,200 K in the medium ionization zone. For SDSS .11255-

0213 the abund task fails to find abundances for neutral oxygen and o+ . A lower limit for 
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the oxygen abundance is given by 12+log(o++ /H) = 7.74. The nitrogen abundance is 6.80. 

Again SDSS J1255-0213 has too high of an oxygen abundance to qualify as an XJVIPG. 

6.2.2 Line Ratio Methods 

The five-level approximation is a powerful tool for determining the abundances 

and physical conditions of nebular regions. However as the previous section demonstrates it 

can be difficult to implement. A good deal of telescope time, both ground and space based, 

needs to be dedicated to each object to achieve the S/N and resolution necessary for the 

full analysis. In many cases this is not possible or practical either because the objects are 

intrinsically too faint or there are too many objects in a sample. Very few objects in the 

high redshift universe can be analyzed in this way. Even so metallicity is such an important 

property that it is impossible to get a full picture of the physics of an object without it. 

In response to this problem a lot of energy has been put into to efforts to estimate 

the metal content of galaxies from more easily observable properties of galaxies. These 

efforts are usually centered on emission line flux ratios of the most easily observable lines. 

The most common of these in the optical are hydrogen Balmer series, [O III], and [N II] 

lines. These methods are calibrated using galaxies where oxygen abundances have been 

measured by the more robust five-level methods. 

One of the line ratios sensitive to the oxygen abundance is the ratio of the [N II] 

line at 6584 A to the H(l' line at 6565A.. This ratio is quite insensitive to reclrlening hec.a11se 

the lines are so close together in wavelength. On the other hand this can result in them being 

blended if the spectral resolution is too low or if the velocity dispersion is too large. Storchi

Bergmann, Calzetti, & Kinney (1994) show a linear relationship between the [N II]/Hct ratio 
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Table 6.1. Measured oxygen abundances of candidate XMPGs 

Name l2 + log(O/H) 

NE:BULAR [N II]/Ho: 03N2 

SDSS J0917-0005 7.95 7.62 ± 0.08 7.78±0.02 

SDSS J 1543+0112 7.71 7.09 ± 0.70 7.67 ±O.l2 

SDSS J 1255-0213 2: 7.74 7.75 ± 0.04 7.82 ±0.02 

I Zw 18 7.13 ± 0.03 6.87 ± O.LO 7.78 ±0.02 

and the oxygen abundance 12 + log(O /H) for star forming galaxies with abundances greater 

than 8.5. Pettini & Pagel (2004) extend this relationship down to oxygen abundances of 

7.0. They also find a linear relationship, but they find that a third-order polynomial is a 

slightly better fit. 

The left half of Figure 6.9 shows a histogram of the oxygen abundances of the 

candidate XMPGs as calculated from the [N II]/Ha ratio using the cubic function from 

Pettini & Pagel (2004). The red line indicates the value of I Zw 18 as determined from the 

SDSS spectroscopy. The figure reveals that most of the objects have oxygen abundances 

below the solar value but for the most part are not anomalously low. By this standard there 

are three XMPGs in the sample. These are the three objects which were discussed more in 

depth in the previous section. Table 6.1 lists the oxygen abundances calculated from each 

method considered for the three top candidates and I Zw 18. 

Table 6.1 shows that the oxygen abundances measured by the [N II]/Ha ratio 

are in varying levels agreement with those derived from the more in depth analysis using 
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the NEBULAR package. For SDSS Jl255-0213 the abundance is in perfect agreement with 

the lower limit derived using the NEBULAR package. In the case of SDSS Jl543+0112 au 

extremely low metallicity is found. However the error is so large that it h; in a.greement 

with the five-level value and is not a convincing XMPG. For both SDSS J0947-0005 and 

I Zw 18 the metallicites determined form the [N II]/Ha ratio are significantly lower than 

the five-level values. I Zw 18 has a particularly low metallicity which is outside of range 

for which the Pettini & Pagel (2004) equation is valid. Their linear relation would yield 

an abundance of 7.39 ± 0.03 which is too high. Either way the discrepancy is likely due to 

poor calibration. The same cannot be said for the discrepancy in SDSS J0947-0005 which 

is well within the calibrated region. 

The 03N2 ratio was introduced Allain, Collin-Souffrin, & Joly (1979). The 03N2 

ratio is defined by Pettini & Pagel (2004) as 03N2 = log{([O III] /\5007/H,B)/([N II] 

,,\6583/Ha)}. The original definition include the sum of the 4960A and 5007 A lines of 

[O III] in the first ratio. A linear relationship between 03N2 and oxygen abundance is 

given by Pettini & Pagel (2004). The relationship is only recommended for abundances 

above 8.1, but the relationship continues to lower metallicities although with much larger 

scatter. The right half of Figure 6.9 shows the oxygen abundances of the candidate XMPGs 

as determined from the 03N2 ratio. The basic trend is the same: most candidates are in 

the normal range of abundances and only a few stand out. In general the 03N2 method 

return:; slightly higher abun<lancc:; aucl <loc:; uoL yiel<l low abuudauce:; <:LL all. In Table G. l 

the abundances determined from 03N2 for the top candidates are shown. Despite being 

outside of the reliable range the results are in good agreement with other methods form 
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SDSS Jl255-0213 and SDSS Jl543+0112. The 03N2 method abo lowballs the abundance 

of SDSS J0947-0005. It does not handle the extremely low metallicity of I Zw 18 at all. 

The most widely used abundance indicator is the R23 index (Pagel, et. al. 1979). 

The index is defined as R23 = ([O II ,\3727+ [O III] ,\/\4959, 5007)/H,6. As discussed in 

Kewley & Dopita (2002), the R23 index is double valued with oxygen abundance and is 

particularly sensitive to the ionization parameter at low metallicities. \!Vhile it is a useful 

tool at high metallicities it becomes dubious at oxygen abundances below solar which is 

where the value of the index peaks. The [N II]/Ho: can be used to determine whether an 

object is on the low or high metallicity side of the peak, but even so the relationship between 

R23 and oxygen abundance flattens at sub-solar abundances making the index less useful 

for low metallicity galaxies and is not used here. 

6.3 Near Infrared Photometry 

As discussed in §1.8 it would be of great interest to find galaxies which are un

dergoing their first episode of star formation. This would provide a close up view to study 

the the early lives of the progenitors of today's galaxies. The first step in identifying these 

objects, should they exist, is to determine that they have extremely low metallities. This 

process has been described in the previous section. The second step is to make sure that 

the current burst of star formation is the first. This is accomplished by constraining the 

old stellar population. 

At ultraviolet wavelengths the luminosity of a galaxy, provided it is forming stars, 

is dominated by massive, luminous, young, hot stars with lifetimes from a few to tens of 
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million years. For this reason the ultraviolet luminosity is a good indicator of the current 

star formation rate. However these stars provide little flux in the near infrared. At thrn:;e 

wavelengths the luminosity of a galaxy is dominated by the old stellar population. As such 

it is more representative of the total mass of the stars formed in the galaxy over its history. 

In order to investigate the old stellar populations of the candidate XJVIPGs near 

infrared photometry was taken for many of them. Images were taken in two bands, the H 

band at 1.6 ~lln and the Ks band at 2.2 µm. The Ks band differs from the I< band in 

that it is slightly narrower. This avoids some atmospheric OH lines which reduces S/N and 

allows longer exposures to be taken before the image is saturated by the sky. The sky is 

considerably brighter in the near infrared than the optical due in part to OH lines and also 

to the blackbody spectrum of the Earth given its temperature. As a result sky saturation 

is a much larger concern which prohibits exposures of lengths which are common place in 

optical photometry. 

The images were taken on the night of October 30, 2004 using the 3.5 rn ARC Tele

scope at Apache Point Observatory in New Mexico. The Near Infrared Grism Spectrometer 

and lrnager II (GRIM II) was used for the observations. These were the last science images 

taken with GRIM II before decomissioning. GRIM II used a 256 by 256 NICMOS3 HgCdTe 

array with sensitivity from 1 to 2.5 /Ltn. Observations were hampered by the fact that one 

of the four quadrants of the array was not functioning so standard dithering patterns could 

not be used. 

The observing sequence involved imaging a standard star in both the H and I<s 

bands, then two science targets in both bands, and so on. This ensured that a standard 
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star was observed just before or just after every science observation. This is because the 

sky is far less stable in the near infrared than in the optical and more susceptible to time 

variations. In addition the standard stars were picked to be as close as postiible to the 

science targets on the sky. This was done to minimize the effects of spatial sky variations 

on the photometry. 

As mentioned earlier only very short exposures can be made in the near infrared 

from the ground. For the bright standard stars the exposures are only 2 s in either band. 

The object exposures were 5 s in the Ks band and 10 s in H. Deep exposures require 

multiple exposures. The GRIM II software is set up to handle this automatically. To avoid 

pixel to pixel variations on the chip dithering was required. The dithering pattern u::>ecl five 

different positions. The built in pattern::> could not be used due to the defective quadrant 

so a custom pattern was specified. The number of images taken per position was six for the 

standard stars, six for objects in the H band, and 12 for objects in the Ks band. Due to the 

shutter speed and electronics the true exposure time is 0.2 less per frame than advertised 

for GRIM II. Combining the above considerations the exposure times were 54 s for standard 

stars in both frames, and for science objects they were 294 s in the H band and 288 s in 

the Ks band. 

Due to right ascension constraints only one of the three best XMPG candidate::> 

was observed. The Hand Ks band images of SDSS J0947-0005 are shown in Figure 6.10. 

For reference the SDSS mosaic irnagc is shown in the upper right of Figure 6.3. The location 

of SDSS J0947-0005 is indicated by the green circle in each panel. SDSS .J0947-0005 is not 

detected in the H band. It is detected in the Ks band with a magnitude of 19.68±0.43. For 
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reference the galaxy in the lower right of each panel is measured to have H = 20.32 ± 0.28 

and Ks = 19.56 ± 0.38 

The fact that SDSS J0947-0005 is detected in the I<s band proves that this object 

is not experiencing its first episode of star formation. The infrared light implies that a old 

stellar population already exists. The size of this population can be estimated. Rettura, et 

al. (2006) use spectral synthesis modeling to measure the stellar masses from the spectral 

energy distributions of a sample of early-type galaxies. They show that the derived ::;tel

lar masses exhibit a linear relationship with the H band absolute magnitude, lv!H. Such 

relationships should be used with caution as they are not a substitute for modeling the 

full SED. Even then models are degenerate in IMF, age, metallicity, and SFR (which is 

discussed at greater length in Chapter 2) so exact masses for individual galaxies should be 

taken with a grain of salt as well. However the goal here is to merely find an estimate of 

the upper limit of the stellar mass of SDSS J0947-0005. As long as the results are not being 

overly read into the use of these relationships is appropriate. 

SDSS J0947-0005 is not detected in the H band. However it must be true that 

H < 20.32 because the galaxy in the lower right corner is detected at this magnitude. 

Because the redshift has been spectroscopically measured to be z = 0.0568 the luminosity 

distance of SDSS J0947-0005 can be calculated assuming the cosmological parameters from 

the Wilkinson Anisotropy Probe (Spergel, et al. 2003). This in turn yields a distance 

rnodulus which lct~ds to AfH ~ -16.61 for SDSS JOD-17-0005. Using the RctLura, c(; al. 

(2006) relationship the maximum stellar mass in SDSS J0947-0005 is 3 x 108 M0 . 

Bell, et al. (2003) estimate the stellar mass to light ratios of the local universe in 
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the SDSS 'Ugriz bands and the I<s baud using data from the 2MASS survey. They find t;hat 

in the Ks band that (lvl / L )0 = 0.95 with ,....., 30% error. Using the above distance modulu:; 

fl![Ks = -17.28. For the Sun illfI<s = 3.32. This leads to a stellar ma:;s of 1.7±0.5 x 1081'1c;J 

which is in agreement with the upper limit provided by the non-detection in the H band. 

To put this in context the current star formation rate of SDSS J0947-0005 can 

be measured from the observed Ha flux. Kennicutt (1983) developed a conversion t.o star 

formation rate from models. The main assumption in this model is the IMF. Using this 

relationship the current star formation rate is measured to be 0. 76il!f0 yr- 1. Star formation 

rates and luminosities for the other XMPG candidates are shown in Table 6.2. At the present 

rate of star formation it would take only 2 x 108 years to form the stellar mass determined 

from the I<s imaging. Given the weak continuum of SDSS .J0947-0005 is unlikely that there 

has been much star formation activity in the Gyr prior to the current episode. However 

the detection in the I<s band strongly suggests an earlier age of star formation followed by 

a lull of more than billion years before the present activity. If the previous star formation 

occurred at the same rate as is presently observed it must have also been a burst lasting at 

most 200 Myr. 

Based on the photometry of Hunt, Thuan, & Izotov (2003) and the SDSS red:;hift 

the absolute magnitudes of the NvV component of I Zw 18 are Ah-I = -13.8 and Ah<s = 

-14.0. This shows that I Zw 18 is around 20 times fainter in the near infrared than SDSS 

JOD4 7-0005 while only 8 Limes foiuLer iu the r l>auu. IIuuL, Thuau, & IzoLuv (2003) µroviue 

an in depth analysis of the maximum age of I Zw 18 from the near infrared imaging. They 

conclude that the oldest major stellar population in I Zw 18 is at most 500 Myr old, but 
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Table 6.2. Measured parameters of candidate XMPGs 

Name z M,. Ha SFR [N n]/Hn 

(erg s- 1cm- 2) (1\10 yr-1) 

SDSS .!0947-0005 0.0568 -15.82 1170 x 10- 17 0.76 150 ± 26 

SDSS J1543+0112 0.0621 350 ± 200 

SDSS J1255-0213 0.0519 110 ± 10 

I Zw 18 0.0025 -13.59 1244 x 10-17 0.0014 450 ± 50 

up to 223 of the stellar mass of I Zw 18 could be contributed by older stars. 

6.4 Discussion 

The five-level analysis using the NEBULAR package revealed that the oxygen abun

dances of the candidate XMPGs were not nearly as low as expected given their anomalously 

low [N II] /Ha ratios. The line ratio methods were for the most part in agreement with the 

more extensive analysis. The discrepancies can largely be attributed to the application of 

the index outside the recommended metallicity range. 

Still it is very curious that the oxygen abundances are as high as they are in the 

three best XMPG candidates when the [N II] /Ha ratios are so unique. One possible clue 

is the ratio of nitrogen to oxygen. Dufour, Garnett & Shields (1988) measure the nitrogeu 

abundance of I Zw 18. They find that 12 + log(N /H) = 5.99 and that the nitrogen to 

oxygen ratio is log(N/O) = -1.25. The nitrogen abundances measured for the XMPG 

candidates are 5.89 and 5.10 for SDSS .J0947-0005 and SDSS J1543+0112 respectively. The 
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ratio N/O is assumed to be the same as N+ ;o+ (Peimbert & Costero 1969). The ratio 

log(N/O) = -1.73 and -1.84. The nitrogen abundance of SDSS J0947-0005 is in good 

agreement with I Zw 18. Given the large uncertainty in the [N II] line at 6584 A in SDSS 

.11543+0112 the nitrogen abundance may be off, but it is undoubtedly low and probably 

similar to that of SDSS J0947-0005 and I Zw 18. 

There is a notable difference in log(N/O) between I Zw 18 and the two XMPG 

candidates found with 2dF. Both SDSS J0947-0005 and SDSS Jl543+0112 have N/O ratio::; 

which are at least 6 times lower than I Zw 18. Storchi-Bergmann, Calzetti, & Kinney 

(1994) find that the relationship between log(N/O) and 12+log(O/H) is linear for galaxies 

with oxygen abundances large than 8.3. However van Zee, Salzer, & Haynes (1998) that 

the relationship has substantial scatter at lower oxygen abundances. They attribute this 

spread to the physical origin of the nitrogen. 

Nitrogen production can be either primary or secondary and is described in Vila-

Costas & Edmunds (1993). Nitrogen is generally thought to be a byproduct of the CNO 

cycle in the cores of hydrogen burning stars. If oxygen and carbon are contained in a star 

at its formation and a constant mass fraction is processed than the a.mount of nitrogen 

will be proportional to the initial abundance of carbon and oxygen. In these stars nitrogen 

production is referred to as secondary. Carbon and oxygen can also be produced by the star, 

such as in core helium burning. The carbon and oxygen produced in this manner can then 

migrate to n hydrogen burning shell resulting in nitrogen production by the CNO cycle. 

This scenario is called primary nitrogen production. The amount of nitrogen produced in 

the primary model can be more or less independent of the initial abundances. Secondary 
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production i8 thought to happen in 8tarn of all ma8se8 where primary production i8 thought 

to happen in intermediate mass stars (although there i8 still 8ome debate on thi8 topic). 

The signature of secondary nitrogen is that log(N/O) continues to decrea8e linearly 

as the oxygen abundance decrease8. For primary nitrogen the relation8hip startH as a linear 

trend at high abundance but flattens out to a const;ant value at low metallicitie8. Plotting 

the values of I Zw 18, SDSS J0947-0005, and SDSS J1543+0112 on the figure in van Zee, 

Salzer, & Haynes (1998) reveals that I Zw 18 falls on the primary production track while the 

other two gala..xies fall on the exclusively secondary production track with lower log(N/O) 

values than any of the galaxies and H II regions in the figure. In fact Thuan, Izotov, & 

Lipovetsky (1995) have a similar plot for a sample of blue compact galaxies, including I Zw 

18. For their blue compact galaxies there is little scatter and the log(N/O) values remain 

constant with decreasing oxygen abundance. They attribute this to primary production 

of nitrogen in BC Gs. Infall and outflow of gas can also give rise to constant log(N /0). 

However van Zee, Salzer, & Haynes (1998) argue that this is not likely to be the cause of 

the constant log(N /0) in dwarf galaxies as evidence of primary nitrogen is seen in higher 

mass spirals with deeper gravitational potential wells where outflows are not as large of an 

effect. 

The fact that nitrogen appears to be secondary in these objects may be further 

evidence that an older stellar population exists in these objects. However it may also be due 

to a. tin1e delay in the release of oxygen in nitrogen. If nitrogen is produced predominantly 

in intermediate mass stars then there will be a period of low N /0 ratios after the ma88ive 

stars release their oxygen and the intermediate mass stars begin releasing nitrogen. It may 
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also be that the:;e two galaxies have been caught at thi:; precise moment. 

While it was briefly thought that the quasar selection of Chiu (2006) might be a 

useful selection for XMPGs it clearly is not. First of all only two XMPG candidates were 

found among the rv24,500 objects studied. Secondly those candidates in the end turned 

out to have low metallicities, but not the extremely low metallicities that were initially 

suspected. However it appears that the two galaxies found in the quasar survey arc unique in 

that they have particularly low nitrogen abundances compared to their oxygen abundances. 

This suggests that nitrogen is almost exclusively produced as a secondary element. This is 

somewhat of a mystery as most blue compact dwarfs appear to have a substantial fraction 

of nitrogen produced as a primary element. In addition these two galaxies :;uggest that 

line ratio metallicity approximations which are include nitrogen lines, in particular the 

[N II] line at 6584 A may not be robust for galaxies with low oxygen abundances. This 

could potentially cause problems for studies of metallicities at high redshifts where oxygen 

abundances will be on average lower and metallicity measurements will rely more heavily 

on line ratio measurements due to the difficulty of observing these objects. 
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Figure 6.1 Spectrum of the low metallicity gala,"Xy SDSS J094725.23-000509.3. The spectrum 

was taken with the Double Beam Spectrograph on the 2.3 Advanced Technology Telescope 

at Siding Spring Observatory outside Coonabarabran, New South Wales, Australia. The 

spectra are identical in the top and bottom panels. However the stretch in fiux differs in 

order to show the strongest emission lines (top panel) and also weak lines and the continuum 

(bottom panel). The dotted lines show the position of known emission and absorption lines 

shifted to z = U.056<::1, the redshift of SDSS JUl:l47-UOU5. The magenta lines show the 

positions of Balmer series lines in hydrogen, cyan show the positions of metal emission 

lines, and green show the positions of stellar absorption features. 
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Figure 6.2 Close up of the spectrum of the low metallicity galaxy SDSS J094725.23-000509.3 

around the Ho: emission line. The description follows that of Figure 6.1 although the 

wavelength range has been narrowed for a clearer view of the Ho: line redshifted to 6940A, 

the [N II] lines on both sides of Ho:, and the [S II] doublet redshifted to 7100A. 
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Figure 6.3 SDSS images of XMPG candidates. Upper left: I Zw 18, one of the lowest 

rnetallicity galn.xi0s known. Tim grid is c0ntere<l on the NvV part of I Zw 18 which is the 

most metal poor. Comparing this image with Figure 1.5 reveals the relative power of SDSS 

and HST. Upper right: SDSS J0947-0005. Lower left: SDSS Jl543+0112. Lower right: 

SDSS J0239-0031. The horizontal bar in the upper left of each panel is 5" long. 
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Figure 6.4 Spectrum of the low metallicity galaxy SDSS J154311.30+0ll235.4. The spec-

trum was taken with the Double Imaging Spectrograph II instrument on the ARC 3.5m 

telescope at Apache Point Observatory in New Mexico. The description follows that of 

Figure 6.1. The redshift of SDSS J1543+0112 is z = 0.0621. 
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Figure 6.5 Close up of the spectrum of the low metallicity galaxy SDSS J15431 l.30+011235.4 

around the Ha emission line. The description follows that of Figure 6.1 although the 

wavelength range has been narrowed for a clearer view of the Ha: line redshifted to 6970A, 

the [N II] lines on both sides of Ha, and the [S II] doublet redshifted to 7140A. 

312 



140 
.~ 

120 '-UJ 

'-N 100 F 
u 
'- 80 Cf) 

en 
'- 60 (J) 

" 
I 40 0 

-< 20 
u... 

0 

.~ 
'-Cf) 20 '-N 

E 
u 
'-en 15 en 
'-
(J) 

" 
I 
0 10 
~ 

-< u... 
5 

4000 5000 6000 7000 
Wavelength (A) 

Figure 6.6 Spectrum of the galaxy SDSS J023958.57-003149.l. The spectrum was taken with 

the Double Imaging Spectrograph II instrument on the ARC 3.5m telescope at Apache Point 

Observatory in New Mexico. The description follows that of Figure 6.1. The redshift of 

SDSS J0239-0031 is z = 0.0513. 
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Figure 6.7 Close up of the spectrum of the galaxy SDSS J023958.57-003149.1 around the 

Ha emission line. The description follows that of Figure 6.1 although the wavelength range 

has been narrowed for a clearer view of the Ha line redshifted to 6900A, the [NII] lines on 

both sides of Ha, and the [S II] doublet redshifted to 7070A. Note that the [N II] line::; are 

far more prominent than in Figures 6.2 and 6.5 which suggest that the metallicity of this 

galaxy is not as low as those in the other figures. 
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Figure 6.8 BPT diagram of low metallicity galaxy candidates. The BPT diagram uses the 

logarithms of the [N II]/Ha: and [O III]/H,B emission lines to test for AGN activity. The 

contours and small points show the positions in the BPT diagram of 204,494 objects in 

SDSS DR4 with S/N > 5 in both the Ha and H,B emission lines. The solid green circles 

show the positions of the candidate low metallicity galaxies from the SDSS spectroscopy. 

The magenta triangles are the XMPG candidtes from the 2dF quasar survey and the blue 

diamond is the known XMPG I Zw 18. The red line separates AGN from star forming 

galaxies (Kauffmann, et al. 2003). The location of the green points below and left of the 

red lines indicates that the candidate low Z galaxies are star forming galaxies with minimal 

AGN activity, if any. 
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Figure 6.9 Histograms of candidate galaxy metallicities as measured from the [N II]/Ha 

(left panel) and 03N2 (right panel) ratios. 
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Figure 6.10 H and Ks images of the low metallicity galaxy SDSS J094725.23-000509.3. 

Imaging was done with the GRIM II camera on the ARC 3.5m telescope at Apache Point 

Observatory in New Mexico. At left is the H band image and at right is the image in the 

Ks band. The exposure time is 60s in both bands. The green circle in each panel shows the 

SDSS J0947-0005 is undetected in H and has Ks = 19.68 ± 0.43. For reference the object 

in the lower right of each panel has H = 20.32 ± 0.28 and Ks = 19.56 ± 0.38. For reference 

the SDSS mosaic image can be seen in the upper right of Figure 6.3. 
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Chapter 7 

Conclusions 

While the three projects described in this thesis may seem disparate they all 

share a common theme. All three harness the power of the unprecedented size of the 

SDSS in seeking new insights into galaxy formation. This is a relatively new way of doing 

business in astronomy, made possible by several technological advances. Perhaps most 

important are advances in computing. Advances in data storage make it possible to store 

the terabytes of data generated by the SDSS and increases in RAM and CPU speed have 

made it possible to reduce and analyze large amounts of data in meaningful and cost effective 

ways on desktop machines. In addition relatively inexpensive supercomputers can be built 

by joining desktops together and programs can be written to exploit these parallel computing 

possibilities. CCDs are continually being improved with smaller pixel sizes for better spatial 

resolution, more uniform response across the chip, larger arrays for more information per 

pointing, and reductions in dark currents and read noise. ~vlnlti-object spectrogra.phs have 

greatly reduced the amount of time to do spectroscopy. Where at one time objects needed 

to be observed one at a time using long-slit spectroscopy today instruments like 2dF and 

SDSS can simultaneously take spectroscopy of 400 and 640 objects respectively. 
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None of this was possible in the age when photographic film was the currency of 

observations and computers ran on punch cards. In many ways astronomy is beginning a 

transition much like the one experimental particle physics is several decades into. Gone 

are the days of individual labs building their own bubble chambers and measuring events 

one at a time from painstakingly measuring particle paths from photographs. Today huge 

collaborations build multi-billion dollar accelerators and banks of computers analyze mil

lions of events per second. Automated programs decide which events eventually receive the 

attention of individual scientists. 

Similarly with the growth of large scale survey projects the study of astronomy is 

headed the same way. These projects are so large in scale that they take teams of people 

to get them off the ground. They are expensive to undertake. The SDSS built its own 

dedicated telescope and specialized software was written for the survey. In addition the 

amount of data is so immense that no one person could possibly ever look at it all. The 

SDSS DR6 contains 287 million unique objects. If an astronomer spent just one 8econd 

looking at each object it would take them 9 years and 2 months without sleeping or 39 

years and 10 months of working regular business hours to see the whole survey. Given that 

the SDSS continues to grow one could never hope to catch up. 

For the romantic in8ide of us it is sad to see the Hollywood vision of the astronomer 

fall by the wayside. There is something about the image of the bearded, spectacled, professor 

with corcluruy patclw:; uu hi:; Lla;o;er :;ittiug aluue uu u reuwte iuuu11tai11 peering th1·uugh a 

large refracting telescope in lonely pursuit of gleaning truth from the heavens. However the 

new age of astronomy provides a wealth of exciting new opportunities. 
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One way in which large surveys provide new insights is in the discovery of increas

ingly rare objects. With over 1.2 million spectra observed in SDSS DR6 objects which are 

truly one -in a million can be found. Unlike other branches of physics where laboratory 

experiments can be built to design and carefully controlled astrophysicists must rely on 

observing what already exists. It is hopelessly impossible to create in the lab the high 

temperatures, density extremes, magnetic fields, or gravitational forces which can exist in 

astrophysical contexts let alone build your own star or galaxy to order. Oddball objects 

can expand the known parameter space of a class of objects or provide the missing l-ink in 

the evolution from one class to another. 

Within this thesis two blue compact dwarf galaxies were found with anomalously 

low nitrogen contents given their oxygen abundances. This could potentially provide clues 

into their stellar populations or dynamics which set them apart from the general population 

and ultimately shed new light on the chemical evolution of galaxies. A quasar, originally 

believed to be a lensed LBG, with only Lya emission was also uncovered in the SDSS. This 

was thought not to be a particularly rare object but rather a chance precise geometrical 

alignment which affords a view of a normal object from a angle not seen before. 

This brings up a problem faced every fraction of a second by the high energy 

physicists. How does one throw away all of the pieces of hay while being certain no needles 

are lost? Conversely how do you keep all the needles without keeping so much hay that 

finning t.he nce<lles is still prohibitively <lifficult? In high energy well studied particle pro-

duction events need to be filtered out without accidently throwing out new decay routes 

which are interesting. Chapter 4 deals with this problem from an astronomical perspective. 
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Normal galaxies need to be filtered out to leave only those which are truly rare objectH. The 

additional concern of Chapter 4 deals with pushing the limits of a survey as far as poHsiblc 

to probe objects with poor S/N. In addition statistics can work against you. A catalog 

of 287 million objects is expected to have over 750,000 3a events and 200 5a events j118t 

from statistical fluctuations. However with such huge data sets exciting new objects can 

be appear even when they are not being sought. The objects with low nitrogen to oxygen 

ratios were found serendipitously as part of study of high redshift quasars. 

The second way in which large surveys can deepen understanding is by providing 

statistically robust samples from which the mean properties of a group of objects can be 

measured. \i\Tith increasing large surveys more narrow sub-samples can be defined yet Htill 

have the numbers necessary for a detailed analysis. In Chapter 3 the IMF was measured 

in very narrow luminosity bins. This was made possible by the sample size of 130,602 

galaxies. Furthermore at a given luminosity galaxies could be binned by extinction, redshift, 

or aperture fraction to search for potential biases. While measuring the SFHs of individual 

unresolved galaxies is next to impossible to do with certainty the large sample size made 

it possible to show that the necessary distribution of SFHs to match the observationH 18 

improbable- a view of the forest not possible from looking at individual trees. 

From a technical standpoint this thesis focussed on the implementation of existing 

techniques for working with large data sets and, where necessary, developing new ones. The 

science goals focussed on gaining uew insight int.o galaxy fonuat.ion and cvolnt.ion. 

One of the avenues pursued in this goal was to try to exploit opportunities to see 

into the pasts of galaxies. In the case of the search of LBGs the idea was to look for star 
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forming galaxies at such large distances that the light arriving from them here today left 

them while they were still in their youths. Generally these objects are too faint, given the 

large distances involved, to be observed in depth. However chance geometrical alignments 

with massive intervening galaxy clusters can magnify them via gravitational lensing allowing 

for high S/N spectroscopy on the world's largest telescopes. If strongly lensed LBGs could 

be found in a systematic way then a wealth of information regarding the stellar population:;, 

chemical enrichment, and dynamics of the progenitors of today's galaxies could have been 

found. As it is no strongly lensed LBGs were found so the principle science goals could not 

be met. However a great deal was learned from looking for them. 

Another way to look into the pasts of galaxies is to try to find objects which are 

frozen in time- relics of a past age. These objects for some reason did not age like other 

galaxies. These galaxies, should they exist, would be marked by extremely low metallicities 

due to the fact that the onset of star formation was mysteriously delayed until the present 

day. Finding such objects could provide insights into the first stars which formed in metal 

free environments. Much is theorized but little is known about these stars which played 

a significant role in reionizing the Universe and are thus of great importance to the un

derstanding of cosmology. These present day primordial galaxies could provide clues into 

galaxy formation as well if the conditions that caused the onset of star formation could be 

understood, as well as the conditions that retarded star formation until now. 

Two blue compact <lwarf galaxies which were initially thoughL Lo fit t.hit; <lescriµLiou 

were discovered serendipitously as part of a quasar survey. Abundance analysis revealed 

that these two galaxies have meta1Iicities which are low, but not remarkably so. In addition 
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an old stellar population was detected in near infrared imaging. However it was found 

that the nitrogen to oxygen ratio was significantly lower thau is the norm for blue compact 

dwarf galaxies. This is likely due to a difference in the production mechanism of nitrogen 

and suggests that the underlying stellar population and history of the two galaxies differs 

from the norm in such objects. Furthermore it could provide more general insights into the 

production of nitrogen and the enrichment of galaxies. 

From a more practical standpoint the existence of low metallicity galaxies with 

low nitrogen to oxygen ratios could plague the study of the chemical evolution in the 

high redshift universe. Galaxies in the early universe, due to the large distances involved, 

are faint and difficult to observe. The menagerie of weak emission lines used for a full 

abundance analysis cannot practically be measured with good S/N if at all. The common 

way to get around this is to use line ratios of well detected emission lines as proxies for 

metallicity. These relationships between these line ratios and metallicity are calibrated 

against nearby galaxies and H II regions which are well studied. Given that the nitrogen to 

oxygen ration may not follow as simple of a relationship at low oxygen abundances as it does 

at more standard abundances line ratios which include nitrogen lines may be systematically 

incorrect for low metallicity galaxies in the high redshift universe. This could potentially 

cause problems for studies of chemical enrichment in galaxy evolution. 

While the results in this thesis pose more questions than answers regarding the 

production rucchunisui:; for nitrogen Uwy perhaps act as u c11utiouary talc Lo Lhosc using 

line ratio metallicity indicators on low metallicity galaxies. 

From both a technical and scientific perspective the crowning achievement of this 
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thesis is the results of the IMF study. Systematic variation of the IMF with luminosity was 

observed which cuts against the conventional wisdom that the IMF i::; universal regardlcs::; 

of environmental conditions. In the high luminosity galaxies a Salpeter-like IMF slope was 

recovered and these galaxies were well represented by a single, universal IMF. However 

it was found that in low luminosity galaxies the IMF has fewer massive stars and that a 

single IMF is not a good fit to the population. There is some controversy whether these 

results are caused by variations in the stellar IMF. It may also be possible that the stellar 

IMF is universal, but the way in which it is sampled by molecular clouds, which may have 

their own power law distribution, causes the IMF integrated over the whole galaxy appear 

to vary. It is far from clear at this point which interpretation is correct. Regardless the 

results here indicate that when modeling low luminosity galaxies a Salpeter IMF may not 

be appropriate. This may also affect models of the early chemical enrichment of today's 

galaxies as they assembled from smaller dwarf galaxies. 

However these results are tempered by the potential systematic effects introduced 

by uncertainties in the spectral synthesis models. These uncertainties are primarily due to 

the poorly understood evolution of the most massive stars and those on the AGB and hori

zontal branch. The level of these uncertainties is not yet well known. A good, quantitative 

estimate of this uncertainty is one of the main issues which needs to be resolved before a 

more definitive claim of IMF variations can be made. 

From a tedmical standpoint the use of large ::>ample ::>izet:i to addret:is the t:itar 

formation history of galaxies is a significant accomplishment. The star formation history of 

a galaxy is notoriously difficult to measure, especially if the stellar population is unresolved. 
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However by analyzing the distribution of SFHs needed to account for the observations it 

was shown that an unreasonable coordination of star burst times is required. While the 

problem of measuring individual star formation histories remains in certain circumstances 

it can be solved for populations of objects. 

7.1 Future Work 

None of the problems addressed in this thesis have been fully resolved. In fa.ct, 

many new questions arose from these projects. In this section the potential future direction 

of these projects is discussed. 

The targeted search for strongly lensed LBGs came up empty handed. Given 

the amount of effort put into the search here as well as by many others it is clear that 

finding these objects in the SDSS is difficult. Looking back the feeling is that the SDSS 

may be about one magnitude to shallow for a targeted photometric search to be successful. 

In addition it appears that Allam, et al. (2007) may be having success pulling additional 

lensed LBGs out of the SDSS using their catalog of candidate interacting galaxies form the 

imaging survey. This is somewhat contrary to the original design of this project, which was 

in part an attempt to find objects lensed by galaxy clusters at distances large enough to be 

previously undetected. Continuing in this direction would not conflict with the Allam, et 

al. (2007) effort. 

Given the lack of success and the work involved it does not appear that this 

project should continue. However many lessons were learned along the way about rejecting 

contaminants and pushing the limits of a survey. These could be applied to new surveys as 
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they come down the road to search for lensed LBGs or any other type of rare object. 

As for the galaxies with low nitrogen to oxygen ratios the fin;t step in the followup 

would be to obtain higher S /N spectra, and perhaps higher resolution to split some of the line 

doublets, of the two galaxies in order to perform a more complete and precise abundance 

analysis. A second step would be to conduct a large systematic survey of blue compact 

dwarfs from the SDSS to determine what fraction of these galaxies have low nitrogen to 

oxygen ratios and what the full distribution of these ratios is. Given that there are already 

similar surveys that did not find galaxies like the two described in this thesis the survey 

would likely need to have a couple hundred galaxies to measure this accurately. This would 

provide some insight into how perilous it is to use line ratio indicators at low metallicities. 

It may also be worth taking high resolution images with the Hubble Space Telescope to 

determine if the environments around these two galaxies harbor any insights into their odd 

behavior. Both objects appear very isolated in the SDSS imaging. If this project was 

undertaken it would required considerable modeling of nitrogen enrichment models as well. 

Bold claims require extraordinary evidence. The IMF variations described here 

certainly qualify as a bold claim. As such it is important to continue this investigation to 

find additional evidence to support or refute these results. One major issue is to quantify 

the level of uncertainty introduced by the models due to an incomplete understanding of 

the evolution of the most massive stars and AGB and horizontal branch stars. Future work 

on the 11\!IF can proceed in a couple of new directions. The first is to continue to ,,;can the 

parameter space for systematic IMF variations using the current method. Using the line 

ratio methods described in this thesis gas phase metallicities can be measured and the IMF 
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variation due to metallicity can be investigated. Although pa.rt of this thesis reveals some 

concerns about these line ratio metallicity indicators at low metallicities at the mctallicities 

common to the bulk of the SDSS galaxies the use of these line ratios is far less dubious. 

Using SDSS galaxy cluster catalogs IMF variations can be investigated as a function of 

galaxy environment. 

It would also be very useful to measure the IMF in SDSS star forming galaxies iu a 

fully independent manner using different IMF indicators. One potential way to do this is to 

use ultraviolet spectroscopy from the GALEX mission to measure the shape and strength 

of stellar absorption. According to the spectral synthesis models of Leitherer, Robert, 

& Heckman (1995) the C IV ,\1550, Si IV ,\1400 and N IV ,\1720 stellar absorption line 

strengths and profiles are sensitive to the IMF slope and upper mass cutoff. As this method 

is sensitive only to the high mass stars it is much less affected by the SFH, a large problem 

for the optical technique used here. One negative is that these lines may be contaminated 

by the interstellar medium and would need to be disentangled (Shapley et al. 2003). 

Lastly the method used here can be expanded to include more observational pa

rameters to more strongly constrain the models. These parameters can be from the optical 

but it has recently become possible to access data from large surveys from a number of 

wavelength regimes. An ultraviolet color index can be used as a star formation rate indi

cator due to the fact that this is a direct measure of the photospheres of massive stars iu 

the galaxies. Unfortunately the dust correction bec01nes u10re uuccrt;aiu iu Llw ultraviolet 

which can make it difficult to use. In the infrared SWIRE, a Spitzer Legacy Project, has 

taken MIPS and IRAC data in three nine square degree fields which overlap with the SDSS 
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coverage. These wavebands can provide a check on the number of massive stars determined 

from the Ho: flux. One concern is that dust may obscure star formation such that it is not 

detected in the visible and ultraviolet. If the most massive stars spend their entire lifetimes 

imbedded in nebular regions my current method could lead to the spurious conclusion that 

the IMF is truncated at some upper mass. IVIIPS data can constrain dust and the star 

formation rate and IRAC can constrain stellar masses. In order to analyze all thb data. at 

once more advanced statistical techniques will be needed in order to keep computational 

costs down. Monte Carlo Markov Chain analysis is a promising method for this purpose. 
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Appendix A 

Spectroscopic Observations of LBG 

Candidates 
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Table A.l. Spectroscopically Identified LBG Candidates 

Date Instrument RA dee r z Type Comment. 

7-19-2001 2dF 00 17 12.04 -10 33 22.1 

7-19-2001 2dF 00 17 31.62 -09 51 31.1 

7-19-2001 2dF 00 17 35.82 -09 43 3'1.7 

7-19-2001 2dF 00 17 48.04 -10 07 52.6 

7-19-2001 2dF 00 18 53.18 -09 ,13 51.4 

7-19-2001 2dF 00 18 58.44 -09 05 29.4 

7-19-2001 2dF 00 19 '17.33 -09 02 33.1 

7-19-2001 2dF 00 21 35.42 -09 07 30.8 

7-19-200 l 2dF 00 21 52.41 -10 29 31.0 

7-19-2001 2dF 00 21 56.26 -10 04 '1'1.8 

7-19-2001 2dF 00 21 57.66 -10 40 41.9 

7-19-2001 2dF 00 22 12.13 -10 12 07.8 

7-19-2001 2dF OJ 56 36.96 +oo 20 51.2 

7-19-2001 2dF 01 57 06.20 -00 06 48.7 

7-19-2001 2dF 01 57 06.34 -00 04 00.2 

7-19-2001 2dF 01 59 25.78 -00 48 06.5 

7-19-2001 2dF 01 59 54.57 +oo 15 33.8 

7-19-2001 2dF 01 59 55.64 -00 35 33.7 

7-19-2001 2dF 02 00 04.22 -00 40 42.1 

7-19-2001 2dF 02 00 54.20 +oo 56 2u 

7-19-2001 2dF 02 00 54.97 -000111.5 

7-19-2001 2dF 02 02 25.44 -00 25 20. l 

7-19-2001 2dF 14 48 38.41 +02 12 31.4 

7-19-2001 2dF 14 49 13.63 +02 19 01.8 

7-19-2001 2dF 14 49 24.55 +01 54 35.1 

7-19-2001 2dF 14 49 44.70 +01 21 03.3 

7-19-2001 2dF l4 50 54.00 +01 44 46.2 

7-19-2001 2dF 14 51 25.64 +02 21 52.3 

7-19-2001 2dF 14 51 44.98 +01 55 58.7 

7-19-2001 2dF 14 51 45.10 +01 07 29.0 

7-19-2001 2dF 14 51 47.15 +01 28 39.3 

7-19-200 I 2dF l4 51 51.06 +01 16 16.8 

7-19-2001 2dF 14 51 54.76 +02 47 14.3 

7-19-2001 2dF 14 52 03.05 +01 25 33.4 

7-19-2001 2dF 14 52 46.27 +02 55 42.5 

7-19-2001 2dF 14 52 46.81 +01 01 37.1 

7-19-2001 2dF 14 52 59.36 +01 23 35.8 

7-19-2001 2dF 14 54 01.05 +02 45 42.7 
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Table A.l (cont'd) 

Date Instrument RA dee r z Type Comment. 

7-19-2001 2dF 21 49 21.15 -07 04 47.0 

7-19-2001 2dF 21 49 44.64 -08 12 18.4 

7-19-2001 2dF 21 49 46.14 -07 53 48.l 

7-19-2001 2dF 21 50 08.09 -07 42 17.6 

7-19-2001 2dF 21 51 05.38 -06 52 16.8 

7-19-2001 2dF 21 51 13.98 -07 06 11.5 

7-19-2001 2dF 21 51 28.58 -07 40 10.8 

7-19-2001 2dF 21 51 47.27 -08 14 57.0 

7-19-2001 2dF 21 53 21.69 -06 55 08.9 

7-19-2001 2dF 14 53 26.15 +01 51 41.0 

7-19-2001 2dF 14 51 21.82 +01 08 11.8 3.35 Quasar 

7-19-2001 2dF 00 17 14.67 -10 00 55.5 5.03 Quasar 

7-21-2001 2dF 01 16 07.74 -10 08 24.7 

7-21-2001 2dF 01 17 02.37 -09 42 59.6 

7-21-2001 2dF 01 17 03.96 -10 35 51.8 

7-21-2001 2dF 01 17 05.78 -09 59 04.0 

7-21-2001 2dF 01 17 30.59 -10 12 10.3 

7-21-2001 2dF 01 18 00.00 -09 45 13.6 

7-21-2001 2dF 01 18 02.16 -09 52 09.5 

7-21-2001 2dF 01 19 00.01 -09 22 11.2 

7-21-2001 2dF 01 20 10.32 -09 19 31.6 

7-21-2001 2dF 01 20 14.76 -10 11 20.8 

7-21-2001 2dF 01 20 52.12 -09 38 48.3 

7-21-2001 2dF 01 20 54.36 -09 44 33.2 

7-21-2001 2dF 01 20 57.81 -09 19 55.3 

7-21-2001 2dF 01 20 59.93 -101011.7 

7-21-2001 2dF 01 21 13.95 -10 30 53.2 

7-21-2001 2dF 01 21 18.86 -10 41 06.4 

7-21-2001 2dF 01 21 28.82 -09 14 49.9 

7-21-2001 2dF 01 21 31.96 -09 45 39.0 

7-21-2001 2dF 01 21 41.78 -10 09 27.2 

7-21-2001 2dF 01 21 45.33 -09 23 11.4 

7-21-2001 2dF 01 21 54.76 -10 27 40.6 

7-21-2001 2dF 01 21 55.50 -09 22 57.8 

7-21-2001 2dF 01 22 03.60 -09 24 49.8 

7-21-2001 2dF 01 22 04.02 -10 17 37.1 

7-21-2001 2dF 01 22 22.65 -10 14 44.0 

7-21-2001 2dF 01 22 28.90 -10 29 12.8 
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Table A.l (cont'd) 

Date Instrument RA dee r z Type Comment 

7-21-2001 2dF 01 23 10.01 -10 22 25.1 

7-21-2001 2dF 02 16 59.76 -00 32 52.8 

7-21-2001 2dF 02 17 01.43 -00 34 40.6 

7-21-2001 2dF 02 19 30.56 +oo 05 20.3 

7-21-2001 2dF 02 19 31.09 -00 49 08.4 

7-21-2001 2dF 02 19 41.80 -00 46 41.5 

7-21-2001 2dF 02 20 17.10 +oo 0146.3 

7-21-2001 2dF 02 22 51.64 +oo 22 38.o 

7-21-2001 2dF 02 23 08.96 -00 29 57.0 

7-21-2001 2dF 13 52 13.19 +01 55 07.5 

7-21-2001 2dF 13 53 20.53 +02 28 00.4 

7-21-2001 2dF 13 53 4tl.55 +02 17 34.3 

7-21-2001 2dF 13 53 56.12 +01 34 23.2 

7-21-2001 2dF 13 55 21.90 +01 16 04.1 

7-21-2001 2dF 13 56 29.24 +02 40 39.4 

7-21-2001 2dF 13 56 43.36 +01 32 58.4 

7-21-2001 2dF 13 57 ll.46 +01 31 05.0 

7-21-2001 2dF' 13 58 00.27 +01 ltl 23.1 

7-21-2001 2dF 13 58 31.09 +01 33 45.0 

7-21-2001 2dF 13 58 53.12 +02 35 29.7 

7-21-2001 2dF 13 58 59.84 +02 05 09.4 

7-21-2001 2dF 1'15750.17 +01 15 02.6 

7-21-2001 2dF' 14 58 12.37 +02 44 56.1 

7-21-2001 2dF 14 59 11.98 +02 08 09.1 

7-21-2001 2dF 14 59 32.49 +01 11 04.4 

7-21-2001 2dF' 14 59 48.90 +01 04 46.1 

7-21-2001 2dF 14 59 54.75 +01 24 13.5 

7-21-2001 2dF 14 59 55.32 +02 57 22.8 

7-21-2001 2dF 15 00 33.23 +02 17 10.8 

7-21-2001 2dF 15 00 34.07 +01 01 06.5 

7-21-2001 2dF 15 00 41.15 +02 41 33.0 

7-21-2001 2dF' 15 01 56.44 +01 28 '16.7 

7-21-2001 2dF 15 03 04.24 +02 03 31.9 

7-21-2001 2dF 15 03 13.75 +01 33 46.1 

7-21-2001 2dF 21 24 44.8V -07 02 51.8 

7-21-2001 2dF 21 24 47.73 -06 56 08.4 

7-21-2001 2dF 21 25 18.39 -07 35 44.3 

7-21-2001 2dF 21 25 23.13 -07 17 23.8 
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Table A.1 (cont'd) 

Date lnsLrumenL RA dee ,. z Type Comment. 

7-21-2001 2dF 21 27 16.79 -07 24 59.7 

7-21-2001 2dF 21 27 29.96 -07 39 19.0 

7-21-2001 2dF 21 28 28.24 -07 41 15.6 

7-21-2001 2dF 21 28 52.36 -06 15 01.8 

7-21-2001 2dF 21 30 01.36 -07 54 56.6 

7-21-2001 2dF 21 30 25.68 -07 36 12.9 

7-21-2001 2dF 21 33 07.37 -07 39 25.9 

7-21-2001 2dF 21 33 10.90 -07 51 31.7 

7-21-2001 2dP 21 33 21.58 -07 16 52.3 

7-21-2001 2dF 21 33 29.97 -07 40 35.7 

7-21-2001 2dF 21 34 29.54 -06 27 07.5 

7-21-2001 2dF 21 34 46.91 -07 22 14.8 

7-21-2001 2dP 21 36 08.57 -07 28 04.6 

7-21-2001 2dF 21 36 20.35 -07 12 35.1 

7-21-2001 2dF 21 36 23.57 -08 13 33.6 

7-21-2001 2dF 21 36 57.24 -08 05 03.7 

7-21-2001 2dF 213713.70 -08 07 13.2 

7-21-2001 2dF 21 38 02.55 -07 38 12.6 

7-21-2001 2dF 21 38 07.94 -07 17 18.1 

7-21-2001 2dF 21 38 24.55 -07 30 11.7 

7-21-2001 2dF 21 41 16.68 -07 39 17.3 

7-21-2001 2dF 21 41 21. 75 -07 34 58.2 

7-21-2001 2dF 21 42 00.01 -07 50 55.8 

7-21-2001 2dF 21 44 34.01 -06 39 11.8 

7-21-2001 2dF 21 44 55.37 -08 04 05.0 

7-21-2001 2dF 21 45 11.79 -08 06 55.6 

7-21-2001 2dF 21 45 39.65 -08 15 33.7 

7-21-2001 2dF 21 45 45.30 -08 27 ,18.4 

7-21-2001 2dF 21 46 46.85 -08 15 19.8 

7-21-2001 2dF 21 47 08.21 -07 57 46.7 

7-21-2001 2dP 21 47 34.08 -07 48 32.7 

7-21-2001 2dF 21 47 36.66 -07 59 55.4 

5-10-2002 2dF 11 42 57.60 +oo 17 51.6 

5-10-2002 2dF 11 43 9.98 -00 03 34.0 

5-10-'.WU2 2cW 11 44 HJ.OU +uu rn uu.8 
5-10-2002 2dF 11 45 24.00 +oo 59 01.1 

5-10-2002 2dP 11 46 30.15 +oo 24 10.3 

5-10-2002 2dF 11 47 20.12 +oo 44 24.4 
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Table A.l (cont'd) 

Date Instrument RA dee 1' z Type Comment. 

5-10-2002 2dF 11 48 40.10 +oo 08 34.3 

5-10-2002 2dF 12 04 l 7.fl6 -00 07 53.2 

5-l0-2002 2dF 12 06 38.52 +oo 23 l I. l 

5-10-2002 2dF 12 08 28.36 -00 52 01.6 

5-10-2002 2dF 12 10 44.'!2 +oo 13 22.9 

5-10-2002 2dF l2 37 14.49 +oo 09 29.4 

5-10-2002 2dF 12 37 18.12 +oo 03 46.2 

5-10-2002 2dF l4 42 58.07 -00 12 15.7 

5-10-2002 2clF 14 43 20.00 +oo 19 26.7 

5-10-2002 2dF 11! 45 04.36 -00 53 24.1 

5-10-2002 2dF 14 45 12.62 +oo 01 03.o 

5-10-2002 2dF 14 47 42.32 +oo 01 26.4 

5-10-2002 2dF 14 48 28.49 +oo 20 14.0 

5-10-2002 2dF 15 18 56.81 -00 21 38.9 

5-10-2002 2dF 15 19 01.64 +oo 28 45.1 

5-10-2002 2dF 14 44 07.66 -00 43 34.2 0.21 Galaxy Uncertain: near sky lines 

5-10-2002 2dF 12 38 23.34 +oo 30 rn.2 0.1488 Galaxy 

5-10-2002 2dF 15 14 30.58 -00 08 03.4 0.2233 Galaxy Emission lines 

5-10-2002 2dF 12 37 38.14 +oo oo 35.6 0.2276 Galaxy 

5-10-2002 2dF 14 49 17.07 +oo 22 53.o 0.3372 Galaxy En1ission lines 

5-11-2002 2dF 11 46 23.13 -03 26 30.4 

5-11-2002 2dF l1 46 54.56 -02 04 02.0 

5-11-2002 2dF 11 47 03.23 -02 12 47.1 

5-ll-2002 2dF 11 49 04.74 -02 48 54.1 

5-11-2002 2dF 14 18 22.51 +oo 0114.9 

5-11-2002 2dF 14 18 51.63 +oo 07 15.1 

5-11-2002 2dF 14 18 53.36 -00 38 28.8 

5-11-2002 2dF 14 18 56.16 +oo 25 59.3 

5-11-2002 2dF 14 18 57.35 -00 18 07.2 

5-11-2002 2dF 14 19 00.17 +oo 05 30.3 

5-11-2002 2dF 14 19 03.55 +oo :30 24.3 

5-11-2002 2dF 14 19 14.68 -00 19 08.7 

5-11-2002 2dF 14 19 18.60 -00 12 59.3 

5-11-2002 2dF 14 19 59.09 +oo 12 34.2 

5-11-2002 2dF 14 19 59.92 +oo 05 45.2 

5-ll-2002 2dF 14 20 32.56 +oo 53 17.9 

5-11-2002 2dF 14 20 42.49 +oo 36 24.2 

5-11-2002 2dF 14 20 48.53 +oo 06 48.6 
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Table A.l (cont'd) 

Date lrn;trument RA dee 1' z Type Comment 

5-11-2002 2dF 14 20 53.52 -00 24 55.:l 

5-11-2002 2dF 14 21 11.42 -00 20 31.7 

5-11-2002 2dF 14 24 23.78 +oo 24 33.5 

5-11-2002 2dF 15 03 20.02 -00 19 20.5 

5-11-2002 2dF 15 OS 00.17 +oo 3,1 oG.7 

5-11-2002 2dF 15 42 09.27 +oo 2s 17.5 

5-11-2002 2dF 20 47 07.66 -00 24 13.5 

5-11-2002 2dF 20 50 22.24 -01 07 34.4 

5-11-2002 2dF 20 50 3S.OO +oo os 50.5 

5-11-2002 2dF 20 52 24.79 -00 49 43.0 

5-11-2002 2dF 14 24 20.93 -00 07 53.3 Galaxy low z em line galaxy 

5-11-2002 2dF 20 49 5S.56 -01 11 06.4 0.0 Star A star 

5-11-2002 2dF 14 lS 13.56 +oo 06 34.2 0.13 Galaxy emission lines 

9-14-2002 FOCAS 02 06 55.21 -00 5S 17.4 0.0 Star A star eluded psf reject 

9-14-2002 FOCAS 03 13 14.03 -06 51 23.0 0.0226 Galaxy Balmer break 

9-14-2002 FOCAS 22 47 50.77 +oo 01 49.7 0.0255 Galaxy Emission lines 

ll-S-2002 2dF 03 31 49.48 +oo 24 50.3 Low SB, not detected 

11-8-2002 2dF 01 07 56.65 -00 01 06.2 Low SB: not detected 

11-9-2002 2dF 00 55 54.29 +oo 25 23.o 

11-9-2002 2dF 00 56 54.S3 +oo 3S 32.6 

1 l-9-2002 2dF 01 07 56.65 -00 01 06.2 2nd obs: tile overlap 

11-9-2002 2dF 00 55 09.04 +oo 39 34.2 0.197 Galaxy Emission lines 

11-9-2002 2dF 00 59 51.46 +oo 54 45.7 0.55 Galaxy [O II] Elvl, Balmer abs 

10-27-2006 DIS rII 16 40 22.00 +46 43 12.0 20.5S 

10-27-2006 DIS !II 22 25 5:3.00 +14 00 04.0 lS.20 

10-27-2006 DIS III 00 53 3S.OO +oo 40 26.o lS.24 

10-27-2006 DIS III 23 37 41.00 +oo 17 '16.o 19.89 

10-27-2006 DIS III 01 52 53.00 +01 02 53.0 19.43 

12-14-2006 DIS III 07 50 50.70 +20 52 11.3 18.13 0.063 Galaxy EM Jines, Weak H,8 

12-14-2006 DIS III 09 17 53.10 +514312.0 19.34 0.21 Galaxy At cluster redshift 

12-14-2006 DIS III 10 00 51.00 +23 26 10.0 17.72 4.58 Quasar Image shows ext object 

5-12-2007 DIS III 14 26 17.23 +39 01 45.8 20.56 0.36 Galaxy EM Jines, Weak H,6 

5-12-2007 DIS III 15 47 lS.85 +20 56 19.5 18.68 0.264 Galaxy Strong Balmer break 

5-12-2007 DIS III 16 40 22.00 +46 4.'3 12.5 20.58 0.862 Galaxy Weak El'vf lines 

6-20-2007 DIS Ill 15 5:3 00.05 +56 07 35.0 19.20 Carbon star? 

6-20-2007 DIS III 17 10 16.87 +46 03 02.9 20.50 0.0835 Galaxy Weak EM Jines 

6-20-2007 DIS III 23 37 23.04 -00 31 15.6 19.74 4.53 Quasar 
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