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Abstract

The CDF experiment has searched for production of a third generation vector leptoquark (VLQ3)

in the di-tau plus di-jet channel using 322 pb−1 of Run II data. We review the production and

decay theory and describe the VLQ3 model we have used as a benchmark. We study the analysis,

including the data sample, triggers, particle identification, and event selection. We also discuss

background estimates and systematic uncertainties. We have found no evidence for VLQ3 prod-

ction and have set a 95% C.L. upper limit on the pair production cross section σ to 344 fb, and

exclude VLQ3 in the mass range mVLQ3 > 317 GeV/c2, assuming Yang-Mills couplings and

Br(LQ3 → bτ) = 1. If theoretical uncertainties on the cross section are taken into account, the

results are σ < 353 fb and mVLQ3 > 303 GeV/c2. For a VLQ3 with Minimal couplings, the

upper limit on the cross section is σ < 493 fb (σ < 554 fb) and the lower limit on the mass is

mVLQ3 > 251 GeV/c2 (mVLQ3 > 235 GeV/c2) for the nominal (1σ varied) theoretical expecta-

tion.
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Chapter 1

Introduction

1.1 Leptoquark Hypothesis

Common to many Standard Model extensions is a symmetry between leptons and quarks. Be-

cause the Standard Model has benefited from the relationship between symmetries and conserved

quantities, it is common for theorists to attempt to connect the quark phenomenology and lep-

ton phenomenology of the Standard Model. Any model which attempts to unify forces via more

fundamental couplings is likely to introduce a coupling between quarks and leptons. If such a

coupling exists, then there must be a gauge boson which is the carrier of force between them.

The existence of leptoquarks (LQs) is motivated by the striking parallels between the three

generations of quarks and the three generations of leptons. The similarities suggest a possible link

between the two sectors at higher mass scales, likely in the range m ≥ mtop. The phenomenology

of leptoquarks is determined by the fact that they couple to both leptons and quarks, carrying

both a lepton quantum number and a baryon quantum number. Figure 1.1 shows the two general

categories of LQ couplings. One LQ decays into quark and lepton, the other LQ decays into quark

and neutorino. Furthermore, LQs are color-triplet bosons, with fractional charge. Leptoquark

theory provides two possible spin structures: scalar (spin = 0) LQs have fixed couplings and

decay isotropically, while vector (spin = 1) LQs have what are called anomalous magnetic dipole

and electric quadrupole moments.

This section discusses the variety of LQs that may exist, and Sections 1.2 and 1.3 detail the

production cross section and decay mechanisms for the 3rd generation vector leptoquarks we are

considering. One of the most compelling motivations for leptoquarks is that they appear in a

consistent way in a wide range of theories, including SU(5) GUT [1], Superstrings, SU(4) Pati-

Salam [2], Compositeness [3], and Technicolor [4]. The Particle Data Group includes a short

review article on leptoquarks [5].

The leptoquark search carried out here assumes a Lagrangian, as formulated by Buchm̈uller

et al. [6], which satisfies the SU(3)×SU(2)×U(1) group combination. As done in a CDF Run I

search [7, 8], we accept the following three restrictions: we assume lepton and baryon number

1



Figure 1.1: Two classes of leptoquark couplings.

conservation, and couplings that remain within a given generation, so as to agree with the lack of

flavor changing neutral currents; we assume couplings that are chiral, so as to prevent a rate of

π → eν decays that is beyond what is experimentally observed. The resulting possible LQ species

are listed in Table 1.1 [6].

1.2 Production Cross Section

At the Tevatron, leptoquarks can be produced via two primary processes. The leading order Feyn-

man diagrams on the quark-antiquark annihilation processes are shown in Figure 1.2. The second

process, gluon-gluon fusion, is depicted in Figure 1.3. For LQ masses that have not previously

been excluded, the quark anti-quark annihilation process dominates at the Tevatron.

The effective Lagrangian is given by

L = Lg
S + Lg

V , (1.1)

where

Lg
S =

∑
scalars

[
(Dμ

ijΦ
j)†(Dik

μ Φk) −M2
SΦi†Φi

]
(1.2)

and

Lg
V =

∑
vectors

[
−1

2
Gi†

μνG
μν
i +M2

V Φi†
μ Φμ

i − igs

[
(1 − κ)Φi†

μ t
a
ijΦ

j
νGμν

a +
λ

M2
V

Gi†
σμt

a
ijG

jμ
ν Gνσ

a

]]
.

(1.3)

In the above Lagrangians, gs is the strong coupling constant, ta are the generators of SU(3)C (in

the appropriate representation), MS and MV are the scalar and vector Leptoquark masses and κ

and λ are the anomalous couplings. κ and λ are assumed to be real and are related to the anomalous

magnetic moment, μV , and electric quadrupole moment, qV , by the following relationship

μV =
gs

2MV
(2 − κ+ λ) (1.4)

qV = − gs

M2
V

(1 − κ− λ) (1.5)
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Table 1.1: Quantum numbers, decay channels, and couplings for species of scalar and vector

leptoquarks. The subscript on the LQ is the dimensionality of the SU(2) group representation, as

also given in the fifth column. The third column gives the fermion number, F = 3B+L, where B is

the baryon quantum number and L is the the lepton quantum number. In the last column, L and R

refer to the tau chirality.

LQ Spin 3B+L SU(3)C SU(2)W U(1)Y QEM Channel(s) [coupling(s)]

S1 0 −2 3∗ 1 1
3 −1

3 τ−L,Rt [g1L,R], νLb [−g1L]

S̃1 0 −2 3∗ 1 4
3 −4

3 τ−R b [g̃1R]

2
3 νLt [

√
2g3L]

S3 0 −2 3∗ 3 1
3 −1

3 τ−L t [−g3L], νLb [−g3L]

−4
3 τ−L b [−√

2g3L]

−1
3 τ−R t [g2R], νLb [g2L]

V2 1 −2 3∗ 2 5
6 −4

3 τ−L,Rb [g2L,R]

2
3 νLt [g̃2L]

Ṽ2 1 −2 3∗ 2 −1
6 −1

3 τ−L t [g̃2L]

−2
3 τ−R b [−h2R], νLt [h2L]

R2 0 0 3 2 7
6 −5

3 τ−L,Rt [h2L,R]

1
3 νLb [h̃2L]

R̃2 0 0 3 2 1
6 −2

3 τ−L b [h̃2L]

U1 1 0 3 1 2
3 −2

3 τ−L,Rb [h1L,R], νLt [h1L]

Ũ1 1 0 3 1 5
3 −5

3 τ−R t [h̃1R]

1
3 νLb [

√
2h3L]

U3 1 0 3 3 2
3 −2

3 τ−L b [−h3L], νLt [h3L]

−5
3 τ−L t [

√
2h3L]

3



(a)

q

q

g

LQ

LQ
(b)

q

q

,τ, μe, 
ν

λ

λ

LQ

LQ

Figure 1.2: Leading order Feynman diagrams for leptoquark pair-production by quark anti-quark

annihilation. Diagram (a) dominates, while diagram (b) has two instances of the LQ-quark-lepton

coupling, λ, which for the third generation would require top or bottom quarks to be present in the

initial state.

The tensors for the field strength for the gluon and vector leptoquark field are given by

Ga
μν = ∂μAa

ν − ∂Aa
μ + gsf

abcAaμAbν , (1.6)

Gi
μν = Dik

μ Φνk −DikΦμk, (1.7)

This lagrangian is model independent modulo anomalous couplings for the magnetic moment and

the electric quadrapole moment of the Leptoquarks in the color field. The case of κ = λ = 0
corresponds to the assumption that the Vector Leptoquark couples like a Yang-Mills gauge field

and the case κ = 1, λ = 0 corresponds to the case of Minimal Vector type coupling, following the

particular conventions as in [10].

Previously, no tool existed to accurately simulate the pair-production and decay of 3rd gen-

eration vector leptoquarks (VLQ3s). We have implemented the first such generator for vector

leptoquarks, the details of which are documented elsewhere [11]. The new production channel

has been added using the GRACE matrix element generator and the GR@PPA interface. This

yields the pair-production cross section, as well as a set of events that run through the full CDF

simulation software.

The VLQ3 pair production cross section (σVLQ3VLQ3) is shown in Table 1.2. Figure 1.4 shows

the total pair production cross section, as well as the contributions from quark anti-quark annihi-

lation and gluon-gluon fusion, all for the case where Br(VLQ3 → bτ) = 1. Figure 1.5 shows

the impact on total cross section due to the Br(VLQ3 → bτ) = 1 requirement. We used the

CTEQ5L PDF library and Q2 = m2
VLQ3. The systematics related to these choices are discussed

in Section 5.1.2.

1.3 Decay

It is common to define the quantity β = Br(LQ → �q) to categorize the possible leptoquark decay

channels. The diagram in Figure 1.1(a) corresponds to β = 1 while the diagram in Figure 1.1(b)
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Figure 1.3: Leading order Feynman diagrams for leptoquark pair-production by gluon-gluon fu-

sion. At the Tevatron, the contribution from the gluon-gluon fusion process is predicted to be about

ten times smaller than that due to quark anti-quark annihilation.
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Figure 1.4: Pair production cross section as a function of VLQ3 mass for the total (solid red), quark

anti-quark annihilation contribution (dashed blue), and gluon-gluon fusion contribution (dotted

blue). In these cases the the generator uses Yang-Mills couplings and Br(VLQ3 → bτ) = 1. The

numbers corresponding to the total are given in Table 1.2.
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.

Table 1.2: Cross section, in pb, for VLQ3 pair production at the Tevatron using the

GRACE/GR@PPA matrix element generator, for a various of VLQ3 masses, and assuming Yang-

Mills couplings.

mVLQ3 (GeV/c2) 100 120 140 160 180 200 220 240
σVLQ3VLQ3 ( pb) 898.4 324.5 132.1 58.55 27.59 13.60 6.928 3.614

mLQ3 (GeV/c2) 260 280 300 320 340 360 380 400

σVLQ3VLQ3 ( pb) 1.911 1.035 0.562 0.307 0.169 0.093 0.051 0.028
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corresponds to β = 0. In this analysis, we search for VLQ3 → τ−b, which has β = 1, and is

called the type U1 in Table 1.1.

Because the LQs are pair-produced, the final state contains two taus and two b quarks. The

signature we search for is one tau decaying leptonically to an electron or muon, one tau decaying

hadronically to two jets. This combination of τ±e τ
∓
h bb or τ±μ τ

∓
h bb represents 46% of the possible

ττ decay variations.

The choice of this signature is motivated in the following two points: First we have to select

a channel where the decay products can be triggered, and candidate events have to be obtained

with a large ratio of signal over background. The τ�τhbb final state is well selected with a Lep-

ton+Track trigger (see Section 3.2). On the other hand, each of the νb, νt, and τt decay modes

(LQ3 pair production leading to potential mixtures of these decay modes) represents significantly

different analyses, likely with more challenging backgrounds. Second, we select the U1 type for

its simplicity: with β set to 1 (so no contribution from νt), the decay is entirely to the τb channel

(with no contribution through τt). In addition to leptoquarks of the type named U1, we are also

potentially sensitive to decays from the vector leptoquarks named V2 and U3, as well as the scalar

leptoquarks named S̃1, S3, R2, and R̃2, as shown in Table 1. This is because they all potentially

share the final state of τb, and so if we were to see a statistically significant excess in this channel

it could represent the discovery of one or more of these species. Also note that if the true value of

β is not 1 (β �= 1), it does not change which decay modes we consider in this analysis, but instead

changes the expected relative branching ratio between τb and νt in the case of U1. This would

weaken our limits.

1.4 History of Search for Leptoquarks

In February 1997, a sign of a leptoquark signature has been seen at HERA. The H1 [12] and

ZEUS [13] collaborations working on e+p collisions at HERA simultaneously released papers

reporting an excess of neutral-current deep-inelastic scattering events with high Q2. Since the

reports, a large number of papers have been published on experimental leptoquark mass lim-

its. H1 found 12 events with Q2 > 15, 000 GeV2 where the Standard Model (SM) predicts

4.71 ± 0.76, and ZEUS found 2 events with Q2 > 35, 000 GeV2 in comparison to the SM pre-

diction of 0.145± 0.013 events for that range of Q2. The probability that these excesses were due

to statistical fluction was 0.5%. Then at the Lepton-Photon conference in 1997, H1 and ZEUS re-

ported more neutral current events as well as charged current events from data taken up to June of

that year [14] [15]. Collectively, they found 22 charged current events with a Q2 > 10, 000 GeV2

where the SM predicts 17.7± 4.3 events. So, any leptoquark theory would have to account for not

only neutral currents, but charged current as well.

What made the excess more interesting was that H1 observed a cluster of the events at a mass

of about 200 GeV/c2. This excess could be explained by the existence of 1st generation scalar

leptoquarks, including scalar squarks in supersymmetric theories with R-parity violation (RPV).

But if low mass scalar leptoquarks exist, they would be produced at significant rates at a pp̄ collider.

So, immediately both CDF [16] and DØ [17] conducted searches for leptoquarks using Tevatron
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Run I data and reported a combined lower limit of MS > 242 GeV/c2 [18]. For the vector

leptoquark case, even at choice of κ and λ such that the cross section is minimized [9], the lower

mass bounds were significantly higher than the scalar limit.

The leptoquark searches from Run I at the Tevatron exclude the interpretaion of the excess

events found at HERA as being a result of the production of a leptoquark state with chiral and

family-diagonal coupling to fermions [19]. ZEUS also observed a cluster in their data, but at a

mass of about 220 GeV/c2. This difference in mass between H1’s cluster and ZEUS’s cluster was

later ruled out by being the cause of initial state radiation or detector effects [14]. Thus it has

been ruled unlikely that the excess observed at HERA was due to the production and decay of a

single narrow resonance. Since then, the data collected at H1 and ZEUS have doubled, however,

no excess events have been observed.

Continuously, the limits of the leptoquarks are updated by the Tevatron Run II. For the 1st and

2nd generation scalar leptoquark states with decay branching fraction β = 1, the CDF and DØ

experiments obtain the lower limits on the leptoquark mass > 235 GeV/c2 (1st generation, CDF),

> 256 GeV/c2 (1st generation, DØ ), > 224 GeV/c2 (2nd generation, CDF) and > 251 GeV/c2

(2nd generation, DØ ) at the 95% C.L. For the 3rd generation scalar leptoquark, the CDF set a limit

> 129 GeV/c2, which also set a limit of RPV scalar top mass [20].

For the vector leptoquark, the CDF Run I obtained the lower limit on VLQ3 mass [7]. The

lower limits on the VLQ3 mass are following two cases:

• mVLQ3 > 225 GeV/c2 for Yang-Mills couplings.

• mVLQ3 > 170 GeV/c2 for Minimal couplings.

These limits are latest for 3rd generation vector leptoquark before this analysis.

1.5 Comments on b-Tagging

Because the final state contains two b quarks, one can consider requiring one or two b-tagged jets

in the event selection. These options have been explored, but with the relatively low efficiency

of b-tagging, the reduction in signal due to requiring even a single loose b-tag would reduce the

sensitivity (the background level is already low enough that any further reduction in backgrounds

would not make up for the loss of signal efficiency). Loosening other cuts, such as tau ID, while

adding b-tagging is a possible improvement for a future version of this analysis, but the complexity

of allowing more fake taus, in combination with understanding the b-tagging efficiency and mis-

tag rates on these events, would have added considerable time to the completion of this round of

the analysis.

We have performed a rough quantitative estimate of the impact of requiring at least one b-tag.

The b-tagging efficiency for one ”loose” b-tag is ∼ 45%, and so the expected fraction of signal

events that would have at least one b-tag is ∼ 70%. In the eτh and μτh channels combined, the

signal/background would change from roughly 5.5 to 8.5 after adding the b-tagging requirement,

while the sensitivity (S/
√
S +B) would change from about 1.5 to 1.3. In this estimate we have
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accounted for the fact that the majority of the background in the signal region is from tt events,

which will pass a b-tagging requirement at a similar rate to that of our τ�τhbb signal.
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Chapter 2

Experimental Setup

The Fermilab Tevatron Collider represents the high energy frontier in particle physics. It is cur-

rently the source of the highest energy proton-antiproton (pp̄) collisions. The collisions occur at

two points on an underground ring, which has a radius of about 1 km. At these collision points

there are two detectors: the Collider Detector at Fermilab (CDF II) and DØ . This analysis uses

data collected with the CDF II Detector.

Between 1997 and 2001, both the accelerator complex and the collider detectors underwent

major upgrades, mainly aimed at increasing the luminosity of the accelerator, and gathering data

samples of 2 fb−1 or more. The upgraded machine accelerates 36 bunches of protons and antipro-

tons, whereas the previous version of the accelerator operated with only 6. Consequently, the time

between bunch crossings has been decreased from 3.5 μs for the previous version to 396 ns for the

current collider.

The new configuration required detector upgrades at CDF II to ensure a maximum response

time shorter than the time between beam crossings. In the following pages, we describe how the

proton and antiproton beams are produced, accelerated to their final center of mass energy of 1.96

TeV, and collided. We then describe the components used to identify and measure properties of

the particles produced in the collision.

2.1 The Tevatron Collider

To create the world’s most powerful particle beams, Fermilab uses a series of accelerators. The

diagram in Figure 2.1 shows the paths taken by protons and antiprotons from initial acceleration

to collision in the Tevatron.

The Cockcroft-Walton [21] pre-accelerator provides the first stage of acceleration. Inside this

device, hydrogen gas is ionized to create H− ions, which are accelerated to 750 keV of kinetic

energy. Next, the H− ions enter a linear accelerator (Linac) [22], approximately 500 feet long,

where they are accelerated to 400 MeV. The acceleration in the Linac is done by a series of “kicks”

from Radio Frequency (RF) cavities. The oscillating electric field of the RF cavities groups the

ions into bunches.

The 400 MeV H− ions are then injected into the Booster, a circular synchrotron [22] 74.5 m
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Figure 2.1: Layout of the Fermilab accelerator complex.
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in diameter. A carbon foil strips the electrons from the H− ions at injection, leaving bare protons.

The intensity of the proton beam is increased by injecting new protons into the same orbit as the

circulating ones. The protons are accelerated from 400 MeV to 8 GeV by a series of “kicks”

applied by RF cavities. Each turn around the Booster, the protons accrue about 500 keV of kinetic

energy.

Protons are extracted from the Booster into the Main Injector [23], which operates at 53

MHz. It has four functions. It accelerates protons from 8 GeV to 150 GeV before injection into

the Tevatron, it produces 120 GeV protons which are used for antiproton production, it receives

antiprotons from the Antiproton Source and accelerates them to 150 GeV for injection into the

Tevatron, and finally, it injects protons and antiprotons into the Tevatron.

The Main Injector replaced the Main Ring accelerator which was situated in the Tevatron tun-

nel. The Injector is capable of containing larger proton currents than its predecessor, which results

in a higher rate of antiproton production. The Main Injector tunnel also houses the Antiproton

Recycler. Not all antiprotons in a given store are used up by the collisions. Recycling the unused

antiprotons and reusing them in the next store significantly reduces the stacking time. The task of

the Antiproton Recycler is to receive antiprotons from a Tevatron store, cool them and re-integrate

them into the stack, so that they can be used in the next store.

To produce antiprotons, 120 GeV protons from the Main Injector are directed into a nickel

target. In the collisions, about 20 antiprotons are produced per one million protons, with a mean

kinetic energy of 8 GeV. The antiprotons are focused by a lithium lens and separated from other

particle species by a pulsed magnet.

Before the antiprotons can be used in the narrow beams needed in the collider, the differences

in kinetic energy between the different particles need to be reduced. Since this process reduces the

spread of the kinetic energy spectrum of the beam, it is referred to as “cooling” the beam. New

batches of antiprotons are initially cooled in the Debuncher synchrotron, collected and further

cooled using stochastic cooling [24] in the 8 GeV Accumulator synchrotron. The principle of

stochastic cooling is to sample a particles motion with a pickup sensor and correct its trajectory

later with a kicker magnet. In reality, the pickup sensor samples the average motion of particles in

the beam and corrects for the average. Integrated over a long period of time, this manifests itself as

a damping force applied onto individual particles which evens out their kinetic energies. It takes

between 10 and 20 hours to build up a “stack” of antiprotons which is then used in collisions in

the Tevatron. Antiproton availability is the most limiting factor for attaining high luminosities,

assuming there are no technical problems with the accelerator (assuming, for example, perfect

transfer efficiencies between accelerator subsystems) [22, 23].

Roughly once a day, the stacked antiprotons (36 bunches of about 3 × 1010 antiprotons per

bunch) are injected back into the Main Injector. They are accelerated to 150 GeV together with

36 bunches of roughly 3 × 1011 protons. Both the protons and antiprotons are transferred to the

Tevatron.

The Tevatron is the last stage of Fermilab’s accelerator chain. It receives 150 GeV protons and

antiprotons from the Main Injector and accelerates them to 980 GeV. The protons and antiprotons

circle the Tevatron in opposite directions. The beams are brought to collision at two “collision
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parameter Run I Run II

Number of bunches (NB) 6 36

Bunch length [m] 0.6 0.37

Bunch spacing [ns] 3500 396

Protons/bunch (Np) 2.3 × 1011 2.7 × 1011

Antiprotons/bunch (Np̄) 5.5 × 1010 3.0 × 1010

Total antiprotons 3.3 × 1011 1.1 × 1012

β∗ [ cm] 35 35

Interactions/crossing 2.5 2.3

Integrated luminosity [pb−1] 112 450

Peak luminosity [ cm−2s−1] 2 × 1031 1.2 × 1032

Table 2.1: Accelerator parameters for Run I and Run II configurations.

points,” B0 and DØ. The two collider detectors, the Collider Detector at Fermilab (CDF II) and

DØ , are built around the respective collision points.

The luminosity of collisions can be expressed as:

L =
fNBNpNp̄

2π(σ2
p + σ2

p̄)
F

(
σl

β∗

)
, (2.1)

where f is the revolution frequency, NB is the number of bunches, Np(p̄) is the number of pro-

tons(antiprotons) per bunch, and σp(p̄) is the protons(antiprotons) rms beam size at the interaction

point. F is a form factor which corrects for the bunch shape and depends on the ratio of σl, the

bunch length to β∗, the beta function, at the interaction point. The beta function is a measure of

the beam width, and it is proportional to the beam’s x and y extent in phase space.

Table 2.1 shows a comparison of Run I and design Run II [23] accelerator parameters.

2.2 The CDF II Detector

The CDF II Detector [25] is a substantial upgrade of the original CDF Detector [26]. It is located

at the B0 collision point of the Tevatron Collider. The detector is designed to detect and measure

properties of particles emanating from pp̄ collisions. The design is not geared toward one particular

physics measurement, but rather optimized toward extracting a number of different properties

about all particle species created in the pp̄ collision. Such particle detectors are often called multi-

purpose detectors.

A diagram of the CDF II Detector is shown in Figure 2.2. A quadrant of the detector is cut

out to expose the different subdetectors. The detector subsystems can be grouped as follows. The

innermost system is the integrated tracking system. The tracking system is barrel-shaped and

consists of cylindrical subsystems which are concentric with the beam. It is designed to detect

charged particles, measure their momenta and displacements from the point of collision (primary

interaction vertex). The tracking system is surrounded by the Time-of-Flight system, designed to

14



Figure 2.2: The CDF II Detector with quadrant cut to expose the different subdetectors.

provide particle identification for low-momentum charged particles. Both the tracking and Time

of Flight systems are placed inside a superconducting coil, which generates a 1.4 T solenoidal

magnetic field. The coil is surrounded by calorimetry systems, which measure the energy of

particles that shower when interacting with matter. The calorimetry systems are surrounded by

muon detector systems. When interacting with matter, muons act as “minimally ionizing particles”

- they only deposit small amounts of ionization energy in the material. Therefore, they are able

to penetrate both the tracking and calorimeter systems. The integrated material of the tracking

system, TOF, solenoid and calorimetry systems serves as a particle filter. Particles which penetrate

through all that material are mostly muons, and they are detected by leaving tracks in the muon

detection system, located outside of the calorimeter.

The most important parts of the detector for this analysis are the tracking system and the

trigger, and these will be described in detail in the following sections. The description of the

remaining systems will be brief. More detailed information on these systems can be found in the

Technical Design Reports of the CDF II Detector [26, 25].

2.3 Coordinate System in CDF

Because of its barrel-like detector shape, the CDF II Detector uses a cylindrical coordinate system

(r, φ, z) with the origin at the center of the detector and the z-axis along the nominal direction

of the proton beam. The y-axis points upwards. Since the coordinate system is right-handed,

this also defines the direction of the x-axis. Particles moving through a homogeneous solenoidal

magnetic field follow helical trajectories. Reconstructed charged particle trajectories are referred
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to as “tracks”. The plane perpendicular to the beam is referred to as the “transverse plane”, and

the transverse momentum of the track is referred to as pT . As opposed to e+e− collisions, in pp̄

collisions not all of the center of mass energy of the pp̄ system is absorbed in the collision. The

colliding partons inside the proton carry only a fraction of the kinetic energy of the proton. As a

result, the center of mass system of the parton collisions is boosted along the beam direction (the

“longitudinal” direction) by an unknown amount, but quantities defined in the transverse plane

are conserved in the collisions. For instance, the sum of all transverse momenta of particles in a

collision is zero,
∑

�pT = 0.

To uniquely parameterize a helix in three dimensions, five parameters are needed. The CDF

coordinate system chooses three of these parameters to describe a position, and two more to de-

scribe the momentum vector at that position. The three parameters which describe a position

describe the point of closest approach of the helix to the beam line. These parameters are d0, φ0,

and z0, which are the r, φ and z cylindrical coordinates of the point of closest approach of the

helix to the beam. The momentum vector is described by the track curvature (c) and the angle of

the momentum in the r−z plane (cot θ). From the track curvature we can calculate the transverse

momentum. The curvature is signed so that the charge of the particle matches the charge of the

curvature. From cot θ, we can calculate pz = pT · cot θ. At any given point of the helix, the track

momentum is a tangent to the helix. This basically means that the angle φ0 implicitly defines the

direction of the transverse momentum vector at the point of closest approach, �pT .

The impact parameter (d0) of a track is another signed variable; its absolute value corresponds

to the distance of closest approach of the track to the beamline. The sign of d0 is taken to be that

of p̂ × d̂ · ẑ, where p̂, d̂ and ẑ are unit vectors in the directions of �p, �d0 and �z, respectively. An

alternate variable that describes the angle between the z-axis and the momentum of the particle is

the pseudorapidity η, which is defined as:

η ≡ − ln tan
(
θ

2

)
. (2.2)

For decaying particles, we often define the displacement Lxy,

Lxy = �d · p̂T , (2.3)

where �d is the displacement of the decay vertex, and p̂T is the unit vector in the direction of �pT .

2.4 Tracking Systems

The detector has a cylindrical tracking system immersed in a 1.4 T solenoidal magnetic field for

the measurement of charged-particles momenta. We will describe this system starting from the

devices closest to the beam and moving outwards. The innermost tracking device is a silicon strip

vertex detector, which consists of three subdetectors. A layer of silicon sensors, called Layer 00

(L00) [27], is installed directly onto the beryllium vacuum beam pipe, with the sensors at radii

1.35 and 1.62 cm from the beam. The beam pipe is made of beryllium because this metal has the

best mechanical qualities, yet lowest nuclear interaction cross section of all materials.
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The layer of silicon on the beam pipe is followed by five concentric layers of silicon sen-

sors (SVX-II) [28] located at radii between 2.45 and 10.6 cm. The Intermediate Silicon Layers

(ISL) [29] are the outermost silicon subdetector systems, consisting of one layer at a radius of

22 cm in the central region and two layers at radii 20 and 28 cm in the forward regions. Sur-

rounding the silicon detector is the Central Outer Tracker (COT) [30], a 3.1 m-long cylindrical

open-cell drift chamber covering radii from 43.4 to 132.3 cm.
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Figure 2.3: The CDF II tracker layout showing the different subdetector systems.

2.4.1 Silicon Tracking Detectors

Silicon tracking detectors are used to obtain precise position measurements of the path of a charged

particle. A silicon tracking detector is fundamentally a reverse-biased p-n junction. When a

charged particle passes through the detector material, it causes ionization. In the case of a semi-

conductor material, this means that electron-hole pairs will be produced. Electrons drift towards

the anode, and holes drift toward the cathode, where the charge is gathered. The amount of charge

is, to first order, proportional to the path length traversed in the detector material by the charged

particle.

By segmenting the p or n side of the junction into “strips” and reading out the charge deposition

separately on every strip, we obtain sensitivity to the position of the charged particle. All the

CDF II silicon tracking detectors are implemented as microstrip detectors. The typical distance

between two strips is about 60 μm. Charge deposition from a single particle passing through the

silicon sensor will be read out on one or more strips. This charge deposition is called a “cluster.”
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property Layer 0 Layer 1 Layer 2 Layer 3 Layer 4

number of φ strips 256 384 640 768 869

number of z strips 256 576 640 512 869

stereo angle 90◦ 90◦ +1.2◦ 90◦ -1.2◦

φ strip pitch [μm] 60 62 60 60 65

z strip pitch [μm] 141 125.5 60 141 65

active width [mm] 15.30 23.75 38.34 46.02 58.18

active length[mm] 72.43 72.43 72.38 72.43 72.43

Table 2.2: Relevant parameters for the layout of the sensors of the SVX-II layers.

There are two types of microstrip detectors: single and double-sided. In single-sided detectors

only one side (p-n junction) is segmented into strips. Double-sided detectors have both sides (p-n

junction and n-n ohmic) segmented into strips. The benefit of double-sided detectors is that while

one (p) side has strips parallel to the z direction, providing r−φ position measurements, the other

(n) side can have strips at an angle (stereo angle) with respect to the z direction, which will give z

position information.

The innermost layer, L00, is made of single-sided silicon sensors which only provide r−φ
measurements. The SVX-II and ISL are made of double-sided silicon sensors. The ISL detector

provides small angle (1.2◦) stereo information. As shown in Table 2.2, the SVX-II layers have

different stereo angles. Two layers have a 1.2◦ stereo angle and three have a 90◦ stereo angle.

Four silicon sensors are stacked length-wise into a “ladder” structure which is 29 cm long. The

readout electronics are mounted onto the ends of the ladders. The ladders are organized in an

approximately cylindrical configuration, creating “barrels”. A SVX-II barrel is segmented into 12

wedges, each covering approximately 30◦ in φ with a small overlap at the edges, allowing for

several silicon hits per track. There are three SVX-II barrels, adjacent to each other along the

z-axis, covering the nominal interaction point in the center of the CDF II Detector. The coverage

of the silicon detector subsystems is shown in Figure 2.4. The silicon tracking system is used in

stand-alone mode to provide an extension of tracking down to 2.8 in pseudorapidity.

2.4.2 Central Outer Tracker

The COT drift chamber provides accurate information in the r−φ plane for the measurement of

transverse momentum, and substantially less accurate information in the r−z plane for the mea-

surement of the z component of the momentum, pz . The COT contains 96 sense wire layers,

which are radially grouped into eight “superlayers”, as inferred from the end plate section shown

in Figure 2.5. Each superlayer is divided in φ into “supercells,” and each supercell has 12 sense

wires and a maximum drift distance that is approximately the same for all superlayers. Therefore,

the number of supercells in a given superlayer scales approximately with the radius of the super-

layer. The entire COT contains 30,240 sense wires. Approximately half the wires run along the z

direction (“axial”). The other half are strung at a small angle (±2◦) with respect to the z direction
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Figure 2.4: Coverage of the different silicon subdetectors projected into the r−z plane. The r and

z axes have different scales.

(“stereo”).

The active volume of the COT begins at a radius of 43.4 cm from the nominal beamline and

extends out to a radius of 132.3 cm. The chamber is 310 cm long. Particles originating from the

detector origin and interaction point which have |η| < 1 pass through all 8 superlayers of the COT.

Particles which have |η| < 1.3 pass through 4 or more superlayers.

The supercell layout, shown in Figure 2.6 for superlayer 2, consists of a wire plane containing

sense and potential (for field shaping) wires and a field (or cathode) sheet on either side. Both the

sense and potential wires are 40 μm diameter gold plated tungsten. The field sheet is 6.35 μm thick

Mylar with vapor-deposited gold on both sides. Each field sheet is shared with the neighboring

supercell.

The COT is filled with an Argon-Ethane gas mixture and Isopropyl alcohol (49.5:49.5:1). The

mixture is chosen to have a constant drift velocity across the cell width. When a charged particle

passes through, the gas is ionized. Electrons drift towards the sense wires. The electric field in a

cylindrical system grows exponentially with decreasing radius. As a result, the electric field very

close to the sense wire is large, resulting in an avalanche discharge when the charge drifts close

to the wire surface. This effect provides a gain of ∼ 104. The maximum electron drift time is

approximately 100 ns. Due to the magnetic field that the COT is immersed in, electrons drift at

a Lorentz angle of ∼ 35◦. The supercell is tilted by 35◦ with respect to the radial direction to

compensate for this effect.

Signals on the sense wires are processed by the ASDQ (Amplifier, Shaper, Discriminator with

charge encoding) chip, which provides input protection, amplification, pulse shaping, baseline

restoration, discrimination and charge measurement [31]. The charge measurement is encoded in

the width of the discriminator output pulse, and is used for particle identification by measuring the
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Figure 2.5: Layout of wire planes on a COT endplate.
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Figure 2.6: Layout of wires in a COT supercell.
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ionization along the trail of the charged particle (dE/dx). The pulse is sent through ∼ 11 m of

micro-coaxial cable, via repeater cards to Time to Digital Converter (TDC) boards in the collision

hall. Hit times are later processed by pattern recognition (tracking) software to form helical tracks.

The hit resolution of the COT is about 140 μm. The transverse momentum resolution has been

measured using cosmic ray events to be

σpT

p2
T

= 0.0017 [GeV/c]−1. (2.4)

2.4.3 Pattern Recognition Algorithms

As explained in the previous sections, charged particles leave small charge depositions as they pass

through the tracking system. By following, or “tracking,” these depositions, pattern recognition

algorithms can reconstruct the charged particle track.

There are several pattern recognition algorithms used to reconstruct tracks in the CDF II track-

ing system. Most of the tracks are reconstructed using “Outside-In” algorithms which we will

describe here. The name of this group of algorithms suggests that the track is followed from the

outside of the tracking system inwards.

The track is first reconstructed using only COT information. The COT electronics report hit

time and integrated charge for every wire in an event. The hit time corresponds to the time that an

avalanche occurred at a sense wire. The hit time can be interpreted as the drift time of the charge

in the gas, but first it has to be corrected for time of flight. The hit timing resolution is of the order

of a few ns; this roughly corresponds to the average spread in collision times. It is assumed that the

collision times always happen at the same time in a cycle during a store. An average of collision

times is done for many previous events and this is used as the event collision time. Hit times

corrected for the collision time are interpreted as drift times and used in pattern recognition. To

perform the final track fit, an additional time of flight correction is performed assuming massless

particles.

The helical track, when projected into the two dimensional r−φ plane, is a circle. This sim-

plifies pattern recognition, so the first step of pattern recognition in the COT looks for circular

paths in radial superlayers of the COT. Supercells in the radial superlayers are searched for sets of

4 or more hits that can be fit to a straight line. These sets are called “segments.” The straight-line

fit for a segment gives sufficient information to extrapolate rough measurements of curvature and

φ0. Once segments are found, there are two approaches to track finding. One approach is to link

together segments for which the measurements of curvature and φ0 are consistent. The other ap-

proach is to improve the curvature and φ0 measurement of a segment reconstructed in superlayer

8 by constraining its circular fit to the beamline, and then adding hits which are consistent with

this path. Once a circular path is found in the r−φ plane, segments and hits in the stereo super-

layers are added by their proximity to the circular fit. This results in a three-dimensional track fit.

Typically, if one algorithm fails to reconstruct a track, the other algorithm will not. This results

in a high track reconstruction efficiency (∼ 95%) in the COT for tracks which pass through all

8 superlayers (pT ≥ 400 MeV/c). The track reconstruction efficiency mostly depends on how
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Figure 2.7: Dependence of the reconstructed invariant mass of J/ψ → μ+μ− decays on the pT of

the J/ψ.

many tracks there are to be reconstructed in the event. If there are many tracks present close to

each other, hits from one track can shadow hits from the other track, resulting in efficiency loss.

Once a track is reconstructed in the COT, it is extrapolated into the SVX-II. Based on the

estimated errors on the track parameters, a three-dimensional “road” is formed around the extrap-

olated track. Starting from the outermost layer, and working inwards, silicon clusters found inside

the road are added to the track. As a cluster gets added, the road gets narrowed according to the

knowledge of the updated track parameters. Reducing the width of the road reduces the chance

of adding a wrong hit to the track, and also reduces computation time. In the first pass of this

algorithm, r−φ clusters are added. In the second pass, clusters with stereo information are added

to the track.

2.4.4 Momentum Scale

As the charged particle traverses through the tracker material, it loses energy. For a track that

passes through the entire SVX-II volume, the amount of energy loss is roughly 9 MeV. The value

is practically independent of the momentum of the particle. In the reconstructed distribution of in-

variant mass of J/ψ → μ+μ− decays, this effect will be more noticeable for low-momentum J/ψ

decays than for high-momentum decays. Figure 2.7 illustrates this effect. We use the momentum-

dependence of the μ+μ− invariant mass to calibrate the momentum scale of our detector. The J/ψ

mass has to be invariant of transverse momentum and match with the world average [5] value if

the momentum scale is correctly calibrated. Our calibration procedure follows two steps. First, the

momentum dependence of the J/ψ mass is removed by correctly accounting for the energy loss in

the tracker material, and then the overall shift of the J/ψ mass is removed by correcting the value

of the magnetic field used in the conversion of curvature into transverse momentum.
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There are two types of material in the SVX-II tracker. The silicon sensors are read out and

therefore called active material. Everything else in the silicon tracker (readout chips, cards, cables,

cooling pipes) is passive material. The energy loss in the active material of the tracking system is

taken into account by mapping out the material in the GEANT [32] description of our detector. The

passive material in the detector description is not complete, so some energy loss is unaccounted

for by this method. An additional layer of material is added to the detector description, to correct

for the missing material on average. By tuning the amount of missing material, the momentum

dependence of the J/ψ mass is removed. The remaining discrepancy with respect to the PDG

average is corrected for by scaling the magnetic field. Because of the implementation of this

procedure, we can not use it to measure the J/ψ mass, but the results of the calibration process

(the amount of missing material and the corresponding magnetic field) can be used to correct the

momentum scale in any other measurement. A more detailed description can be found in [33].

2.5 Time-of-Flight Counter

Outside the tracking system, still inside the superconducting magnetic coil, CDF II has a Time-

of-Flight (TOF) [34] system. The TOF system is designed to distinguish low momentum pions,

kaons and protons by measuring the time it takes these particles to travel from the primary vertex

of the pp̄ collision to the TOF system. The system consists of 216 bars of scintillating material,

roughly 300 cm in length and with a cross section of 4 × 4 cm. The bars are arranged into a

barrel around the COT cylinder. They are surrounded by the superconducting solenoid on the

outside. Particles passing through the scintillating material of the bars deposit energy causing

small flashes of visible light. This light is detected by photomultiplier (PMT) tubes which are

attached at both ends of each bar. The signal from the photomultiplier tube is processed by a

pre-amplifier circuit mounted directly onto the tube. The amplified signal is sent via a twisted

pair to the readout electronics in the collision hall. The readout electronics perform both time and

amplitude digitization of the signal. The TDC information is a digitization of the time when the

signal pulse reaches a fixed discriminator threshold. This time depends on the amplitude of the

pulse, since a large pulse crosses the threshold earlier (time walk). The digitization of the pulse

amplitude is needed to correct for this effect. After correcting for time walk effects, the timing

resolution of the TOF system is currently about 110 ps for particles crossing the bar exactly in

front of one of the photomultiplier tubes. The timing resolution varies with displacement from

the photomultiplier tube. Large pulses give better timing resolution, and light attenuates while

traveling through the scintillator material. Therefore, particles passing through the bar near the

photomultiplier tube have better timing resolution than those which are farther away.

2.6 Calorimeters

The main effort of the Run II upgrade of the CDF II central calorimeter system dealt with upgrading

the electronics to handle the faster bunch crossings. The active detector parts were taken over

from Run I without modification. The plug calorimeter system was completely re-designed and
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system η coverage energy resolution (%) thickness

CEM |η| < 1.1 13.5/
√
ET ⊕ 3 18X0

PEM 1.1 < |η| < 3.5 16/
√
E ⊕ 1 21X0

CHA |η| < 0.9 50/
√
ET ⊕ 3 4.5λ0

WHA 0.7 < |η| < 1.3 75/
√
ET ⊕ 4 4.5λ0

PHA 1.3 < |η| < 3.5 80/
√
E ⊕ 5 7λ0

Table 2.3: Pseudorapidity coverage, energy resolution and thickness for the different calorimeter

subdetectors of the CDF II Detector. The ⊕ symbol means that the constant term is added in

quadrature to the resolution. λ0 signifies interaction lengths and X0 radiation lengths.

constructed. This system will be described briefly. A detailed description can be found in the

CDF II Technical Design Report [26].

The CDF II calorimeter has a “projective tower” geometry. This means that it is segmented

in η and φ “towers” that point to the interaction region. The coverage of the calorimetry system

is 2π in φ and |η| < 4.2 in pseudorapidity. The calorimeter system is divided into three regions:

central, plug and forward. Corresponding to these regions, the subsystems will have one of the

letters C and P in their acronym. Each calorimeter tower consists of an electromagnetic shower

counter followed by a hadron calorimeter. This allows for comparison of the electromagnetic and

hadronic energies deposited in each tower, and therefore separation of electrons and photons from

hadrons.

There are two subdetectors for the electromagnetic calorimeter: CEM and PEM. These cor-

respond to the central and plug regions of |η|, respectively. These calorimeters use lead sheets

interspersed with scintillator as the active detector medium. The hadron calorimeters in the central

region are the central (CHA) and the endwall (WHA). The plug region is covered by the PHA

calorimeter. These calorimeters are composed of alternating layers of iron and scintillator. The

pseudorapidity coverage, resolutions and thickness for the different electromagnetic and hadron

calorimeters are given in Table 2.3.

2.7 Muon Systems

Muons are particles which interact with matter only by ionization. For energies relevant to this

experiment, they do not cause showers in the electromagnetic or hadronic calorimeters. As a

result, if a muon is created in the collision and has enough momentum, it will pass through the

calorimeter with minimal interaction with the material inside. Therefore, the calorimeter can be

considered as a filter which retains particles that shower when interacting with matter and muons,

which do not. Muon detection systems are therefore placed radially outside the calorimeters.

The CDF II Detector has four muon systems: the Central Muon Detector (CMU), the Central

Muon Upgrade Detector (CMP), the Central Muon Extension Detector (CMX), and the Interme-

diate Muon Detector (IMU) [35]. The CMU detector is made of drift cells, and the CMP, CMX
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Figure 2.8: Rate of kaon and pion tracks faking muon signals in the CDF II Detector. Roughly 1%

of all pions (left) and 2 − 4% of all kaons (right) will fake a muon signal.

detectors are made of drift cells and scintillation counters, which are used to reject background

based on timing information. Using the timing information from the drift cells of the muon sys-

tems, short tracks (called “stubs”) are reconstructed. Tracks reconstructed in the COT are ex-

trapolated to the muon systems. Based on the projected track trajectory in the muon system, the

estimated errors on the tracking parameters and the position of the muon stub, a χ2 value of the

track-stub match is computed. To ensure good quality of muons, an upper limit is placed on the

value of χ2
φ, the χ2 of the track-stub match in the φ coordinate.

Most of the particles that pass through the calorimeter without showering are muons, but it is

also possible for pions or kaons to survive the passage. These particles can then fake muon signals

in the muon chambers. Typically, these fake rates are at the percent level, as seen in Figure 2.8 for

the CMU and CMP detectors combined. The Figure 2.8 shows the rate at which charged pions and

kaons fake muon signals in the muon systems. The difference between K+ and K− rates comes

from the different cross section for interaction of these two mesons with the calorimeter material.

The different interaction cross section for these two mesons comes from their quark content: in

the K+, the strange quark is the antiquark.

2.8 Trigger System

Triggering systems are necessary because it is not physically possible to store information about

every single pp̄ collision. Collisions happen roughly at a rate of 2.5 MHz, and the readout of the

full detector produces an event roughly the size of 250 kB. There is no medium available which

is capable of recording data this quickly, nor would it be practical to analyze all this data later

on. The trigger system is a pre-filter, which reduces data rates and volumes to manageable levels,

according to all possible or foreseen physics prescriptions.
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The CDF II triggering system is designed based on three conditions. The first condition is that

the trigger has to be deadtimeless. This means that the trigger system has to be quick enough to

make a decision for every single event, before the next event occurs. The condition is imposed by

the Tevatron upgrade for Run II, and it is the time between collisions, 396 ns. The second condition

is that the data logging system can write about 30-50 events per second to tape, because of limited

resources. In short, the trigger has to be fast enough to analyze every collision, and it has to figure

out which 50 of 2.5 million events it should save in a given second. This is achieved by staging

trigger decisions in three levels, as shown in Figure 2.9.

Each level of the trigger is given a certain amount of time to reach a decision about accepting or

rejecting an event. By increasing the time allowed for triggering at different levels of the trigger,

the complexity of reconstruction tasks can be increased at every level. At the first level of the

trigger, only very rough and quick pattern recognition and filtering algorithms are used. In order

to do this in time, the Level 1 and Level 2 triggering mechanisms are implemented with custom

electronics. The third level of the trigger is implemented with a PC farm with about 300 CPUs.

Using each CPU as an event buffer allows for nearly one second to be allocated for the trigger

decision. As a result, nearly offline quality of event reconstruction is available at the third level of

triggering. The Level 3 rejection rate is about 10, resulting in 30 events/sec being accepted by the

Level 3 trigger and written to tape.

The delay necessary to make a trigger decision is achieved by storing detector readout infor-

mation in a storage pipeline. At Level 1, for every Tevatron clock cycle, the event is moved up one

slot in the pipeline. By the time it reaches the end of the pipeline, the trigger will have reached a

decision whether to accept or reject this event. If the event is accepted, its information will be sent

to the higher level of the trigger. Otherwise, the event is simply ignored. Since the Level 1 takes

up to about 5 μs to reach an accept/reject decision, the front-end electronics is equipped with a

14-event deep buffer to accommodate new events while the Level 1 decision is taken. The accept

rate is less than 50 kHz, much smaller than the total input rate of 2.5 MHz. The rejection factor

after Level 1 is about 150. The Level 2 trigger takes more time and adds more information to take

a further decision about the event. The Level 2 trigger hardware takes less than 30 μs to make the

global decision, and with implementation of a set of 4 event buffers the total accept rate is below

300 Hz.

A set of requirements that an event has to fulfill at Level 1, Level 2 and Level 3 constitutes

a trigger path. Requiring that an event be accepted through a well defined trigger path eliminates

volunteer events. The CDF II trigger system implements about 100 trigger paths. An event will be

accepted if it passes the requirements of any one of these paths.

In this thesis three trigger paths have been used, which will be described in detail.
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Figure 2.9: Schematic diagram of the CDF global Trigger system.
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Chapter 3

Event Selection

3.1 Search Signature

We search for VLQ3 pair production events with VLQ3 decaying into τ− + b, when we assume

β = 1. Therefore the final state contains two taus and two b quarks. The signature we search for

is one tau decaying leptonically to an electron or muon, one tau decaying hadronically to two jets.

This combination of τ±e τ
∓
h bb or τ±μ τ

∓
h bb represents 46% of the possible ττ decay variations.

For τ±e τ
∓
h bb channel, we use the central electron and ET > 10 GeV and central hadronic τ

with ET > 15 GeV, plus two jets from bb. For τ±μ τ
∓
h bb channel, we use the muon detected in

CMU and CMP ( such muons are called CMUP muons ) or in CMX detector, with pT > 10 GeV/c
and central hadronic τ with ET > 15 GeV, plus two jets from bb.

3.2 Data Sample

This analysis uses 322 pb−1 of data collected using the Lepton+Track triggers, and in particular

the trigger paths TAU CEM8 TRACK5, TAU CMUP8 TRACK5, and TAU CMX8 TRACK5. The Level 1

trigger requirements for these paths are a CEM electron with ET > 8 GeV, a CMUP muon

with a matching XFT track of pT ≥ 8 GeV/c, or a CMX muon with a matching XFT track of

pT ≥ 8 GeV/c, respectively. For the CEM path, some of the later data includes an additional

requirement at Level 2 of a second XFT track, with pT ≥ 5 GeV/c, separated from the primary

electron candidate by at least 10 degrees in φ. The Level 3 trigger requires an electron (muon)

with ET ≥ 8 GeV (pT ≥ 8 GeV/c), plus a track of pT ≥ 5 GeV/c with what is called tau-like

isolation, which means there are no pT ≥ 1.5 GeV/c tracks in an annulus of 0.17 < ΔR =√
(Δη)2 + (Δφ)2 < 0.52 around the primary track. Detailed requirements of the trigger paths

are listed in Table 3.1, 3.2 and 3.3.
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Table 3.1: Requirements of the TAU CEM8 TRACK5 trigger path used to collect data for this analy-

sis.

Trigger Requirement

Level 1

L1 CEM8 PT8 Seed Tower ET > 8 GeV in CEM

Ehad/Eem < 0.125 if ET < 16 GeV
3 or 4 layer XFT track w/pT > 8 GeV/c
pointing to seed.

Level 2

L2 CEM8 PT8 Cluster ET > 8 GeV in CEM

Shoulder ET > 7.5 GeV
Ehad/Eem < 0.125
4 layer XFT track w/pT > 8 GeV/c
pinting to seed

L2 CEM8 PT8 CES3 Same as L2 CEM8 PT8

CES E > 3.0 GeV
L2 CEM8 PT8 CES3 TRK5 DPHI10 Same as L2 CEM8 PT8 CES3

Second 4 layer XFT track with pT > 5.0 GeV/c
Angle between two tracks > 10◦

Level 3

L3 ELE8 TRK5 ISO

Electron ET > 8 GeV (z0 = 0)

pT > 8 GeV/c
|Δz| < 8 cm
χ2

strip < 20
Isolated Track pT > 5.0 GeV/c

|η| < 1.5
No tracks w/pT > 1.5 GeV/c, and |Δz0| < 15 cm
in 0.175 < ΔR < 0.524 of “Isolated Track”

Event Level |z0(e) − z0(trk)| < 15 cm
ΔR(e, trk) > 0.175
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Table 3.2: Requirements of the TAU CEM8 TRACK5 trigger path used to collect data for this analy-

sis.

Trigger Requirement

Level 1

L1 CMUP6 PT4 CMU stub pT ≥ 6 GeV/c
CMP stub pT > 3 GeV/c
Number of CMP hit layers > 2
4 layer XFT track w/pT > 4 GeV/c

Level 2

L2 AUTO L1 CMUP6 PT4 Auto accept

L2 TRK8 L1 CMUP6 PT4 XFT pT > 8 GeV/c

Level 3

L3 CMUP8 TRACK5 ISO

Muon pT ≥ 8 GeV/c
|Δx|CMU < 15.0 cm
|Δx|CMP < 20.0 cm

Isolated Track pT > 5.0 GeV/c
|η| < 1.5
No tracks w/pT > 1.5 GeV/c, and |Δz0| < 15 cm
in 0.175 < ΔR < 0.524 of “Isolated Track”

Event Level |z0(e) − z0(trk)| < 15 cm
ΔR(e, trk) > 0.175
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Table 3.3: Requirements of the TAU CMX8 TRACK5 trigger path used to collect data for this analy-

sis.

Trigger Requirement

Level 1

L1 CMX6 PT8 CMX stub pT ≥ 6 GeV/c
4 layer XFT track w/pT > 8 GeV/c

L1 CMX6 PT8 CSX Same as L1 CMX6 PT8

CSX required

Level 2

L2 AUTO L1 CMX6 PT8 Auto accept

L2 AUTO L1 CMX6 PT8 CSX Auto accept

Level 3

L3 CMX8 TRACK5 ISO

Muon pT ≥ 8 GeV/c
|Δx|CMX < 30.0 cm

Isolated Track pT > 5.0 GeV/c
|η| < 1.5
No tracks w/pT > 1.5 GeV/c, and |Δz0| < 15 cm
in 0.175 < ΔR < 0.524 of “Isolated Track”

Event Level |z0(e) − z0(trk)| < 15 cm
ΔR(e, trk) > 0.175
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3.3 Particle Identification

In this section, we give the requirements placed on the individual particle candidates (for hadronic

taus, electrons, muons, and jets). First, we detail the geometrical and kinematic requirements

that guarantee a well understood detector acceptance for the candidates. Second, we describe

the specifics of additional particle separation and identification (ID) requirements. There are also

requirements on the level of isolation of the candidates. Also, the trigger efficiencies for each

particle type are reported.

The total efficiency is factorized as follows:

ε = εacc ε� ετ εevt , (3.1)

where

εacc = εacc(�) εacc(τ) εsep(�,τ) , (3.2)

ε� = εsep(�,jet) εID(�) εiso(�) εtrig(�) , (3.3)

ετ = εsep(τ,jet) εID(τ) εiso(τ) εtrig(τ) . (3.4)

The electron or muon acceptance term εacc(�) (Sections 3.3.1 and 3.3.1) and the tau acceptance

term εacc(τ) (section 3.3.1) contain a set of geometric and kinematic requirements. The separation

term εsep(�,τ) (Section 3.3.1) is also included in the acceptance portion.

The final term, the event requirement efficiency εevt, is evaluated after all of the acceptance,

lepton, and tau requirements, and is discussed in Section 3.4.

The lepton efficiency factors in ε� apply to the electron or muon candidates. The term εsep(�,jet)

(Section 3.3.2) is calculated with respect to those events passing all of the acceptance requirements.

The lepton ID efficiency term εID(�) (Sections 3.3.2 and 3.3.2) is calculated with respect to those

events passing the lepton-to-jet separation requirement. The lepton isolation efficiency term εiso(�)

(Section 3.3.2) is calculated with respect to those events passing the lepton ID requirements.

The tau efficiency term ετ is made up of analogous factors, all of which are evaluated after the

electron/muon requirements have been made. The term εsep(τ,jet) (Section 3.3.2) is calculated with

respect to those events passing all of the above lepton requirements. The tau ID efficiency term

εID(τ) (Section 3.3.2) is calculated with respect to those events passing the tau-to-jet separation

requirement. The tau isolation efficiency term εiso(τ) (Section 3.3.2) is calculated with respect to

those events passing the tau ID requirements.

The Monte Carlo simulation (MC) that is used for the measurement of the acceptance and ID

requirements, with corrections applied where needed, is performed such that each event contains at

least one leptonically decaying tau and one hadronically decaying tau, but (for technical reasons)

with no constraint on where those taus come from. Therefore, prior to being considered for the

acceptance requirements, the HEPG (Monte Carlo generator-level) information is used to verify

that each event has the proper structure of one LQ decaying to τ�b and the other decaying to τhb.
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3.3.1 Geometrical and Kinematic Acceptance

To avoid the effect of mis-identification, prior to the application of the acceptance requirements,

the candidate particles must match a corresponding particle in the HEPG bank. The requirement

used is
√

(Δθ)2 + (Δφ)2 < 0.2, where the angles are between the reconstructed candidate object

and the HEPG object. Mis-identified particles are rare after all of the ID requirements, but to

measure the efficiencies of the acceptance and separation requirements accurately, before the ID

requirements are applied, this HEPG matching is applied.

Electron Acceptance

The acceptance requirements for the electron candidate are given in the following list and the

efficiencies for mLQ3 = 320 GeV/c2 (the acceptance efficiencies depend on the mass of the

leptoquark) are given in Table 3.4. All reconstructed objects of electron type (CdfEmObject) that

pass these requirements are considered.

• Central (presence of a bit corresponding to the CEM)

• Ecorr
T > 10 GeV (corrected energy)

• pT > 8 GeV/c

• |z0| < 60 cm

• Fiducial requirements:

Fiducial in the ShowerMax: |xCES| < 21.5 cm and 9 < |zCES| < 230 cm
Fiducial in the COT: |zCOT| < 150 cm at a radius of RCOT = 137 cm

Muon Acceptance

The acceptance requirements for the muon candidate are given in the following list and the effi-

ciencies are given in Table 3.4. All reconstructed objects of muon type (CdfMuon) that pass these

requirements are considered.

• Presence of, and classification based upon, CMUP or CMX bit

• pT > 10 GeV/c

• |z0| < 60 cm

• Fiducial requirements:

Fiducial in the CMUP or CMX

Fiducial in the COT: |zCOT| < 150 cm at a radius of RCOT = 137 cm
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Figure 3.1: A hadronic tau decay wich three charged pions and a neutral pion localized to a

relatively small solid angle. The green cone is able to shrink.

Hadronic Tau Acceptance

The acceptance requirements for the hadronic tau candidate are given in the following list and the

efficiencies are given in Table 3.4. All reconstructed objects of tau type (CdfTau) that pass these

requirements are considered.

In Run II, tau analysis are using a “shrinking cone” to define the localization of the tau. The

rationale is that, as tuas become more boosted, their decay daughters should become more collinear

in the lab frame. The cone-size adjusts according to the following formula:

αtrk = min[0.175,max(5 GeV/Ecal, 0.05)] (3.5)

where Ecal is the energy in GeV of the calorimeter cluster associated with the tau candidate, and

all other units are in radians. The minimal cone size corresponds to 2.9◦, and applies to tau with

energies above 100 GeV. The shrinking cone is shown in Figure 3.1.

• |ηdet| < 1.0 (detector η)

• Ecorr
T > 15 GeV (corrected energy)

• pseedtrk
T > 6 GeV/c

• Fiducial requirements:

Seed track fiducial in the ShowerMax: 9 < zseedtrk
CES < 230 cm

Seed track fiducial in the COT: |zseedtrk
COT | < 150 cm at a radius of RCOT =

137 cm
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Lepton-Tau Separation

A lepton-tau separation requirement is placed after the above acceptance criteria. The requirement

is given here (throughout this document, the symbol � refers to either an electron or a muon) and

the resulting efficiency is included in Table 3.4. For the purpose of this separation requirement, we

use the direction of the visible momentum of the tau candidate (sum of momentum of tracks and

π0s within tau cones).

• ΔR(τh, �) > 0.7

Scale Factors and Total Acceptance

The total acceptance is the combination of the acceptance of the lepton candidate, the acceptance

of the τh candidate, and the �− τh separation. The totals for the muon channels are corrected by a

scale factor that compensates for differences in the stub finding efficiencies between MC and data.

From reference [37], these scale factors are faccCMUP = 0.941± 0.008 and facc
CMX = 0.987± 0.003,

for the CMUP and CMX, respectively. This factor does not include a correction for potential

differences between MC and data for the |z0| < 60 cm requirement. However efficiencies for

this requirement have been shown to be very similar in MC and data, so this small uncertainty

is negligible compared to others. Also, note that while the above scale factors were derived from

higher pT muons, there should be nothing in the muon reconstruction that is momentum dependent

for pT > 10 GeV/c, and if we are missing some small effect, the impact will be further reduced

by the fact that only 10−15% of leptons from leptoquarks have pT < 20 GeV/c. So, for example,

a 2.5% effect would enter as a contribution of 0.3% to the final scale factor. Such an effect would

be small compared to the other systematics that are included (and discussed in the following).

A systematic uncertainty is applied to the total acceptance for each channel. This uncertainty

is obtained by the studies in references [38] and [39]. For the eτh channel, an uncertainty of 1.5%
comes from two dominant sources: track reconstruction contributes 1.4% and material uncertainty

contributes 0.4%. The track reconstruction component includes 0.4% for the electron, 0.4% for

the 1-prong taus, and 3% for the 3-prongs taus, combined in a way that accounts for the ratio of 1-

prong and 3-prongs tau decays. The material uncertainty has also been thoroughly studied for the

Z0 → τ+τ− cross-section measurement. That study involves using a Monte Carlo sample with

an increased amount of material. For the μτh channel, without the impact of Bremsstrahlung that

exists for the electron channel, the material uncertainty can be reduced. However, the systematic

remains close to 1.5%. The uncertainties on the scale factor determinations (0.008 for faccCMUP and

0.003 for facc
CMX) are also included.

There is more discussion of the considered acceptance scale factors. The relevant subsections,

which discuss samples used and techniques applied, are titled “Efficiency of |ΔZ| < 60 cm Cut,”

“Track Reconstruction Efficiency,” “Cut on the Number of Towers in a Tau Cluster,” “Neutral

Pion Reconstruction,” and “Calorimeter Energy Scale and Resolution”. The last of these contains

a discussion of the material uncertainty, which has been superseded by a newer study: as discussed

in reference [39], the knowledge of the material is accurate to better than 10% (found from the rate

of conversions and tridents in Z0 → e+e− and W → eν). As mentioned above, the associated
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Table 3.4: Summary of lepton acceptance, hadronic tau acceptance, lepton-tau separation, scale

factors, and the total acceptance for the eτh channel and μτh channels, shown for mLQ3 =
320 GeV/c2. The details of the acceptance requirements are given in the text.

eτh μCMUPτh μCMXτh

Electron: Efficiency (%) Muon: Efficiency (%) Efficiency (%)

CdfElectrons 79.6 ± 0.1 CdfMuon 71.7 ± 0.1 71.7 ± 0.1
CEM 85.2 ± 0.1 CMUP/CMX 45.2 ± 0.2 21.5 ± 0.2
Ecorr

T > 10 GeV 88.4 ± 0.1
pT > 8 GeV/c 96.2 ± 0.1 pT > 10 GeV/c 92.5 ± 0.2 89.1 ± 0.3
|z0| < 60 cm 97.0 ± 0.1 |z0| < 60 cm 96.9 ± 0.1 96.7 ± 0.2
Fiducial 82.9 ± 0.2 Fiducial 98.0 ± 0.1 68.3 ± 0.4

Subtotal 46.3 ± 0.2 28.4 ± 0.1 9.1 ± 0.1

Tau:

CdfTau 72.7 ± 0.2 73.3 ± 0.3 72.6 ± 0.5
|ηdet| < 1.0 87.5 ± 0.2 87.8 ± 0.2 87.5 ± 0.4
Ecorr

T > 15 GeV 98.4 ± 0.1 98.6 ± 0.1 98.3 ± 0.2
pseedtrk

T > 6 GeV/c 98.9 ± 0.1 99.1 ± 0.1 99.1 ± 0.1
Fiducial 90.4 ± 0.2 90.3 ± 0.2 90.0 ± 0.4
Subtotal 56.0 ± 0.2 56.7 ± 0.3 55.6 ± 0.5

ΔR(τh, �) > 0.7 96.7 ± 0.1 96.3 ± 0.2 97.4 ± 0.2

Subtotal 25.1 ± 0.1 15.5 ± 0.1 4.9 ± 0.1
Scale Factor 1.000 ± 0.015 0.941 ± 0.017 0.987 ± 0.015
Total Acceptance 25.1 ± 0.1 ± 0.4 14.6 ± 0.1 ± 0.2 4.8 ± 0.1 ± 0.1

contributing scale factor and uncertainty are determined by comparing the default acceptance with

a simulation where the amount of material is changed.

The scale factors and total acceptance efficiencies are shown at the bottom of Table 3.4 for the

case of mLQ3 = 320 GeV/c2.

3.3.2 Efficiencies of Particle Identification and Trigger

Jets

What follows is a list of requirements placed to identify jets used as candidates for those coming

from the b quarks resulting from LQ decays. For this purpose they are simply counted, however,

the kinematic distributions are examined as part of the validation of the analysis, and in the future

these jets might be used as part of a mass reconstruction technique. These jets are also used for

the purpose of correcting missing transverse energy (E/T ).
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• |ηdet| < 2.4

• Eraw
T > 10 GeV

• Ecorr
T > 15 GeV

• ΔR(�/τh, jet) > 0.8

The jet reconstruction in this analysis employs a cone cluster algorithm with cone radius ΔR =
0.4 [41]. We measure the transverse energy ET = Esinθ, where θ is the polar angle of the

centroid of the cluster towers and calculated using the measured z position of the event vertex.

Total energy E is the sum of the energy deposited in calorimeter towers within a cone. The jet

energy corrections are up through following 5 steps [42, 43]:

• The η Dependence in Calorimeter Response: Correction to make the calorimeter response

uniformed in η by using the di-jet balancing procedure. This is tested by the γ+jet samples

in data and Monte Carlo simulation.

• Calorimeter Stability (Time dependence): Correcton for the variation in phototube response

due to aging effecs, therefore the correction is applied only to the data sample.

• Multiple Interaction: It is possible to have more than one interaction per collision due to

high-luminosity collisions at Tevatron. This correction takes into account them. The correc-

ton is deduced from analyzing the minimum bias data as a function of the number of vertices

in the same beam bunch crossing.

• Absolute Energy Scale: this correction accouts for the calorimeter non-linearity, jet frag-

mentation and underlying event.

Lepton-Jet Separation

The lepton-jet separation requirement removes any leptons (which already passed the acceptance

criteria) from further consideration if they are too close to a jet candidate. The criterion is:

• Veto leptons with 0.3 < ΔR(�, jet) < 0.8

The lower edge of this requirement is used to handle the fact that electron (and tau) candidates

always have a corresponding jet candidate, in the list of primitive jet objects, that stems from

the same original object. We do not want to veto electrons based on combinations with these

“shadow” fake jets. The efficiency for the lepton-jet separation requirement is shown in the first

line of Table 3.5 for the case of mLQ3 = 320 GeV/c2.

Election Identification

The electron ID requirements are listed, and the efficiencies given, in Table 3.6. The track quality

requirements are for at least 3 segments in the axial and at least 3 segments in the stereo superlayers

of the COT, with at least 5 hits per segment.

38



Table 3.5: Separation and isolation efficiencies for leptons and taus, evaluated for the case of

mLQ3 = 320 GeV/c2.

eτh μCMUPτh μCMXτh

Requirement Efficiency (%) Efficiency (%) Efficiency (%)

Veto 0.3 < ΔR(�, jet) < 0.8 90.3 ± 0.2 88.5 ± 0.3 90.8 ± 0.4
Lepton IΔR<0.4

trk < 2 GeV/c 88.4 ± 0.2 94.9 ± 0.2 95.4 ± 0.3

Veto 0.3 < ΔR(τ, jet) < 0.8 90.3 ± 0.2 88.5 ± 0.3 90.8 ± 0.4
N τ ΔΘ

trk = 0 and Nτ ΔR
trk = 0 82.3 ± 0.4 82.3 ± 0.5 83.0 ± 0.8

Tau IΔΘ
π0 ≤ 0.6 GeV/c 96.1 ± 0.2 96.2 ± 0.3 96.2 ± 0.4

Scale Factor 1.00 ± 0.03 1.00 ± 0.03 1.00 ± 0.03

As done in the search for RPV stop [44], we apply a scale factor of fIDCEM = 1.00 ± 0.01 to

the ID efficiency measured using MC so that it applies to data. This uncertainty takes a weighted

combination of the uncertainties from a study [45] at high pT , with a scale factor of 1.000±0.005,

and a study [46] at medium pT , with a scale factor of 1.000± 0.025. First, note that the combined

scale factor is 1.00 since the numbers from the two momentum ranges are 1.000. Furthermore,

the electrons resulting from LQ decays have pT > 20 GeV/c more than 80% of the time, so that

is the fraction used to weight the result taken from the high pT study. The weighting is calculated

as follows: σ = (0.80)0.005 + (0.20)0.025 = 0.009 to account for 80% of electrons with pT >

20 GeV/c and 20% with pT < 20 GeV/c. The 0.009 corresponds to a 0.9% uncertainty. We are

slightly conservative in two ways: (1) The electron pT distribution is such that there are actually

more than 80% of electrons with pT > 20 GeV/c, which is the region with lower uncertainty on

the scale factor, and (2) we use 1.0% instead of 0.9%. So, the quoted electron ID scale factor is

1.00 ± 0.01.

Muon Identification

The muon ID requirements and efficiencies are given in Table 3.7. The track quality requirements

are the same as used for the electron ID given in Section 3.3.2.

The efficiency measured using MC is scaled so that it applies to data by using scale factors

derived in reference [44], which in turn uses input from reference [37, 47].

Lepton Isolation

The lepton isolation, IΔR=0.4
trk , is defined as a sum of the pT of all tracks within a cone of ΔR = 0.4

around the track of the electron or muon candidate. The criterion to have an isolated lepton is:

• IΔR<0.4
trk < 2 GeV/c

The efficiency for the isolation requirement, measured using signal MC, is shown in Table 3.5.

The scale factor for the isolation requirement is 1.00, determined by studying the density of tracks
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Table 3.6: Electron identification requirements and efficiencies, for the case of mLQ3 =
320 GeV/c2. The details of the track quality requirement are given in the text.

Requirement Efficiency (%)

Track Quality 99.9 ± 0.0
Ehad/Eem < 0.055 + 0.00045 ∗E 98.4 ± 0.1
Ecorr

T /pT < 2.0 for Ecorr
T < 50 GeV 90.2 ± 0.2

−3.0 < Q ∗ ΔxCES < 1.5 cm 98.9 ± 0.1
|ΔzCES| < 3 cm 99.6 ± 0.1
χ2

z CES < 10 96.4 ± 0.1
Lshr < 0.2 98.4 ± 0.1
d0 < 0.2 cm 99.5 ± 0.1

Subtotal 82.4 ± 0.3
Scale Factor 1.00 ± 0.01

Total ID Efficiency 82.4 ± 0.3 ± 0.8

Table 3.7: Muon identification requirements and efficiencies, for the case ofmLQ3 = 320 GeV/c2.

The details of the track quality requirement are given in the text.

CMUP muons CMX muons

Requirement Efficiency (%) Efficiency (%)

Track Quality 100.0 ± 0.0 100.0 ± 0.0
Eem < 2 GeV and Ehad < 6 GeV 91.6 ± 0.2 91.5 ± 0.4
d0 < 0.2 cm 99.9 ± 0.0 99.9 ± 0.1
(ΔxCMU < 4 and ΔxCMP < 7) or ΔxCMX < 6 cm 99.1 ± 0.1 99.2 ± 0.1

Subtotal 90.7 ± 0.3 90.6 ± 0.4

Scale Factor 0.939 ± 0.030 0.990 ± 0.003

Total ID Efficiency 85.2 ± 0.3 ± 2.7 89.7 ± 0.4 ± 0.3
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Figure 3.2: Density of all reconstructed tracks 2πdNtrk/dΩ per unit of solid angle plotted as a

function of the angle θ with respect to the direction of the electron track in a clean sample of

Z0 → e+e− events. Only tracks contributing to the calculation of isolation variables are included.

for a given solid angle (dNtrk/dΩ) in Z0 → e+e− decays in data and MC. This distribution can

be seen in Figure 3.2 [39], as a funciton of the angle between the probe direction and the electron

direction. The plot includes only tracks that are used in the isolation calculation. The “flat” region

is due to the underlying event and multiple interactions, while the peak near cos θ = 1 is due

to Bremsstrahlung photons that convert and is thus related to the amount of material. In this

plot, the simulation is normalized to data in the “flat” region, and since the peak region (which

also contains the “flat” contribution under it) also agrees, the conclusion is that inaccuracies in the

material modeling have little impact on the measurement of the isolation efficiency. The difference

in isolation efficiencies measured in Z0 → e+e− data and MC is within 1.5%.

We use a scale factor of 1.0, and use the 1.5% as a contribution to the systematic [39]. There is

an additional contribution to the systematic uncertainty of about 2% due to the potential difference

in the stability and understanding of the isolation efficiency between LQ3 and Z0 decays where the

data-to-MC comparison mentioned above is made. Therefore, the total scale factor and systematic

is taken as 1.00 ± 0.03.

There is a link between lepton isolation and the separation between leptons and jets discussed

in Section 3.3.2. The lepton-jet separation requirement, with a veto on 0.3 < ΔR(�, jet) < 0.8
was in fact in part chosen to provide a cleaner environment for evaluating the efficiency of the

isolation cut in simulation. Figure 3.3 shows the effect [44]. The plot shows the muon isolation

cut efficiency as a function of ΔR between the muon and the closest jet, for Z0 → τ+τ− (blue)

and PYTHIA RPV stop pair production and decay (green). The jet environment in RPV stop

decays to τ�τhbb is analogous to that of LQ3 decays to τ�τhbb. The plot shows that the isolation
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Figure 3.3: a) Cumulative efficiency of the lepton track isolation as a function of ΔR, where

ΔR is the cut value of minimal separation between jet and a lepton. We compare Z0 → μ+μ−

and RPV stop events after all other ID cuts applied. This plot shows the track isolation strongly

depends on jet closeness; b) To amplify this effect, we plot the same distribution, but with a

softer jet definition threshold (Eraw
T > 6 GeV, Ecor

T > 10 GeV). This plot shows even better

agreement between track isolation efficiencies in Z0 and RPV stop samples for events with applied

jet isolation ΔR > 0.8.

efficiency is reasonably stable for the chosen region ΔR > 0.8.

Lepton Trigger Efficiency

The events for this measurement are obtained through the Lepton+Track trigger. The triggering

efficiencies for four different objects must be understood: CEM, CMUP, CMX, and TAU. Each is

measured from a data sample, from the same time period as the sample used for the LQ3 search.

The efficiency for the electron leg (CEM) of the Lepton+Track trigger is measured using a

sample of well-identified conversion candidates from jet and muon data [48, 49]. The efficiencies

for the CMUP and CMX trigger paths of the Lepton+Track trigger are measured using samples

of Z0 → μ+μ− and Υ → μ+μ− events [50]. Finally, the efficiency for the track leg, which is

the seed for the hadronic tau candidate, is measured as a function of several variables used in tau

identification [51, 52]. Furthermore, the referenced measurements include a study that finds that

the track leg efficiency does not depend on the presence (or lack) of a lepton candidate.

For the cases of the electron and tau candidates, the parameterized trigger efficiencies are

convoluted event by event with MC to obtain the effective trigger efficiencies. For the muon case,

the efficiency is a constant over the relevant pT range, so we use a single number. The results are

summarized in Table 3.8.
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Table 3.8: Trigger efficiencies (%) for electron (CEM), muon (CMUP and CMX), and tau

(TAU) trigger paths. The effective efficiencies are shown for LQ3LQ3 → ττbb using mLQ3 =
320 GeV/c2 MC. For comparison, efficiencies are also shown for Z0 → τ+τ− and t̃1t̃1 →
ττbb using m

t̃1
= 150 GeV/c2 MC. In each case, the total efficiency is the combination of

εL1 × εL2 × εL3. The first errors are statistical errors, and the second errors are systematic uncer-

tainties

LQ3LQ3 → τ+τ−bb Z0 → τ+τ− t̃1t̃1 → τ+τ−bb
Trigger Path Efficiency (%) Efficiency (%) Efficiency (%)

CEM electron 97.0 ± 0.1 ± 1.0 96.0 ± 0.1 ± 1.0 97.6 ± 0.2 ± 1.0
CMUP muon 95.9 ± 0.2 ± 1.0 95.8 ± 0.1 ± 1.0 95.8 ± 0.3 ± 1.0
CMX muon 95.8 ± 0.3 ± 1.0 94.7 ± 0.3 ± 1.0 94.6 ± 0.5 ± 1.0
TAU tau 97.0 ± 0.1 ± 1.0 95.3 ± 0.2 ± 1.0 96.4 ± 0.3 ± 1.0

Tau-Jet Separation

The tau-jet separation requirement is similar to that imposed for the lepton-jet combination (given

in Section 3.3.2). This requirement removes taus from further consideration if they are too close

to a jet candidate, but excludes those objects in the jet primitive list that are actually the same as

the tau. The criterion is:

• Veto taus with 0.3 < ΔR(τ, jet) < 0.8

The efficiency for the tau-jet separation requirement is shown in the third line of Table 3.5 for

the case of mLQ3 = 320 GeV/c2.

Tau Identification

The tau identification requirements are similar to those used in the Z0 → τ+τ− measurement [38]

and RPV stop measurement [44]. The tau track isolation is treated separately from identification

in this measurement and is discussed in the next section. The efficiency is measured in LQ3 signal

MC. The tau identification requirements and the corresponding efficiencies are given for the eτh
channel and the μτh channel in Table 3.9.

• Seed Track Quality

The seed track quality requirements are for at least 3 segments in the axial and at least 2
segments in the stereo supperlayers of the COT, with at least 5 hits per segment.

• |zτ seed
0 − z� trk

0 | ≤ 5 cm

• |dτ seed
0 | < 0.2 cm
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Figure 3.4: Distribution of valuable ξ for electrons and hadronic taus. Both distributions are

normalized to a unit area.

• ξ = EThad/
∑
pT > 0.1

This selection is electron removal cut. Electorns can be reconstructed as hadronic tau objects

if they have a narrow calorimeter cluster and a high pT seed track. To remove electrons we

demand that the tau be consistent with having only pions in the final state. The distribution

for hadronic taus and electrons is shown in Figure 3.4, which allows substantial suppression

of backgrounds from electrons faking a tau [40].

• mtrk ≤ 1.8 and mtrk+π0 ≤ 2.5 GeV/c2

The track mass, mtrk is the invariant mass of the 4-vector

pτ−trks ≡
∑

ΔΘ<αtrk

pπ±
(3.6)

with the assumption that all tracks correpond to charged pions.

The visible mass is invariant mass of the 4-vector

pτ ≡
∑

ΔΘ<αtrk

pπ±
+

∑
ΔΘ<απ0

pπ0
(3.7)

We require mtrk+π0 ≤ 2.5 GeV/c2. This is somewhat higher than the actual 1.777 GeV/c2

mass of the tau, however, a more stringent mass limit would be inefficient.

• N τcone
trk = 1, 3

Over 99.9% tau decays involve just 1 or 3 charged partices (prongs). We require that the tau

candidate has 1 or 3 charged tracks with the angle αtrk.∑
ΔΘ<αtrk

trk = 1 or 3 (3.8)
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Figure 3.5: Distribution of ξ for the sample of charged track with pT > 10 GeV/c compared with

Monte Carlo.

The scale factors from the Z0 → τ+τ− studies are applied. The result is 1.00 ± 0.03 [39, 40,

53].

Possible systematic biases to the efficiency of the ξ cut can be caused by improper simulation

of the hadron calorimeter energy response to charged tracks showering early in the electromagnetic

calorimeter. To study these effects, we select a sample of isolated charged pions by filtering jet

events with exactly one 1-prong ta candidate passing all tau identification criteria. We ensure that

these events have to other leptons in order to exclude contamination by electrons from Z0/γ∗ →
e+e− and Z0/γ∗ → τ+τ− and also require no additional showers detected in CES to eliminate

photons and neutral pions that may deposit additional energy in the hadron calorimeter. This ξ

distribution with pT > 10 GeV/c is plotted in Figure 3.5. Using this sample, we compare the

efficiencies of the ξ > ξ0 cut for several values of ξ0 in the data and Monte Carlo simulation. The

comparison shows a good agreement within the statistical precision of about 2%, which is taken

as an estimate of the systematic uncertainty for this cut.

Efficiencies of the mtrk and mtrk+π0 cuts are compared in data and Monte Carlo using a clean

sample of W → τν events. Figure 3.6 showns distribution of mtrk and mtrk+π0 . The the mtrk+π0

shows disagreement of data and Monte Carlo for low and mid values of the mass. These effects are

caused by that simulation is generated more π0 than data, and tau energy correction is compensated

for the lost π0’s, which are not used in caluclation of mtrk+π0 . These cuts are intentionally set to

be ∼ 100% efficient, and systematic uncertainty is ∼ 0.4%.
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Figure 3.6: Tau track massmtrk distribution (left) and tau visible massmtrk+π0 distribution (right)

for clean W → τν sample with requirement of tau charge to be ±1. W → τν Monte Carlo is

normalized on data minus W → eν Monte Carlo.

Table 3.9: Hadronic tau identification requirements and efficiencies, for the case of mLQ3 =
320 GeV/c2. The details of the track quality requirement are given in the text.

eτh μCMUPτh μCMXτh

Requirement Efficiency (%) Efficiency (%) Efficiency (%)

Seed Track Quality 99.3 ± 0.1 99.1 ± 0.1 99.2 ± 0.2
|zτ seed

0 − z� trk
0 | ≤ 5 cm 98.0 ± 0.1 97.9 ± 0.1 98.1 ± 0.2

|dτ seed
0 | < 0.2 cm 97.3 ± 0.1 97.0 ± 0.2 97.3 ± 0.3

ξ = EThad/
∑
pT > 0.1 95.9 ± 0.2 95.5 ± 0.2 95.9 ± 0.4

mtrk ≤ 1.8 and mtrk+π0 ≤ 2.5 GeV/c2 98.8 ± 0.0 98.6 ± 0.0 98.6 ± 0.0
N τcone

trk = 1, 3 87.7 ± 0.3 87.6 ± 0.4 88.3 ± 0.6

Subtotal 66.1 ± 0.4 66.1 ± 0.5 67.5 ± 0.8
Scale Factor 1.00 ± 0.03 1.00 ± 0.03 1.00 ± 0.03

Total ID Efficiency 66.1 ± 0.4 ± 0.2 66.1 ± 0.5 ± 0.2 67.5 ± 0.8 ± 0.2
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Figure 3.7: Distribution of hadronic tau π0 isolation for signal MC with mVLQ3 = 280 GeV/c2

and background for eτh channel.

Tau Isolation

The tau isolation consists of two parts. First is a set of requirements on the number of additional

candidate tracks near the tau seed track. There must be zero candidate tracks within an annulus,

defined by a 3-dimensional angle ΔΘ with respect to the tau seed track, with the inner edge of the

annulus matching the energy-dependent cone that (by definition) surrounds the tau seed track and

the outer edge at 30◦ from the seed track. Similarly, there must be zero candidate tracks within

the range 10◦ < ΔR < 30◦ with respect to the tau seed track. The second part of the tau isolation

requirement is that the sum of the pT of all π0 candidates within an annulus (defined using ΔΘ as

above) surrounding the tau seed track, must be less than 0.6 GeV/c.

The tau isolation criteria are summarized below, and the corresponding efficiencies are re-

ported in Table 3.5.

• N τ ΔΘ
trk = 0

• N τ ΔR
trk = 0

• IΔΘ
π0 < 0.6 GeV/c π0 isolation is shown in Figure 3.7.

Tau Trigger Efficiency

The tau trigger efficiency is discussed in Section 3.3.2 and the results are displayed in Table 3.8.
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Table 3.10: Event requirements and efficiencies, shown for the case of mLQ3 = 320 GeV/c2. The

details of the requirements are discussed throughout Section 3.4.

eτh μCMUPτh μCMXτh

Requirement Efficiency (%) Efficiency (%) Efficiency (%)

Opposite sign charge (Q� ×Qτ = −1) 99.3 ± 0.1 99.3 ± 0.1 99.4 ± 0.2
Conversion removal 97.8 ± 0.2 −− −−
Cosmic removal −− 100.0 ± 0.0 100.0 ± 0.0
Z0 removal 91.2 ± 0.3 96.1 ± 0.3 95.4 ± 0.5
E/T > 10 GeV 99.2 ± 0.1 99.4 ± 0.1 99.4 ± 0.2
HT > 400 GeV 91.5 ± 0.3 91.0 ± 0.4 90.6 ± 0.7
Njets ≥ 2 97.6 ± 0.2 97.2 ± 0.2 97.5 ± 0.4

Total Event Efficiency 78.4 ± 0.2 83.9 ± 0.2 83.3 ± 0.4

3.4 Event Level Requirements

This section gives the details of the event level requirements that are imposed to separate LQ3

signal from the backgrounds discussed in Section 4.1.

The summary of the efficiencies for all of the event selection requirements is shown in Ta-

ble 3.10 for signal LQ3 MC with mLQ3 = 320 GeV/c2, separately for eτh, μCMUPτh, and

μCMXτh channels.

Opposite Sign

The opposite sign charge requirement is as follows: The lepton candidate charge (Q�) and the

tau candidate charge (Qτ ) must have opposite sign (Q� × Qτ = −1). The efficiency for this

requirement, evaluated using signal LQ3 MC for the case of mLQ3 = 320 GeV/c2, is shown in

Table 3.10.

Conversion Removal

For the eτh channel, electron candidates that are consistent with originating from a conversion

process (γ → e+e−) are removed from further consideration. The requirements used to identify

possible conversions are one of the standard sets within CDF (see, for example, reference [54]

which uses these same requirements, but a more complex algorithm) and are listed here:

• |Δ(cot θ)| ≤ 0.04

• ΔSxy ≤ 0.2 cm

where θ is the angle between the two tracks being considered and Sxy is the distance between

the two track helices where they are closest to each other. The concept for these requirements

48



comes from Run I (see for example [55]). The implementation of the conversion veto is in local

code, rather than a shared module. The code uses tracks that pass a basic set of requirements

(CDF tracks, with the additional requirements of at least 2 segments in the axial and at least 2
segments in the stereo supperlayers of the COT, with at least 5 hits per segment), and takes them

in pairs to calculate the two quantities given above to see if they are consistent with coming from

a conversion. The electron candidate in the LQ3 analysis is then vetoed if it appears in the list of

conversion partner tracks. The efficiency for conversion removal is given in Table 3.10.

Cosmics Removal

For the μτh channel, muon candidates that are consistent with cosmic ray muons are removed

from further consideration. We use a standard method for identifying cosmic ray candidates [56].

Even without the cosmics veto, to enter the final sample a cosmic ray event would have to overlap

with additional activity in the detector and pass all of the other selection requirements. Cosmics

removal is 100% efficient for our signal MC sample (as shown in Table 3.10).

Z0 Removal

Z0 removal is imposed to reject events where the lepton candidate, when paired with a second

object (calorimeter object, tau candidate, or track), is consistent with the decay of a Z0 boson.

This applies to both the eτh and μτh channels, by veto of both Z0 → e+e− and Z0 → μ+μ−.

The efficiencies for Z0 removal for the two channels are shown in Table 3.10, and the criteria for

removal are given here:

Events are removed because of likeness to Z0 → e+e− if a second CdfEmObject

• has Ecorr
T > 8 GeV,

• has Ehad/Eem < 0.12,

• combines with the electron candidate to satisfy 76 < M(EmObj, e) < 106 GeV/c2,

Figure 3.8(a) shows the Z0 mass (Drell-Yan mass) reconstructed by all CdfEmObject. Fig-

ure 3.8(b) shows the Z0 mass of above conditions before 76 < M(EmObj, e) < 106 GeV/c2

selection.

Or they are removed if a tau candidate

• passes ID cuts,

• satisfies Δφ(τ, e) > 2.9,

• combines with the electron candidate to satisfy 76 < M(τ, e) < 106 GeV/c2.

Events are removed because of likeness to Z0 → μ+μ− if a second track

• matches any muon stub,

• has pT > 10 GeV/c,
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Figure 3.8: The distributions of Z0 mass (Drell-Yan mass) reconstructed by (a) all electron

candidates and (b) by electron candidates of Ecorr
T > 8 GeV and Ehad/Eem < 0.12 for

mLQ3 = 280 GeV/c2 and all background processes for the eτh channels.

• has |ztrk
0 − zμ

0 | < 5 cm,

• combines with the muon candidate to satisfy 76 < M(trk, μ) < 106 GeV/c2.

Baseline E/T Requirement and E/T Corrections

A baseline requirement of E/T
corr > 10 GeV is applied, where E/T

corr is the corrected missing

transverse energy. The corrections will be discussed below, but first some motivation for this

requirement.

The baseline E/T requirement reduces backgrounds of categories (mostly Z0 → τ+τ− and

QCD) that appear in the control region but do not appear in the signal region. On the other hand, it

preserves background types (mostly tt) which appear in both the control region and signal region,

thus enhancing the usefulness of the control region in validation studies. The effect of the E/T
requirement on the signal Monte Carlo sample with mLQ3 = 320 GeV/c2 is given in Table 3.10,

showing an efficiency of nearly 100%.

The E/T requirement also eliminates a very specific class of non-control region and non-signal

region events. While they are events that are not modeled by our current Monte Carlo simulation,

they are not a background that appears in the signal or control regions of this analysis. They are

eliminated from consideration by several analysis requirements including the E/T requirement and

the requirement that the hadronic taus have one or 3-prongs. They also fail the signal requirements

of high HT (discussed in Section 3.4) and the presence of two jets. Furthermore, they fall off

quickly with HT .

Several corrections are made to the raw E/T of each event. First, in the μτh channel, the

energy carried off by the primary muon candidate is subtracted, but the energy deposition in the
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electromagnetic and hadronic calorimeters that has been associated with the muon candidate is

added back into E/T to keep from double counting that portion of the muon’s total energy. This

correction is summarized by the expression

E/T
corr
x,y = E/T x,y − p(μ)

x,y

(
1 − Ehad + Eem

p

)
, (3.9)

where the subscripts x and y refer to the x- and y-components of the relevant variable, and p is the

magnitude of the muon momentum.

The second correction applies to the eτh channel and accounts for a transverse energy correc-

tion. It takes the following form:

E/T
corr
x,y = E/T x,y − p(e)

x,y (f e corr
T − 1) , (3.10)

where fe corr
T is the same correction factor that is used to correct the transverse energy for use in

the the electron acceptance and ID requirements (in particular Ecorr
T = ET f

e corr
T ). This correction

only uses the primary electron candidate.

Next is a correction of the E/T due to the transverse energy correction of the jets used in the

analysis

E/T
corr
x,y = E/T x,y −

∑
jets

p(jet)
x,y

(
f jet corr

T − 1
)
, (3.11)

where the sum is over jets that satisfy the requirements given in Section 3.3.2, and fjet corr
T is the

level 5 jet energy correction factor. In the above sum, we are careful not to include the primitive

jets that corresponds to any well identified electrons in the event.

Finally, there is a correction to theE/T due to a difference between the default tau reconstruction

algorithm and a newer preferred method. The former uses an ET > 1 GeV threshold to choose

cluster towers to include in the tau cluster momentum while the latter, called the expanded tau

cluster momentum, includes neighboring low ET towers in the cluster momentum to account

for energy leakage into those towers. The correction, which uses only the information from the

primary tau candidate, is given by the following expression:

E/T
corr
x,y = E/T x,y − (pτ

x,y(visible) − pτ
x,y(expanded cluster)) . (3.12)

HT Requirement and Optimization

A highly effective event selection requirement for this analysis uses the scalar sum of the relevant

available energies: the electron or muon candidate energy, the tau candidate energy, the missing

energy, and the sum of the energies of the two highest energy jets that pass the jet requirements.

This is written as

HT = ET (e, μ) + ET (τh) + E/T
corr +

∑
ET (jets) . (3.13)

Figure 3.9(a) shows the HT distribution for signal LQ3 MC with mLQ3 = 320 GeV/c2 and

backgrounds. Both the signal and backgrounds are displayed separately for the eτh and μτh chan-

nels, and there is an additional requirement of Njets ≥ 2, as discussed in Section 3.4. Figure 3.9(b)

shows the significance S/
√
S +B verses HT . This optimization variable supports the choice of

51



 (GeV)TH
0 200 400 600 800 1000

N
u

m
b

er
 o

f 
E

ve
n

ts
 / 

(1
0 

G
eV

)

-210

-110

1

10

 channel)hτSignal (e

 channel)hτμSignal (

 channel)hτBackgrounds (e

 channel)hτμBackgrounds (

)
-1

CDF Run II Preliminary (322 pb

)τ)(bτ(b→3VLQ 3VLQ→pp

)
2

(m = 320 GeV/c

GR@PPA + PYTHIA

 channel)hτSignal (e

 channel)hτμSignal (

 channel)hτBackgrounds (e

 channel)hτμBackgrounds (

 (GeV)TH
0 200 400 600 800 1000

(S
+B

)
√

S
/

0

0.5

1

1.5

2

2.5

3
GR@PPA + PYTHIA

)
2

(m = 320 GeV/cVLQVLQ

)
-1

CDF Run II Preliminary (322 pb)τ)(bτ(b→VLQVLQ→pp

Figure 3.9: (a) Stacked distributions for HT for signal MC with mLQ3 = 320 GeV/c2 and back-

grounds, separated for the eτh and μτh channels. There is also a requirement of Njets ≥ 2. [Note:

if the signal MC histograms do not display as colored hatched regions, please switch OFF the

anti-aliasing feature of your document viewer.] (b) Significance variable S/
√
S +B verses HT .

This prompts the event selection requirement of HT > 400 GeV.

• HT > 400 GeV .

Note that the optimal choice of HT requirement depends upon the LQ3 mass, and lower masses

would prompt a lower choice of the requirement. Our goal has been to extend the mass reach as

high as possible, but we are also careful not to miss an LQ3 between the previous search limit and

our maximum sensitivity.

The safety region (SAFE) has 250 < HT < 400 GeV, and serves better sensitivity to lower

mass range. Note that the final result uses a simultaneous fit included the safety region.

The use of the HT requirement is one of the largest differences between this analysis and

the RPV stop [44] analysis, where the variable YT was used. The quantity YT is the same as HT

except that it lacks the jet energies. The motivation is that there should be additional discriminating

power provided by the energy carried away by the jets, from these relatively heavy LQ3s. Indeed

the HT cut has a slightly higher significance (1.23) than the significance (1.12) of the requirement

of YT > 200 GeV found through a similar optimization procedure.

The efficiency of the HT requirement on signal MC is shown in Table 3.10. After this require-

ment, the largest surviving background source is tt.

Njets Requirement

The final event selection requirement is on the number of jets. The jet definitions used for counting

the jets are those of Section 3.3.2, and the requirement is

• Njets ≥ 2 .

The efficiency is shown in Table 3.10.
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Figure 3.10: The full event selection efficiencies for CEM, CMUP, and CMX as a function of LQ3

mass for an LQ3 with Yang-Mills couplings.

3.5 Efficiencies as a Function of LQ3 Mass

The efficiency of the full event selection depends on LQ3 mass. The dependence is shown in

Figure 3.10 and Figure 3.11. The summary of overall efficiencies is shown in Table 3.11 for

mLQ3 = 320 GeV/c2, separately for the eτh and μτh channels. Also, for comparison, Table 3.12

shows the summary of overall efficiencies for an LQ3 with Yang-Mills couplings and mLQ3 =
360 GeV/c2, which is near the measured mass limit.

And, The dependence after HT > 250 GeV (safety and signal regions) is shown in Fig-

ure 3.12.
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Table 3.11: Summary of overall efficiencies, including acceptances, separations, identification,

isolations, trigger, and event level requirements. These apply to an LQ3 with Yang-Mills couplings

and mLQ3 = 320 GeV/c2.

eτh μCMUPτh μCMXτh

Requirement Efficiency (%) Efficiency (%) Efficiency (%)

� acceptance 46.3 ± 0.2 28.4 ± 0.1 9.1 ± 0.1
τh acceptance 56.0 ± 0.2 56.7 ± 0.3 55.6 ± 0.5
�− τh sep. 96.7 ± 0.1 96.3 ± 0.2 97.4 ± 0.2

Subtotal 25.1 ± 0.1 ± 0.4 14.6 ± 0.1 ± 0.1 4.8 ± 0.1 ± 0.0

�− jet sep. 90.3 ± 0.2 ± 0.0 88.5 ± 0.3 ± 0.0 90.8 ± 0.4 ± 0.0
� ID 82.4 ± 0.3 ± 0.8 85.2 ± 0.3 ± 2.7 89.7 ± 0.4 ± 0.3
� iso. 88.4 ± 0.2 ± 2.7 94.9 ± 0.2 ± 2.8 95.4 ± 0.3 ± 2.9
� trigger 97.0 ± 0.1 ± 1.0 95.9 ± 0.2 ± 1.0 95.8 ± 0.3 ± 1.0

τh − jet sep. 93.9 ± 0.2 ± 0.0 93.9 ± 0.2 ± 0.0 94.5 ± 0.4 ± 0.0
τh ID 66.1 ± 0.4 ± 0.2 66.1 ± 0.5 ± 0.2 67.5 ± 0.8 ± 0.2
τh iso. 79.1 ± 0.4 ± 2.4 79.2 ± 0.5 ± 2.4 79.8 ± 0.8 ± 2.4
τh trigger 96.9 ± 0.2 ± 1.0 97.0 ± 0.2 ± 1.0 97.6 ± 0.4 ± 1.0

Subtotal 7.6 ± 0.1 ± 3.9 5.4 ± 0.1 ± 4.8 1.8 ± 0.0 ± 4.0

Event Selection 78.4 ± 0.2 83.9 ± 0.2 83.3 ± 0.4

Total 6.0 ± 0.1 ± 3.1 4.5 ± 0.1 ± 4.0 1.5 ± 0.0 ± 3.3

Table 3.12: Summary of efficiencies for mLQ3 = 360 GeV/c2, which is close to the observed

mass limit. The row (Particle Selection) is the summary of acceptances, separations, identification,

isolations, and trigger efficiencies. The columns are for eτh, μCMUPτh, μCMXτh.

eτh μCMUPτh μCMXτh

Requirement Efficiency (%) Efficiency (%) Efficiency (%)

Particle Selection 7.52 ± 0.08 5.17 ± 0.07 1.84 ± 0.04
Event Selection 81.73 ± 0.19 87.37 ± 0.25 85.83 ± 0.36
Total 6.14 ± 0.07 4.52 ± 0.07 1.58 ± 0.04
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Chapter 4

Backgrounds

4.1 Backgrounds

This section describes the contributing backgrounds, how the backgrounds are estimated, and how

the uncertainties are obtained.

Note that only a subset of the background categories contribute in the signal region and in

the control regions, while the remainder contribute only in the control regions. The latter set is

included in this analysis so that the control regions can reliably be used for their intended purpose

of validation.

4.1.1 Z0/γ∗ → τ+τ−, and Z0/γ∗ → e+e− or Z0/γ∗ → μ+μ−

Both the eτh and μτh channels can suffer contamination from the Z0/γ∗ → ττ process if two

additional jets that pass the analysis requirements are present. Note also that one of the taus must

pass as the hadronic tau and one must pass as the leptonic tau. The contribution from this source

is estimated using about 7.6 million events of PYTHIA MC (dataset zewk8t).

The eτh channel can also have a contribution from Z0/γ∗ → e+e−. It is possible that one

of the electrons fakes a hadronic tau and there are at least two jets in the event that pass the

jet requirements. Also it is possible that one of the electrons is not reconstructed (or does not

combine with the other electron to get eliminated by the Z0 veto) and there are at least three jets

in the event, one of which fakes a hadronic tau. The contribution for this source is estimated using

approximately 2.9 million events of PYTHIA MC (dataset zewk6d).

Likewise, the μτh channel can have a contribution from Z0/γ∗ → μ+μ−. Again, there are

two possibilities: one of the muons fakes a hadronic tau and there are at least two jets in that event

that pass the jet requirements, or one of the muons is missed (or does not combine with the other

muon to get eliminated by the Z0 veto) and there are at least three jets in the event, one of which

fakes a hadronic tau. This source is estimated using roughly 3.1 million events of PYTHIA MC

(dataset zewk6m).
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The systematic uncertainties considered for each of the above sources include those due to the

jet energy scale and E/T . The techniques used to evaluate the uncertainties are the same as those

used for the signal and are detailed for that purpose in Section 5.1. The systematic uncertainties

for fake rates are 20% for electrons faking taus, and 40% for muons faking taus [57, 58].

4.1.2 W + jets

Events with W + jets can mimic the LQ3 signature, particularly when W → eν, W → μν, or

W → τν followed by τ → eν or τ → μν. In addition to the resulting lepton, a jet must fake a

hadronic tau, and two additional jets must pass the jet requirements.

The samples used for this study include about 5.4 million events of W → eν PYTHIA MC

(dataset wewkfe), about 3.1 million events of W → μν PYTHIA MC (dataset wewk6m), and

about 8.7 million events of W → τν PYTHIA MC (dataset wewk9t).

The modeling of this background in Monte Carlo simulation is somewhat unreliable in nor-

malization and in distribution among the jet multiplicity bins. We account for this by scaling the

MC to match the data in control regions with enhanced W + jets contributions. A good kinematic

quantity to use for this is the transverse mass, MT , of the lepton and E/T :

MT =
√

2pT
(μ)E/T (1 − cos Δφ) for muons and (4.1)

MT =
√

2E(e)
T E/T (1 − cos Δφ) for electrons, (4.2)

where Δφ is the angle between the lepton direction and the E/T direction. In the region withMT >

40 GeV, the W + jets contribution dominates for the cases of Njets = 0 and Njets = 1, and is

comparable to all other sources combined for Njets ≥ 2. This will be explained in Figure 4.7. The

scaling procedure, performed for each jet multiplicity bin (control regions CR0J, CR1J, and CR2J,

see Figure 4.1), uses a χ2 between the data and the sum of all backgrounds, and minimizes this χ2

to find theW+jets scale factor. This is done for a combined sample of eτh and μτh since the scale

factors should be the same for both channels, and there is a benefit to the increased statistics of

the combined sample. The procedure is repeated for MT > 60 GeV and the differences between

results obtained using MT > 40 GeV and MT > 60 GeV are used as systematic uncertainties on

this scaling method. The resulting scale factors are shown in Table 4.1.

The statistics of the sample are further enhanced by relaxing some of the τh identification

requirements and deriving a scale factor in the lower HT region where there are more events. The

τh identification requirements that are relaxed include: changing the tau isolation from no tracks

with pT > 1 GeV/c to no tracks with pT > 2 GeV/c, dropping the requirement on the number

of tracks in the 10-30 degree annulus, and increasing the track+π0 mass cut to 4 GeV/c2. Also,

we drop the the opposite sign charge requirement. The enhanced statistics lead to a smaller scale

factor, and therefore a smaller statistical uncertainty on this background prediction.

4.1.3 W +W −

The production of W+W− pairs and subsequent decay of one W to τν and the other to eν or μν,

plus the existence of additional jets, or other combinations, could in principle be a background to
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Table 4.1: Scale factors to normalize the W + jets background from Monte Carlo simulation to

data. The first uncertainty is statistical, the second is a systematic.

Njets Scale Factor

≥ 2 0.84 ± 0.38 ± 0.13
1 0.74 ± 0.13 ± 0.11
0 0.58 ± 0.06 ± 0.09

this search. However, the cross section is small enough that any contribution from this process is

negligible. This is found using roughly 0.4 million events of PYTHIA MC (dataset wtop1w). The

diboson processes WZ and ZZ are also negligible.

4.1.4 tt

The background from tt events contributes primarily in two ways: (1) The event contains two

decays of the type t → Wb, and one W yields a hadronic tau and the other yields a lepton, and

the two b quarks give jets, just as in the LQ3 signal, or (2) there are additional jets in the event

(perhaps from one of the W bosons decaying to quarks instead), and one of the available jets fakes

an electron, muon, or hadronic tau. There can also be an electron or muon, from a W decay,

that fakes a hadronic tau. This background is studied using approximately 0.2 million events of

PYTHIA MC (dataset ttop0z), and assuming a tt cross section of 6.7 pb.

The systematic uncertainty for the tt contribution accounts for the fact that it is made up of

two components. The portion that is due to real physics processes is dominated by systematics for

the jet energy scale, E/T , identification, and isolation. The portion that is due to one sort of particle

faking another is dominated by uncertainties in the fake rates, which is approximated with 50%
by several fake rates: jets faking taus (∼ 40%), electrons faking taus (∼ 20%), muons faking taus

(∼ 40%), jets faking electrons (∼ 40%) and jets faking muons (∼ 40%) [57, 58, 59].

4.1.5 QCD

The production of light quarks through QCD processes can mimic the signal by jets faking leptons

and hadronic taus. There must also be additional jets to satisfy the Njets ≥ 2 requirement. For

heavy flavor quarks, the signal candidate muon or electron can come from the semileptonic decay

of a hadron containing the heavy quark, and a semileptonic decay product can also fake a hadronic

tau.

The technique used to estimate the background from QCD follows [38] and uses the amount of

data in a non-signal region where the lepton is non-isolated (2 < I < 10), where QCD dominates,

to project into a more signal-like region where the lepton is isolated (0 < I < 2). The method uses

the ratio (2-0)/(10-2) = 2/8 to perform the scaling, and utilizes the fact that the QCD background

is flat as a function of isolation. The data sample used for this background estimate is the same as

the one used to look for LQ3 events.
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To further reduce the statistical uncertainty of this background estimate, we obtain a larger

sample, and therefore a smaller scale factor, by relaxing some of the event requirements. In par-

ticular, we change the requirement on the number of tracks from being 1 or 3 to simply being

< 4. We also remove the opposite sign requirement. Together, these reduce the scale factor by

approximately another factor of 4.

4.1.6 γ + jets

Events with a photon and additional jets can fake the signal signature due to photon conversions

that are not removed by the conversion veto. One of the two conversion products could be missed,

or the two could be too close together and appear as a single electron, and could become the

electron candidate. Plus, a jet could fake the hadronic tau, while two other jets could satisfy the

Njets ≥ 2 requirement.

This background is estimated using the same data sample that is used for the LQ3 search.

We use like-sign (LS) data events (to avoid including our signal) to determine the number of

events, NLS data, with well isolated electrons (0 < I < 2). From this we subtract the like-sign

background, NLS bkg, using non-isolated events for the QCD estimate and events with well isolated

electrons for all of the other categories of backgrounds already discussed. The difference, D =
NLS data − NLS bkg, is attributed to the conversions from γ + jets. Next, the control regions are

used to count the number, Nconv, of like-sign or opposite-sign (OS) events that pass the conversion

tagger (by reversing the conversion veto). Finally, the ratio D/Nconv is used as a scale factor

to multiply the number of tagged conversions in each region to estimate the contribution from

γ + jets and to determine the statistical uncertainty. The systematic uncertainties on the final

event estimates include the uncertainty on the scale factor. The resulting scale factors are shown

in Table 4.2.

4.1.7 Summary of Backgrounds

The samples used to estimate backgrounds are summarized in Table 4.3. The number estimates

are given within Section 5.

4.2 Definition of the Signal and Control Regions

Three different control regions are used in the plane ofNjets versus HT to verify our understanding

of the composition of the backgrounds, and our understanding of distributions for the kinematic

quantities. We have also defined a safety region, and the signal region. This section gives the

specifications of these various regions.

The three control regions are called CR0J, CR1J, and CR2J and their locations in the plane

of Njets versus HT are shown in Figure 4.1. The CR stands for control region, and the 0J, 1J,

or 2J specifies the number of jets (0, 1, or ≥ 2). Regions CR0J and CR1J include the HT range

HT > 80 GeV, while region CR2J is restricted to 80 < HT < 250 GeV.
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Table 4.2: γ + jets is estimated using data for the LQ3 search. We use LS data events (to avoid

including our signal) to determine the number of events NLS data. From this we subtract the LS

background NLS bkg. The difference, D = NLS data − NLS bkg, is attributed to the conversions

from γ + jets. Next, the control regions are used to count the number, Nconv, of LS or OS events

that pass the conversion tagger. Finally, the ratio D/Nconv is used as a scale factor to multiply the

number of tagged conversions in each region to estimate the contribution from γ + jets.

Process Number of Events Sign Conversion

Data 97 LS veto

Z0/γ∗ → τ+τ− 1.94 LS veto

Z0/γ∗ → e+e− 3.94 LS veto

W + jets (W → eν) 30.3 LS veto

W + jets (W → τν) 9.34 LS veto

tt 0.0624 LS veto

QCD 30.5 LS veto

Total background 76.1 LS veto

D(= NLS data −NLS bkg) 20.9 LS veto

Data 287 OS or LS tagged

fconv(= D/Nconv) 0.073

Table 4.3: Background processes. Except for the QCD and γ + jets which are data-based, all the

other use the PYTHIA MC generator. The number of events quoted is after application of a good

run list. The factor multiplying the cross section. It is due to the ratio of the full mass range to the

limited mass range in which the production was done.

Process Dataset ID release # events cross section scale factor

Z0/γ∗ → τ+τ− zewk8t 5.3.3 EWK 7,598,445 1.95 × 255 pb 0.0192

Z0/γ∗ → e+e− zewk6d 5.3.3 EWK 2,879,005 1.95 × 255 pb 0.0556

Z0/γ∗ → μ+μ− zewk6m 5.3.3 EWK 3,050,971 1.96 × 255 pb 0.0362

W + jets (W → eν) wewkfe 5.3.2 EWK 5,366,615 2687 pb 0.161

W + jets (W → μν) wewk6m 5.3.3 EWK 3,114,127 2687 pb 0.237

W + jets (W → τν) wewk9t 5.3.3 EWK 8,709,395 2687 pb 0.485

W+W− wtop1w 5.3.3 373,511 11 pb 0.00950

tt ttop0z 5.3.3 208,335 6.7 pb 0.0104

QCD etlp0d 5.3.1 0.25

γ + jets etlp0d 5.3.1
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Figure 4.1: Definitions of the control regions (CR0J, CR1J, and CR2J), the safety region (SAFE),

and the signal region (SR). Details are given in the text of Section 4.2.

The signal region (SR) is defined as having Njets ≥ 2 and HT > 400 GeV. This is the

region for which the analysis has been optimized. The safety region (SAFE) has Njets ≥ 2 and

250 < HT < 400 GeV, and serves as a buffer between the signal region and the control region.

The control region below HT = 250 GeV will not be sensitive to a vector leptoquark heavier than

the existing limit of mLQ3 > 225 GeV/c2, while the safety region of 250 < HT < 400 GeV
could have such sensitivity. Therefore, the data in the safety region had not been examined until

the control region studies were completed. Note that the final result uses a simultaneous fit to both

the safety and signal regions.

4.3 Control Region Checks

Figures 4.2- 4.9 show distributions in the control regions defined in Section 4.2. In each case,

the left column of plots are for the eτh channel and the right column for the μτh channel. Also,

the first, second, and third rows are for the CR0J, CR1J, and CR2J control regions, respectively.

The individual contributions are stacked in the histograms. The legends are self explanatory, with

two exceptions. First, the signal leakage is shown (but not seen) by including the LQ3 signal

MC (mLQ3 = 280 GeV/c2) in these plots as a white histogram with a red boarder. Only the red

boarder is visible (at the top of each histogram), since there is no signal contribution in the control

regions. Second, the contribution from W + jets background is divided into two components for

each channel depending upon the decay mode of the W : one where W → eν or W → μν is
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shown as yellow above the gray line and one where W → τν is shown as yellow below the gray

line.
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Figure 4.2: Distributions of electron ET (left) and muon pT (right) for control regions CR0J (top

row), CR1J (middle row), and CR2J (bottom row).
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Figure 4.3: Distributions of hadronic tau pT in the electron channel (left) and muon channel (right)

for control regions CR0J (top row), CR1J (middle row), and CR2J (bottom row).
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Figure 4.4: Distributions of leading jet ET in the electron channel (left) and muon channel (right)

for control regions CR1J (top), and CR2J (bottom). Note that this cross check does not apply to

the CR0J region.
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Figure 4.5: Distributions of second most leading jet ET in the electron channel (left) and muon

channel (right) for control region CR2J. Note that this cross check does not apply to the CR0J or

CR1J regions.
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Figure 4.6: Distributions of E/T in the electron channel (left) and muon channel (right) for control

regions CR0J (top row), CR1J (middle row), and CR2J (bottom row).

68



2), GeV/cT(l,METm
0 10 20 30 40 50 60 70 80 90 100

)2
N

u
m

b
er

 o
f 

ev
te

n
ts

/(
10

 G
eV

/c

0

10

20

30

40

50

60

70
)-1Data (L=322 pb

eτ→Z

QCD

ee→Z

tt

W+jets

+jetsγ

)τ)(bτ(b→VLQVLQ→pp

2), GeV/cT(l,METm
0 10 20 30 40 50 60 70 80 90 100

)2
N

u
m

b
er

 o
f 

ev
te

n
ts

/(
10

 G
eV

/c

0

10

20

30

40

50

60

70

80
)-1Data (L=322 pb

μτ→Z

QCD

μμ→Z

tt

W+jets

)τ)(bτ(b→VLQVLQ→pp

2), GeV/cT(l,METm
0 10 20 30 40 50 60 70 80 90 100

)2
N

u
m

b
er

 o
f 

ev
te

n
ts

/(
10

 G
eV

/c

0

10

20

30

40

50

60

70
)

-1
Data (L=322 pb

)
2

(m=280 GeV/cVLQVLQ

eτ→Z

QCD

ee→Z

tt

W+jets

+jetsγ

)τ)(bτ(b→VLQVLQ→pp

2), GeV/cT(l,METm
0 10 20 30 40 50 60 70 80 90 100

)2
N

u
m

b
er

 o
f 

ev
te

n
ts

/(
10

 G
eV

/c

0

10

20

30

40

50

60 )
-1

Data (L=322 pb

)
2

(m=280 GeV/cVLQVLQ

μτ→Z

QCD

μμ→Z

tt

W+jets

)τ)(bτ(b→VLQVLQ→pp

2), GeV/cT(l,METm
0 10 20 30 40 50 60 70 80 90 100

)2
N

u
m

b
er

 o
f 

ev
te

n
ts

/(
10

 G
eV

/c

0

2

4

6

8

10

12

14

16

18

20

22 )
-1

Data (L=322 pb

)
2

(m=280 GeV/cVLQVLQ

eτ→Z

QCD

ee→Z

tt

W+jets

+jetsγ

)τ)(bτ(b→VLQVLQ→pp

2), GeV/cT(l,METm
0 10 20 30 40 50 60 70 80 90 100

)2
N

u
m

b
er

 o
f 

ev
te

n
ts

/(
10

 G
eV

/c

0

2

4

6

8

10

12

14

16

18

20 )
-1

Data (L=322 pb

)
2

(m=280 GeV/cVLQVLQ

μτ→Z

QCD

μμ→Z

tt

W+jets

)τ)(bτ(b→VLQVLQ→pp

Figure 4.7: Distributions of MT in the electron channel (left) and muon channel (right) for control

regions CR0J (top row), CR1J (middle row), and CR2J (bottom row).
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Figure 4.8: Distributions of HT in the electron channel (left) and muon channel (right) for control

regions CR0J (top row), CR1J (middle row), and CR2J (bottom row).
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Figure 4.9: Distributions of Nprongs of the hadronic tau in the electron channel (left) and muon

channel (right) for control regions CR0J (top row), CR1J (middle row), and CR2J (bottom row).
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Chapter 5

Results and Discussion

5.1 Systematic Uncertainties

This section discusses the systematic uncertainties. Several of these uncertainties are either ob-

tained from reference [44], or derived using similar techniques as used for the systematics of that

analysis.

The standard uncertainty of 6% is applied to the integrated luminosity [36].

5.1.1 Uncertainties in the Event Selection

Parton Distribution Functions

To assign an uncertainty due to the choice of a Parton Distribution Function (PDF), we use a

technique of weighting MC events. We follow the procedure described in [60], and illustrated

in [61].

The considered PDFs are CTEQ5L (as the default), MRST72, MRST75, CTEQ6L, CTEC6L1,

and 40 varieties of CTEQ6M. Half of the CTEQ6M varieties correspond to a negative variation of

one of 20 eigenvectors and half correspond to a positive variation. The two main advantages of the

MC weighting method are that a single MC sample can be used (as opposed to generating a sample

for each PDF) and the correlations among the relatively similar PDFs are taken into account.

The weights are calculated as the product of the alternative PDF values for the proton partons

and the antiproton partons, divided by the product of the default PDF values (used in the generator)

for the proton partons and the antiproton partons. The ratio, between events that pass all analysis

requirements and all events considered, of these weights, is then used for the selection uncertainty.

They are combined for the different trial PDFs in a non-trivial way: If the positive and negative

alternative PDFs produce shifts of the ratio that go in the corresponding positive or negative direc-

tions, then each variation is included in the corresponding positive or negative uncertainty. If both

the positive and negative alternative PDFs produce shifts of the ratio that go in the same direction,

then the mean of the squared variation is included in that side of the uncertainty but not in the
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Table 5.1: Systematic uncertainties (in %) on full selection due to the choice of PDF, shown for

the eτh and μτh channels. The prescription for calculating the positive and negative uncertainties

is described in the text, and the two are averaged. The uncertainty due to αs is combined in

quadrature with the average to give the total.

eτh 160 GeV/c2 200 GeV/c2 260 GeV/c2 320 GeV/c2 360 GeV/c2

[%] [%] [%] [%] [%]

Positive 1.5 1.0 0.7 0.4 0.4
Negative 2.6 1.8 1.2 0.7 0.5
Average 2.0 1.4 0.9 0.6 0.4
αs 1.2 1.2 0.6 0.7 0.5
Total 2.4 1.9 1.1 0.9 0.7

μτh 160 GeV/c2 200 GeV/c2 260 GeV/c2 320 GeV/c2 360 GeV/c2

[%] [%] [%] [%] [%]

Positive 1.6 0.8 0.5 0.6 0.3
Negative 3.1 1.1 0.8 1.0 0.7
Average 2.3 0.9 0.7 0.8 0.5
αs 1.3 1.2 0.7 0.7 0.0
Total 2.7 1.5 1.0 1.1 0.5

other. For example, if both the PDFs produce a positive shift of the ratio, then the mean of the

squared variation is included only in the positive uncertainty.

The resulting systematic uncertainties are shown in Table 5.1 for a range of LQ3 masses.

The negative and positive uncertainties are averaged and then combined in quadrature with the

uncertainty due to αs, which is calculated using the ratio of the weights between the MRST72 and

MRST75 PDFs.

There is a dependence on mass for the uncertainty due to PDF choice, and the uncertainties are

smaller than those estimated for the RPV stop analysis [44]. This is likely due to the lower fraction,

at higher LQ3 mass, of the gluon-gluon production component where the different PDF choices

can have more impact, and also due to the larger parton momentum fraction. As an additional

check, we produce a signal MC sample withmLQ3 = 100 GeV/c2 and find an average uncertainty

due to PDF choice of 4.2%, which extends the range of the mass dependence, and is comparable

to the level of uncertainty estimated for the mass range considered for the RPV stop analysis.

Jet Energy Scale

The jet energy scale systematic is evaluated using a standard procedure whereby the jet energy

scale is shifted up and down by one σ and the number of events in the signal region under these

two scenarios is compared to the nominal. The JetUser package allows for such shifts in the jet

energy scale using routines related to the jet correction calculations. The changes, in percentages,
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due to the +1σ and −1σ variations are averaged to arrive at the systematic. These results are

summarized in Table 5.2 for a range of LQ3 mass, for both the eτh and μτh channels.

Missing Transverse Energy

There is a small systematic uncertainty due to the imprecise knowledge of E/T . In particular, E/T
corrections include corrections for jets and taus. The correction due to jet energy is accounted for

by the systematic discussed above. The systematic due to the taus is estimated by using a simpler

tau cluster momentum calculation rather than the preferred expanded tau cluster momentum used

in the default analysis. The change in the full selection with respect to the default yields the results

shown in Table 5.3 for a range of LQ3 mass, for both the eτh and μτh channels.

Initial State Radiation and Final State Radiation

The systematic uncertainty due to the imperfect modeling of initial state radiation (ISR) and final

state radiation (FSR) is measured by comparing the number of events that enter the signal region in

the default configuration (with ISR and FSR both at a nominal level) to configurations with more

or less ISR or FSR. This was done for the three mass points mLQ3 = 200, 260, and 320 GeV/c2.

The results of the study are reported in Tables 5.4 and 5.5.

Acceptance, ID, and Isolation

Some of the systematic uncertainties due to the acceptance, ID, and isolation requirements men-

tioned in Section 3.3. They are repeated here for completeness. The uncertainty due to the electron

ID was discussed in Section 3.3.2 and is 1.0%. The systematic for the muon ID comes from the

references given in Section 3.3.2 and is 3.0%. The systematic due to the tau ID is 3.0% as shown

in Section 3.3.2. As mentioned in Section 3.3.2, a systematic of 3.0% is used to cover the uncer-

tainties in the isolation.

Summary of Systematics on the Full Selection

Table 5.4 shows a summary of the systematic uncertainties for the electron channel and Table 5.5

shows the uncertainties for the muon channel. The individual contributions are combined in

quadrature to give the total uncertainties given at the bottom of each table.

5.1.2 Uncertainties in the Cross Section

Parton Distribution Functions

The systematic uncertainty on the cross section due to the choice of PDF is estimated with the

Monte Carlo generator for the CTEQ6M PDFs. The positive and negative differences between

the CTEQ6M eigenvectors and the default CTEQ6M are combined in the same way as for the

systematic on the full selection, as discussed in Section 5.1.1. The resulting systematics, for a

range of LQ3 masses, are reported in Table 5.6.
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Table 5.2: Systematic uncertainties (given in %) on full selection due to the jet energy scale.

eτh mLQ3

160 180 200 220 240 260 280

+1σ 7.2 5.8 5.1 4.6 3.6 2.4 1.7
−1σ −7.7 −5.4 −5.3 −4.9 −4.4 −3.2 −2.6
Average 7.5 5.6 5.2 4.8 4.0 2.8 2.1
eτh mLQ3

300 320 340 360 380 400

+1σ 1.4 1.2 0.9 0.7 0.4 0.4
−1σ −2.3 −1.4 −1.1 −1.1 −0.7 −0.8
Average 1.8 1.3 1.0 0.9 0.5 0.6

μτh mLQ3

160 180 200 220 240 260 280
+1σ 6.9 6.8 4.9 4.2 3.7 2.2 2.2
−1σ −6.8 −6.8 −5.7 −4.7 −4.3 −3.3 −2.5
Average 6.8 6.8 5.3 4.4 4.0 2.7 2.4

μτh mLQ3

300 320 340 360 380 400

+1σ 1.5 1.5 1.0 0.7 0.5 0.3
−1σ −2.1 −1.4 −1.2 −0.9 −0.7 −0.6
Average 1.8 1.4 1.1 0.8 0.6 0.4

Table 5.3: Systematic uncertainties (given in %) on full selection due to the tau correction to the

missing transverse energy.

mLQ3

160 180 200 220 240 260 280

eτh channel −0.1 0.1 −0.1 0.0 0.0 −0.1 −0.1
μτh channel 0.0 0.1 0.1 −0.2 −0.1 0.1 −0.1

mLQ3

300 320 340 360 380 400

eτh channel −0.1 0.0 0.1 −0.1 0.0 0.0
μτh channel 0.0 −0.1 0.1 0.0 0.1 0.0
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Table 5.4: Summary of systematic uncertainties for the eτh channel, given in %.

mLQ3

Source 160 180 200 220 240 260 280 300 320 340 360 380 400
PDF 2.4 2.1 1.9 1.6 1.4 1.1 1.0 1.0 0.9 0.8 0.7 0.7 0.6
ISR 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6
FSR 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7
Jet Scale 7.5 5.6 5.1 4.8 4.0 2.8 2.1 1.8 1.3 1.0 0.9 0.5 0.6
E/T 0.1 0.1 0.1 0.0 0.0 0.1 0.1 0.1 0.0 0.1 0.1 0.0 0.0
Acceptance 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7
Lepton ID 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Tau ID 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
Isolation 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
Total 10.5 9.2 8.9 8.6 8.1 7.6 7.4 7.3 7.1 7.1 7.1 7.0 7.0

Table 5.5: Summary of systematic uncertainties for the μτh channel, given in %.

mLQ3

Source 160 180 200 220 240 260 280 300 320 340 360 380 400
PDF 2.7 2.1 1.5 1.3 1.1 1.0 1.0 1.0 1.1 0.8 0.5 0.5 0.4
ISR 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.7
FSR 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6
Jet Scale 6.9 6.8 5.3 4.4 4.0 2.7 2.4 1.8 1.4 1.1 0.8 0.6 0.4
E/T 0.0 0.1 0.1 0.2 0.1 0.1 0.1 0.0 0.1 0.1 0.0 0.1 0.0
Acceptance 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Lepton ID 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
Tau ID 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
Isolation 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0
Total 10.4 10.3 9.2 8.7 8.5 7.9 7.8 7.7 7.6 7.5 7.5 7.4 7.4
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Table 5.6: Summary of systematic uncertainties on the cross section, given in %.

mLQ3

Source 160 180 200 220 240 260
PDF

Positive 7.0 7.1 7.5 7.7 7.9 8.4
Negative −10.9 −11.1 −11.3 −11.4 −11.7 −12.0
Q2

Q = 0.5mLQ3 43.7 43.6 44.0 44.2 44.8 45.1
Q = 2mLQ3 −27.9 −28.2 −28.3 −28.3 −28.6 −28.9
Total + 44.1 44.2 44.6 44.9 45.5 45.9
Total − −30.0 −30.3 −30.5 −30.5 −30.9 −31.3

mLQ3

Source 280 300 320 340 360
PDF

Positive 8.8 9.3 9.9 10.4 11.3
Negative −12.4 −13.0 −13.6 −14.4 −15.0
Q2

Q = 0.5mLQ3 45.5 46.3 46.5 47.3 48.0
Q = 2mLQ3 −29.1 −29.3 −29.7 −30.0 −30.4
Total + 46.3 47.2 47.5 48.4 49.3
Total − −31.6 −32.1 −32.7 −33.3 −33.9

Choice of Q2 Scale

The dominant uncertainty on the LQ3 cross section comes from the choice of the Q2 scale. The

Q2 value enters the simulation through several mechanisms, including the matrix elements, the

ISR calculations, and the momentum available to the hard process. Here we have opted to follow

the same course as the CDF RunII 1st and 2st generation leptoquark searches (see for example [62,

63, 64]) and use Q = mLQ3 as a default. For heavier objects such as a vector leptoquark, this may

not be the most likely Q2, but we take a self-consistent approach. We include the systematic as

discussed below. Also, our LQ3 Monte Carlo simulation is of leading order, and the cross section

is thus more dependent on Q2 than it would be for a simulation of higher orders.

The systematic uncertainty is obtained by calculating the cross section, over a range of LQ3

masses, for the two cases: Q = 2mLQ3 and Q = 0.5mLQ3. The positive (negative) excursion of

the cross section with respect to the default scenario of Q = mLQ3 is combined in quadrature with

the positive (negative) uncertainty due to the PDF choice discussed in Section 5.1.2. The resulting

systematics due to Q2, and the total systematics on the cross section, are reported in Table 5.6.
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Figure 5.1: Distributions of electron ET (left) and muon pT (right) for the safety region.
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Figure 5.2: Distributions of hardronic tau pT in the electron channel (left) and muon channel

(right) for the safety region.

5.2 Safety Region Results

The safety region (Njets ≥ 2 and 250 < HT < 400 GeV) contains 5 events in the eτh channel and

3 events in the μτh channel. The systematic uncertainties in safety region are shown in Table 5.7

for Jet Energy Scale and in Table 5.8 for Missing Transverse Energy. The full acceptances are

summarized in Table 5.9 and in Table 5.10.

The kinematic distributions are shown in Figures 5.1- 5.8. The signal and background yields

in the safety region are included in Table 5.12 for the eτh channel and in Table 5.13 for the μτh
channel.
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Table 5.7: Systematic uncertainties (given in %) in safety region due to the jet energy scale.

eτh mLQ3

160 180 200 220 240 260 280

+1σ −1.8 −3.9 −6.3 −7.9 −9.7 −8.3 −8.4
−1σ 1.2 2.3 5.2 7.8 10.5 12.4 13.9
Average 1.5 3.1 5.7 7.8 10.1 10.3 11.2
eτh mLQ3

300 320 340 360 380 400

+1σ −12.1 −12.3 −13.7 −15.8 −11.4.4 −12.0
−1σ 14.5 12.1 12.3 18.5 11.4 18.0
Average 13.3 12.2 13.0 17.2 11.4 15.0

μτh mLQ3

160 180 200 220 240 260 280
+1σ −3.9 −4.5 −3.9 −8.5 −11.6 −9.3 −15.1
−1σ 0.0 2.0 6.7 7.7 8.6 10.7 11.1
Average 2.0 3.2 5.3 8.1 9.9 10.0 13.1

μτh mLQ3

300 320 340 360 380 400

+1σ −9.1 −16.4 −11.5 −11.5 −9.5 −14.7
−1σ 12.9 17.1 15.6 18.0 9.5 16.0
Average 11.0 16.8 13.5 14.5 9.5 15.3

Table 5.8: Systematic uncertainties (given in %) in safety region due to the tau correction to the

missing transverse energy.

mLQ3

160 180 200 220 240 260 280

eτh channel 0.1 −0.3 −0.1 0.3 0.1 0.4 0.8
μτh channel −0.1 −0.1 −0.3 0.5 0.2 −0.6 0.0

mLQ3

300 320 340 360 380 400

eτh channel 0.8 0.4 −0.5 −0.8 −0.5 0.0
μτh channel −0.5 0.0 −0.8 −1.0 −1.6 0.0
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Table 5.9: Full acceptance table in SAFE and SR regions for eτh

mVLQ3 ( GeV/c2) SAFE (%) SR (%)

160 2.47 ± 0.05 2.05 ± 0.05
180 2.47 ± 0.05 2.85 ± 0.05
200 2.23 ± 0.05 3.61 ± 0.06
220 1.84 ± 0.04 4.10 ± 0.06
240 1.49 ± 0.04 4.75 ± 0.07
260 1.15 ± 0.03 5.24 ± 0.07
280 0.83 ± 0.03 5.63 ± 0.07
300 0.62 ± 0.02 5.78 ± 0.07
320 0.46 ± 0.02 5.96 ± 0.07
340 0.35 ± 0.02 6.12 ± 0.08
360 0.24 ± 0.02 6.18 ± 0.08
380 0.20 ± 0.01 6.22 ± 0.08
400 0.14 ± 0.01 6.23 ± 0.08

Table 5.10: Full acceptance table in SAFE and SR regions for μτh

mVLQ3 ( GeV/c2) SAFE (%) SR (%)

160 2.63 ± 0.05 2.28 ± 0.05
180 2.61 ± 0.05 2.97 ± 0.05
200 2.32 ± 0.05 3.69 ± 0.06
220 1.98 ± 0.04 4.45 ± 0.07
240 1.63 ± 0.04 4.81 ± 0.07
260 1.21 ± 0.03 5.44 ± 0.07
280 0.93 ± 0.03 5.63 ± 0.07
300 0.68 ± 0.03 5.80 ± 0.07
320 0.53 ± 0.02 6.05 ± 0.08
340 0.37 ± 0.02 6.09 ± 0.08
360 0.28 ± 0.02 6.12 ± 0.08
380 0.18 ± 0.01 6.12 ± 0.08
400 0.13 ± 0.01 5.91 ± 0.07
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Figure 5.3: Distributions of the leading jet ET in the electron channel (left) and muon channel

(right) for the safety region.
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Figure 5.4: Distributions of the second jet ET in the electron channel (left) and muon channel

(right) for the safety region.
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Figure 5.5: Distributions of E/T in the electron channel (left) and muon channel (right) for the

safety region.
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Figure 5.6: Distributions of MT in the electron channel (left) and muon channel (right) for the

safety region.
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Figure 5.7: Distributions of HT in the electron channel (left) and muon channel (right) for the

safety region.
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Figure 5.8: Distributions of Nprongs in the electron channel (left) and muon channel (right) for the

safety region.
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5.3 Signal Region Results

After all of the analysis requirements, background estimates, and control region checks were final-

ized, the signal region was studied. The signal region (Njets ≥ 2 and HT > 400 GeV) contains 0
events in the eτh channel and 0 events in the μτh channel.

5.4 Combined Fit

5.4.1 Fit Method

As discussed earlier, the signal region has optimal sensitivity to the highest possible mass limit

in the absence of the signal of new physics. However, the existing limit on the leptoquark mass

is rather low compared to the sensitivity of the current analysis. Thus, if leptoquarks exist with a

true mass substantially lower than the high mass region targeted in this analysis, a significant part

of the leptoquark signal will appear in the SAFE region. Therefore, to ensure high sensitivity of

the analysis to lower mass leptoquarks, while still exploring the high mass range, the fit procedure

utilizes both the signal and safety regions, treating them essentially as separate bins.

250 < HT < 400 400 < HT <∞
eτh channel A1 A2

μτh channel B1 B2

Table 5.11: Definition of four regions used in the fitting procedure.

We build the likelihood function as follows: we start with full rates of signal and background

processes, νi in each of the four regions i = A1, B1, A2, B2 (defined in Table 5.11):

νi = νb
i + νs

i (5.1)

and use Poisson probability to calculate the probability of the true rates being within dνi of νi

given the number of observed events Ni:

dP =
∏

i=A1,B1,A2,B2

P (νi, Ni)dνi, (5.2)

where P (νi, Ni) is the Poisson distribution for the expected rate νi. We then perform a transforma-

tion of variables (νi) → (νs
i ) (assuming backgrounds are known exactly for now, but including the

uncertainties later). The Jacobian of this transformation is unity. Finally, we replace the signal rate

in region iwith a physically meaningful cross-section using νsi = σi(VLQ3VLQ3)×L×Br(ττ →
τlτh)×αi (for the time being, we allow for different experimental cross-sections for each region),

where αi is the full selection efficiency of signal events for region i, and L is the integrated lumi-

nosity. The Jacobian of this transformation is L3
∏
αi (up to a constant). We then include prior

knowledge about the acceptances and the fact that there must be a unique cross-section, regardless

of region, by introducing an additional prior of the form:

δ(σA1 − σB1)δ(σA2 − σB2)δ(σB1 − σA2), (5.3)
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which reduces the number of integration variables by three.

Then, we take into account that in each region the portion of the backgrounds obtained using

MC scales with the luminosity by breaking each rate into luminosity dependent and luminosity

independent parts: νb
i = νb′

i + νb′′
i (L−L0)/L0 (L is the same L as in the signal rate estimation so

that they are integrated together). Next, we take into account the uncertainties in the background

rates by introducing a gaussian prior (the non-physical cases of negative background rates are

explicitly cut off in the final integral).

Lastly, we incorporate a mechanism for correlated systematic uncertainties by replacing the

background rates with:

νb
i +

∑
xkδkν

b
i , (5.4)

where xk is a parameter determining the degree of variation in the kth systematic effect (e.g. if

the systematics is taken to be a gaussian, xk = 1 would corresponds to a one sigma deviation) and

δkν
b
i is a measure of the systematic effect on the background rate. We perform exactly the same

modification to the acceptances:

αi → αi +
∑

xkδkα
b
i . (5.5)

Parameters xk become additional integration variables in the final likelihood, and we supply their

priors in the form of exp(−x2
k/2).

At this point, the likelihood is constructed and we integrate out the nuisance parameters (all

parameters except the cross-section σ). The Likelihood is in fact a probability density function. We

use 95% C.L. highest posterior density intervals to determine the maximum allowed cross-section

value, which we report as the final limit as a function of leptoquark mass. Given that we end up

observing no new physics signal, this is equivalent to just integrating the likelihood function from

σ = 0 to the point where 95% of the full integral is reached.

5.4.2 Fit Results

The fit gives the 95% C.L. upper limit on the LQ3 pair production cross section at each mass point

that is probed. The results are plotted in Figure 5.9. The red and blue curves containing data points

are the experimental results given by the fitter for the cases of Yang-Mills and Minimal couplings,

respectively. The smooth red and blue curves are the corresponding theoretical cross sections as

discussed in Section 1.2. The intersection of the experimental curves and corresponding central

theoretical curves determine the 95% C.L. upper limit LQ3 pair production cross section, and the

95% C.L. lower limit on the LQ3 mass. Likewise, the intersection of the experimental curves and

the −1σ theoretical curves give the limits that include the theoretical uncertainty. The results are

quoted in the next section.

The result is a 95% C.L. upper limit on the VLQ3 pair production cross section of σ < 344 fb,

assuming Yang-Mills couplings and Br(LQ3 → bτ) = 1, and a lower limit on the VLQ3 mass of

mVLQ3 > 317 GeV/c2. If theoretical uncertainties on the cross section are applied, the results are

σ < 353 fb and mVLQ3 > 303 GeV/c2. For a VLQ3 with Minimal couplings, the upper limit
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Figure 5.9: Pair production cross section as a function of LQ3 mass for experimental results

(curves with data points) and theory predictions (solid curves) for the cases of Yang-Mills cou-

plings (red) and Minimal couplings (blue). The band due to the uncertainty on the theoretical

prediction for the cases of Yang-Mills couplings (brown) and Minimal couplings (gray) are also

shown, and includes the uncertainty due to the choices of PDF and Q2 scale.

on the cross section is σ < 493 fb (σ < 554 fb) and the lower limit on the mass is mVLQ3 >

251 GeV/c2 (mVLQ3 > 235 GeV/c2) for the nominal (1σ varied) theoretical expectation.

These results for both coupling cases are imploved from CDF Run I, which the lower mass lim-

its are mVLQ3 > 225 GeV/c2 for Yang-Mills couplings and mVLQ3 > 170 GeV/c2 for Minimal

couplings.
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Table 5.12: Event estimates for the eτh channel. The number of events are given for each back-

ground category, the sum of the backgrounds, and for the data. For each number, the statistical

uncertainty is given first, followed by the systematic uncertainty. The regions CR0J, CR1J, CR2J,

SAFE, and SIGNAL are defined in Section 4.2.

CR0J CR1J CR2J

Backgrounds:

Z0 → ττ → eτh 39.86+0.85
−0.85 ± 3.22 43.02+0.88

−0.88 ± 3.80 9.09+0.41
−0.41 ± 1.06

Z0 → ee 5.45+0.55
−0.55 ± 1.12 6.62+0.61

−0.61 ± 1.47 1.22+0.26
−0.26 ± 0.33

QCD 2.83+0.47
−0.47 ± 0.32 22.66+1.32

−1.32 ± 5.63 15.23+1.08
−1.08 ± 3.85

tt 0.01+0.01
−0.0 ± 0.01 0.30+0.06

−0.06 ± 0.07 0.81+0.09
−0.09 ± 0.22

W (→ eν) + jets 53.06+1.13
−1.13 ± 9.82 20.29+0.79

−0.79 ± 4.87 3.51+0.35
−0.35 ± 1.72

W (→ τν) + jets 20.68+1.43
−1.43 ± 4.43 14.90+1.37

−1.37 ± 3.73 2.87+0.64
−0.64 ± 1.99

γ + jets 0.18+0.18
−0.09 ± 0.00 1.44+0.36

−0.36 ± 0.29 0.66+0.07
−0.00 ± 0.18

Total Background 122.08+2.14
−2.14 ± 11.31 109.23+2.35

−2.35 ± 9.27 33.39+1.40
−1.39 ± 4.80

Data 129 110 36

SAFE SIGNAL

Backgrounds:

Z0 → ττ → eτh 0.67+0.11
−0.11 ± 0.15 0.04+0.04

−0.02 ± 0.00

Z0 → ee 0.45+0.19
−0.13 ± 0.10 0.00+0.06

−0.00 ± 0.00

QCD 0.08+0.12
−0.05 ± 0.00 0.00+0.08

−0.00 ± 0.00

tt 1.35+0.12
−0.12 ± 0.39 0.15+0.04

−0.04 ± 0.04

W (→ eν) + jets 0.60+0.15
−0.15 ± 0.29 0.07+0.07

−0.04 ± 0.03

W (→ τν) + jets 0.14+0.23
−0.09 ± 0.08 0.00+0.14

−0.00 ± 0.00

γ + jets 0.00+0.09
−0.00 ± 0.00 0.00+0.09

−0.00 ± 0.00

Total Background 3.28+0.40
−0.27 ± 0.52 0.25+0.21

−0.06 ± 0.05

Data 5 0
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Table 5.13: Event estimates for the μτh channel. The number of events are given for each back-

ground category, the sum of the backgrounds, and for the data. For each number, the statistical

uncertainty is given first, followed by the systematic uncertainty. The regions CR0J, CR1J, CR2J,

SAFE, and SIGNAL are defined in Section 4.2.

CR0J CR1J CR2J

Backgrounds:

Z0 → ττ → μτh 42.03+0.87
−0.87 ± 2.91 40.10+0.85

−0.85 ± 2.22 8.34+0.39
−0.39 ± 0.70

Z0 → μμ 27.06+1.19
−1.19 ± 8.45 8.39+0.66

−0.66 ± 2.74 2.20+0.34
−0.34 ± 0.73

QCD 2.30+0.56
−0.56 ± 0.39 16.54+1.50

−1.50 ± 2.91 11.58+1.25
−1.25 ± 2.05

tt 0.04+0.03
−0.02 ± 0.00 0.32+0.06

−0.06 ± 0.07 0.67+0.08
−0.08 ± 0.13

W (μ+ ν) + jets 56.60+1.59
−1.59 ± 7.98 21.99+1.12

−1.12 ± 4.23 4.36+0.53
−0.53 ± 1.74

W (τ + ν) + jets 19.11+1.37
−1.37 ± 2.71 13.13+1.28

−1.28 ± 2.56 3.44+0.70
−0.70 ± 2.53

Total Background 147.13+2.62
−2.62 ± 12.29 100.46+2.51

−2.51 ± 6.74 30.58+1.62
−1.62 ± 3.83

Data 129 79 26

SAFE SIGNAL

Backgrounds:

Z0 → ττ → μτh 0.59+0.10
−0.10 ± 0.06 0.09+0.05

−0.03 ± 0.03

Z0 → μμ 0.10+0.10
−0.05 ± 0.04 0.00+0.05

−0.00 ± 0.00

QCD 0.00+0.13
−0.00 ± 0.00 0.00+0.13

−0.00 ± 0.00

tt 1.24+0.11
−0.11 ± 0.29 0.15+0.04

−0.04 ± 0.05

W (μ+ ν) + jets 0.31+0.18
−0.11 ± 0.11 0.00+0.06

−0.00 ± 0.00

W (τ + ν) + jets 0.00+0.14
−0.00 ± 0.00 0.00+0.14

−0.00 ± 0.00

Total Background 2.25+0.32
−0.20 ± 0.32 0.24+0.22

−0.05 ± 0.05

Data 3 0
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Chapter 6

Conclusion

We have searched for a third generation vector leptoquark (VLQ3) in the di-tau plus di-jet

channel in proton-antiproton collisions at
√
s = 1.96 TeV. The data was taken with the Collider

Detector at Fermilab (CDF) in Run II. We used the data corrected using the Lepton+Track triggers.

The corresponding integrated luminosity of the data used in this analysis was 322 pb−1.

The model being explored is that of third generation vector leptoquark pair production, fol-

lowed by the subsequent decay of each VLQ3 to a b quark and a tau lepton (β = 1). And, This

search explores a vector like Yang-Mills couplings (κ = λ = 0) as well as minimal couplings

(κ = 1 and λ = 0).

In this analysis, we defined the signal region as having Njets ≥ 2 and HT > 400 GeV. This

is the region for which the analysis has been optimized. The safety region has Njets ≥ 2 and

250 < HT < 400 GeV, and serves as a buffer between the signal region and the control region.

The control region below HT = 250 GeV will not be sensitive to a vector leptoquark heavier than

the existing limit of mLQ3 > 225 GeV/c2, while the safety region of 250 < HT < 400 GeV
could have such sensitivity. Therefore, the data in the safety region had not been examined until

the control region studies were completed. And, the final result uses a simultaneous fit to both the

safety and signal regions.

In the safety region (Njets ≥ 2 and 250 < HT < 400 GeV), we found 5 events in the eτh chan-

nel and 3 events the μτh channel, while the total background is expected to be 3.28+0.40
−0.27(stat.) ±

0.52(syst.) in the eτh channel and 2.25+0.32
−0.20(stat.) ± 0.32(syst.) events in the μτh channel,

The signal region (Njets ≥ 2 and HT > 400 GeV) contains 0 events in the eτh channel

and 0 events in the μτh channel, while the total backgound is expected to be 0.25+0.21
−0.06(stat.) ±

0.05(syst.) in the eτh channel and 0.24+0.22
−0.05(stat.) ± 0.05(syst.) in the μτh channel. Thus no

significant excess is observed.

We obtained a 95% C.L. upper limit on the VLQ3 pair production cross section of σ < 344 fb,

and a lower limit on the VLQ3 mass of mVLQ3 > 317 GeV/c2, assuming Yang-Mills couplings

and Br(LQ3 → bτ) = 1. If 1σ theoretical uncertainties on the cross section are included, the

results are σ < 353 fb and mVLQ3 > 303 GeV/c2. For a VLQ3 with Minimal couplings,

the upper limit on the cross section is σ < 493 fb (σ < 554 fb) and the lower limit on the
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mass is mVLQ3 > 251 GeV/c2 (mVLQ3 > 235 GeV/c2) for the nominal (1σ varied) theoretical

expectation.

We have improved the lower limits on the VLQ3 mass at the CDF Run I, where the lower

limits on the VLQ3 mass are mVLQ3 > 225 GeV/c2 for Yang-Mills couplings and mVLQ3 >

170 GeV/c2 for Minimal couplings.
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