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Abstract

We present a measurement of the Z boson forward-backward charge asymmetry of

the process pp̄ → γ∗/Z + X → e+e− + X, where the mass of the intermediate γ∗/Z

has invariant mass above 30 GeV/c2. The measurement uses 0.36 fb−1 of Run II

data. The method of matrix inversion is used to correct for the distortion in the

measurement caused by the detector resolution and photon radiation in the final

state. A search for a new physics based upon the forward-backward asymmetry is

also presented.
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Introduction

The Standard Model (SM) describes the current understanding of the microscopic

phenomena of elementary particles. The SM has been tested extensively by exper-

iments and no compelling evidence against the model has been found so far 1 [31].

The SM consists of three generations of quarks and leptons.
(

u c t

d s b

)
,

(
νe νµ ντ

e µ τ

)

These spin 1/2 particles are ruled by Fermi statistics and called fermions. The light

quarks, predominantly u and d, are the constituents of protons and neutrons which

make up nuclei of atoms. Heavier quarks are unstable and they can exist only tem-

porarily before decaying to lighter particles. Out of six leptons, only the electron is a

constituent of atoms, while the others are either unstable or very weakly interacting.

The three columns of pairs of quarks and those of leptons represent the three gener-

ations of fundamental particles, which are identical except in mass. The existence of

or numbers of generations is not predicted or understood.

To date, it is thought that there are four fundamental interactions between the

elementary particles. The SM explains the strong, weak and electromagnetic in-

teractions as an exchange of gauge bosons, or force carrying particles. The theory

of electromagnetic interaction, which binds nuclei and electrons, is called quantum

1Neutrino mass however does add new features to the SM.
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electrodynamics (QED), and the interaction is mediated by a massless photon. The

strong interaction, which confines quarks into “color neutral” hadrons without long

range strong interactions, is described by quantum chromodynamics (QCD). The

force carriers of QCD are massless gluons. The weak interaction is mediated by mas-

sive vector bosons, W+, W−, and Z, and is the mechanism by which heavy quarks

and charged leptons decay. The electromagnetic and weak interactions are described

in a unified way by the electroweak theory [33].

The explanation of the interactions in the SM is based upon the local gauge

symmetry of the Lagrangian [34]. As will be seen in the next chapter, the symmetry

requires the mass of the particles to be generated dynamically. The minimal mass

generation scenario requires the existence of a massive spin zero particle, or Higgs

boson [24, 19, 20]. The Higgs boson is the only SM particle that is not discovered

yet. The direct observation of Higgs boson is an important goal of current and future

collider experiments.

The combined theoretical and experimental bounds for the Higgs mass are 114

GeV/c2 . mH . 251 GeV/c2 [9]. However a quantum correction to the Higgs mass

is very large unless the correction is cancelled by contributions from new physics

processes. One way of addressing the problem is a search for the direct signal of a

new particle at around 1 TeV scale. Another approach is precision measurements

of the SM expectations or detection of any deviation from the SM, which is the

topic of this thesis. The analysis presented in this paper is based upon the final state

that has two electrons e+ and e− produced through proton antiproton collisions at the

Collider Detector at Fermilb (CDF). The di-electron final state is a very good channel

for a precision measurement because the signal is very clean and the background is
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well understood. For the same reason, the channel is also useful for a search for

a new particle that decays into an electron pair. If there existed such a particle,

the distribution of the kinematic variables of the electrons would deviate from the

expectation of the SM.



Chapter 1

Theory

1.1 Electroweak Theory of the Standard Model

The electroweak Lagrangian can be written in two parts as following. [6, 21]

L = Lsymm + LHiggs (1.1)

The first part Lsymm describes the fermion fields and their electroweak interactions:

Lsymm = −1

4

3∑
a=1

F a
µνF

µνa − 1

4
BµνB

µν + ψ̄LiγµDµψL + ψ̄RiγµDµψR, (1.2)

where ψ is a sum over all flavors of quarks and leptons. The first two terms are Yang-

Mills Lagrangian for the gauge group SU(2)⊗ U(1). The weak isospin field strength

tensor F a
µν is constructed out of the gauge field W a

µ corresponding to the three SU(2)

generators:

F a
µν = ∂µW

a
ν − ∂νW

a
µ − εabcW b

µW c
ν , a, b, c = 1, 2, 3, (1.3)

where εabc is the SU(2) group structure function. The hypercharge field strength is

constructed from U(1) gauge field Bµ:

Bµν = ∂µBν − ∂νBµ. (1.4)

4



Chapter 1. Theory 5

The other two terms are the fermion matter fields. The subscripts L and R denotes

two chirality states of the fermions that behave differently under the gauge group

SU(2). The left-handed and right-handed components are selected by the projection

operators,

ψL,R =
(1∓ γ5)

2
ψ, ψ̄L,R = ψ̄

(1± γ5)

2
. (1.5)

The covariant derivatives DµψL,R are given by

DµψL,R =

[
∂µ + ig

3∑
a=1

T a
L,RW a

µ + ig′
1

2
YL,RBµ

]
ψL,R, (1.6)

where T a
L,R and 1

2
YL,R are the SU(2) and U(1) generators and g and g′ are the dimen-

sionless coupling constants for weak isospin and hypercharge. The SU(2) generators

satisfy the commutation relation

[T a
L,R, T b

L,R] = iεabcT
c
L,R. (1.7)

The generator of a U(1)em symmetry group of electromagnetic interaction is given by

Q = T 3
L,R +

1

2
YL,R, (1.8)

and is referred to as an electric charge operator.

The vertex factors can be derived from the Eqs. (1.2) and (1.6). The charged-

current vertex is

Vψ̄ψW = gψ̄γµ[(T+
L /
√

2)(1− γ5)/2 + (T+
R /
√

2)(1 + γ5)/2]ψW−
µ + h.c, (1.9)

where T± = T 1 ± iT 2 and W± = (W 1 ± iW 2)/
√

2. The neutral-current is mediated

by two mass eigenstates formed by linear combinations of Bµ and W 3
µ :

Aµ = cos θW Bµ + sin θW W 3
µ , (1.10)

Zµ = − sin θW Bµ + cos θW W 3
µ , (1.11)
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where Aµ is the massless photon field, Zµ is the massive gauge boson field, and θW

is the weak mixing angle. The photon has the same couplings to the left and right

handed fermions with strength equal to e. From the Eqs. (1.8) and (1.11), we obtain

g sin θW = g′ cos θW = e. (1.12)

With the parameters determined by the experiments, Z couplings can be derived

as

Vψ̄ψZ = g/(2 cos θW )ψ̄γµ[T 3
L(1− γ5) + T 3

R(1 + γ5)− 2Q sin2 θW ]ψZµ, (1.13)

where T 3
R = 0 and T 3

L = ±1/2.

In the SM, all ψR are weak singlets and all ψL are weak doublets. Therefore mass

terms for fermions such as ψ̄LψR are forbidden. Fermion masses are dynamically

generated through the electroweak symmetry breaking. The minimal model of the

mass generation requires a spin zero Higgs boson [24, 19, 20]. The Higgs sector of the

electroweak Lagrangian is:

LHiggs = (Dµφ)†(Dµφ)− V (φ†φ)− ψ̄LΓψRφ− ψ̄RΓ†ψLφ†, (1.14)

where φ is the Higgs scalar field. The potential V (φ†φ) is given by

V (φ†φ) = −1

2
µ2φ†φ +

1

4
λ(φ†φ)2. (1.15)

Spontaneous symmetry breaking occurs when the signs of µ2 and λ are positive

(Fig. 1.1). The vacuum expectation value of φ is denoted by v:

< 0|φ(x)|0 >= v > 0. (1.16)

Substituting the vacuum expectation value v for φ(x), the fermion mass matrix is

given by

M = ψ̄LMψR + ψ̄RM†ψL, (1.17)
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Figure 1.1: The Higgs potential V (φ). The potential has its minimum when φ = v 6=
0.

where M = Γ · v. Since Γ is arbitrary, the fermion mass is not predicted by the SM.

The gauge boson masses are derived from the term (Dµφ)†(Dµφ) in LHiggs, where

Dµφ =

[
∂µ + ig

3∑
a=1

T aW a
µ + ig′(Y/2)Bµ

]
φ. (1.18)

The charged W boson mass is identified by the quadratic terms in W field in LHiggs

with the substitution φ(x) → v:

m2
W W+

µ W−µ = g2|(T+v/
√

2)|2W+
µ W−µ. (1.19)

For Higgs doublets,

φ =

(
φ+

φ0

)
, v =

(
0

v

)
, (1.20)

and the W mass is given by

m2
W = 1/2g2v2. (1.21)

The relevant term for the Z mass is

1

2
m2

ZZµZ
µ = | [g cos θW T 3 − g′ sin θW (Y/2)]v |2ZµZ

µ, (1.22)

and it follows that

m2
Z = 1/2g2v2/ cos2 θW . (1.23)



Chapter 1. Theory 8

The Higgs mass is m2
H ∼ λv2, where v = 174 GeV is measured from properties of the

weak interactions. λ is not fixed, leaving the Higgs mass a free parameter in the SM.

Direct searches for the Higgs boson at LEP II experiments set the lower mass limit

mH & 114 GeV/c2. Indirect indications from the precision measurements imply the

upper bound of the Higgs mass mH . 251 GeV/c2, if the SM is valid. However the

SM has a problem with a loop correction (Fig. 1.2) to the Higgs mass. The correction

to the tree-level mass is quadratically divergent [13]:

δm2
H ≈ GF

4π2
√

2
Λ2(6m2

W + 3m2
Z + m2

H − 12m2
t ) (1.24)

= −
(

Λ

1 TeV
300 GeV

)2

, (1.25)

where Λ is the next higher scale in the theory, above which this formula becomes

invalid with new processes accessible at this scale. If the scale is assumed to be the

Planck scale, the correction becomes much larger than what is thought to be natural,

requiring a fine tuning. This problem implies the existence of new physics at 1 TeV

scale [27]. An important goal of the current and future hadron collider experiments

is to address this problem by precision measurements of the SM and searches for new

processes. This paper presents one of the SM precision measurements with Z → e+e−

decay channel and a search for an extra neutral gauge boson.

1.2 Z Boson

The vertex factor for the Z boson and a fermion pair (Eq. 1.13) can be written as

following.

Vf̄fZ = g/(2 cos θW )ψ̄fγµ[cf
V − cf

Aγ5]ψfZ
µ, (1.26)
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Figure 1.2: Radiative corrections to the Higgs mass.

where f denotes the flavor of the fermion, cf
V = T 3

f and cf
A = T 3

f −2 sin2 θW Qf are the

vector and axial vector coupling constants (Table 1.1). The presence of both vector

and axial-vector components gives rise to an asymmetry in the polar angle of the

outgoing lepton in the rest frame of the fermion pair.

At a hadron collider, the process pp̄ → l+l−X is induced by a qq̄ annihilation

and mediated by an interference between the photon γ and Z boson exchange. The

differential cross section of qq̄ → l+l− can be written in terms of the lepton scattering

f T 3
f Qf cf

A cf
V

νe, νµ, ντ
1
2

0 1
2

1
2

e−, µ−, τ− −1
2

-1 −1
2

−1
2

+ 2 sin2 θW

u, c, t 1
2

2
3

1
2

1
2
− 4

3
sin2 θW

d, s, b −1
2

−1
3

−1
2

−1
2

+ 2
3
sin2 θW

Table 1.1: The coupling constants in the Z → ff̄ vertex in the tree level SM.



Chapter 1. Theory 10

angle θ as follows

dσ̂

d cos θ
(qq̄ → l+l−) =

4πα2

3s

[
3

8
A(1 + cos2 θ) + B cos θ

]
, (1.27)

where

A = Q2
l Q

2
q + 2QlQqg

q
V gl

V Re(χ(s)) + gl
V

2
(gq

V
2 + gq

A
2)|χ(s)|2 + gl

A

2
(gq

V
2 + gq

A
2)|χ(s)|2,

B =
3

2
gq

Agl
A(QlQqRe(χ(s)) + 2gq

V gl
V |χ(s)|2),

χ(s) =
1

cos2 θW sin2 θW

s

s−M2
Z + iΓZMZ

,

Ql,q is the electric charge of the lepton or quark, and s is the center-of-mass energy

of the incoming qq̄ system. The angular asymmetry is measured by the forward-

backward asymmetry AFB, which is defined as the following.

AFB =

∫ +1

0
dσ

d cos θ
d cos θ +

∫ 0

−1
dσ

d cos θ
d cos θ

∫ +1

−1
dσ

d cos θ
d cos θ

=
B

A
. (1.28)

Therefore a measurement of AFB is a direct probe of the relative strength of the

vector and axial-vector structure of the electroweak interaction.

The momentum of a parton in the initial state is a fraction of proton or antiproton

momentum and can only be determined statistically. The momentum fraction x of

a parton q out of a proton follows the parton distribution function fq(x). Therefore

the cross section for the process pp̄ → γ∗/Z + X → e+e− + X is given by integral

of the parton level cross section with respect to the momentum fractions of partons,

and summing over the flavors of the incoming partons:

dσ

d cos θ
(pp̄ → e+e−X) =

∑
q

∫

x1

∫

x2

dx1dx2fq(x1)fq̄(x2)
dσ̂

d cos θ
(qq̄ → l+l−). (1.29)

If the incoming quarks had no transverse momentum, the scattering angle θ of

the outgoing lepton can be simply measured from the axis of the incoming quarks.
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Figure 1.3: The Collins-Soper formalism minimizes the ambiguity of the event axis.
The quarks come out of the proton and anti-proton with transverse momentum which
is not measurable. By choosing the bisector of the proton and anti-proton beams, a
new z-axis is define.

However, the partons can have transverse momentum that obscures the definition of

the frame. Therefore we adopt the Collins-Soper formalism [18] to minimize the effect

of the transverse momentum of the incoming quarks (Fig. 1.3). With the formalism,

the polar axis is defined as the bisector of the proton beam momentum and the

negative of the antiproton beam momentum when they are boosted into the center-

of-mass frame of the electron-positron pair. The scattering angle of the outgoing

electron θ∗ is defined as the angle between the electron and the polar axis. Then

cos θ∗ is given by

cos θ∗ =
2

Q
√

Q2 + Q2
T

(P+
1 P−

2 − P−
1 P+

2 ), (1.30)

where Q (QT ) is the four momentum (transverse momentum) of the electron-positron

pair. P±
i is defined to be 1√

2
(P 0

i ± P 3
i ), where P 0 and P 3 represent energy and

the longitudinal components of the momentum, and i = 1, 2 represent electron and

positron, respectively. Forward and backward events are defined by the sign of cos θ∗.

The measurement of the forward-backward asymmetry as a function of di-electron

invariant mass is the main topic of the thesis.
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1.3 Extra Neutral Gauge Boson

The standard model describes the electroweak interaction in a unified way based

upon the gauge group SU(2)L × U(1)Y . The interactions are mediated by massive

charged gauge bosons, W+ and W−, a massive neutral gauge boson, Z0 and a mass-

less photon γ. The SU(2)L × U(1)Y gauge theory has been remarkably successful in

describing the experimental data and in demonstrating its predictive power. However,

the SU(2)L × U(1)Y gauge group is not a complete unification because it consists of

two gauge groups with different coupling strengths. Many theoretical models attempt

to unify the interactions with a single coupling constant. Theories motivated by such

an objective are called Grand Unifying Theories (GUT). Grand Unifying Theories

typically extend the standard model gauge group by incorporating it in larger sym-

metries. If the new gauge group includes another U(1) group, then there exists an

electrically-neutral spin-1 particle, which is usually labeled Z ′. The mass of the gauge

bosons are generally not constrained by the theories, and in principle the mass can

range from the electroweak scale to the Planck scale. To date, no compelling evidence

for Z ′ bosons has been detected experimentally, and limits on their mass have been

set.

E6 is a possible choice for a GUT gauge group. Interest in the E6 model has risen

since it has been shown that E6 is naturally incorporated in superstring theories as an

effective GUT group. The E6 group contains two extra U(1) groups when its breaking

leads to effective rank-6 groups at low energies. One possible breaking scenario is

E6 → SO(10)× U(1)ψ (1.31)

→ SU(5)× U(1)χ × U(1)ψ. (1.32)



Chapter 1. Theory 13

There arise two extra neutral gauge bosons associated with each extra U(1) group.

The mass eigenstates of Z ′ boson can be parameterized as linear combinations of two

neutral gauge bosons Zψ and Zχ. Assuming that the Z ′ mass eigenstates are not

degenerate, we obtain the effective rank-5 model

E6 → SU(5)× U(1)′, (1.33)

and the corresponding lowest mass Z ′ can be written most generally as

Z ′ = Zχ cos θE6 + Zψ sin θE6 , (1.34)

where 0 ≤ θE6 < π is a mixing angle. Since the χ and ψ couplings are predicted by

E6 breaking, the angle θE6 determines the coupling constants of the Z ′. When the

E6 group breaks, as in the Eq. (1.34), Z ′ is denoted as Zη and θE6 = tan−1(
√

3/5).

Another possible breaking scenario involves E6 → SU(6)×SU(2)I . The resulting

Z ′ boson in this scenario, ZI , turns out to correspond to a special case of the mixing

scenario where θE6 = tan−1(−
√

5/3).

The vertex for the Z ′ and fermion pair ff̄ can be written as

Vf̄fZ′ = gθψ̄fγµ[cf
V − cf

Aγ5]ψfZ
′µ. (1.35)

The left-handed and right-handed coupling constants cf
L ≡ cf

V − cf
A and cf

R ≡ cf
V + cf

A

are shown in the Table 1.2 in terms of the following variables.

g2
Z ≡

e2

z(1− z)
, (1.36)

g2
θ ≡

5e2

3(1− z)
, z ≡ sin2 θW , (1.37)

A ≡ cos θE6

2
√

6
, B ≡ sin θE6

2
√

10
. (1.38)
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Fermion Coupling constant
uL -(A+B)
uR A+B
dL -(A+B)
dR A - 3B
eL 3B - A
eR A+B

Table 1.2: Coupling constants of E6 Z ′ to fermions.

In a recent study by Carena, Daleo, Dobrescu and Tait [16], the couplings are

more generally expressed as first-order polynomials in a real number x. A number of

constraints are applied in order to reduce the number of free parameters that describe

a Z ′. The constraints include the stringent limit on the Z −Z ′ mixing, anomaly free,

and no flavor changing neutral current. Four sets of solutions to the constraints are

found, defining four types of Z ′ models: B−xL, d−xu, q+xu, and 10+x5̄. Within

each of these four model-lines, a certain Z ′ boson is specified by its mass MZ′ , the

coupling strength gZ′ , and the value of x. This represents a drastic reduction in the

number of parameters from the general Z ′ case and makes the study of the different

Z ′ models tractable. The coupling constants is represented in terms of x as in the

Table 1.3.

A direct search for Z ′ has been made with the Run I data of CDF and D0 [11].

Both the di-lepton invariant mass distribution and the forward-backward asymmetry

distributions were investigated for any deviation from the standard model expecta-

tions (Fig. 1.4). A search for an extra neutral gauge boson with the CDF Run II data

is described in chapter 6.
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Model-lines
Fermion B − xL q + xu 10 + x5̄ d− xu

uL 1/3 1/3 1/3 0
uR 1/3 x/3 -1/3 −x/3
dL 1/3 1/3 1/3 0
dR 1/3 (2− x)/3 −x/3 1/3
eL −x -1 x/3 (−1 + x)/3
eR −x −(2 + x)/3 -1/3 x/3

Table 1.3: Coupling constants of general Z ′ bosons to the fermions.
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Figure 1.4: (a) dσ/dM distribution of e+e− (CDF and D0) and µ+µ− pairs (CDF).
(b) CDF AFB versus mass compared to the predicted theoretical curves for dσ/dM
and AFB with an extra E6 boson with MZ′ = 350 GeV/c2 and ΓZ′ = −0.1 MZ′ , for
θE6 = 60◦ (solid) and θE6 = 173◦ (dotted).
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Apparatus

2.1 Accelerator

Phenomena at a very small scale can be studied by colliding highly energetic particles.

At Fermi National Accelerator Laboratory (Fermilab), proton and anti-proton beams

are accelerated and collided at a center of mass energy of 1.96 TeV. Acceleration is

accomplished through five stages (Figure 6.1). First, negative hydrogen ions (H−)

are accelerated to a kinetic energy of 750 KeV in the Cockcroft-Walton accelerator

and injected into the linear accelerator (Linac). The Linac accelerates the ions to

an energy of 400 MeV and then passes the ions through a carbon foil to remove the

electrons. Then the protons are fed into the Booster synchrotron, where the kinetic

energy of the bunches is raised to 8 GeV. Subsequently the Main Injector accelerates

the protons to 150 GeV, and feeds them into the Tevatron. In all stages except

the electrostatic Cockcroft-Walton, acceleration is provided by application of radio

frequency (RF) electric fields to the beam.

Antiprotons are generated by colliding a inconel alloy target with 150 GeV protons

from the Main Injector. The resulting shower of the beams is focused into a beam

line with a Lithium lens. Then the particles pass through a magnet which acts as a

17



Chapter 2. Apparatus 18

Figure 2.1: Accelerator chain at Fermilab. Tevatron has two collision points, CDF
and D0. Beams can also be used for fixed target experiments.

charge-mass spectrometer, and antiprotons with an energy around 8 GeV are selected.

The energy spread of the antiproton beam is reduced by the Debuncher, which instead

enlarges the longitudinal spread of the bunches. Then the antiprotons are injected

into the Accumulator and recycler ring for temporary storage. Both the Debuncher

and the Accumulator reduce the momentum fluctuations within the bunches by ap-

plying negative feedback to the particles. The technique is called stochastic cooling.

Accumulated antiprotons are transferred into the Main injector and accelerated to

150 GeV.

Bunches of protons and antiprotons are transferred from the Main Injector into

the Tevatron in opposite directions, and accelerated further up to an energy of 980

GeV. The Tevatron is the last step of the chain that accelerates the particles up

to an energy of 980 GeV. The particles are kept on the beamline of the Tevatron
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by superconducting magnets cooled in liquid helium. Proton and antiproton beams

travel on helical orbits that intersect with each other only at the collision points.

The rate of a physics process is proportional to the product of the luminosity and

the cross section. The cross section is inherent quantity in each processes and can

be calculated from the standard model. The luminosity measures the intensity of the

beam and it is defined as

L = nf
NpNp̄

4πσxσy

(cm−2s−1), (2.1)

where n is the number of bunches, f = 50 kHz is the revolution frequency of a bunch

traveling at the speed of light around the circumference of the Tevatron ring, Np and

Np̄ are the numbers of protons and antiprotons per bunch, respectively. σx and σy are

the Gaussian beam profiles in the transverse plane, averaged over z. At a luminosity

of 1.0× 1032 cm−2s−1, there are about 1012 protons and about an order of magnitude

fewer anti-protons per bunch.

Collisions are brought about by focusing the two beams with quadrupole magnets.

At the collision point, the bunch cross section is roughly circular with a radius of 35

µm and the length along the beamline is about 35 cm. The period of time from

the beginning of the collision to the termination of the beam is called a ‘store’. A

store is terminated when the bunches lose particles at collisions and the luminosity

of the beams decrease. Each store can be as long as about 30 hours when there is no

operational problem.

The typical luminosity during the period of Run I, the data taking period from

1992 and 1996, was L = 1.6× 1031 cm−2s−1. The second data taking period, Run II,

was started in June 2001 with the upgraded main injector, new anti-proton recycler

and upgraded detector. The record instantaneous luminosity of Run II is 1.8 ×
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1032 cm−2s−1, recorded on February 14, 2006.

2.2 Collider Detector at Fermilab

The Collider Detector at Fermilab (CDF) is a general purpose particle detector which

surrounds the point of the proton-antiproton collision, [2]. The first collision was

observed in 1985 and Run I recorded the data of total integrated luminosity 110

pb−1. Run II so far has recorded the data of 1 fb−1, and it is expected to collect the

data of between 4 and 9 fb−1 until the year 2009.

The CDF coordinate system is defined with the z direction along the proton beam

direction. The y axis is chosen to be upward, and the x axis points outward from

the Tevatron ring. The polar angle θ is measured from the z axis and the azimuthal

angle φ from the x direction. The pseudorapidity is an angular coordinate defined as

η = − ln(tan θ/2), so that ∆η is invariant under Lorentz boost along the z direction.

The region with 0 < |η| < 1 is called central, and the region with |η| > 1 is called

plug or forward. The transverse plane is perpendicular to the z axis.

The CDF II detector consists of three major parts; tracking, calorimetry, and

muon systems (Figure 2.2). The detector has both cylindrical and forward-backward

symmetries. The innermost component of the CDF detector are the layers of silicon

detectors for the precision measurement of the particle trajectory. The Central Outer

Tracker (COT) [4] surrounds the silicon tracking system and records the trajectory

of the charged particles. The COT is surrounded by a super-conducting solenoid of

radius 1.5 m that provides 1.4 Tesla of magnetic field parallel to the beam axis.

The calorimeter system surrounds the tracking system and covers 2π in azimuth

and the pseudorapidity within |η| < 3.64. They are segmented to form a projective
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Figure 2.2: A half of the side view of the CDF II detector. The detector is cylindrically
symmetric.

tower geometry which points back to the nominal interaction point. The calorimeter

is separated into two sections. The central calorimeter is cylindrical, covering the

region |η| < 1.1. The forward region is covered by the plug calorimeter, which cov-

ers 1.1 < |η| < 3.6. Each region has an electromagnetic calorimeter and a hadronic

calorimeter. The electromagnetic calorimeter consists of layers of lead absorber and

plastic scintillator. The hadronic calorimeter consists of layers of steel absorber and

plastic scintillator. The energy deposition is measured with photomultiplier tubes

(PMT). The electromagnetic calorimeter is designed so that electrons and photons

deposit most of their energies. Hadrons pass through the electromagnetic calorime-

ter with significant amount of energy and their energy is measured by the hadronic
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calorimeter.

Finally, muons are detected by the muon chambers which comprise the outermost

layer of the detector. Neutrinos escape the detector without an interaction and their

energy is measured from the imbalance in the vector sum of the detected energy.

Electrons consist of the final state of the analysis described in this paper. The relevant

detector components are the COT and the electromagnetic calorimeter which are

described in more detail in the following sections.

2.2.1 Central Outer Tracker

The COT is a cylindrical open-cell drift chamber with inner and outer radii of 44

and 132 cm and 30,240 gold-plated tungsten wires are arranged as eight super-layers

(Figure 2.3 (a)). It finds track of the charged particles in the region |η| < 1. A

superconducting solenoid creates a 1.4 Tesla magnetic field along the −z direction

over the tracking region. The trajectory of a charged particle is curved in the r − φ

plane by the magnetic field. The path is reconstructed as a helix and the momentum of

the particle is determined from the curvature of the track from the following relation.

P (GeV/c) = 0.3 B r (Tesla · cm), (2.2)

in the units of electron charge, where B is the strength of the magnetic field and r is

the radius of curvature.

The wires in four axial super-layers run parallel to the beamline and provide

position information in r − φ coordinates. The other four superlayers are tilted by

2◦ with respect to the z direction. Each super layer is subdivided into cells which

contain 12 sense wires, alternated with 13 potential wires which shape the electric

field within the cell (Figure 2.3 (b)). The wire spacing is about 7.5 mm.
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(a)

(b)

Figure 2.3: The COT superlayers. (a) 1/6 of the COT cross section. (b) Three cells
which are tilted by 37◦ to compensate for the magnetic field and keep the drift path
linear.
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The wires are contained in a chamber which is filled with argon (50 %) and ethane

(50 %) gases. Charged particles passing through the COT drift chamber ionize the

gas molecules. The avalanche of the electrons from the ionization drift onto the sense

wires and generate electric signals. The maximum drift time is about 100 ns, which

is less than the bunch spacing of 396 ns. The drift time is converted to a pathlength.

The COT resolution of the transverse momentum is ∆PT /P 2
T < 0.15 % GeV/c, which

leads to 1 % of charge fake probability at the energy of 200 GeV.

2.2.2 Electromagnetic Calorimeter

As an electron or photon enters the calorimeter, it interacts with the heavy material

generating a shower of photons and electron pairs. The shower crosses the scintillating

material and excites the atoms of the scintillator which then radiate photons as they

return to their ground state. The photons are collected through acrylic light guides

leading to PMT. Integrating the charge collected in the PMT gives a measure of the

energy deposited in the calorimeter.

The central electromagnetic calorimeter (CEM, [8]) is cylindrically symmetric,

divided in half at η = 0. Each half of the calorimeter is segmented into 24 wedges

of 15◦ in φ. Each wedge is divided into ten projective towers such that each tower

has the width of ∆φ = 0.1 (Figure 2.4 (a)). A tower contains 31 layers of 0.125 inch

lead interleaved with 5.0 mm polystyrene scintillator giving a total radiation length

of 18 X0. One radiation length, denoted by ‘X0’, is the mean distance over which a

high-energetic particle loses 67 % of its energy. The energy resolution of the CEM is

measured to be 1.7% + 13.5%/
√

E(GeV).

At the location of the shower maximum (6×X0), after the eighth layer of lead, a

strip detector is installed into each wedge. A view of an edge of the central calorimeter
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(a)

(b)

Figure 2.4: The calorimeter system of CDF Run II. (a) Half of CEM and PEM are
shown. CEM covers |η| < 1 and PEM covers 1 < |η| < 3.6. (b) A CEM wedge that
covers 15◦ in φ.
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is shown in Figure 2.4 (b). The shower maximum detector contains orthogonal strips

and wires, with wires running parallel to the beam axis. The shower signal provides

precise position information. In front of the CEM wedge is a proportional chamber, or

the central preradiator (CPR). The CPR measures the soft shower profiles caused by

the interaction of particles with the tracking material or the solenoid. The information

is useful for discriminating between pions and electrons.

The plug electromagnetic calorimeter (PEM, [5]) is located in front of a hadronic

calorimeter (Figure 2.4 (a)). The PEM is divided into wedges of 30◦ . Each wedge

consists of 23 layers of lead and scintillator, which makes up a total radiation depth

of 21 X0. The energy resolution of PEM is 16 %/
√

E(GeV) + 1 %. The shower

maximum detector in the forward region is also located within the PEM at about

6X0. In front of the PEM is the plug preradiator (PPR) made of a layer of plastic

scintillator, which plays a similar role as CPR.

2.3 Data Acquisition System

The rate of the proton anti-proton bunch crossing is every 396 ns or at 2.5 MHz.

The events are filtered by the three-layered trigger system (Figure 2.5 and 2.6). The

level 1 trigger is implemented by custom designed hardware. The electronics of each

detector component is composed of a buffer of 42 pipelines. Uncalibrated data from

the calorimeter, COT and the muon detector are fed into the pipelines. The decision

time of the Level 1 trigger is about 4 µs and the decision is made before the pipeline

goes through one cycle. The rate of the events out of the Level 1 trigger is below 20

kHz.

An event is then passed to the Level 2 trigger on a Level 1 accept. The data is
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Figure 2.5: Data flow from the CDF detector to the mass storage system. Three
layers of triggers filter the events 2.5 MHz down to about 100 Hz.
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Figure 2.6: CDF Trigger system. The Level 1 decision is made based upon the
calorimeter, COT and muon system. Enhanced calorimeter clustering and the silicon
tracking are additionally available for the Level 2 decision.
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written into one of four data buffers of each detector component. The Level 2 trigger

decision is made in about 20 µs. The larger decision time of Level 2 allows the use of

information such as shower maximum detectors and the silicon tracking information,

in addition to all the data used for the Level 1 decision. The algorithm on the Level

2 decision provides higher granularity giving better resolution than at Level 1. For

example, the Level 2 trigger reconstructs clusters of towers by adding the energies

of the adjacent two towers. The Level 2 hardware also calculates total transverse

energy and transverse missing energy. The Level 2 trigger is designed to work with a

maximum accept rate of 1000 Hz.

Passing the Level 2 trigger, event fragments are combined into an event of about

150 KB on average. It is then passed to the Level 3 trigger system which consists

of hundreds of Linux machines connected by an Ethernet network. The available

decision time of the Level 3 trigger is about a second, allowing an almost complete

reconstruction of an event with the offline software. At the Level 3 trigger, the

calibration information is applied to the data to achieve the best possible resolution.

Once an event is accepted, the event is compressed and sent to the mass storage

system at a rate of about 100 Hz.

The Consumer Server/Logger (CSL) creates the raw data file and writes the

events. The CSL is implemented by a SGI Origin 2000 series server with eight CPU’s.

The software structure on the CSL machine is shown in the Figure 2.7. For each Level

3 output nodes, a receiver process is forked. During the data taking, there are eight

logger processes that write the eight streams of data into eight files. There are six

external RAID disks of about 3 Terabytes attached to the CSL machine via Fiber

Channel interface. Each RAID system consists of six SCSI disks which are configured
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as RAID-3 for a redundancy that enables recovery of data in case of a disk failure.
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Figure 2.7: Software architecture of the Consumer Server/Logger (CSL). The events
are stored in one of the shared memory segments and the interprocess communication
is performed through the message queues.
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Data Sample

The analysis requires an electron and a positron in the final state. A central elec-

tron (e+ or e−) is reconstructed from the information recorded by CEM and COT

detectors. The CEM gives information on the energy deposition of the electron, and

COT measures the trajectory and the momentum of the electron. The combination

of the two detectors provides a sample with high purity and very low background.

The COT detector does not cover the plug region and therefore a matching track is

not required if an electron is found in the plug region where |η| > 1.0. The events are

required to have at least one good electron candidate in the central region, and the

other electron is allowed to be either in the central or plug regions.

3.1 Electron Reconstruction

An EM object is a collection of variables designed to describe an electron or a photon,

which deposits its energy through an electromagnetic shower in the calorimeter. An

EM object is reconstructed through an algorithm which is seeded by an energy deposit

in the electromagnetic calorimeter. An electron is selected by applying a set of cuts

to the EM objects. The algorithm first orders the electromagnetic calorimeter towers

31
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by the measured transverse energy (EM ET ). The tower with the highest EM ET is

selected as a seed for a cluster, if ET is larger than the threshold 2 GeV. Transverse

energy is calculated assuming that the event originates from the center of the detector

with z = 0, until the position is corrected from the vertex found from the tracks. If

the seed tower is in the central region of the detector, a tower that is adjacent in η

is added to the cluster as a shoulder tower, if ET > 100 MeV. If the cluster is in the

plug region of the detector, adjacent towers with less energy deposits are added to

the cluster, with the same threshold 100 MeV, so that the resulting size of the cluster

is 2 x 2 towers.

The difference in the calorimeter response within each tower is corrected after the

reconstruction. The response is determined by the test beam response to electrons

entering at different points in the tower. The difference of response in different towers

and the time dependence of the response are also corrected. The energy measured by

the PPR is added to the plug electron energy to account for the energy loss before

the electron reaches the calorimeter face.

Shower max detectors (CES in central and PES in plug) provide the position of

an electron with high resolution. The central shower max CES consists of wires and

strips in perpendicular directions in the z − φ coordinate. The channels are scanned

for a signal above threshold. Up to 11 channels above threshold are added to a CES

cluster. The plug shower max PES is constructed with two layers of scintillating

strips, called U and V, which cross each other at 45◦. A PES cluster is composed by

up to nine channels with a signal above threshold. The profile of the shower shape is

then compared to templates obtained from the test beam. The centroid of the shower

max cluster is used as the location of the electron object.
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The electron in the central region passes through the tracking chamber COT,

which is 99.3 % efficient finding a track associated with a charged particle [25]. Three

dimensional track information is reconstructed from the individual hits. After the

reconstruction of all the tracks in an event, an attempt is made to find a matching

track with the calorimeter cluster. The matching is determined by extrapolating the

track position onto the plane of the CES. Finally, the transverse energy of an electron

object is recalculated from the vertex of the track. A matching track is not required

for plug electrons. The transverse energy of plug electrons are calculated from the

event vertex, which is reconstructed from the high PT COT tracks in an event.

3.2 Selection Variables

Event selection is made by applying a set of cuts to the variables associated with the

electron candidates. The definitions of the variables that are used for the electron

identification are listed below.

• CES Fiduciality

Particles are required to pass the instrumented and active region of the detector.

The location of the CES cluster is required to be within 21 cm in φ from the

center of the wedge, and between 9 and 230 cm in the z direction.

• Track z0

The interaction point along the z direction of the beam line is found from the

matching track to the central electromagnetic cluster. The position is required

to be within 60 cm from the center of the detector, in order to ensure that the

trajectory of the particle passes the tracking volume. This requirement is 95 %
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efficient for the Z → e+e− events.

• ET

The electron transverse energy ET is calculated as ET = E × sin θ where E is

the energy deposited in the calorimeter cluster and θ is the electron polar angle

with respect to the beam line. The cluster in the central region consists of two

calorimeter towers with highest energy depositions. In the plug region, a cluster

is made of four towers in 2 x 2 geometry. The electron polar angle θ of a central

electron is calculated from the vertex of the matching COT track. The vertex

of a plug electron is calculated from the event vertex, which is reconstructed

from the COT tracks in the event. ET is required to be above a threshold, in

order to distinguish it from underlying events and backgrounds.

• Had/EM

Had/EM is the ratio of the energies deposited in the hadronic calorimeter and

the electromagnetic calorimeter. A particle passes through the electromagnetic

calorimeter first, and the depth of the electromagnetic calorimeter is designed

so that most of the electron energy is absorbed. Therefore the ratio Had/EM is

expected to be small if the particle is a real electron. On the other hand, heavier

particles in hadronic jets tend to deposit smaller fractions of their energies

in the electromagnetic calorimeter and deposit more energy in the hadronic

calorimeter. Therefore by requiring Had/Em to be smaller than a cut value,

electrons can be selected and the background objects can be rejected.

• Isolation

A measure of how much an object in the calorimeter is free of other activities
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in the nearby towers is defined as

E0.4
T − Ecluster

T

Ecluster
T

,

where E0.4
T is sum of the transverse energy deposited in a cone of ∆R =

√
∆φ2 + ∆η2 < 0.4, centered at the location of the shower max, and Ecluster

T is

the energy deposited in the electron cluster. The isolation is zero when there

is no extra activity in the calorimeter around the cluster, and becomes larger if

there are other towers with energy deposits. From the Monte Carlo simulation

studies, it is known that the electrons from Z decays are well isolated. Therefore

requiring small isolation helps selecting electrons.

• PT

PT is the transverse momentum calculated from the matching COT track to

the central electron. The track PT is required to be above a threshold value.

• E/P

E/P is the ratio of the total energy and the track momentum. In the high

energy limit, particles can be regarded as massless and the energy E would be

equal to the magnitude of the three momentum P . However energetic electrons

radiate photons as they pass through the detector material and the photons tend

to recombine in the calorimeter towers where the electrons are absorbed. Then

the track momentum would be measured to be less than the energy deposit,

leading the E/P to be larger than 1.0. The shape of the tail of E/P distribution

can be studied to extract the information on the amount of the material in the

detector. The quantity is also used as electron selection variable, since the E/P

of an electron tends to peak around 1.0. Real electrons can have low E/P
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when P is mis-measured, especially when the momentum is high and the track

curvature is large. A high E/P can occur when the momentum is lost through

QED radiation, and the radiated photons recombine is the calorimeter tower.

The E/P of the jet background is usually inconsistent with 1.0.

• CES - track match

The matching track is extrapolated to the plane of CES detector, and the dif-

ference in the location is required to be within a tolerance. The difference in φ

direction is denoted as ∆x and the difference in z direction is denoted as ∆z.

• Lshr

A quantity that measures how the lateral shower shape resembles the shape

expected from the test beam data. Lshr is defined in the central region only, as

following.

Lshr = 0.14
∑

i

Eadj
i − Eexpected

i√
(0.14

√
E)2 + (σEexpected

i
)2

,

where Eadj
i is the measured energy in the towers adjacent to the seed towers,

and Eexpected
i is the expected energy in the tower calculated from the test beam

data. 0.14
√

E and σEexpected
i

are the uncertainties of energy measurement and

the expected energy, respectively.

• χ2
strip

The CES shower shape is compared to that of test beam data, in the z direction.

The shape in the φ direction is easily distorted by the bremsstrahlung radiation

and is not used for the identification. A χ2 is calculated from the energies in
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the 11 strips. An object with χ2 larger than the cut value is rejected for the

selection.

• PEM χ2
3 x 3

The shower profile in the plug region is compared to the test beam data for

consistency. The energy deposition in the nine towers in 3 x 3 geometry around

the seed tower is used for the calculation of χ2. For the electron identification,

the quantity is required to be below a cut value.

3.3 Monte Carlo Sample

12 million pp̄ → Z/γ → e+e− events were generated by a Monte Carlo simulation

program PYTHIA [32] version 6.216 for comparison with the data. The generator

includes the interference between the virtual photon γ∗ and the Z boson exchanges, as

well as final state QED radiation. A parton distribution function CTEQ5L is used to

describe the parton evolution prior to the hard scattering. The generated events were

run through a CDF detector simulation and the offline reconstruction programs. The

distributions of the selection variables are shown in Figs. 3.1 through 3.4, showing

both the data and the Monte Carlo expectations. The excess of the data points

beyond the selection cuts shows the background contamination in the data in those

regions.

3.4 Trigger Requirements

The CDF detector incorporates three layers of triggers which filter the events during

data taking. Currently there are about 170 trigger paths, each of which defines the

requirements and pre-scale rates at each level of triggers. The detailed requirements
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Figure 3.1: The distributions of EM ET and track PT . The data and Monte Carlo
simulations are compared. The excess of the data points at high track PT region
shows the background contamination in the data.
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can change according to the instantaneous luminosity and the purpose of physics

analyses. Each trigger path serves a specific physics goal, and the di-electron forward-

backward asymmetry analysis uses two trigger paths ELECTRON CENTRAL 18 and

ELECTRON70 L2 JET.

The trigger path ELECTRON CENTRAL 18 consists of three trigger bits,

L1 CEM8 PT8, L2 CEM16 PT8 and L3 ELECTRON CENTRAL 18, which specify

the requirements at each level of triggers as following.

• L1 CEM8 PT8 : A central electromagnetic calorimeter tower with ET > 8

GeV and Had/EM < 0.125. A matching XFT track with PT > 8.34 GeV/c.

Had/EM cut is only required for the towers with ET < 14 GeV.

• L2 CEM16 PT8 : A central electromagnetic calorimeter cluster with ET > 16

GeV and Had/EM < 0.125. A matching track with PT > 8 GeV/c.

• L3 ELECTRON CENTRAL 18 : A central electromagnetic calorimeter cluster

with ET > 18 GeV, Had/EM < 0.125, Lshr < 0.2, and ∆Z < 8 cm, with a

matching track with PT > 9 GeV/c.

The ELECTRON CENTRAL 18 path is inefficient at selecting electrons with very

high energy, due to the Had/EM requirement. High energetic electron can carry some

energy out of electromagnetic calorimeter and deposit the energy in the hadronic

calorimeter. The trigger path ELECTRON70 L2 JET is designed to accept such

electrons with better efficiency. The trigger path ELECTRON70 L2 JET consists of

the following components.

• L1 JET10 : A central or plug calorimeter tower with ET > 10 GeV.



Chapter 3. Data Sample 43

• L2 JET90 : A central or plug calorimeter cluster with ET > 90 GeV.

• L3 ELECTRON70 CENTRAL : A central calorimeter cluster with ET > 70

GeV and Had/EM < 0.2 + 0.001×E. A matching track with PT > 15 GeV/c

is also required.

The Z NOTRACK trigger path is not used for the event selection, but is used for

the background estimation. The path is designed to select Z → e+e− events based

on the calorimeter information without a track requirement.

• L1 EM8 : A central or plug calorimeter tower with ET > 8 GeV and Had/EM <

0.125.

• L2 TWO EM16 : A central or plug calorimeter cluster with ET > 16 GeV and

Had/EM < 0.125.

• L3 TWO ELECTRON18 : Two calorimeter clusters with ET > 18 GeV.

3.5 Selection Cuts

From the events passing either ELECTRON CENTRAL 18 or ELECTRON CENTRAL 70

trigger paths, at least one central electron is required. The other electron is allowed

to be in either the central or the plug region. The cut values for the central and plug

electron identification are listed in the Table 3.1.

3.6 Energy Scale

After the selection is made, the global energy scale of the electrons in the central and

plug regions is adjusted so that the spectrum of Z mass agrees with the prediction
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Variable Central Plug
Fiduciality 1 or 2 1.2 < |η| < 3.0
track |z0| < 60 cm N/A
ET > 25 GeV > 25 GeV
PT > 15 GeV/c (ET < 100 GeV ) N/A

> 25 GeV/c (ET > 100 GeV )
EHad/EEM < 0.055 + 0.00045 * E < 0.05 + 0.026 * log(E/100)
Eiso

T < 3 + 0.02 * ET < 1.6 + 0.02 * ET

E/P < 2.5 + 0.015 * ET (ET < 100 GeV ) N/A
Lshr < 0.2 N/A
|∆x| < 3 cm N/A
|∆z| < 5 cm N/A
PEMχ2

3 x 3 N/A < 25

Table 3.1: Selection cuts for the central and plug electron candidates.

from LEP I experiments. The correction factor is calculated from the histograms of

the invariant mass with the bin size 1 GeV/c2. The factors are calculated in three

regions of the detector; central, plug in the West side, and plug in the East side. The

Monte Carlo sample does not show an asymmetry between the East and West events

and the same scale factor is used. Each distribution is fitted to a Gaussian function,

between the range of invariant mass 86 < Mee < 98 GeV/c2. The data and Monte

Carlo samples are corrected separately. The global energy scale factors for central

and plug electrons are found as follows.

Data Monte Carlo

Central 1.000 0.997

Plug 1.029 (West) 1.014

1.033 (East)

Additionally, the energy resolution in the Monte Carlo simulation is corrected to

match the data. Since the width found from the CC events of the data is smaller
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than that of the Monte Carlo simulation, no extra smearing is added to the central

electrons in the Monte Carlo sample. Only the energies of the plug electrons are

varied randomly.

After correcting the scale and the resolution, the widths of the Gaussian fits are

found as follows.

Before correction After correction

Data (GeV/c2) MC (GeV/c2) Data (GeV/c2) MC (GeV/c2)

CC 2.988 3.072 2.988 3.030

CP West 3.008 2.934 2.971 2.972

CP East 3.174 2.928 3.072 3.082

The ratio between the di-electron invariant mass distributions of the data and Monte

Carlo samples are compared before and after the correction (Fig. 3.5).

The Standard Model expectation for the distributions of invariant mass and cos θ∗

is shown in Figs. 3.6 and 3.7. The Monte Carlo Mee distribution around 80 GeV/c2

is sensitive to the modeling of the detector material. The difference between the data

and Monte Carlo in that region reflects the uncertainty of the detector material used

for the simulation.
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Figure 3.7: cos θ∗ distribution of the events with the invariant mass between (1) 50
and 82 GeV/c2, (2) 82 and 100 GeV/c2 and (3) 100 and 600 GeV/c2.
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Background

An event that mimics the di-electron signature from the Z decay is a background

to the analysis. Such an event may involve jets or photons that are misidentified as

electrons, or real electrons from different decays. The probability for a jet to fake an

electron is very small, but the jet fake is a significant source of background because

the production cross section of di-jet events is large. The amount of di-jet events

in the selected candidate events is estimated using the distribution of the isolation

variable. Various electroweak processes have smaller cross sections, but they can

have real electrons or photons, which can be easily misidentified as electrons. Their

contribution to the background is estimated through the Monte Carlo simulation.

4.1 Di-jet Background

Di-jet process is the most significant source of the background to the process pp̄ →
e+e−X. A jet can fake an electron when hadrons in a jet are misidentified as an

electron, or when a jet contains a real electron from a semi-leptonic heavy-flavor

decay. The amount of di-jet background in the di-electron sample is estimated from

the fact that the electrons from the Z decay tend to be more isolated than the

49
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misidentified jets. The isolation distribution of real electrons is obtained from the

pure electron sample which passes very tight cuts. Then the distribution is used as

an electron template. The isolation distribution of jets faking electron is obtained

from the jet-enriched sample and is used as a jet template. The amount of the di-jet

background is estimated by fitting the isolation distribution of the candidate events

to the linear combination of an electron template and a jet template. A schematic

diagram of the isolation distributions is shown in Fig. 4.1. While the signal region is

where the isolation is less than 0.1, the templates include the events with the isolation

as large as 0.6 so that the background dominating region is included in the fit.

The sample is divided into three subsamples according to the di-electron invariant

mass; below the Z pole, around the Z pole, and above the Z pole. The invariant

Isolation

#E
ve

n
ts

Data

Electron Isolation

Jet Isolation

Isolation Distribution

Figure 4.1: A schematic diagram of the isolation distributions of electrons and jets.
Electrons tend to be well isolated and the distribution peak at zero. The isolation
variable of the jets faking an electron shows a flat distribution. The isolation of the
data can be described by the sum of the two distributions.
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mass of the di-electron signal events peaks around the Z pole with the invariant mass

91 GeV/c2, and the number of events drops as the invariant mass goes away from

the Z pole. The estimation with the isolation fit is not sensitive to the small rate

of the background around the Z pole where the signal dominates. Therefore the fit

is performed for the events in the low mass and high mass regions only. The full

spectrum of the di-jet background over the entire invariant mass range is obtained by

normalizing the di-jet mass distribution with the constraints from the isolation fits.

4.1.1 Isolation Fit

The di-electron selection cuts are listed in the Table 3.1. For the jet background

study, the isolation cut for one of the electron legs is released to obtain the isolation

distribution in an extended region of the isolation value. The isolation cut in the

Table 3.1 is replaced by the following transformation in order to make the cut value

a constant.

Central : isoC = (0.1 ∗ Eiso
T )/(3.0 + 0.02 ∗ ET ) < 0.1

Plug : isoP = (0.1 ∗ Eiso
T )/(1.6 + 0.02 ∗ ET ) < 0.1

These definitions are equivalent to the cuts shown in the Table 3.1, but the signal

region is simply defined by a constant cut value after the transformations. This makes

it easier to estimate the background because the rate of the background is estimated

by integrating the fit result in the signal region between 0 and 0.1.

The electron template is obtained by applying tight cuts (Table 4.1) to the events

with invariant mass within 10 GeV/c2 around the Z mass 91 GeV/c2. The templates

for the central electrons are constructed from the events that pass the trigger paths

ELECTRON CENTRAL 18 or ELECTRON CENTRAL 70. The templates for the

plug electrons are constructed from the trigger path Z NOTRACK because there is no



Chapter 4. Background 52

Electron Template CC
Variable Fitting leg (central) Control leg (central)
Fiduciality 1 or 2 1 or 2
track|z0| < 60 cm < 60 cm
ET > 25 GeV > 25 GeV
pT > 15 GeV/c (ET < 100 GeV ) > 15 GeV (ET < 100 GeV )

> 25 GeV/c (ET > 100 GeV ) > 25 GeV (ET > 100 GeV )
Ehad/Eem < 0.055 + 0.00045 * E < 0.05
iso N/A < 0.8 * (3 + 0.02 * ET )
E/p < 2.5 + 0.015 * ET (ET < 100 GeV ) < 2.5 + 0.015 * ET (ET < 100 GeV )
Lshr < 0.2 < 0.18
χ2

strip N/A < 10
|∆x| < 3 cm < 3 cm
|∆z| < 5 cm < 3 cm

Electron Template CP Central
Variable Fitting leg (central) Control leg (plug)
Fiduciality 1 or 2 1.2 < |η| < 3.0
track|z0| < 60 cm N/A
ET > 25 GeV > 25 GeV
pT > 15 GeV/c (ET < 100 GeV ) N/A

> 25 GeV/c (ET > 100 GeV )
Ehad/Eem < 0.055 + 0.00045 * E < 0.05
iso N/A < 0.8 * (1.6 + 0.02 * ET )
E/p < 2.5 + 0.015 * ET (ET < 100 GeV ) N/A
Lshr < 0.2 N/A
|∆x| < 3 cm N/A
|∆z| < 5 cm N/A
PEMχ2

3 x 3 N/A < 10
5by9U N/A < 0.65
5by9V N/A < 0.65

Electron Template CP Plug
Variable Control leg (central) Fitting leg (plug)
Fiduciality 1 or 2 1.2 < |η| < 3.0
track|z0| < 60 cm N/A
ET > 25GeV > 25 GeV
pT > 15GeV/c (ET < 100 GeV ) N/A

> 25GeV/c (ET > 100 GeV )
Ehad/Eem < 0.055 < 0.05 + 0.026 * log(E/100)
iso < 0.8 * (3 + 0.02 * ET ) N/A
E/p < 2.5 + 0.015 * ET (ET < 100 GeV ) N/A
Lshr < 0.18 N/A
χ2

strip < 10 N/A
|∆x| < 3 cm N/A
|∆z| < 3 cm N/A
PEMχ2

3 x 3 N/A < 25

Table 4.1: Selection cuts for the electron template. Di-electron invariance mass is
required to be within 81 < Mee < 101 GeV/c2.
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trigger path that selects a single electron in the plug region. QED radiation changes

the shape of the template in different mass regions. The effect is estimated by the

Monte Carlo program PYTHIA [32] and applied to the template.

The jet template is also obtained from the events triggered by the electron trigger

paths in order to avoid the trigger bias. The template for the central jet is constructed

from ELECTRON CENTRAL 18 or ELECTRON CENTRAL 70, while the plug jet

template is constructed from the path Z NOTRACK. Since these paths are designed

to select the electrons, the events that produce the real electrons need to be removed

to ensure that the objects that consist the templates are hadronic jets from the process

pp̄ → g → jets, where g is a gluon that mediates QCD interaction. The decays of W

and Z bosons are the most significant source of real electrons. W boson decays to an

electron as W → eν. Since the neutrino takes away a large transverse momentum,

W events are removed by requiring missing transverse energy (MET) < 15 GeV. The

process Z → e+e− is another source of electrons. Z events are removed by requiring

no more than one EM object (section 3.1) with EM ET > 10 GeV. In addition, an

energy deposit in the hadronic calorimeter which is back-to-back to the triggered

object is required to make sure that the event is with a di-jet final state. Then the

electron selection cuts, except for the isolation cut, are applied to the triggered object

(Table 4.2).

The isolation distribution of the candidate events is fitted with the electron and jet

templates. Likelihood is minimized while taking into account for the limited statistics

of the template histograms [10]. Figures 4.2 through 4.4 show the fit results in different

invariant mass ranges of central-central (CC) events with two electrons in the central

region, and central-plug (CP) events with one electron in the central and the other
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Jet Template Central
Variable Central EM object CdfJet

Fiduciality 1 or 2 N/A
track|z0| < 60 cm N/A

ET > 25 GeV > 25 GeV
pT > 15 GeV/2 (ET < 100 GeV ) N/A

> 25 GeV/2 (ET > 100 GeV )
Ehad/Eem < 0.055 + 0.00045 * E > 0.125

Eiso
T < 3.0 + 0.02 * ET N/A

E/p < 2.5 + 0.015 * ET (ET < 100 GeV ) N/A
Lshr < 0.2 N/A
|∆x| < 3 cm N/A
|∆z| < 5 cm N/A

Jet Template Plug
Variable CdfJet Plug EM object

Fiduciality N/A 1.2 < |η| < 3.0
ET > 25 GeV > 25 GeV

Ehad/Eem > 0.125 < 0.05 + 0.026 * log(E/100)
PEMχ2

3 x 3 N/A < 25

Table 4.2: Selection cuts for the jet template.

in the plug reigon. The amount of the background is calculated from the integral of

the electron template histogram and the jet template histogram in the signal region

where the isolation is less than 0.1. With CC events, the isolation distribution of two

electron candidates are combined into one histogram. With CP events, central leg

and plug leg are fitted separately, and then the results are combined.

The isolation fit is intended to measure the di-jet background, but the result

includes the contribution from the W + jets events. This is because the isolation of

the radiated jet from the process W + jets → e ν + jets follows the distribution of

the jet template. The portion of the W + jets events needs to be subtracted from

the fit result in order to leave only the contribution from the di-jet background in

the measurement. The amount of W + jets to be subtracted is determined from the
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Monte Carlo simulation. The subtraction is complicated because W + jets events

fake a di-electron event with one real electron and one jet faking electron, while there

are two jet faking electrons in the di-jet events. In case of CC events, the isolation

value of the two objects are combined into one template. Since W + jets events have

only one jet fake, the isolation fit can see only one half of the W + jets events. The

number of the W + jets events in the CC candidates is estimated from the Monte

Carlo simulation, and one half of the number is subtracted from the estimated number

of background events. On the other hand, the di-jet background in the CP events

is estimated with two separate fits. While the fit with the isolation of the central

leg is sensitive to the total di-jet background, the fit is sensitive to the W + jets

background only if the jet fake is in the central region and the real electron is in the

plug region. The fit with the plug leg is also sensitive to the total di-jet background,

but is sensitive to the W + jets background only if the jet fake is in the plug region

and the real electron is in the central region. Because of the track requirement in the

central region, the jet fake of the W + jets background is more often found in the

plug region than in the central region. The number of the W + jets background in

each fits is estimated from the Monte Carlo simulation and is subtracted from the fit

result (Table 4.3).

50-80 GeV 102-600 GeV
CC CP CC CP

Central Leg Plug Leg Central Leg Plug leg
Fit Result 3.8 ± 3.1 14.4 ± 4.7 20.5 ± 5.4 3.0 ± 0.8 62.9 ± 4.8 50.8 ± 7.0
W + jets 0.5 ± 0.4 0.5 ± 0.2 5.7 ± 2.6 0.7 ± 0.5 0.7 ± 0.3 8.0 ± 3.1

Table 4.3: The background measured by the isolation fits and the number of W +jets
events subtracted.
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4.1.2 Normalizing the Mass Distribution

The fit of the isolation shape estimates the number of the di-jet background in the

invariant mass region below the Z pole and above the Z pole. The full spectrum of

the di-jet background as a function of the invariant mass is obtained from the di-jet

mass distribution, and by normalizing the distribution to the fit results. The di-jet

mass distribution is constructed from the events passing the trigger paths ELEC-

TRON CENTRAL 18 orELECTRON70 L2 JET and the following conditions are re-

quired.

• Only 1 EM object with EM ET > 10 GeV.

• At least one jet object with jet ET > 10 GeV with ∆φ from the EM object >

0.53.

• MET < 15 GeV.

The conditions are designed to remove the processes that produce real electrons and

ensure that the electron-like object is a jet faking electron. The electrons from Z

decays are removed by requiring only 1 EM object. The electrons from W decays are

rejected by the tight MET cut. The di-jet invariant mass is calculated from the four

momenta of one EM object and one CDFJet object. An EM object is reconstructed

from the energy deposit in the electromagnetic calorimeter with the clustering algo-

rithm optimized to describe an electron. A CDFJet, on the other hand, is recon-

structed from the energy deposits in the electromagnetic and hadronic calorimeter

with larger cluster, which is optimized to find a hadronic jet. Since the cluster size

of CDFJet is larger than that of EM objects, the energy of the CDFJet needs to

be corrected as shown in Fig. 4.5. In order to make the correction, the correction
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factor is calculated as a function of the Jet ET (Fig. 4.6). The factor is calculated

from the matching CDFJet object for each EM object. The correction is made by

throwing a random number according to the relation between Jet and EM ET , as-

suming the Gaussian distribution. The corrected di-jet mass shape is normalized to

the constraints found from the isolation fits. The di-jet mass distribution and the

background estimation are found to agree with each other (Fig. 4.7). The estimated

numbers of background in CC and CP sample are summarized in the Table 4.4. The

statistical uncertainty is given from the fit error.

Total candidates Total jet background
CC 9455 12.8 ± 3.5
CP 13455 130.0 ± 9.6

Table 4.4: Numbers of di-jet background estimated in CC and CP di-electron candi-
dates. The errors are statistical only.
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Figure 4.2: Isolation fit result with the CC events. Top plot is for the events in the
mass range of 50 and 80 GeV/c2. Bottom plot is for the events in the mass range of
102 and 600 GeV/c2.
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Figure 4.3: Isolation fit result below the Z pole, in the mass range of 50 and 80
GeV/c2. Top plot is the fit with the central leg of CP events and the bottom plot is
the fit with the plug leg.
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Figure 4.4: Isolation fit result with the CP events above the Z pole, in the mass range
of 102 and 600 GeV/c2. Top plot is the fit with the central leg of CP events and the
bottom plot is the fit with the plug leg.
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Figure 4.5: The di-jet mass distribution is constructed from one EM object and a
CDFJet for each event. The difference in the clustering between CDFJet and EM
object is corrected. Dashed line is before the correction and the solid line is after the
correction.
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spread of the ratio of the two ET ’s is used to correct for the different clustering
algorithms.
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Figure 4.7: The histograms in the top plots are the CC and CP di-jet mass distribu-
tions. The points with error bars are the background estimated from the isolation fits.
In order to compare them with each other, the histogram is integrated and shown as
the thick dotted lines on the bottom plots. The bottom plots show that the isolation
fit describes the di-jet mass shape within statistical uncertainty.
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4.1.3 Systematic Uncertainties

While the statistical uncertainty of the di-jet background is given by the fit error,

systematic uncertainty is estimated by changing various parameters involved in the

background estimation. Fig. 4.8 shows how the electron template is changed to es-

timate the systematic uncertainty. The gray area shows the Poisson error band of

the input template. The distribution is distorted by shifting the value by one sigma

upward in the signal region where isolation is less than 0.1, and downward by one

sigma elsewhere. Then the background is estimated with the distorted template and

the difference of the results is recorded (Table 4.5). The template is changed in the

opposite direction and the effect is calculated as well. The systematic uncertainty

due to the jet template is estimated in the same way. The systematic uncertainty due

to the W + jets subtraction is estimated by changing the amount of the subtraction

by the uncertainty of the W + jets background. The effect of applying tighter cuts

to the electron template is also considered as a systematic uncertainty. The tighter

the cuts are, the purer the sample gets. However if there are correlations between

the cuts, tight cuts can distort the isolation distribution. Therefore the change in

the background estimation resulted by applying tighter cuts is considered a source

of systematic uncertainty. Lastly, the amount of the detector material in the Monte

Carlo simulation is changed to see its effect on the background measurement. The

Monte Carlo simulation plays a role in the correction of the electron template for the

radiation effect. The uncertainty in the detector material in the central region is 0.01

X0. Two million events with the extra material is simulated for the systematic study.

Another two million events were simulated with 1/6 of X0 extra material in the plug

region. The estimated uncertainties are summarized in the Table 4.5.
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CC CP
# Background 12.8 130.0
Electron Template +1.7 -1.4 +1.0 -1.1
Jet Template +0.4 -0.4 +4.5 -4.4
W + jets Subtraction +1.9 -2.8 +1.4 -2.7
Tight Cuts +0.4 -0.4 +3.0 -3.0
Central Material +0.4 -0.4 +1.0 -1.0
Plug Material +0.8 -0.8 +1.0 -1.0
Total Systematic Uncertainty +2.8 -3.3 +5.8 -6.3
Statistical Uncertainty ± 3.5 ± 9.6
Total Uncertainty +4.5 -4.8 +11.2 -11.5

Table 4.5: Systematic and statistical uncertainties to the background estimation. CC
(central-central) events and CP (central-plug) events are shown separately.
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Figure 4.8: Distorted electron template used to measure the systematic uncertainty.
The distribution is shifted upward by one sigma as shown in (a). In the other bins,
the distribution is shifted downward, as shown in (b) in log scale.
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4.2 Electroweak Background

Various electroweak processes contribute to the observed di-electron signal. While

the cross sections of the processes are much lower than the di-jet production, their

contribution becomes significant if the final state includes one or more electron or

photon. One of such processes is W → eν with a radiated photon or jet. A photon

can be misidentified as an electron because its behavior in the calorimeter is very

similar to that of an electron. The rate of misidentification in the central region is

low because the electrically neutral photon does not leave a trajectory in the tracking

chamber. However the rate is higher in the plug region of the detector, where a track

is not required. A jet is misidentified as an electron with much lower probability, but

its contribution is significant because a jet is more often radiated than a photon. A

production of di-boson can also lead to a di-electron final state. A production of two

W bosons can result in a di-electron final state when the W bosons decay into electron-

neutrino pairs. A production of W and Z bosons also contribute to a di-electron final

state when the Z boson decays into an electron pair. Finally, a production of a top

quark pair makes a final state with two electrons with a small probability. A top quark

almost always decays into W boson and a b quark. The W boson then can decay

into an electron and a neutrino. A di-electron final state is obtained when both top

quarks decay in such a way. The expected numbers of di-electron background events

for the four processes are estimated by Monte Carlo simulations and summarized in

the Table 4.6. The estimated number of background is subtracted from the observed

number of events before the measurement of the forward-backward asymmetry. The

electron scattering angle of the electroweak background is asymmetric as shown in the

Fig. 4.9. The asymmetry is taken into account when the background is subtracted.
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Process σ· Br (pb) CC CP Total
W → eν + jet/γ 709.6 3.7 70.5 74.3 ± 6.1
WW → llνν 1.39 5.9 6.5 12.4 ± 0.3
WZ (Z → e+e−) 0.41 5.6 6.4 12.0 ± 0.3
tt̄ inclusive 5.50 3.2 1.9 5.1 ± 0.2

Table 4.6: Electroweak background estimated from Monte Carlo simulation. CC
(central-central) events and CP (central-plug) events are calculated separately.
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Figure 4.9: Forward-backward asymmetry AFB of the electroweak background pro-
cesses.
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Forward-Backward Asymmetry

The forward-backward asymmetry, AFB, as defined by the Eq. (1.28) is measured in

twelve di-electron invariant mass ranges. The raw AFB is calculated simply from the

observed number of events in each invariant mass range as

Araw,i
FB =

N i
F −N i

B

N i
F + N i

B

, (5.1)

where NF and NB are the numbers of forward and backward events in the ith invariant

mass range. An event is denoted forward if cos θ∗ is positive, where θ∗ is the electron

scattering angle measured from the proton beam direction, given by

cos θ∗ =
2

Q
√

Q2 + Q2
T

(P+
1 P−

2 − P−
1 P+

2 ), (5.2)

where Q (QT ) is the four momentum (transverse momentum) of the electron-positron

pair. P±
i is defined to be 1√

2
(P 0

i ±P 3
i ), where P 0 and P 3 represent energy and the lon-

gitudinal components of the momentum, and i = 1, 2 represent electron and positron,

respectively. A backward event has a negative cos θ∗. The di-electron invariant mass

bins are labeled by i = 1, 2, 3, · · · , 12, from 50 to 600 GeV/c2. However, the raw

AFB differs from the true AFB because the invariant mass distribution is distorted

by the detector resolution and the QED final state radiation.

69



Chapter 5. Forward-Backward Asymmetry 70

The systematic uncertainty on the measurement is estimated by repeating the

measurement with varied parameters for each source of the systematics. The most

significant sources of the systematics are the energy scale, energy resolution and the

material in the Monte Carlo simulation. The systematic uncertainties due to the

background estimation, limited statistics of the Monte Carlo sample, and the parton

distribution function uncertainties are also measured.

5.1 Unfolding

The measurement of AFB is complicated by the detector resolution and QED radiation

which distort the distribution of the di-electron invariant mass Mee. A correction to

the Mee distribution needs to be made in order to recover the true Mee distribution

and therefore the true AFB as defined in Eq. (1.28). The procedure of such a correction

is called unfolding.

The method of matrix inversion is chosen for this analysis because of its simplicity

and lack of bias. Suppose that the true numbers of events in the invariant mass bin j

is µj. We will refer to the vector µ = (µ1, ..., µN) as a true histogram. Note that these

are expectation values, rather than the actual numbers of events in the invariant mass

bins. The vector µ is what we want to measure by unfolding. The observed numbers

of events are n = (n1, ..., nN). It is possible to regard the variables ni as independent

Poisson variables with expectation values νi = E [ni]. In other words, the probability

to observe ni events in bin i is given by

P (ni; νi) =
νni

i e−νi

ni!
. (5.3)
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The expected number of events to be observed in bin i can be written as

νi =
N∑

j=1

Rij µj, (5.4)

where

Rij =
P (observed in bin i and true value in bin j)

P (true value in bin j)

= P (observed in bin i | true value in bin j). (5.5)

The response matrix element Rij is thus the conditional probability that an event will

be found in bin i given that the true value was in bin j. The effect of off-diagonal

elements in R is to smear out any fine structure. The smearing between the bins

needs to be kept small in order to keep the statistical uncertainties in the final result

low.

Summing over the first index gives

N∑
i=1

Rij ≡ εj, (5.6)

i.e., one obtains the average value of the efficiency over bin j. If the expectation value

for the background process in bin i is known, the vectors µ, ν, β and the matrix R are

related as ν = Rµ+β. The matrix relation can be inverted to give µ = R−1(ν−β).

The estimators of ν is given by the corresponding data value, ν̂ = n. The estimators

for the µ are then

µ̂ = R−1(n− β). (5.7)

In order to unfold the distribution of AFB, the distributions of the forward events

µF and the backward events µB are separately unfolded with two response matrices

RF and RB, obtained from the forward and backward events from the Monte Carlo
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simulation. The smearing between forward and backward is correctly taken into

account for the construction of RF and RB. For example, if a forward event is

reconstructed as a backward event, the efficiency of the RF decreases and that of

RB increases. The unfolded AFB of invariant mass bin i is written in terms of the

unfolded numbers of events as following.

Ai
FB =

µF
i − µB

i

µF
i + µB

i

, (5.8)

where µF,B
i = R

(F,B)−1
ij νF,B

j . The statistical uncertainty for the unfolded number arises

from the data (ν) and from the response matrix (R−1
ij ):

(σµi
)2 =

N∑
j=1

(
∂µi

∂νj

σνj
)2 +

N∑
j=1

(
∂µi

∂R−1
ij

σR−1
ij

)2 =
N∑

j=1

(R−1
ij σνj

)2 +
N∑

j=1

(νjσR−1
ij

)2, (5.9)

where the uncertainties of the response matrix σR−1
ij

can be written as [26],

(σR−1
ij

)2 =
N∑

α=1

N∑

β=1

[R−1
iα ]2[σRαβ

]2[R−1
βj ]2. (5.10)

5.2 Pseudo Experiment Test

The validity of the matrix inversion method is tested with the pseudo experiments

generated by the Monte Carlo simulation. Two million Monte Carlo events are used to

throw 11 mutually exclusive pseudo experiments. Each pseudo experiment is unfolded

with the inverted response matrix (Fig. 5.1). The averaged result shows that the

input asymmetry agrees with the measurement made through the matrix inversion

unfolding method (Table 5.1 and Fig. 5.2).
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Mass (GeV/c2) ÂFB ALO
FB ÂFB − ALO

FB σÂFB
pull of AFB

50-65 -0.380 -0.340 -0.040 0.017 -2.29
65-76 -0.430 -0.457 0.028 0.022 1.25
76-82 -0.244 -0.335 0.091 0.025 3.70
82-88 -0.134 -0.120 -0.013 0.014 -0.98
88-94 0.062 0.063 -0.001 0.004 -0.24

94-100 0.192 0.209 -0.017 0.013 -1.26
100-106 0.320 0.355 -0.036 0.028 -1.28
106-120 0.484 0.474 0.010 0.030 0.34
120-140 0.590 0.571 0.020 0.042 0.46
140-200 0.602 0.613 -0.010 0.046 -0.22
200-300 0.583 0.620 -0.037 0.087 -0.43
300-600 0.682 0.617 0.066 0.173 0.38

Table 5.1: Eleven pseudo experiments. ÂFB is the mean of eleven measurements.
Measurements are compared with the leading order calculations. σÂFB

is the expected

spread of the measurements assuming 364 pb−1. Pull of AFB is (ÂFB − ALO
FB)/σÂFB

and its RMS is 1.46.
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Figure 5.1: The response matrix. Each column is normalized to the detection effi-
ciency of the events generated in the mass bin.
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Figure 5.2: The 11 pseudo experiments. Shaded area is the LO prediction with the
expected spread of the measurement at 364 pb−1. Blue histogram is the AFB before
the unfolding. The unfolded AFB is shown in red with the error = RMS/

√
11− 1.
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5.3 Systematic Uncertainty

The systematic uncertainty on the measurement of AFB is estimated for the following

sources.

• Energy scale and resolution.

• Detector material in the Monte Carlo simulation.

• Background estimation.

• Response matrix.

• Parton distribution function used for the Monte Carlo simulation.

The uncertainty of the energy scale is estimated from the di-electron invariant

mass distribution of the data as a function of the |ηdet| of the electron (Fig. 5.3). η

is divided into 13 regions between η = −2.8 and η = 2.8. The distribution of the

di-electron invariant mass of the events that belong to the η bin is fitted to a Gaussian

function. The mean of the Gaussian in each η bin is shown in the plot. The values of

13 η bins fluctuate around the Z mass 91 GeV/c2. The uncertainty of the energy scale

is shown as the dashed line that covers the fluctuating invariant masses. Based upon

the observation, the uncertainty on the energy scale is chosen as 0.2 % when|η| <

2.35 and 0.8 % when |η| > 2.35. In order to estimate the systematic uncertainty

on the AFB originating from the uncertainty of the energy scale, the energies of the

electrons in the pseudo experiments are varied by 0.2 % and 0.8 % according to the

η coordinates of the electrons. The shifts in the measured AFB due to the variation

are taken as the systematic uncertainty on AFB in each invariant mass bin.
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Figure 5.3: The uncertainties in the energy scale and the resolution are found from
the Gaussian peaks of mass distributions.
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Similarly, the uncertainty of the energy resolution is estimated from the fluctua-

tions of the width of the di-electron invariant mass distribution in each η bin (Fig. 5.3).

The uncertainty of the energy resolution is found to be 0.3 GeV in the central region

(|η| < 1.0), 0.2 GeV in the West plug region (η < −1.0), and 0.4 GeV in the East plug

region (η > 1.0). The systematic uncertainty on the AFB measurement is found by

adding extra smearing to the electron energies in the pseudo experiment events. For

each electron, the energy is changed to the random number generated following the

Gaussian distribution centered at the original electron energy with the width equal to

the uncertainty found from the Fig. 5.3. The shifts in the measured AFB due to the

variation are taken as the systematic uncertainty of the AFB due to the uncertainty

of the energy resolution.

The response matrix is made with the Monte Carlo simulation events which is

affected by the amount of the detector material used for the detector simulation. For

the material systematic study, two million pp̄ → Z/γ → e+e− events are generated

by the event generating program Pythia. The standard sample is made from the two

million Z → e+e− events by running the detector simulation with the best estimation

of the detector material. Another sample is made from the same two million events,

but by running the detector simulation with 1 % of X0 more material in the central

tracking region of the detector. Lastly, the same two million events were simulated

with 1/6 of X0 extra material in the plug region. Fig. 5.4 shows how the material

uncertainty in the central region is determined. The three response matrices with

different input materials were used to measure AFB of the 11 pseudo experiments.

The variations in the measured AFB are taken as the systematic uncertainty on AFB.
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Figure 5.4: Determination of the central material uncertainty with the E/P distri-
bution. The y-axis is the ratio of the numbers of events with 1.5 < E/P < 2.5 and
0.5 < E/P < 2.5. The events with 1.5 < E/P < 2.5 are most sensitive to the material
effect, therefore the ratio directly reflects the amount of the material. Three Monte
Carlo samples were generated changing the material by ± 1 % X0. The ratio and its
uncertainty calculated form the data is shown by the blue box. 1 % is conservatively
selected as the uncertainty of the central material in the simulation.

The amount of the estimated background is subtracted from the forward and

backward di-electron invariant mass distributions before applying the matrix inver-

sion unfolding. The uncertainty in the background estimation is therefore a source of

the systematic uncertainty on the AFB measurement. The statistical and systematic

uncertainties in the background measurement are found from the procedure described

in section 4. In order to see the effect of the background subtraction to the measure-

ment of the AFB, the subtraction is made by the amount of the estimated background

plus the uncertainty in the background estimation. The change in the measured AFB
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due to the overestimated background is the systematic uncertainty on AFB.

The Monte Carlo program that creates the response matrix uses the parton dis-

tribution function (PDF) CTEQ5L. The function describes the probability for each

flavor of partons to participate in the hard scattering interaction. A PDF function

is constructed from the fits to various experimental data. The uncertainty of each fit

contributes to the uncertainty of the PDF function. The CTEQ PDF is made from

20 fits to the data. To help the error analysis, CTEQ provides 40 PDF functions

with each eigenvector changed by plus and minus 1 sigma of the fit error [28]. In

order to estimate the systematic uncertainty on the AFB measurement due to the

uncertainty in the PDF function, 40 response matrices are made by weighting the

standard Monte Carlo events. The weighting factor is calculated for each event based

upon the fractional momentum of the generated partons. The 40 response matrices

are then applied to the 11 standard pseudo experiments to determine the systematic

uncertainty on the AFB measurement (Fig. 5.5).
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The response matrix for the unfolding is made from the 10 million Z → e+e−

events. Each element of the inverted matrix R−1 has an uncertainty due to the

limited statistics of the Monte Carlo sample (Eq. 5.10). The elements of the inverted

matrix are shifted by the amount of the uncertainties and the systematic uncertainty

of the AFB measurement is estimated.

The systematic uncertainties for each source is summarized in the Table 5.2. The

total systematic uncertainty is calculated as the square sum of the individual uncer-

tainties.

Mass LO Energy Energy Back- Reponse Total
GeV/c2 AFB Scale Resol. PDF Material ground Matrix Syst.

50-65 -0.340 ±0.009 ±0.020 ±0.003 ±0.015 ±0.018 ±0.018 ±0.037
65-76 -0.457 ±0.010 ±0.006 ±0.002 ±0.060 ±0.016 ±0.027 ±0.069
76-82 -0.335 ±0.017 ±0.047 ±0.001 ±0.041 ±0.008 ±0.067 ±0.093
82-88 -0.120 ±0.030 ±0.063 ±0.003 ±0.062 ±0.002 ±0.023 ±0.096
88-94 0.063 ±0.022 ±0.005 ±0.001 ±0.008 ±0.000 ±0.002 ±0.010

94-100 0.209 ±0.028 ±0.033 ±0.002 ±0.037 ±0.001 ±0.030 ±0.064
100-106 0.355 ±0.018 ±0.014 ±0.001 ±0.033 ±0.005 ±0.029 ±0.050
106-120 0.474 ±0.011 ±0.007 ±0.000 ±0.026 ±0.012 ±0.017 ±0.036
120-140 0.571 ±0.005 ±0.015 ±0.000 ±0.018 ±0.018 ±0.015 ±0.034
140-200 0.613 ±0.004 ±0.009 ±0.000 ±0.041 ±0.030 ±0.017 ±0.054
200-300 0.620 ±0.006 ±0.016 ±0.001 ±0.022 ±0.030 ±0.030 ±0.051
300-600 0.617 ±0.000 ±0.034 ±0.001 ±0.049 ±0.012 ±0.042 ±0.074

Table 5.2: Summary of the systematic uncertainty from various sources. The leading
order calculation of AFB is shown. The material uncertainty is measured separately
with the extra material in the central and plug, and then combined.
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Figure 5.5: Forty error PDF’s are used for the PDF systematic measurement. The
upper plot shows the effect of each individual error PDF’s. They are combined in the
bottom plot.
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5.4 Forward-Backward Asymmetry in the Data

The Z forward-backward charge asymmetry of the CDF Run II data is measured

from the di-electron invariant mass distributions of the forward events (cos θ∗ > 0)

and the backward events (cos θ∗ < 0). The invariant masses of the selected events

are filled into histograms with fourteen bins, which include an underflow bin and

an overflow bin. Then the estimated background is subtracted from each bin. The

two resulting distributions of the forward and backward events are unfolded by the

response matrix separately. The AFB in each bin is calculated from the unfolded

numbers of the forward and backward events (Fig. 5.6 and Fig. 5.7). The integrated

luminosity of the data is 364 pb−1. The measurement is compared to the standard

model leading order calculation and the χ2 value is calculated as

χ2 =
N∑

i=1

(Ameasured
FB − Aexpected

FB )2

(σexpected
AFB

)2
= 10.9, (5.11)

where the number of degrees of freedom is 12. The numbers of observed events and

estimated backgrounds in each bins are listed in the Table 5.3.
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Mass Forward Backward Meas. Stat. Syst. Total
(GeV/c2) #Evt’s #BG #Evt’s #BG AFB Error Error Error

50-65 97 9.6 120 7.6 -0.236 0.091 0.037 0.098
65-76 207 15.8 284 12.7 -0.389 0.086 0.069 0.110
76-82 330 9.5 394 7.3 -0.348 0.119 0.093 0.151
82-88 1791 8.9 1817 7.5 -0.102 0.066 0.096 0.117
88-94 6935 12.6 6295 10.1 0.044 0.011 0.010 0.015

94-100 1853 8.3 1348 6.8 0.471 0.052 0.064 0.083
100-106 333 8.5 169 6.0 0.303 0.083 0.050 0.097
106-120 288 18.6 130 13.3 0.432 0.065 0.036 0.074
120-140 166 14.9 58 11.9 0.555 0.079 0.034 0.086
140-200 140 22.7 53 14.7 0.512 0.079 0.054 0.096
200-300 45 7.5 15 4.1 0.571 0.132 0.051 0.140
300-600 10 0.8 3 0.7 0.668 0.265 0.074 0.275

Table 5.3: Numbers of data and background events in each mass bins. The measured
AFB’s and their uncertainties are shown.
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Figure 5.6: The AFB of the data of 364 pb−1. The χ2 with respect to the leading
order standard model is found to be 10.9, and the number of degrees of freedom 12.
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Chapter 6

A Search for Z ′

An extra gauge boson Z ′ is postulated in many theories that extend the standard

model. A Z ′ is an electrically neutral gauge boson with the same properties as the

Z boson, except for its mass and its couplings to other particles. No compelling

experimental evidence for the Z ′ has been found so far.

If a Z ′ exists with a high mass and its mass is within the reach of the Tevatron,

the observed distributions of di-electron invariant mass, Mee, and forward-backward

asymmetry, AFB, will deviate from the prediction of the standard model. A search

for Z ′ by analyzing the Mee and AFB distributions with 0.45 fb−1 CDF Run II data

is presented in this chapter [3].1

A search for Z ′ is an independent analysis, but is closely related to the measure-

ment of the forward-backward charge asymmetry. While the two studies commonly

analyze the di-electron final state, there are two major differences worth noting. First,

while the AFB measurement is a precision measurement over the whole invariant

mass above 50 GeV/c2, the Z ′ search concentrates on the high mass region above

200 GeV/c2. Since the event cross-section at a very high mass becomes small, an

1The analysis was collectively led by Catalin Ciobanu, Sam Harper, Jedong Lee and Greg
Veramendi.
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extra data set of about 50 pb−1 was included. The data set was collected during a

period when a layer of the COT detector was not working properly. Therefore the

extra data included more background events. However when the cross-section is very

small, increasing the sample size is important. Another difference is the methods

used for the statistical interpretation of the result. For the AFB measurement, the

observation is unfolded with the method of matrix inversion to find the value of the

AFB, and the associated statistical uncertainty is reported. In case of the Z ′ search,

on the other hand, the limit on the Z ′ mass is set with 95 % confidence limit. There

are many statistical methods for setting the limits to a parameter, and we chose the

method called CLs because the method is known to be conservative [29].

6.1 Z ′ Production

In the presence of a Z ′, the scattering amplitude for the process ff̄ → e+e− can be

expressed as a sum of the terms arising from the exchanges of the virtual photon γ∗,

the Z boson, and the Z ′ as following:

Aij ≡ A(fif̄ → e−j e+)

= −Qe2 +
ŝ

ŝ−M2
Z + iMZΓZ

cZ
i (f)cZ

j (e)

+
ŝ

ŝ−M2
Z′ + iMZ′ΓZ′

cZ′
i (f)cZ′

j (e), (6.1)

where i, j = L or R for left-handed and right-handed fermions, respectively. The

coupling constants of the Z and Z ′ to the fermions cZ
i (f), cZ

j (e), cZ′
i (f), and cZ′

j (e)

are discussed in the sections 1.2 and 1.3. ŝ denotes the square of the center of mass

system energy, and Q = −1, the electric charge of an electron. Constraints from

precision measurements of the couplings of the Z restrict the mixing between Z and
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Z ′ to be very small [7]; therefore, it is ignored in Eq. (6.1). The differential cross

section for the process can be written as

dσ̂(ff̄ → e+e−)

d cos θ∗
=

1

128πŝ
[(|ALL|2+|ARR|2)(1+cos θ∗)2+(|ALR|2+|ARL|2)(1−cos θ∗)2].

(6.2)

At the Tevatron, the fermions in the initial state are a pair of quark and anti-

quark out of a proton and anti-proton. The cross section for the process pp̄ → e+e−

is obtained by integrating the parton distribution functions.

dσ(pp̄ → e+e−)

d cos θ∗
=

1

3

1

3
3

∑

(f,f̄)

∫ 1

0

dx1

∫ 1

0

dx2ff (x1)ff̄ (x2)
dσ̂(ff̄ → e+e−)

d cos θ∗
(6.3)

=
1

3

∑

(f,f̄)

∫
dτ

∫
dyff (x1)ff̄ (x2)

dσ̂(ff̄ → e+e−)

d cos θ∗
, (6.4)

where τ = M2/s = x1x2 and (f, f̄) represents all the possible combinations of qq̄ pairs

from pp̄ collisions. The factor 1
3

accounts for the need to match the QCD “color”

charges of the partons in the colorless final state. The expression is differentiated

with respect to the mass of the exchanged boson M , where M2 = ŝ, to give the

two-dimensional differential cross section

dσ

dM d cos θ∗
=

2M

s

d

dτ

(
dσ(pp̄ → e+e−)

d cos θ∗

)

=
2M

3s

∑

(f,f̄)

dσ̂(ff̄ → e+e−; ŝ = M2)

d cos θ∗

∫ − log
√

τ

log
√

τ

dyff (x1)ff̄ (x2),(6.5)

where x1,2 =
√

τe±y.

The mass of the exchanged boson M is not directly measurable. In the γ∗/Z/Z ′ →
e+e− decay, the di-electron invariant mass Mee is used as an estimate for M . However,

the measured Mee is not equal to M due to the detector resolution and the final state

QED radiation. Those effects are estimated from the Monte Carlo simulation.
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6.2 Signal Modeling

The scattering mediated by Z ′ bosons is expected to interfere with the standard model

γ∗/Z exchange (Eq. 6.1); therefore the γ∗/Z production is not labeled as background.

Instead, the γ∗/Z/Z ′ production is referred to as the Z ′ signal, and the γ∗/Z is referred

to the standard model Drell-Yan production. All other standard model processes that

contribute to the di-electron final state will be designated as background.

The Z ′ is parameterized in a model-independent way [16] (section 1.3), with three

parameters: the Z ′ mass MZ′ , the coupling strength of the extra U(1) gauge group

gZ′ , and a variable x that determines the coupling constants as shown in the Table 1.2.

In this analysis, a large number of Z ′ models with different parameters are tested

and thus having a fully simulated sample of Z ′ events for each model is not practically

feasible. As a solution to this problem, one large sample of the process qq̄ → γ∗ →
e+e−X is generated by PYTHIA [32] to determine the CDF detector response. The

response is parameterized in terms of a two-dimensional grid of Mee and cos θ∗ with

the step sizes of 10 GeV/c2 in Mee and 0.25 in cos θ∗. The discrete bins are labeled by

integers from 1 to 800 in the region 50 < Mee < 1050 GeV/c2 and −1 < cos θ∗ < 1.

For each event in the Monte Carlo sample, the bin index j at the generation-level

and the bin index i at the simulation-level are recorded. The index j is calculated

before the detector simulation or QED radiation, from the generated mass of γ∗, and

the cos θ∗ calculated from the decay γ∗ → e+e−. The index i is calculated after the

full detector simulation and object reconstruction, from the Mee and cos θ∗ calculated

from the four-momenta of the reconstructed e+ and e−. The acceptance matrix Aij
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is defined as

Ni =

Nbins∑
j

AijNj, (6.6)

where Ni is the total number of simulation-level events that populate bin i, Nj is the

number of generation-level events in bin j, and Nbins is the total number of the bins.

This is illustrated in Fig. 6.1.

2I. INTRODUCTIONSeveral extensions to the Standard Model (SM) predict the existence of neutral, spin-1, heavy bosons Z 0. PopularZ 0 theories include grand uni�cation E6 models [2, 3], where the E6 gauge group breaks down as E6!SO(10)�U(1) !SU(5)�U(1)��U(1) , and the SM gauge structure results from breaking down the SU(5) group. Therefore, an extraZ 0 will be a combination of the two U(1)'s: Z� = Z sin� + Z�cos�. In general, the simplest way to accommodate aZ 0 boson in the theory is to enlarge the SM group structure to SU(3)C�SU(2)W�U(1)Y�U(1)Z , where the mixingbetween the Z 0 and Z bosons is very small. To date, no Z 0 bosons have been detected experimentally, and limits ontheir mass have been set assuming certain values for the Z 0 couplings to the SM fermions. In a recent study [1], thesecouplings are more generally expressed as �rst-order polynomials in a real variable x. Four sets of rational coeÆcientsfor these polynomials are found, de�ning four types of Z 0 models, or model-lines: B � xL, d � xu, q + xu, 10 + x�5.Within each of these four model-lines, a certain Z 0 boson is speci�ed by its mass MZ0 , the coupling strength gZ ,and the value of x. This represents a drastic reduction in the number of parameters from the general Z 0 case (17parameters) and makes the study of the di�erent Z 0 models tractable.This note describes a search for heavy bosons Z 0 in 448 pb�1 of data accumulated by the CDF Collaboration. Usingdielectron events with invariant mass Mee > 200 GeV/c2, we compare the two-dimensional (Mee; cos�*) distributionto the SM expectation. We �nd no evidence of signal, and use the CLs technique [4] to set 95% con�dence level (C.L.)lower limits on the Z 0 mass for the aforementioned popular models. We also use Ref.[1] to compare our exclusionregions to the LEP results from Z 0 searches through contact interactions.II. SIGNAL MODELING, BACKGROUNDS, AND COMPARISONS TO DATAA. Signal ModelingThe Z 0 bosons are expected to interfere with the SM Drell-Yan Z=� production. For this reason, we will notlabel the Z=� process as \background". Instead, we will refer to the Z 0=Z=* as the Z 0 signal, and to the Z=�simply as the SM Drell-Y an production. The term background will be used to designate all other SM processes(excluding Z=�) expected to contribute to the dielectron �nal state sample. In this section we describe the procedurefor modeling both the Z 0 signal and the SM Drell-Yan production.Due to the large number of Z 0 models to be tested, and also to the large number of Monte Carlo events neededin the high-mass region, having a fully simulated sample of Z 0 events for each model is not practically feasible. Oursolution is to use PYTHIA [5] to generate the q�q ! � ! e+e�X events which we use to parameterize the CDF detectorresponse.[17] First, we bin the (Mee; cos��) space into 10-GeV/c2 Mee bins and 0.25 cos�� bins. To parameterize ouracceptance, for each Monte Carlo event we record the bin index j at the generation level, and the bin index i atsimulation level[18]. We then de�ne our acceptance matrix Aij as:Ni =Xj AijNj (1)where Ni is the total number of simulation-level events that populate bin i, and Nj is the number of generation-levelevents in bin j. This is illustrated in Fig.1.
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FIG. 1: Cartoon showing how the acceptance matrixAij is de�ned. Our search is conducted in the blue region 200 < M simee < 920GeV/c2 (a total of 72� 8 = 576 bins). To avoid underestimating our acceptance we generate our Monte Carlo photon eventswithin a signi�cantly wider range: 45 < Mgenee < 1040 GeV/c2. The simulated events from bin i (yellow) can in principleoriginate from all the surrounding generation bins j.Figure 6.1: A diagram showing how the acceptance matrix Aij is defined. The Z ′

signature is searched in the blue region with 200 < Mee < 920 GeV/c2.

For a given Z ′ model, the expected numbers of observed events in each bin in

the two-dimensional space (Mee, cos θ∗), denoted by a template, is calculated. The

calculation is based upon a customized leading order (LO) cross-section of the process

γ∗/Z/Z ′ → e+e− within each bin in the (Mee, cos θ∗) space. The leading order results

are multiplied by a K-factor which is the ratio between the next-to-next-to-leading

order (NNLO) and leading order cross-sections as a function of mass [22]. The K-

factor corrected cross-sections are multiplied by the luminosity L = 448 pb−1. The

expected number of observed events in each bin is derived from Eq. (6.6). The

standard model Drell-Yan template is constructed in a similar manner.



Chapter 6. A Search for Z ′ 92

6.3 Background

As discussed in chapter 4, the sources of background to the processes pp̄ → γ∗/Z/Z ′ →
e+e−X are:

• Di-jet events where the jets are misidentified as electrons,

• W + X → eν + X, where X is a photon or a jet misidentified as an electron,

• γ∗/Z → τ+τ− → e+e−ντνeν̄τ ν̄e,

• W+W− → e+e−νeν̄e,

• W±Z where Z → e+e−,

• tt̄ → e+e−νeν̄ebb̄.

Di-jet events are the dominant source of background. The number of di-jet back-

ground is estimated from the data using the ‘fake rate’, the probability that a jet is

misidentified as an electron. The other backgrounds are estimated using Monte Carlo

simulations. Table 6.1 shows the number of events expected in the sample of 448

pb−1 for each process. The systematic uncertainties on these background estimates

reflect the 6 % uncertainty on the integrated luminosity, the 5 % uncertainty on the

acceptances, and the uncertainties on the theoretical production cross sections. Note

that the background for the Z ′ analysis is estimated by the ‘fake rate’ method, which

suffers a large uncertainty due to the trigger bias. The isolation method introduced

in chapter 4 provides more precise determination of the di-jet background.

The distributions of Mee and cos θ∗ of the data are compared to the standard model

Drell-Yan and background predictions in Figs. 6.2 and 6.3. The cos θ∗ distributions
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Chapter 6. A Search for Z ′ 95

Events Expected
Process C-C C-P Mee > 200 GeV/c2

Di-jet 43 ± 32 450 ± 230 29 ± 14
W + γ → eν + γ 1.9 ± 0.4 48.3 ± 9 4.9 ± 0.1
γ∗/Z → τ+τ− 11.6 ± 2.2 17.6 ± 3.1 0.13 ± 0.03

W+W− → e+e−νeν̄e 7.7 ± 1.5 9.3 ± 1.8 1.2 ± 0.2
W±Z where Z → e+e− 6.3 ± 1.2 7.9 ± 1.6 0.19 ± 0.04

tt̄ → e+e−νν̄bb̄ 5.1 ± 1.0 3.3 ± 0.6 0.65 ± 0.12
Total Backgrounds 75 ± 33 540 ± 230 36 ± 14

Table 6.1: Summary of expected backgrounds to the Z ′ search. Cross-sections for the
electroweak and top processes are taken from the references [15, 14, 12, 17]. Monte
Carlo estimates are normalized to the integrated luminosity of 448 pb−1.

are made from three samples in different mass regions; 50 < Mee < 66 GeV/c2,

66 < Mee < 116 GeV/c2, and Mee > 116 GeV/c2. The Mee and cos θ∗ distributions

from the Drell-Yan and background predictions agree well with the data. Therefore,

no compelling evidence for a contribution from Z ′ boson is found in the data, and we

will set limits to restrict the possible Z ′ parameter space.

6.4 Statistical Method

The method of parameter estimation used for the Z ′ search is called CLs [29], which

has been previously used to set limits for the Higgs boson mass at LEP II exper-

iments [9]. In application of the CLs, the data are tested against two mutually

exclusive hypotheses:

• The null hypothesis (H0): data are described by the standard model γ∗/Z

exchange and backgrounds.

• The test hypothesis (H1): data are described by the γ∗/Z/Z ′ exchange and
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backgrounds.

The probability to have the (Mee, cos θ∗) distribution of the data from the null hy-

pothesis H0 is derived from the Poisson statistics as

P (data|H0) =

Nbins∏
i=1

P i =

Nbins∏
i=1

eN
H0
i · (NH0

i )di

di!
, (6.7)

and similarly for P (data|H1). In the above expression, Ni and di are the expected

and observed numbers of events in the bin i, respectively. A test statistic Q is defined

as

Q = −2 · ln P (data|H1)

P (data|H0)
= const− 2 ·

i=1∑
Nbins

di · ln N
H1
i

NH0
i

. (6.8)

The expected distribution of the test statistic Q is found from the Monte Carlo

pseudo-experiments. Pseudo-experiments are drawn from the null hypothesis H0

and the Z ′ hypothesis H1. The two distributions should be well separated in order

for the experiment to be sensitive to a certain Z ′ model. Fig. 6.4 shows well separated

distributions of Q(H0) and Q(H1) for a particular Z ′ of B−xL class with MZ′ = 440

GeV/c2, gZ′ = 0.03, and x = 10. Assuming that the value Qobs is observed from the

data, three quantities CLb, CLs+b, and CLs can be defined in terms of Q(H0) and

Q(H1) as follows.

CLs+b(Qobs) = P (Q ≤ Qobs|H1) =

∫ ∞

Qobs

Q(H1) · dQ (6.9)

CLb(Qobs) = P (Q ≤ Qobs|H0) =

∫ ∞

Qobs

Q(H0) · dQ (6.10)

CLs(Qobs) =
CLs+b

CSb

(6.11)

The 95 % confidence level exclusion region for the signal plug background hypothesis

is defined by CLs < 0.05.



Chapter 6. A Search for Z ′ 97

7We will compare the (Mee; cos��) distributions of the data to the expected (Mee; cos��) shapes of hypotheses H1 andH2 . Taking into account the Poisson distribution formula, we can write:P (datajH1 ) = NbinsYi=1 P i = NbinsYi=1 eN H1i � (N H1i )didi! (2)and similar for P (datajH2 ). In the above expression, Nbins is the total number of bins in the (Mee; cos��) templates.Ni and di are the expected and observed numbers of events in bin i, respectively.A test statistic Q can be de�ned as:Q = �2 � ln P (datajH1 )P (datajH2 ) = const� 2 � NbinsXi=1 di � ln N H1iN H2i (3)To illustrate how the CLs method works, it is necessary to use pseudo-experiments. Two kinds of pseudo-experiments will be generated:1. H1 pseudo-exp.: drawn from Z 0=Z=� (448 pb�1 luminosity).2. H2 pseudo-exp.: drawn from SM Z=� (448 pb�1 luminosity).For example, Fig. 8 shows the distributions Q(H1 ) and Q(H2 ) for the particular Z 0 case of B�xL class, MZ0=440GeV/c2, gz=0.03, and x=10. We note a good separation between the two types of pseudo-experiments. Let us assumethat in a particular pseudo-experiment (H1 or H2 ) we measure the value Qobs. Then, using the Q(H1 ) and Q(H2 )distributions, three quantities CLb, CLs+b, and CLs can be de�ned as:CLs+b(Qobs) = Prob(Q � QobsjH1 ) = Z 1Qobs Q(H1 ) � dQ (4)CLb(Qobs) = Prob(Q � QobsjH2 ) = Z 1Qobs Q(H2 ) � dQ (5)CLs(Qobs) = CLs+bCLb (6)We will use CLs to de�ne the 95% C.L. exclusion limits, while 1-CLb can be used to quantify the discovery potential.
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FIG. 8: Normalized Q distributions Q(H1 ) and Q(H2 ) from pseudo-experiments. The separation between the two distributionsis an indicator of the exclusion potential. The right plot shows the same distributions on logarithmic scale. The expected CLsis 6.5% and corresponds to twice the yellow area, while the expected 1-CLb is 0.7% and is given by the cyan area.Figure 6.4: The distributions of test statistics Q from pseudo-experiments. The
separation between the two distributions Q(H0) and Q(H1) is an indicator of the
exclusion potential. The expected CLs is 6.5 % and corresponds to the yellow area.

The systematic uncertainties are simultaneously accounted for when the pseudo-

experiments are generated, by fluctuating the expected production cross-section. The

amount of the fluctuation is determined by the change of the cross-section due to the

sources of the systematic uncertainties. For each pseudo-experiment, the fluctuated

cross-sections for each bin is determined, from which a pseudo-experiment is drawn.

Then, the resulting (Mee, cos θ∗) templates di are fed into Eq. (6.8) and the value of

CLs is subsequently calculated based on the Q(H0) and Q(H1) distributions. The

main sources of systematic uncertainties are listed below.

• Energy Scale and Resolution. To estimated the effect of the energy scale

and resolution, the energy scale in the central and plug region is shifted by

1 %. At the same time, the calorimeter resolution is varied by 3 % in both
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the central and plug calorimeters. The shifted acceptance matrix Aij due to

the change is denoted by A′
ij. The Q distributions are calculated with A′

ij for

several representative models. The expected CLs increased by up to 7 % due

to this effect.

• Uncertainties in the Background Estimations. Di-jet background is es-

timated from the ‘fake rate’, the probability that a jet is misidentified as an

electron. The uncertainty is found from the discrepancies between the fake

rates found from jet samples. The expected CLs values change by up to 0.5 %

due to this effect.

• Uncertainty of the Parton Distribution Functions (PDF). The PDF

factors into the leading order Z ′ cross-section calculation. The uncertainty in

the cross-section due to the PDF uncertainty is estimated from the 40 PDF sets

obtained by shifting the 20 eigenvectors up or down by the fit uncertainties.

The impact on the expected CLs is found to be negligible.

• Luminosity, Electron ID Efficiency, and Acceptance Uncertainties.

The effects are grouped together because they affect on the overall number of

events expected, but not on the shape of the (Mee, cos θ∗) templates. Taking a

conservative uncertainty of 20 %, the shift of up to 5 % in the expected CLs is

measured.
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6.5 Results

No significant evidence of Z ′ signal is found. The 95 % confidence level lower limits on

the mass of chosen Z ′ models [23] are shown in the Table 6.2. The Z ′ exclusion regions

in the (Mee, gZ′ , x) space is mapped out in Fig. 6.5, using the parameterization

discussed in Ref. [16]. The horizontal axes of the plots are the variable x, which

determines the Z ′ couplings to fermions. Therefore a higher sensitivity, or higher

MZ′ limit, is observed with increasing |x|, as expected. A similar argument holds for

the overall coupling strength gZ′ . The exclusion from the LEP II experiment is taken

from the Ref. [16] and compared to the CDF limits. CDF limits are found to be more

sensitive in the case of small coupling constants.

Z ′ Model ZSM Zχ Zψ Zη ZI

Observed Limit (GeV/c2) 845 720 690 715 625

Table 6.2: The observed 95 % confidence level lower limits on MZ′ for chosen Z ′

models. ZSM is a Z ′ with the same coupling constants as the Z boson. Other Z ′

models arise from different symmetry breaking scenarios of the E6 model.
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Search for Z 0 ! e+e� Using Dielectron Mass and Angular DistributionThe CDF Collaboration(Dated: January 9, 2007)We report results from a search for Z0 bosons in high-mass dielectron events produced in p�pcollisions at ps = 1:96 TeV. The data were recorded with the CDF II detector at the FermilabTevatron and correspond to an integrated luminosity of 0.45 fb�1. To identify the Z0 ! e+e�signal, both the dielectron invariant mass distribution and the angular distribution of the electronpair are used. No signi�cant evidence of signal is found, and 95% con�dence level lower limits areset on the Z0 mass for several models.
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2Source Z= ! e+e� Dijet Diboson Total SM ObservedEvents 80:0 � 8:0 28+14�17 6:8 � 1:4 115+19�18 120TABLE I: SM estimates for dielectron candidates with Mee > 200 GeV/c2. The SM Drell-Yan contribution is estimated asdescribed in the text. The diboson (W, WW , WZ) contributions are estimated using PYTHIA [18] and normalizing to thetheoretical cross sections [19{21]. The dijet contribution is estimated using data.Most extensions of the Standard Model (SM) gauge group predict the existence of electrically-neutral, massivegauge bosons commonly referred to as Z 0 [1{5]. The leptonic decays Z 0 ! `+`� provide the most distinct signaturefor observing the Z 0 signal at a hadron collider. In two recent publications, the Collider Detector at Fermilab (CDF)Collaboration has set limits on di�erent Z 0 models by analyzing the invariant mass (M``) spectrum of the dielectron,dimuon, and ditau �nal states, using a dataset corresponding to an integrated luminosity of roughly 0.2 fb�1 [6, 7].Besides the dilepton mass M``, it has been shown that the angular distribution of the dilepton events can also beused to test the presence of a �nite-width Z 0 boson by detecting its interference with the SM Z boson [8]. In thisLetter, for the �rst time at a hadron collider, the massive resonance search technique (M`` analysis) is extended toinclude dilepton angular information to identify Z 0 ! e+e� decays in 0.45 fb�1 of data accumulated with the CDFII detector. As integrated luminosity increases, the sensitivity of the standard M`` analysis tends to plateau; addingthe angular information starts to become an important handle for extending the Z 0 exclusion reach and discoverypotential. Many of the theoretical Z 0 models are surveyed, and results are reported for the sequential Z 0SM , thecanonical superstring-inspired E6 models Z�, Z , Z�, ZI , ZN , Zsec [9, 10], the \littlest" Higgs ZH model [4, 5], thefour generic model-lines of Ref. [2], and contact-interaction searches. No signi�cant evidence of a Z 0 signal is found,and the tightest constraints to date are set on these models.The CDF detector is described in detail elsewhere [11]. For this analysis, the relevant subdetector systems are thecentral tracking chamber (COT) and the central and the plug calorimeters. The COT is a 96-layer open cell driftchamber immersed in a 1.4 Tesla magnetic �eld, used to measure charged particle momenta within the pseudorapidityrange j�j < 1:0 [12]. Surrounding the COT are the electromagnetic (EM) and hadronic (HAD) calorimeters, segmentedin projective ��� towers pointing to the nominal collision point z = 0. The central calorimeters measure the energiesof particles within the range j�j < 1:1, while the plug calorimeters extend the range to 1:1 < j�j < 3:6. Two triggerswere used to select the data for this analysis. The main trigger requires two high-ET EM clusters in the calorimeterwhile a backup trigger accepts events with a single electron candidate with very high ET and looser electron-selectionrequirements.For this analysis, events are selected with two high-ET electron candidates [13, 14], of which at least one is requiredto have been measured in the central calorimeter. A matching COT track is required for all central candidates.Events with same-sign central electron pairs are rejected, and an isolation condition for the energy found within acone of angular radius R = p(��)2 + (��)2 = 0:4 around the electron is imposed for electron candidates. Theangular distribution is measured using cos �*, where �* is the angle between the electron and the incoming quark inthe Collins-Soper frame.The Z 0 production is expected to interfere with the SM Drell-Yan Z=� process, altering the cos �* distribution.For this reason, the Z=� process is not labeled as a \background". Instead, the Z 0=Z=* is referred as the Z 0 signal,while the SM Z=� is referred as the SM Drell-Y an production. The term background will be used to designate allother SM processes (excluding Z=�) expected to contribute to the dielectron �nal state sample. Of these backgroundsources, the most important are the dijet events in which jets are misidenti�ed as electrons, and diboson events (seeTable I). The dijet background is estimated using the probability for a jet to be misidenti�ed as an electron (\fakerate") which is measured in the jet data. All non-dijet backgrounds are estimated via Monte Carlo simulation. Otherbackground processes such as ditau events Z=*! �+�� ! e+e����e ��� ��e, or top-quark production t�t! e+e��e ��eb�bhave negligible contributions in the high-mass region considered for this analysis.A leading-order calculation is used as the starting point to construct the signal and SM Drell-Yan Monte Carlodistributions [15]. A next-to-next-to-leading order mass-dependent K�factor [16] is then factored in, followed bya parameterization of the CDF detector response [17] to dielectron events. This parameterization is extracted byrunning the CDF simulation on a large sample of dielectron events generated with PYTHIA [18] in such a way that thedistributions in Mee and cos �* of the electron pair are roughly uniform.To isolate the Z 0 signal, two variables are used: the invariant mass of the electron-positron pair Mee in 10 GeV/c2bins, and cos �* in 0.25 bins. The bidimensional distribution (Mee; cos �*) of the CDF data is used to test two mutuallyexclusive hypotheses: 1) the test hypothesis (H1 ), where data points are described by the Z 0 signal and background
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FIG. 1: Mee distribution of the data (points) compared to the prediction for SM Drell-Yan and backgrounds. The individualcontributions are stacked as follows: other backgrounds (dark grey), dijet background (light grey), and SM Drell-Yan (open).The inset shows the Mee distribution of high-mass data events using a bin size of 10 GeV/c2.combined distributions, and 2) the null hypothesis (H2 ), where data are described by SM Drell-Yan and backgroundcombined distributions. A test statistic Q is de�ned as [22]:Q = �2 � ln P (datajH1 )P (datajH2 ) = const� 2 � NbinsXi=1 di � ln N H1iN H2iwhere Nbins denotes the total number of bins in the (Mee; cos ��) plane, di is the observed number of events in bin i,while N H1i and N H2i are the expected numbers of events in bin i in the H1 or H2 hypotheses, respectively.Several sources of systematic uncertainty a�ect our measurement. First, a relative uncertainty of 10% on thetotal rate is incurred due to uncertainties in the luminosity measurement, the dielectron detector acceptance andelectron identi�cation eÆciency, and the LO calculation. The second dominating e�ect is the electron energy scaleand resolution uncertainty, which modi�es the shape of the Mee and cos �* distributions. The third source is theuncertainty in the background (particularly dijet) estimations. The dijet prediction uncertainty is extracted from thedi�erences in the fake rate measured in kinematically di�erent jet samples. Finally, the uncertainty related to thechoice of the parton distribution functions set (CTEQ6M [23]) is evaluated using the Hessian method advocated inRef. [24], and found to have a negligible e�ect on our results.For the di�erent Z 0 models (H1 hypotheses) mentioned in the beginning of this Letter, a large number of simulatedexperiments are generated to extract the distributions Q(H1 ) and Q(H2 ). The systematic uncertainties are accountedfor as described in Ref. [22]. The Q distributions are in turn used to verify the consistency of the data with the test ornull hypotheses, as well as extracting the expected exclusion reach. The CDF data is found to be consistent with thenull (no Z 0) hypothesis; Figs. 1 and 2 show good agreement between data and Monte Carlo SM distributions, for theMee and cos �* distributions. For illustration, Fig. 2 also presents the forward-backward asymmetry AFB [14] de�nedas (N+ � N�)=(N+ + N�), where N+ and N� are the numbers of forward (cos �*> 0) and backward (cos �*< 0)events in the given Mee range. The AFB plot is a common way of representing the mass dependence of the angulardistribution.The sequential Z 0SM boson, which has the same couplings to fermions as the SM Z boson, is excluded by our dataup to a mass of 850 GeV/c2. It is noted here that using the dielectron invariant mass alone would require roughly25% more data for the same Z 0SM exclusion. In general, the improvement provided by including the cos �* spectrumdepends strongly on the particular Z 0 under investigation and the integrated luminosity being analyzed. Other Z 0theories include grand uni�cation E6 models [1, 3, 9], where the E6 gauge group breaks down as E6!SO(10)�U(1) !SU(5)�U(1)��U(1) , and the SM gauge structure results from breaking down the SU(5) group. Therefore, anextra Z 0 will be a combination of the two U(1)'s: Z�E6 = Z sin�E6 + Z� cos �E6. Table II lists the expected andobserved 95% con�dence level lower limits on the MZ0 for the Z�, Z , Z�, ZI , ZN , and the secluded Zsec E6 models.The results are shown for the two extreme scenarios in which either none or all of the decay channels of the Z 0 intonon-SM particles are open [10].
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5FIG. 3: Exclusion contours for the B�xL, 10+x�5, d�xu, and q+xu Z0 models. The dotted lines represent the indirect LEPII exclusion boundaries, taken from Ref. [2]. The region below each curve is excluded by our data at 95% C.L..II detector. To strengthen this search, the reconstructed dielectron invariant mass Mee spectrum and the angulardistribution of the electron pair cos �* are analyzed simultaneously. This is the �rst study of this kind at the Tevatron,and it opens up a new avenue for exploring the Z 0 production in the femtobarn luminosity regime. Many of the Z 0models encountered in the literature are surveyed, no signi�cant evidence for signal is found, and 95% C.L. limits areset on these models. Constraints are also placed on contact interaction mass scales far above the Tevatron energyscale. Finally, exclusion contours for the generic Z 0 model-lines advocated in Ref. [2] are mapped out. In comparisonto the LEP contact interaction Z 0 search results given in [2], our results exhibit higher sensitivity in the small jxj andsmall gz regions.We thank the Fermilab sta� and the technical sta�s of the participating institutions for their vital contributions.This work was supported by the U.S. Department of Energy and National Science Foundation; the Italian IstitutoNazionale di Fisica Nucleare; the Ministry of Education, Culture, Sports, Science and Technology of Japan; the NaturalSciences and Engineering Research Council of Canada; the National Science Council of the Republic of China; theSwiss National Science Foundation; the A.P. Sloan Foundation; the Bundesministerium f�ur Bildung und Forschung,Germany; the Korean Science and Engineering Foundation and the Korean Research Foundation; the Particle Physicsand Astronomy Research Council and the Royal Society, UK; the Russian Foundation for Basic Research; the Comisi�onInterministerial de Ciencia y Tecnolog��a, Spain; in part by the European Community's Human Potential Programmeunder contract HPRN-CT-2002-00292; and the Academy of Finland. We thank M. Carena, B. Dobrescu, P. Langacker,H. Logan, and T. Tait for many fruitful discussions.[1] F. del Aguila, M. Quiros, and F. Zwirner, Nucl. Phys. B287, 419 (1987); J. L. Hewett and T. G. Rizzo, Phys. Rept.183,193 (1989).[2] M. Carena et al., Phys. Rev. D 70, 093009 (2004).[3] J. Erler et al., Phys. Rev. D 66, 015002 (2002). T. Han et al., Phys. Rev. D 70, 115006 (2004).[4] N. Arkani-Hamed et al., J. High Energy Phys. 07, 034 (2002).[5] T. Han et al., Phys. Rev. D 67, 095004 (2003).[6] A. Abulencia et al., Phys. Rev. Lett. 95, 252001 (2005).[7] D. Acosta et al., Phys. Rev. Lett. 95, 131801 (2005).[8] J. L. Rosner, Phys. Rev. D 54, 1078 (1996); T. A�older et al., Phys. Rev. Lett. 87, 131802 (2001).[9] J. L. Rosner, Phys. Rev. D 35, 2244 (1987).[10] J. Kang and P. Langacker, Phys. Rev. D 71, 035014 (2005).[11] F. Abe et al., Nucl. Instrum. Methods Phys. Res., Sect. A 271, 387 (1988); D. Amidei et al., ibid. 350, 73 (1994); P. Azziet al., ibid. 360, 137 (1995).[12] In the CDF geometry, � is the polar angle with respect to the proton beam axis (positive z direction), and � is theazimuthal angle. The pseudorapidity is � = � ln[tan(�=2)]. The transverse momentum, pT , is the component of themomentum projected onto the plane perpendicular to the beam axis. The transverse energy ET of a shower or calorimetertower is E sin �, where E is the energy deposited.[13] D. Acosta et al., Phys. Rev. Lett. 94, 091803 (2005).[14] D. Acosta et al., Phys. Rev. D 71, 052002 (2005).[15] The couplings we use are detailed in C. Ciobanu et al., FERMILAB-FN-0773-E (2005).[16] The K-factor, used in Ref. [2], was provided to us by M. Carena, Fermilab.[17] GEANT, \Detector Description and Simulation Tool", CERN Program Library Long Writeup W5013 (1993).[18] T. Sj�ostrand et al., Comput. Phys. Commun. 135, 238 (2001). We use PYTHIA version 6.129a.[19] R. Hamberg, W. L. van Neerven, and T. Matsuura, Nucl. Phys. B359, 343 (1991).[20] R. V. Harlander and W. B. Kilgore, Phys. Rev. Lett. 88, 201801 (2002).[21] J. M. Campbell and R. K. Ellis, Phys. Rev. D 60, 113006 (1999).[22] A. L. Read, J. Phys. G: Nucl. Part. Phys. 28, 2693 (2002). P. Bock et al. (the LEP Collaborations), CERN-EP-98-046(1998) and CERN-EP-2000-055 (2000).[23] H. Lai et al., Phys. Rev. D 51, 4763 (1995). The CTEQ6 information can be found here:http://user.pa.msu.edu/wkt/cteq/cteq6/cteq6pdf.html.[24] J. Pumplin et al., Phys.Rev. D 65, 014013 (2002).[25] D. Abbaneo et al. (the LEP Collaborations) and N. de Groot et al. (the SLD Collaboration), CERN-PH-EP-2004-069



Chapter 7. Publication of Search for Z ′ → e+e− 107

6(2004).[26] F. Abe et al., Phys. Rev. Lett. 79, 2198 (1997).[27] E. J. Eichten, K. D. Lane, M. E. Peskin, Phys. Rev. Lett. 50, 811 (1983).[28] We use: VV(AA)=LL+LR+(�)RL+(�)RR.



Chapter 8

Conclusion

The forward-backward charge asymmetry of the Z boson is measured with the CDF

Run II data. The integrated luminosity of the data is 364 pb−1. The χ2 with respect

to the standard model prediction is found to be 10.9, where the number of degrees of

freedom is 12.

The signature of an extra neutral gauge boson Z ′ is probed. Both the di-electron

invariant mass distribution and cos θ∗ distribution were investigated. No evidence for

Z ′ is found. The mass limits are set for chosen Z ′ models. A model-independent

parameterization is used to constrain the Z ′ mass.

Although no evidence of a new physics is found, searches for new physics will

be carried on for the rest of the CDF experiment, and then continued by the LHC

experiments. LHC will start running in 2007, colliding proton beams at the center of

momentum energy of 14 TeV. The expected signal of the Z ′ → µ+µ− with MZ′ = 1

TeV at an LHC experiment is shown in the Fig. 8.1. It is noteworthy that even with

the early LHC data it would be possible to discover a Z ′ if its mass is not much higher

than 1 TeV/c2. Z ′ is one of the earliest new physics signals expected from the LHC

experiments.
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While Mee distribution would play an important role for the discovery of Z ′, other

properties of the Z ′ such as its couplings to the fermions can be probed through the

measurement of the AFB around the Z ′ mass. Fig. 8.2 [30] shows the expected AFB

as functions of Mee for different Z ′ models. The measurement of the AFB therefore

provides discrimination power between theories that predict different Z ′ couplings,

and the Z ′ search at the Tevatron has demonstrated that such an analysis could be

realized in the hadron collider environment.

Figure 8.1: The expected Z ′ → µ+µ− signature at the ATLAS experiment. Zη with a
mass of 1 TeV/c2 with the integrated luminosity of 0.1 fb−1 is assumed. The invariant
mass distribution at the generator level is shown on the left. Zη plus background is the
open histogram, and the shaded one is for background only. The expected observed
distribution during the early phase of the misaligned reconstruction is shown on the
right.
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Figure 8.2: Parton-level forward-backward asymmetries for uū → e+e−. Solid line:
standard model. Dashed line: 500 GeV/c2 Zχ added. Dotted line: 500 GeV/c2 Zψ

added.



Appendix A

Glossary

CDF Collider Detector at Fermilab.

CEM Central Electromagnetic Calorimeter.

CES Central Electromagnetic Showermax.

COT Central Outer Tracker.

CPR Central Preshower Radiator.

MET Missing Transverse Energy.

Parton Quarks and gluons that comprise protons and neutrons.

PDF Parton Distribution Function.

PEM Plug Electromagnetic Calorimeter.

PES Plug Electromagnetic Showermax.

PPR Plug Preshower Radiator.

QCD Quantum Chromodynamics.

111
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QED Quantum Electrodynamics.
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