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Abstract

We present a measurement of the cross section of b hadron (Hp) production in pp collisions at /s = 1.96
TeV using the CDF II detector at the Fermilab Tevatron. We use 83 pb~! of data taken between October
2002 and May 2003 that was collected with a trigger sensitive to high momentum muons and displaced
tracks. We use partially reconstructed decays in the following modes: H, — p~ 7,D°X, D° — K—rn*,
and H, — p~ 7,D**X, D** — D%+, D® — K—7%, and their charge conjugates. We correct for the
backgrounds from c¢¢ and bb decays, for trigger and reconstruction efficiencies, and for detector acceptance.
We report the total cross section above a minimum transverse momentum (pr) of 9 GeV/c for the rapidity

range |y| < 0.6. We find
34

o(pp — Hy) x BR(Hy — p~ 7,D°X) x BR(D® = K n*) =3.53 nb +0.20 nb (stat.) To-og nb(syst.)

and

o(pp — Hy) x BR(Hy — p~ 7,D**X) x BR(D** — D7) x BR(D® - K nt) =
1.04 nb +0.13 nb (stat.) +7375 nb(syst.)

Correcting for branching ratios, we find that the total Hy cross section is

o(pp — Hy) = 1.34 ub £0.08 pub (stat.) 9 13ub (syst.) £0.07 ub (BF)
for events from H, — p~ v,D°X, D® - K~ 7" decays, and

o(pp — Hy) = 1.47 ub £0.18 pb (stat.) T017 ub (syst.) +0.11 ub (BF)

for events from Hy — p~ v,D** X, D** — D7, D - K~ decays.
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ISO, 450 pm< |dp — 8um| <570 pm, 2.00 GeV/c < pr <242 GeV/c. . . .
ISO, 450 pm< |dp — 8um| <570 pm, 2.42 GeV/c < pr <3.53 GeV/c . . . .
ISO, 450 pm< |dp — 8um| <570 pm, 3.53 GeV/c < pr <10.00 GeV/c . . .
ISO, 570 pm< |dp — 8um| <700 pm, 2.00 GeV/c < pr <242 GeV/c. . . .
ISO, 570 pm< |dp — 8um| <700 pm, 2.42 GeV/c < pr <3.53 GeV/c. . . .
ISO, 570 pm< |dy — 8um| <700 um, 3.53 GeV/c < pr <10.00 GeV/c . . .
ISO, 700 pm< |dg — 8um| <850 um, 2.00 GeV/c < pr <242 GeV/c. . . .
ISO, 700 pm< |dy — 8um| <850 um, 2.42 GeV/c < pr <3.53 GeV/c. . . .
ISO, 700 pm< |dp — 8um| <850 um, 3.53 GeV/c < pr <10.00 GeV/c . . .
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Chapter 1

Introduction

At CDF, the Collider Detector at Fermilab, we create new particles by colliding protons and anti-protons at
high energy. The particles relevant to this work are b hadrons, Hp, which are either b mesons formed by bg
or a b baryons formed by bgq, where the b is refers to the bottom quark and ¢ refers to either a up (u), down
(d), or strange (s) quark. This analysis is designed to measure the rate at which b quarks are produced, the

b cross-section, by finding events where a b undergoes the following decay chain:

b—>Hy,—u v, D° X

DY — K—rt

Where X represents any other decay products of the Hj that are not found. An example of such a decay is

shown if figure 1.1. In addition, we also look for events where the b undergoes the decay chain:

b— H,»p v, D*t X
D*t — D%zt

D 5 K—xt

An example of such a decay is shown in figure 1.2. In both cases, we also use the charge conjugate decays;
whenever one decay is listed the charge conjugate decay is implied. Our measurement is thus a measurement
of the cross-section times the branching ratio for these decay chains. The production cross section can then
be obtained by correcting for branching ratios using branching ratios obtained by other experiments.

The measurement of the Hy — p~D°X, D° — 7t K~ cross-section times branching ratio and H, —
u~D*tX, D** — DO+, D° - 7t K~ cross-section times branching ratio are complicated analyses with
many different parts, so next we give a brief overview of our technique. The equation that is used to

determine the cross-section times branching ratio is



N(1 - fb)

J(pp%Hb)XBRZQX(xxexL'

(1.1)

where N is the measured number of = D° (u~D*1) events, f, is the fraction of those events not from the
decay of a b hadron, « is the acceptance of the detector for these events, i.e., a measure of the fraction of
the decays that occur which will have all of their decay products pass through active regions of the CDF
detector, € is the efficiency of the active regions of the CDF detector for finding those decay products, and
L is the integrated luminosity of the beam delivered to the detector. The factor of two arises due to the fact
that we include both ;ﬁﬁo and p~D°, which means without the factor of 2 we would be measuring the b

plus b cross section. By dividing by two, we get the b cross section alone.
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Figure 1.1: An example of an H, — utD , D — KT 7~ decay.

This analysis uses data that was collected between October 2002 and May 2003, CDF run numbers
152636 to 163117. This run range includes 83 pb~! of integrated luminosity.

In order to get N, we reconstruct H, — pu~D° D° — K—nt (H, — p—D*t, D*t — DOr*,
D% — K~n71) events using data that satisfied the B semi-muonic trigger, which requires a high transverse
momentum (pr = /p; + py) muon and a displaced track. A Gaussian function with a linear background is
used to determine the number of uD° events and eliminate non-charm background. This does not, however,
eliminate the the background due to ¢z and bb events, which are estimated by carefully comparing the data
sample to theory /MC predictions to get fp.

The acceptance, a, is determined by using Monte Carlo. We generate b quarks based on input transverse
momentum - rapidity distributions taken from theoretical calculations and taken directly from previous cross

section results. (The rapidity, y, is defined as y = %log(g%gi).) These b quarks are then paired with lighter
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Figure 1.2: An example of an H, — ptD*~, D*~ — D’r~ D’ = Ktn~ decay.

quarks to form hadrons and are decayed. The decay products are put through a simulation of our detector
to see what fraction pass through our active detector components.

We have broken the measurement of the detector efficiency, €, into nine separate measurements. Each
efficiency is measured relative to the efficiency of another detector component except for the Central Outer
Tracker (COT) efficiency, which is found in absolute terms. For example, the efficiency of the Central MUon
(CMU) detector for finding a muon stub is determined relative to the efficiency of the COT for finding a
muon track. The detector efficiency is determined primarily using data collected by backup triggers. Again,
the exception is the COT efficiency, which is found using Monte Carlo.

These results are presented in the following order: chapter 5 shows how the efficiency of the trigger was
found with respect to the offline efficiencies, and chapter 6 shows how those offline efficiencies were measured.
Lastly, chapter 7 goes over the Monte Carlo acceptances and the determination of f;, culminating in placing
all of the pieces together with the uD° events from the signal sample to get the final result.

In the collisions which form the b quarks, the strong force is by far the dominant means of interaction.
To understand the b cross section we must first understand the theory of the strong interaction, quantum

chromodynamics (QCD).



Chapter 2

Theory

Beginning in the 1940’s, cosmic ray experiments began discovering long lived particles, kaons, that decayed
into multiple pions. When accelerators began to be able to produce these particles, it was found that their
production cross section was larger than expected given the kaon lifetime. This lead to the introduction of
the “strangeness” quantum number, which is conserved under strong interactions but violated in weak ones
[1]. In 1963, Gell-Mann and Zweig proposed the quark model of nuclear structure, which could explain the
hadron spectrum observed at the time. This model was confirmed in the SLAC-MIT deep inelastic scattering
experiments. In 1973, Gross, Wilczek, and Politzer determined that only a non-Abelian gauge theory could

result in asymptotic freedom. We refer to this theory as Quantum Chromodynamics, or QCD [2].

2.1 QCD

The QCD Lagrangian can be written as

1
292

s

Tr(F* Fu) +ipy" (8, + igs T Gy )tp — mapyp (2.1)

Locp =

Where g, is the coupling constant of the strong interaction, 9 is the quark field, y¥# are the Dirac Matrices,
¢ = 910 T4 = L), where \* are the 8 Gell-Mann Matrices, Gy is the gluon field, m is for the
quark masses, and F' is the QCD equivalent of the electromagnetic field strength tensor and is defined
as TAF;}, = TA4(0,G4 — BVGI‘;‘). Summations over the repeated matrices u, v, and A are implied. The
QCD Lagrangian has SU(3) gauge invariance, which means that the value of £ does not vary under phase

rotations that are unitary in SU(3), U = " T",

v — Ut (2.2)

Y= Uy (2.3)



TAGA - UTAGAUT + gi(apU)UT (2.4)

Note that the 8 gluons are massless as the mass term £ = mQG;‘G“A is not gauge invariant.

2
Let us define a term a; = Z—;, which is analogous to the fine structure constant in QED. Like the fine

structure constant, the value of a,; depends on the scale of the virtual momentum transfer, (). The formula

for the running of a5 is

as(Q) = lCe)

1+ 28011 — Zng)log(Q/M) -

Where M is an arbitrary renormalization scale and ny is the number of quark flavors. As there are 6 flavors
of quark, we find that o, decreases as () increases, which leads to the asymptotic freedom of QCD. However,
we see that this formula is dependent on an arbitrary renormalization scale, M. We prefer to write a; in

terms of a mass scale, Agcp, defined as

e (M)
2

1= 20 (11— 2 plog(M/Aqen) (2.6

so, by combining eq. 2.5 and 2.6, we can write

21
(11 — 2ny)log(Q/Agep)

as(Q) = (2.7)

Experimental measurements have yielded a value of Agcp of approximately 200 MeV. This is important
because for values of () much larger than Agcp, perturbation theory can be applied to quark production
[2]. Characteristic () values for this measurement are given by Q ~ \/mj + p2. > 7.5 GeV, where m;, ~ 4.5
GeV/c? is the b quark mass [3]. Since this is well above Agcp, we may apply perturbation theory to b
production.

Figures 2.1 and 2.2 show the leading order and next-to-leading order processes for heavy quark production
from light quarks and gluons. Two of the leading order processes are s channel processes, one representing
¢—7q annihilation, and the other gluon fusion. The third LO process is gluon fusion occurring via the ¢t channel.
The minimum value of s in theses processes is 4m?, while the minimum value of ¢ is m}. The standard NLO
calculations used in pp collisions comes from Nason, Dawson and Ellis [4, 5], and is generally referred to as
NDE. The NDE calculations contain terms which are logarithmic in pr/ms. These contributions become
important at pr > my. These contributions have been calculated to next-to-leading logarithmic accuracy
(NLL), i.e. to order a?(aslogpr/ms)* with k > 1, matching the fixed order, exact NLO calculation. This

calculation is referred to as FONLL (Fixed Order Next Leading Log). [6].
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Figure 2.1: The leading order O(a2) Feynman diagrams for heavy quark production. The left one is ¢g
annihilation. The other two are gluon fusion.
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Figure 2.2: The next to leading order O(a?) Feynman diagrams for heavy quark production. The top row
is hard gluon radiation, the next is gluon splitting, and the bottom row is flavor excitation.



2.2 The Parton Model

Once one has the cross-section for qg — bb, it is transformed into a cross-section for pp — bb by using
the parton model of the proton. The partons are ¢, g, and g. At high energies, such as those found at
the Tevatron, the proton may be viewed as a bag of non-interacting quarks, anti-quarks, and gluons. Each
parton carries a fraction x of the proton’s momentum. The probability that parton f carries fraction x to
x + dz is f(z)dz, the parton distribution function (PDF) [2]. The quarks in the parton model are divided
into sea quarks and valence quarks. The valence quarks are the two up quarks, and the down quark, which
are the fundamental constituents of the proton. The sea quarks are the virtual quarks that are popped out

of the vacuum by the proton’s binding energy. Thus, it is required that

/0 [u(z) — a(z)]ds = 2, (2.8)

/0 [d(z) — d(z)]dz = 1, (2.9)

and that

/0 [s(z) —3(z)]dz = /0 [c(z) — ¢(x)]dz = /0 [b(z) — b(x)]dz = /0 [t(z) — t(z)]dz = 0. (2.10)

Also, the momentum sum rule requires that

/0 (Y f)de=1. (2.11)

allg,q,g

Thus, o(pp — bb) is given by

o (5 — bb) = / / / o ds g (1) s (2)dor (g7 — BE). (2.12)

Where we have taken advantage of the fact that g; in the proton is the same as g, in the anti-proton, due to
charge conjugation symmetry. PDFs are determined experimentally via deep inelastic scattering (DIS) and
other measurements. Examples of PDFs include the MRSDO [7], which was derived using data from NMC,
BCDMS, EMC, CDFR, CDHSW, WA70, and E605 experiments. The later PDFs MRST [8] and CTEQ5M

[9] add in information from Hera and other experiments.



2.3 Fragmentation

When a b is produced by a hard collision between partons, it pulls one or more light ¢g pairs from the
vacuum in order to form a hadron. This process, called fragmentation, is non-perturbative and so cannot be
determined from first principles. Since the energy scale of fragmentation is much lower than that of heavy
quark production, it is appropriate to treat these processes separately. Thus, the b hadron cross-section can

be written

/d bdz@D (2)d(p — zps) (2.13)

where p is the H, momentum, py is the b quark momentum before hadronization, z is the ratio p/py, and
D(z) is the probability density to find the b meson with momentum p = zpy.

In practice, the non-perturbative effects are determined using a phenomenological fragmentation model
in the non-perturbative regime, which is then convoluted with the perturbative cross-section prediction to
get the prediction for the b meson cross section. Of several parameterizations, one of the most popular is the
Peterson parameterization [10]. In the Peterson parameterization, it is assumed that when a light quark g is
attached to a b to form the heavy meson H(bg), the b is only slowed slightly and its momentum is almost the
same as H. The corresponding transition amplitude is approximately inversely proportional to the energy

transfer: AE = Eg + E; — Ey. Assuming my is roughly the same as ms, we have

AE = \/mb+z2pb+\/m2 (1-2)2 \/mb+pboc1—1/z—e/(1—z) (2.14)

where € is the Peterson parameter, and is approximately mg /m?. Thus, the Peterson fragmentation function

can be written
N

2[1—1/z—€/(1—2)]*’

where is is the normalization factor that is fixed by summing over all hadrons containing b,

D(z) = (2.15)

Z/dzD(z) =1 (2.16)
H

The Peterson € is determined experimentally to be roughly 0.006 for b quarks, depending on the model of
hard radiation [11]. Recent studies have indicated that the value of € may be smaller. However, as part of
the H, — J/¢¥X cross section analysis, is was shown that moving the Peterson € from 0 to 0.006 has a small
effect on the shape of the Hy pr spectrum above 9 GeV/c [12]. As our analysis only considers b mesons

above this threshold, this is not a concern in this analysis.



2.4 D° Mixing (or the lack thereof)

The D° is a neutral meson formed by a ¢ pair, similar to a K° (sd), B® (bd), and B (b3). These states are
not C'P eigenstates, that is to say that under charge conjugation, C, and parity inversion, P, the particles

change. Under C'P transformations,

CP|K® >=|K° >, CP|D° >=|D° >, CP|B° >=|B% >, CP|B? >= | B0 > (2.17)

A CP eigenstate can be formed from these states by making the linear combinations |[K§ >= (|K° >
+|K9 >)/v/2, |K? >= (JK° > —|K9 >)/+/2, and similarly for the other three neutral mesons. Because C' P
is (almost) conserved, these states have different decay modes and different masses. So while these particles
must be created in an eigenstate of the weak force, they may oscillate into their anti-particles. In K°, B,
and BY systems this oscillation is observed, so that over the lifetime of the particle, the B® may transform
into a BY9. One might naively expect, therefore, to find that the D° also oscillates. However, this is not the
case. This is due to the fact that D° mixing is Cabibbo suppressed because the charm and down quarks are
different generations, while the decay of the D° is not Cabibbo suppressed (in the other three cases, both
mixing and decays are Cabibbo suppressed, so the effects cancel). Also, the box diagram for D° mixing
contains d, s, and b quarks (see figure 2.3), lacking the contribution the massive ¢t quark makes to the box
diagrams of the other neutral mesons listed [13]. The current upper limit on the mixing frequency of the
D° CP eigenstates is 0.07 ps—! at the 95% confidence level [3]. This means that the D° does not mix,
or else mixes very slowly. This is important here because it means that, after the decay H, — pu~ D°X,
the D° will not mix into a D9. Thus, if we look for the two body decay D°® — 77K~ we will find that
the pion and the muon of the event have opposite charges. Since we do not distinguish between 7 and
K tracks in our analysis based on their track properties alone, without muon information we would have
two K7 masses for each oppositely charged track pair, one for each mass assignment. The incorrect mass
assignment for K tracks from a D° decay leads to a mass distribution in the shape of a broad Gaussian
that peaks near the D® mass, a phenomenon called auto-reflection. The lack of D° mixing combined with
the muon charge information thus allows us to eliminate the auto-reflection of the D® — 7t K~ peak, and

substantially reduce the non-charm background.
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Figure 2.3: The lowest order Feynmann Diagrams for D° mixing. Note that the heaviest quark in the
diagrams is the b quark; there is no contribution from top.

2.5 History of B cross-section results

In order to put our results into context, we give a brief overview of previous b cross section results. From
the first measurements of o(pp — b) made at the Tevatron, there has been a factor of two difference between
the observed cross section and the QCD predictions [15]. While the level of discrepancy has been reduced,
some uncertainties remain. Also, a summary of existing measurements shows that previous experimental
measurements are not entirely consistent with one another [14]. It is this historic difference that makes these
cross section measurements interesting.

Cross section results fall into two general catagories, inclusive and exclusive measurements. In an inclusive
measurement, the b hadron is not fully reconstructed. Instead, one looks for some of the Hy decay products,
and based upon the found products and Monte Carlo simulations extrapolates the Hy cross section. Qur
measurement is an inclusive result, as we are unable to detect the neutrino produced in the H} decay.
Inclusive measurements have the benefit of usually having large statistics, but as the Hj pr cannot be
determined for a given event they are sensitive to errors in modelling. In exclusive measurements, the Hy
is fully reconstructed. The CDF Run I measurement of o(pp — B™) using the Bt — J/¢Y KT decay mode
was an exclusive measurement [16]. Exclusive measurements have the benefit of being able to determine the
pr of the Hy precisely, and therefore rely less on the Monte Carlo pr spectrum to get the differential cross
section. However, they generally have small sample sizes.

The o(pp — Hp) was first measured at the UA1 experiment at CERN, and published in 1987 [17]. This
experiment was performed at a center of mass energy of 630 GeV, and was an inclusive measurement of b—b
to dimuons. The results agreed with the NLO theory calculation. The next measurement of the o(pp — Hp)
cross section was made at CDF Run 0. This measurement was also conducted at 630 GeV, in the same decay
mode. The CDF Run 0 result was 1.5¢ higher than theory, but much was made of the fact that the ratio of
experiment to theory was 5 to 1. At CDF Run I, this measurement was repeated at /s of 1.8 TeV, and a
factor of 2 discrepancy was still present [18]. It was at this point that the difference between experimental

results and QCD predictions became significant [15].

10



CDF Run I also found the inclusive cross section in the Hy, — J/9 X, Hy — ¢¥(25)X, Hy & x.X, and
semileptonic electron decay modes [19, 20, 21]. Exclusive measurements in the decay modes B J YK +
and B® — J/K*9(892) were also made [16, 22]. The CDF Run I analyses were the first to include silicon
vertex detector information (neither UA1 nor CDF Run 0 had silicon). These measurements were the first
where the difference between theory and data became statistically significant.

The DO experiment at the Tevatron also found a o (pp — Hp) at 1.8 TeV using semileptonic muon decays
and Hy — J/¢X decays. [23, 24, 25]. These results also showed a factor of two discrepancy (Figure 2.4).
DO also measured the cross section to a rapidity of 3 (previous results had all been at a |y| < 1), and found
a factor of 4 discrepancy between its measurement and QCD [26].

Between Run I and Run II of the Tevatron, there were also several improvements to theory. There were
changes made to the structure function of the proton due to results from the Hera experiment. The next
leading log terms had been added to the QCD production calculation in FONLL. Also, the fragmentation
function used changed [15]. Thus, when the first CDF Run II cross section which used Hy — J/¢¥X decays
was published, theory and experiment were shown to be in good agreement, as shown in figure 2.5 [12]. Most

of the change took place on the part of the theory.
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Chapter 3

CDF Detector

3.1 Overview

The Collider Detector at Fermilab (CDF) is a general purpose experiment to study the pp collisions at the
Fermilab Tevatron Collider. Since the first collision in October of 1985, at the center-of-mass energy of
/s = 1.8 TeV, the Tevatron and CDF performance has steadily improved and yielded large sample of data.
The analysis of the experimental data has resulted in more than 100 published papers ranging over the entire
state of the hadron collider physics [27].

After the shutdown of 1996, the Tevatron and CDF detector underwent major upgrades [28]. The modest
increase in the Tevatron energy from /s = 1.8 TeV to /s = 1.96 TeV has a major impact on physics. (For
example it increased the ¢ yield by 40 %.) The dramatic luminosity increase provided by the Main Injector
gives us the capability to more precisely study hadron collider physics. Assuming that the proton and
antiproton beams collide head-on without a crossing angle and with optimal alignment, the Tevatron’s

luminosity can be written as
_ BCNpNp
21T (02 + 03)

a1

F(E) (3.1)

where T' & 21 ps is the revolution period, fgc is the number of bunches in each beam, N, and Nj are
the number of protons and antiprotons per bunch, o, and o are the transverse beam sizes (RMS) at the
interaction point, and F' is a form factor that depends on the ratio between the bunch longitudinal RMS
size o7, and the beta function 8* at the interaction point. At Run II, the Tevatron luminosity has increased
most significantly by increasing the number of bunches per beam from 6 to 36, while keeping similar or even
higher N, and N than Run I. As of February of 2006, the total integrated luminosity at Tevatron Run II
was 1fb !, using instantaneous luminosities as high as 1.8 x 1032 cm~2s~ .

In order to accommodate the higher collision rate, and to best utilize the CDF physics program ca-

pabilities, most of the existing CDF detector has been rebuilt or upgraded. This chapter gives a general

description of the CDF II detector with an emphasis on the elements relevant to this analysis. Figure 3.1 is
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an overview of the detector, and Figure 3.2 shows a 1/4 slice of the detector with more detailed labeling of

the components.

3.2 Tracking System

3.2.1 Helix Parameters at CDF

In the standard CDF coordinate system, the proton direction is defined as the Z or longitudinal axis, which
is opposite to the magnetic field direction. In the transverse plane looking in the proton direction, the 9
o’clock position defines the # axis and the 12 o’clock position is the § axis. The polar angle 6 is measured

starting from the positive Z direction, and the pseudorapidity is defined as
0
n = —log(tan 5) (3.2)

In a homogeneous magnetic field the trajectory of a charged particle is a helix which axis is parallel to the
magnetic field, as shown in Figure 3.3. At CDF the 5 tracking parameters [29] used to describe the helix of
the charged particle are:

a= ()‘7C7 Z07d07¢0) (33)

where A=cot 6,6 is the polar angle at the minimum approach. C' is the half curvature and has the same
sign as the particle charge. The zg and ¢g terms are the z position and direction at the point of minimum
approach to origin of helix respectively. dy is the signed impact parameter, its magnitude is equal to the
distance between helix and origin at minimum approach. The impact parameter of a track has a sign that
is defined by the following formula:

(3.4)

where pr is the transverse momentum vector of the particle, 7 is the vector pointing from the primary vertex
to the reconstructed particle trajectory at the point of closest approach to the primary in the r — ¢ plane

and 2 is the unit vector along the z axis.

3.2.2 The Central Outer Tracker

The Central Outer Tracker (COT) is an open-cell drift chamber [28, 30]. The COT begins at a radius of 40
cm from the beam axis and ends at 137 cm. It has eight superlayers, each one is divided in ¢ into “super

cells”. There are 12 sense wires in each super cell with approximated same maximum drift distance, therefore
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Figure 3.1: An overview of the Collider Detector of Fermilab in its Run II configuration.
NG MiRNCMEI-06 ;o

Central Hadron Calorimetér
(CHA) &

End Wall
_~‘Hadron
Cal.

R=150 cm
TOF ——

< I

< NI

Central ,; R
Outer (COT) !
Tracker . ‘

End Plug —
Hadron ..n=2.0

Calorimeter

— —
R=14cm_ Eroomo \
7

SVX-II Intermediate Silicon Layers

Figure 3.2: A cut-away view of one quadrant of the CDF II detector showing the tracking region surrounded
by the solenoid, calorimeters and CMU.
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Figure 3.3: A helix in the transverse plane with the impact parameter dy and ¢ labeled. The radius of the
helix is 1/2C, where C' is the curvature.

the number of super cells in a given super layers is roughly proportional to the radius of the super layer. The
super cell is tilted by 35° with respect to the radial direction, as illustrated in Figure 3.4. The super layer
alternates between axial (parallel to the beam direction) alignment and small £2° stereo alignment, where
the tilt angle is a rotation about an axis in the radial direction. Table 3.1 gives some features of the COT.
In the center of the COT (about z = 0 ¢m), the wires are supported by a polyester/fiber glass “protrusion”
rod, called the spacer, that is epoxied to each wire in a wire plane to prevent the wires from moving due to
electrostatic forces.

For a charged particle traveling trough the entire COT radially, the 4 axial and stereo superlayers provide
96 measurements. The drift time of ionization electrons in the gas is used to measure the spatial charged
particle position. The total collected charge is encoded in the output discriminator pulse height, which is
corresponding to the measurement of the energy loss through ionization of the gas per unit length (dE/dz).
The dE/dz of a charged particle is a function of particle velocity that can be used to infer the particle mass
by combining with the information of the particle’s momentum.

While the data that is being used in this analysis was being collected, the COT was beginning to undergo
rapid aging [31]. What this means is that the gain of the COT was decreasing, resulting in the efficiency of

the detector dropping. While this has since been corrected, it effects several of our efficiency measurements.

3.2.3 Silicon Vertex Detector

CDF II has three silicon detectors [32]: Layer 00 (L00), the Silicon Vertex Detector (SVX II), and the
Intermediate Silicon Layer (ISL). Figures 3.5 and 3.6 show the end view of the SVX II and the side view of

the CDF Run II silicon system.
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Figure 3.4: 1/6 section of the COT end plate. For each super layer is given the average radius

COT

Number of superlayers 8

Measurements per superlayer 12

Stereo Angle +20-20+20-20°
Cell/Layer 168 192 240 288 336 384 432 480
Radius at Center of SL 46 58 70 82 94 106 119 131 cm
Tilt Angle 35°

Length of Active Region 310 cm

Number of channels 30,240

Material thickness 1.3% X,

Table 3.1: Some features of the COT
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SVX II is the CDF Run II baseline detector, it is built in three cylindrical assemblies called “barrels”.
Each barrel is 29 cm long, they are positioned end-to-end along the beam axis and centered longitudinally
with the detector. There are 12 wedges in ¢ per barrel, each has five layers of silicon staggered in radius
numbered from 0 to 4. One layer consists of wire-bonded pair of double-sided silicon microstrip detectors.
On the side facing the beamline, the strips are spaced in r¢ by approximately 60 ym, and have implant
widths of 14-15um. On the other side, both 90° and small angle stereo sensors are used, in the pattern
(90 90 -1.2 90 +1.2) degrees from the innermost to the outmost SVX II layers. They are spaced by (141,
125.5, 60, 141, 65) um, and have implant widths of 2- um for the 90° strips and 15 um for the small-angle
stereo layers. The readout electronics chips are mounted on an electrical hybrid on the surface of the silicon
detectors. Table 3.2 shows some of the SVX II features.

The ISL consists of a double-sided silicon layer, similar to the SVX II, placed at a radius of 22 cm in
the central region. In the plug region, 1.0 < |n| < 2.0, two layers of silicon are placed at the radii of 20 cm
and 28 cm. Together with the SVX II, the ISL provides a stand-alone silicon tracking and b-tagging over
the full region |n| < 2.0.

The Layer 00 detector is a single sided, radiation hard silicon layer placed immediately outside the beam

pipe (r & 1.5 ¢m), which greatly improves the track impact parameter resolution.

3.3 Muon System

Surrounding the calorimetry is a set of proportional chambers and scintillators used to identify muons [28].
There are 4 sets of proportional chambers, the Central Muon Detector (CMU), the Central Muon Upgrade
(CMP), the Central Muon Extension (CMX), and Intermediate Muon Detector (IMU). The outside of the
CMP (relative to the interaction point) is covered by a scintillator, the CSP, and the inner and outer sides
of the CMX are also covered by scintillator, the CSX. The coverage of these detectors in 7 — ¢ is shown in
figure 3.7. The CMU is a cylindrical detector on the outside of the Central Hadronic Calorimeter (CHA),
which acts as an absorber for the CMU. The CMU is made up of 4 layers of single wire detectors, staggered
slightly to give a course py resolution. The CMP is a box-like detector that surrounds the CMU. The north
and south walls of the CMP are behind a 2 foot thick steel wall, while the top and bottom walls of the
CMP are behind the magnetic field return yoke. Like the CMU, the CMP consists of 4 layers of staggered
single cell drift chambers. The CMP was added for CDF Run I in order to increase the purity of high pr
muons. The CMX was added in the CDF Run I upgrade to extend the 7 range of the central muon detector.
Unlike the CMP, there are gaps in the CMX near the top and bottom of the detector. The CMX is made
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Figure 3.5: An end view of the SVX II detector.

=HE 7 .
=y
(Layer 00)

90 cm

Figure 3.6: A side view of half of the CDF Run II silicon system on a scale in which the z coordinate is
highly compressed.
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up of 8 layers of staggered drift chambers. These chambers are identical to those in the CMP, except for
length. Figure 3.8 shows the number of absorption lengths between interaction point and the CMU, CMP,
and CMX. The IMU is placed to find muons in the forward region of the detector (1 < |n| < 2), and the
IMU chambers are identical to the CMP chambers, except for size. Some properties of these detectors are

shown in table 3.3.

3.4 CDF Cherenkov Luminosity Monitor

The luminosity £ of hadron collider is often determined from the rate of inelastic pp interaction using the

formula

Nfgc = oL (3.5)

where the IV is the average number of interactions per beam crossing. The inelastic cross section oy, ~ 60 mb
at the center of mass energy 1.8 TeV at Tevatron was measured by CDF [33], E710 and E811 experiments
with about 3 % uncertainty.

At CDF Run II, a Cherenkov Luminosity Counter (CLC) [34, 35, 36] has been implemented to measure
N within a few percent uncertainty for Tevatron luminosity determination. There are two CLC detector
modules in the CDF detector installed in “3-degree holes” inside the CDF end-plug calorimeter as illustrated
in Figure 3.2, which covers the pseudorapidity range 3.7 < |n| < 4.7. Each CLC module consists of 48
thin, long, conical, gas-filled, Cherenkov counters. These counters are arranged around beam pipe in three
concentric layers with 16 counters each, and pointing to the interaction region. The counters in the outer
two layers are 180 cm long, and the inner layers are 110 cm long due to geometrical constraints. The counter
cross sections range between 2 and 6cm in diameter. A photomultiplier tube is attached to the far end
of each counter to collect the light of relativistic particles traveling through the CLC. A primary particle
from pp interactions will transverse the full length of the counter and generate a large PMT signal, while
the secondary particles produced in the beam pipe and materials surrounding the CLC cross the counter at
different angles and yield much smaller signals. In addition, the Cherenkov counter is not sensitive to low
momentum particles because of its momentum thresholds (2.6 GeV/c for pions), as well as the beam halo
interaction.

The number of interactions in a bunch crossing follows Poisson statistics with mean N. For traditional
scintillator counter based luminosity measurement, by measuring the fraction of empty crossings we can
calculate the N. However, this approach fails at very high luminosity, where the average interaction numbers

becomes too large to determine the no interaction crossing fraction with a small relative uncertainty. At
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SVX II

Readout coordinates r—o;r—=z

Number of barrels 3

Number of layers per barrel 5

Number of wedges per barrel 12

Ladder length 29.0 cm

Combined barrel length 87.0 cm

Radius at axial layers 2.545 4.120 6.520 8.220 10.095 cm
Radius at stereo layers 2.995 4.570 7.020 8.720 10.645 cm
number of ¢ strips 256 384 640 768 896
number of Z strips 256 576 640 512 896

¢ strip pitch 60 62 60 60 65 um

Z strip pitch 141 125.5 60 141 65 um
Cell/Layer 168 192 240 288 336 384 432 480
Number of channels 405,504

Material thickness 3.5% X,

Table 3.2: Some features of the SVX II

CMU CMP/CSP | CMX/CSX IMU
Pseudorapidity coverage In| <0.6 In| <0.6 06<|n <1.0|1.0<p <15
Drift tube cross-section 2.68 x6.35cm | 2.5 x15cm | 2.5 X 15 cm 2.5 x84 cm
Drift tube length 226 cm 640 cm 180 cm 363 cm
Pion interaction lengths 5.5 7.8 6.2 6.2 to 20
Minimum detectable muon pr | 1.4 GeV/c 22GeV/e | 1.4GeV/e 1.4-2.0 GeV/c
Multiple scattering resolution | 12 cm/p 15 em/p 13 em/p 13-25 cm/p

Table 3.3: Some features of the CDF Muon System. Pion interaction lengths and multiple scattering are
computed at a reference angle of § = 90° in the CMU and CMP/CSP, at an angle of § = 55° in the
CMX/CSX, and show a range of values for the IMU
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Figure 3.7: Location of the muon detector components in azimuth ¢ and pseudorapidity 5 for CDF Run II.
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of the CMU, CMP, and CMX systems.
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Figure 3.9: The average number of interactions (V) for various conditions at CDF. 36 bunches is equivalent
to 396 ns crossings.

CDF Run II, the expected N can reach as high as 4, as shown in Figure 3.9. As for the CLC, since the PMT
signal amplitude collected by a Cherenkov counter is proportional to the primary particle number, it allows
us to directly measure the N with high precision even at high luminosity. Moreover, collision data from zero
biased and minimum biased triggers at CDF are continuously recorded through each run (~ 1 Hz), they are

then analyzed in detail offline to produce the final luminosity measurement.

3.5 CDF Trigger System

At the Tevatron the pp collision rate is much higher than the rate at which the data can be recorded, and
the cross section of the interesting physics events is only a small fraction of the total inelastic cross section.
In CDF, a three level architecture trigger system has been implemented to select the most interesting events
and reject large fraction of the inelastic background. Each trigger level provides a rate reduction sufficient
to allow for processing in the next level with minimal deadtime.

The first level uses custom designed hardware to find physics objects such as clusters in the electromag-
netic calorimeter or track-segments in the muon chambers. An eXtremely Fast Tracker (XFT) was built for
Level-1 at CDF II, which allows tracks to be reconstructed on the transverse plane of the COT. An extrapo-
lation unit (XTRP) matches a track to an electromagnetic calorimeter energy cluster for improved electron

identification or to a stub in the muon system for better muon identification and momentum resolution. The
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actual comparison of the extrapolated track to the muon chamber hits is done in Muon Matchbox (TCMD).
The XTRP is also used alone for triggering. The Level-1 trigger makes a decision within 5.5 us, while the
event’s data is still in the pipeline. The rejection factor is about 60, thus decreasing the event rate from
1.7MHz to about 30 KHz.

The events accepted by the Level-1 system are processed by the Level-2 hardware, which has four
asynchronous event buffers and a maximum input rate of 30KHz. The Level-2 system has data from
the central shower-max detector (CES) for improved identification of electrons and photons. Data from the
silicon tracker (SVX II) is also available at Level-2; it can be associated with XFT tracks by the Silicon
Vertex Trigger (SVT) [37, 38] to provide precise measurements of track impact parameter dg, which is defined
as the minimum distance between the origin and the track trajectory. The Level-2 accept rate is around
300Hz, with a rejection of about 100.

The Level-3 trigger consists of a farm of PCs running Linux. It uses the full detector to reconstruct and
filter events with a maximum 75Hz written rate to permanent storage.

The purpose of the XTRP is to receive tracking information from the XFT and distribute the tracks
and information derived from the tracks to the Level-1 and Level-2 trigger subsystems. After receiving the
tracks from the XFT, signals are sent to the Level-1 Muon system (L1 MUON), the Level-1 Calorimeter
trigger (L1 CAL), and the Level-1 Track Trigger (L1 TRACK) as shown in Fig. 3.11. The tracks are also
put into a storage pipeline and upon receiving a Level-1 accept are sent to the SVT and the decision Level-2
processor.

The XTRP system consists of one Clock/Control board, 12 Data Boards, and the Track Trigger board.
Information enters and leaves the XTRP crate via transition modules placed on the back of the crate.
The Clock/Control board receives L1 Accepts and the CDF Clock from the rest of the trigger system,
and sends the track information to the Global Level 2 trigger and the SVT. The Data Boards receive the
track information from the XFT. Each contains 24 segments, with each segment capable of containing the
information on a single track. The Data Boards perform the extrapolation to the L1 Muon and L1 Cal
systems, and pass track information to the track trigger board. The track trigger board gets its tracks from
the data boards, determines which triggers are set in a given event, and passes this information to the L1
Global Trigger system. Figure 3.12 diagrams the flow of data in the XTRP.

The entire XTRP system resides in a single, 9U VME crate with a custom J3 backplane that satisfies
the VIPA specifications [39]. The crate also contains a commercial VME CPU [40] and TRACER module
which are common to all CDF-II VME crates. The TRACER (TRigger And Clock + Event Readout) is the

gateway between the XTRP crate and the CDF-II trigger system. It receives CDF-specific timing signals as
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Figure 3.10: The functional block diagram of the CDF II data flow.
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Figure 3.11: The block diagram the CDF II trigger system
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Figure 3.12: An overview of the XTRP system. Each 9U VME board (Clock/Control, 12 Data Boards,
Track Trigger) has an associated transition module. Horizontal arrows between the boards indicate data
transferred within the system via the VIPA backplane. Vertical arrows within the backplane indicate pass-
through I/O between the board and its transition module. Vertical arrows at the top of the picture indicate
cables connections which are data interfaces with other trigger systems. All cables connect to the system
through transition modules as shown in the figure.

well as Level-1 and Level-2 Trigger Decisions [28]. The 9U VME crate, TRACER and CPU are common to
all CDF front-end data acquisition and trigger systems.

For each Tevatron bunch crossing, the XFT reports information for all 288 segments to the XTRP.
Reporting a fixed amount of information on each bunch crossing lends itself nicely to the synchronous data
processing performed in the Level-1 trigger system. Track finding in the XFT is complete 2.7 usec after each
pp collision [41]. All of the XFT data is transferred to the XTRP in 132ns.

The XTRP receives the track data from the XFT and, through the use of lookup tables, calculates the
relevant information required by other systems to construct trigger objects. For example, muon primitives
(track segments in the central muon chambers) are found at the same time the XFT is finding tracks in
the COT. The XFT tracks are sent to the XTRP, which informs the Level-1 Muon trigger of all locations
where a track extrapolates to the central muon systems. The definition of a muon object in the trigger
is a track in the central muon system that is consistent with an extrapolated central track. Similarly, an
electron is defined as a track plus an electromagnetic shower, with the XTRP extrapolating the tracks into
the calorimeter.

The following information is sent to the Level-1 trigger subsystems from the XTRP:

e Central Muon systems (L1 MUON). XFT tracks are extrapolated to the radii of the CMU, CMX

and IMU. One or more bits, corresponding to 2.5° azimuthal segmentation, are set according to pr,
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¢, and amount of multiple scattering. These bits are sent to the Level-1 Muon Trigger system. Two

separate pr thresholds are available for each of the three (CMU, CMX, IMU) subsystems.

e Central Calorimetry (L1 CAL). XFT tracks are extrapolated to Central Calorimeter towers. A
set of four bits for each 15° wedge is sent to the Central Calorimetry Level-1 trigger. These bits

correspond to four separate momentum thresholds.

e Level-1 Track Trigger (L1 TRACK). The Level-1 Track Trigger is an adjunct to the XTRP. It
resides in the same VME crate and provides Level-1 triggers based on XFT track information only.
The XTRP modules select tracks above a given pr threshold and passes them on a bus to the Track
Trigger. The total number of tracks is counted. If more than 6 tracks are found an automatic Level-1
accept is generated. If there are 6 tracks or fewer, the pr and ¢ information is used to interrogate

look-up tables to generate up to 15 distinct Level-1 track-only triggers.

The XTRP must provide output information to the L1 CAL, L1 MUON and L1 TRACK systems within
300 ns of having received input XFT data. The L1 TRACK decisions must be available 396 ns after having
received all of the input track data.

Upon receiving input data from the XFT, all segments are put into a pipeline and stored pending the
Level-1 trigger decision. If a Level-1 accept is received the tracks are latched into Level-2 buffers. All non-
trivial tracks are then extracted and put into two separate FIFQ’s for delivery to the Level-2 processor and

to the SVT respectively.

Extrapolating Tracks to Calorimeter and Muon Systems

The extrapolation of each track to the muon chambers and calorimeter is handled by lookup RAMs. Each
Data Board has 24 lookup RAMS, one for each 1.25° segment within the 30° wedge covered by the Data
Board. Each lookup RAM is 32K x 36 with 15 address bits and the 36 output bits divided into two 18 bit
outputs. Data pertaining to the Central Muon chambers (CMU) and Central Muon Extension chambers
(CMX) are grouped into the “CM side” of the RAM. Data pertaining to the Intermediate Muon chambers
(IMU), calorimetry (CAL), Track Trigger, TOF and ¢-gap bits are grouped into the “IM side” of the RAM.

The RAM contains the extrapolation data for every possible track. Once track data has been decoded
for a segment, the 13 bits of track data along with 2 “phase” bits are presented as the address to a segment
RAM. The phase bits are used to differentiate different lookup tables for different subsystems or different
momentum thresholds. The data which are stored in the RAMs are generated and downloaded before each

running period depending upon specified trigger parameters, and is discussed in Section 3.5.2. The 13 bits
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of track data remain fixed for a single event (132 ns) but the phase bits change every 33 ns. This provides
four phases of output for every track. Given the dual output and four phases, eight separate lookups of
extrapolation information are performed for each track, which are summarized in Table 3.4.

For the muon lookups: CMU, CMX, and IMU, each phase corresponds to a single pr threshold. Each
of the 18-bits of output information correspond to a 2.5° window in the muon system, so it is possible for
a segment in one wedge to extrapolate to the adjacent wedges in the muon system. The ¢-gap and TOF
lookups have two bits (low and high py thresholds) for each 15° wedge. The Track Trigger output is a one bit
(pr threshold) per wedge. The Calorimeter lookup provides 16-bits of information, which is 8 py thresholds
mapped to a 30° window in the CDF-II Calorimeter. Since the Calorimeter trigger has 15° granularity, this

extrapolation allows for tracks to extrapolate from one wedge into the nearest neighbor wedge.

Table 3.4: Quantities extracted from the lookup RAMs. The 13-bit track data word is presented to the
RAM for 132 ns, while the two phase bits cycle (00, 01, 10, 11 binary) each 33 ns. Each phase represents a
different lookup on each “side” of the RAM. The output of each side is 18 bits of data, as described in the
text.

lookup phase CM side IM side
0 CMU high pr | Calorimeter (8pr) + Track (1pr)
1 CMU low pr | ¢ gap (2pr) + Time-of-Flight (2pr)
2 CMX high pr IMU high pr
3 CMX low pr IMU low pr

Compression of Extrapolation Output

The result of each lookup (one per segment) is 18-data bits, corresponding to different py thresholds or
detector ¢ segmentation. Since nearby tracks can extrapolate to the same location in the detector, the
extrapolation information must be compressed (“OR”ed) so that the ultimate output maps exactly onto the
detector geometry. This compression is carried out through in series of stages. Data progresses through
the stages in 33 ns cycles. Intra-wedge compression, among adjacent segments, is performed first, followed
by inter-wedge compression, among adjacent wedges. The inter-wedge compression must handle adjacent
wedges across adjacent Data Boards. The compression patterns are slightly different between calorimetry
data and muon data. To save space on the Data Boards, the calorimetry and muon compression functions
are performed by the same TTL/GTL translators with open-collector outputs for wire-AND logic.

All stages within the compression region are accessible to VME, and one can read the state of each
compression stage for data verification. Furthermore, the VME access allows one to override the data

presented to a subsequent stage with simulated data.
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3.5.1 The Track Trigger

The Track Trigger board is the one board in the XTRP system that directly renders trigger decisions. These
decisions are based upon tracking information only. Events selected by the track-only path at Level-1 provide
heavy flavor candidate events for SVT trigger at Level-2.

Details of the interface between the Data Boards and the Track Trigger are described above. On the
Track Trigger board, the track data are routed to a set of six “Sort” FPGAs. One half of these FPGAs
is dedicated to extracting pr data (pr + isolation + short track bits), the other half extracts the ¢ data.
From the wedge and segment origin of each track, a 9-bit “global ¢” is generated (1.25° segmentation). The
local-¢ information from the XFT is dropped.

The Track Trigger board receives a maximum of 6 tracks and must evaluate every possible two-track pair
for the six tracks. This yields “6-pick-2” or 15 possible combinations of track pairs. Each of the the Sort
FPGAs output data (segment or ¢ information) for 5 pairs of tracks.

The data are fed to a bank of lookup RAMs. There are 15 unique pr RAMS and 15 unique ¢ RAMs,
with each RAM corresponding to a specific track-pair. Trigger selection criteria are programmed into the
RAMs. The lookup RAMs on the Track Trigger are 512K x 8, with 19 address bits and 8 data bits. Each
track provides 9 bits to the lookup RAM, with the 19** bit used as a “phase” bit to generate two sets of 8
trigger bits. For every track-pair, the pr and ¢ lookup outputs are ANDed together to generate a trigger
decision for that pair. All pairs are then ORed together to generate the trigger decision for the event. The
RAMs output 8 decision bits every 66ns. The two 8-bit words are concatenated into a single 16-bit trigger
word. Since one trigger bit is reserved for the auto-accept trigger (> 6 tracks) the Track Trigger is capable
of generating 15 different track triggers. These 15 different triggers can be any combination of single-track
and two-track selection criteria.

The resultant trigger data is piped to a Level 2 Buffer and fed through the backplane to the Track Trigger
Transition Module. The trigger signals are converted to differential LVDS and sent to the global Level-1

decision crate over shielded twisted pair cable. The trigger signals are synchronized to the 132 ns CDF clock.

3.5.2 Interface With Trigger System

Since the extrapolation parameters may change during different running periods, the infrastructure was
developed so that the values loaded in the lookup RAMs (both on the XTRP Data Boards and the Track
Trigger Board) could be generated dynamically based upon the number and types of triggers utilized. In

this section, we describe how the extrapolation parameters are generated and loaded into the XTRP system.
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The XFT provides 13-bits of information per track, with 7 of those bits recording track pp. Track pr
values reported by the XFT are encoded into 96 bins, with bins 0-47 corresponding to negatively charged
tracks and bins 48-95 corresponding to positively charged tracks. If no track is found in a given segment, its
momentum bits are assigned a value of 124. The “short” tracks have a poorer pr resolution, hence the pr
bin definitions are different for short tracks.

The Data Board lookup RAMs contain the information which takes an input track and extrapolates it to
the calorimetry or muon systems. The extrapolation must account for the geometry of the detector, track
curvature from the axial magnetic field and multiple scattering. The extrapolation formula used is the same
for all detectors. The extrapolation determines a “window” bounded by a minimum and maximum value of

QPdetector Within which a particle may be found. The extrapolation window is given by:

Gdetector = K/pr £ /(30K [pT)? + 02 + dxFT,

where the + values yield the maximum and minimum values of @gesecior for a track that has a signed
transverse momentum pr. The terms K, ox and o, are constants that depend detector subsystem. The
term K /pr accounts for the deflection of the track caused by the 1.4T solenoidal magnetic field, ok accounts
for multiple scattering of the particle as it passes through the material of the detector, and o, is present to
account for any misalignment between the COT and the detector to which the track is being extrapolated.
The values of these constants are different for each one of the five detectors to which the XTRP extrapolates
tracks. The extrapolation window, which is the middle term in the formula, allows for a 3-sigma multiple
scattering term combined in quadrature with a misalignment term. See Table 3.5 for typical values utilized

in extrapolation.

Table 3.5: Typical values used in XTRP extrapolation. The values of K, ok, and o, are constants that
were determined from data. The pr thresholds are set in the trigger table and may change depending
upon physics needs. In the case of the calorimeter trigger, electrons with a 2GeV /¢ threshold are identified
separately from positrons with a 2GeV /c threshold. In all other cases, the charge of the track is not used to
select leptons.

detector | K (°/(GeV/c)) | ok (°/(GeV/c)) | 64.(°) | pr thresholds (GeV/c)
CMU 14.8 2.7 1.5 1.5, 4.0

CMX 13.36 5.39 1.5 2.0, 8.0

IMU 0 6.11 5 5, 11.

CAL 8.72 1.22 15 | 2.0+, 2.0-,4.0,8.0

At the beginning of CDF Run II, the extrapolation windows were set using MC, with the values of o
and o, for the CMU (CMX) larger than necessary to avoid losing muons. In order to refine the constants,

we looked at events taken with the J/¢ — ptp~ CMU-CMU (CMU-CMX) triggers. In these events, we
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reconstructed the J/v¢ mass peak, and used sideband subtraction to get a sample of pure muons. We fit
the distribution of A¢sre_cmupr (Adsre—cmxpr) to a Gaussian, and took K and o from the mean
and o of the fit. To demonstrate this, we show data from the J/¢) — ptu~ CMUP-CMU (J/¢ — ptu~
CMUP-CMX) triggers, which have one leg of the J/1¢ unbiased in the L1 trigger (Figures 3.13 and 3.14).
The value of o, was set to 1.5° because each segment of the CMU (CMX) in the trigger represents a 1.5°
section of the relevant detector, so this value of o, would ensure that even for very high py tracks, at least

2 segments of the CMU (CMX) would be examined for hits.
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Figure 3.13: Plot of A¢ of u between COT superlayer 6 and the CMU multiplied by the track’s pr on left.
Plot of A¢ vs. pr on the right. A sample of pure muons was obtained by reconstructing J/¢ — p*p~ in
the CMUP4-CMU trigger, which requires only a single high pr muon at level 1. The tracks which filled this
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Figure 3.14: Plot of A¢ of u between COT superlayer 6 and the CMX multiplied by the track’s pr on left.
Plot of A¢ vs. pr on the right. A sample of pure muons was obtained by reconstructing J/¢ — p*p~ in
the CMUP4-CMX trigger, which requires only a single high p7 muon at level 1. The tracks which filled this
plot are the legs which did not trigger at level 1. The mean and o of the two Gaussians are constrained to

be equal.
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Chapter 4

Datasets, Triggers, and Monte Carlo
Generation

4.1 Overview

As mentioned in the previous chapter, not all events are written to tape due to the interaction rate being
much higher than the maximum rate of data taking. Decisions on which events to keep and which to reject
are made by a set of triggers [42], and events are grouped into different datasets depending on which trigger
they came in on. (An event that fires multiple triggers may find itself in multiple datasets.) In this chapter,
we give a brief description of the triggers that were used in this analysis. We also discuss briefly the offline

validation of the data. Lastly, we go over the Monte Carlo simulations used in this analysis.

4.2 'Triggers

4.2.1 B Semileptonic Trigger

The main trigger for this analysis is the B Semileptonic or uSVT Trigger, which was used to collect the pD°
events. It was also used (along with CMUPS events) in the determination of the offline CMU efficiency. At

Level 1, this trigger requires that
e the XFT find a track with a pr of at least 4 GeV/¢
e the CMU must find a high py muon stub

e the XTRP extrapolates a high pr track to the CMU stub which found the high pr muon (there is no
way to tell after the fact which XFT track set which XTRP muon bit, as two or more tracks could set

the same bit.)

e the Muon Matchbox must extrapolate a CMP stub back to the high pr CMU stub. This extrapolation

is much looser than the extrapolation of the COT track to the CMU.
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These requirements are collectively referred to as the L1_CMUP6_PT4 trigger. There was no muon infor-
mation available for the L2 trigger in the runs used in this analysis. Instead, at Level 2 the trigger looks for

a displaced track in the event. Passing the Level 2 trigger requires
e the XFT must find a track at Level 1.

e the SVT must find an SVX track that matches the XFT track. For this run period, the SVT required
4 ¢ layer hits in specific layers of the SVX. This is referred to as 4/4 SVT tracking.

o the found SVT track must have 120pm < |dp| < 1lmm and a pr > 2.0 GeV/c.
e the x2 of the SVT track must be less than 25.

Note that, since there is no muon information available at Level 2, it is possible for a single track to fire both
the L1 and L2 triggers. The L2 trigger requirements are collectively referred to as the L2_ SVT_PT2_D120_ CMUP6_PT4
trigger. At Level 3, full event reconstruction is done, except for the SVX. In order for the event to be ac-

cepted, Level 3 requires

e a muon with pr > 4 GeV/c, a CMU stub with x? <9, dX < 15 cm (here, dX means the difference in

radius times ¢ between the predicted and found location of the muon stub), and a CMP dX < 20 cm.

a COT track matched to an SVT track that passes the Level 2 cuts above.

a difference ¢¢ between the p and SVT tracks of between 2° and 90°.

the two tracks must have Az < 5 cm.

the p and SVT track combined have an invariant mass of less than 5 GeV/c?, with the assumption

that the SVT track is a pion.

The trigger requirements at L3 are collectively referred to as the B.SEMI_CMUP4_ TRACK2 D120 trigger.

4.2.2 CMUPS trigger

Events that came in on the CMUPS trigger were used to find the efficiencies of the Level 1 trigger, the L2
SVT trigger, and (along with B Semileptonic events) the CMU offline efficiency. This trigger has the same
requirements at Level 1 as the B Semileptonic trigger above. At Level 2, the only requirement is that the
event contain an XFT track with pr > 8 GeV/c. As there are no muons in Level 2, it is impossible to
confirm at Level 2 that the 8 GeV /¢ track is actually a muon. At L3, it is required that a muon be found
with pr > 8 GeV/c, a CMU stub with x? < 9, dX < 15 cm, and a CMP dX < 20 cm.
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4.2.3 The Two Track Trigger

Events that came in on the two track trigger, B.CHARM_LOWPT _L1 _DPS, were used to determine the L2

XFT efficiency. The two track trigger has the following requirements at Level 1:
e two XFT tracks both with pr > 2 GeV/ec.
o Agsre < 90° between the tracks.

at Level 2, the event is required to have 2 SVT tracks with

o pr>2 GeV/e

120pm < |dp| < Imm

x2 <25

2° < Agg < 90°

|Lzy| > 200pum, where |L,,y| is defined as the distance between the intersection point of two tracks and

the primary vertex in the r — ¢ plane.
Then, at L3, it is required that
e both SVT tracks be matched to COT tracks with pr > 2 GeV/ec.
e the two tracks have Azy < 5 cm.
o 2° < Agg < 90°

The two track trigger has a dynamic prescale at L1; this means that the rate at which the trigger at L1
is passed to L2 varies with luminosity. At the beginning of a run, only one event for every 250 triggers is
passed to L2, but as the run progresses, this prescale may drop to the point that every triggered event is

passed to L2.

4.2.4 The B Semileptonic Backup trigger

The B Semileptonic Backup trigger, B.SEMI_L3PS20_L2_TRK2_D120_.L1_CMUP6_PT4, was used to deter-
mine the Level 3 efficiency. Its requirements are the same as the B Semileptonic trigger, except that it has

no requirements at Level 3, and only 1 event of every 20 that fires the trigger is written to tape.
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4.2.5 The J/¢vy CMU-CMU trigger

The J/¢» CMU-CMU trigger was used, along with the J/¢p CMU-CMX trigger, to find the SVX offline

efficiency. This trigger requires that at Level 1,

e at least 2 CMU muons be found

both muons must have pr > 1.5 GeV/c

the CMU must find a low or high pr muon stub

the both CMU stubs must have the XTRP extrapolate an XFT track to it.

in order to avoid the possibility that 2 adjacent CMU stubs are set due to crosstalk between them and
then matched by a single XFT track, there is a A¢ cut of 5° (2 CMU stubs) in the CMU.

There are no cuts on this trigger at Level 2. At Level 3, it is required that

e there be 2 CMU muons found, both with py > 1.5 GeV/c, a CMU stub with x* < 9 and dX < 30 cm.

the invariant mass of the di-muon pair must be between 2.7 GeV/c? and 4.0 GeV/c?, so as to get both

the J/¢ and '

the tracks must have opposite charges

the two tracks must have Az < 5 cm.

the A¢g between the two tracks must be less than 130°.

4.2.6 The J/¢p CMU-CMX trigger

The J/ip CMU-CMX trigger was used, along with the J/i¢p CMU-CMU trigger, to find the SVX offline
efficiency. This trigger is the same as J/¢p CMU-CMU trigger, with the following exceptions. At Level 1,

we require

e 3 CMU muon passing the L1 requirements for the J/¢ CMU-CMU trigger

an XFT track with a pr > 2.0 GeV/c

a CMX low or high py stub

the XTRP to have extrapolated an XFT track out to the CMX

as the stubs are in different detectors, there is no A¢c i/ x cut
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As before, there are no cuts at Level 2. At Level 3, the cuts are the same, except for the requirement that

o there be one CMU muon which meets the pr and stub quality requirements of the J/¢ CMU-CMU

trigger

o there be one CMX muon which has pr > 2.0 GeV/c and dX < 50 cm.

4.3 Data Quality

In order for a run to be included in my sample, it must first pass certain data quality cuts. The first and
most obvious is that all detector components that are used in my analysis must be included in the run.
This means that we require the CLC, L1, L2, L3, COT, CMU, CMP, SVX, and SVT be active in every run
used. In addition, we require that the COT, CMU, and CMP be declared good for use in the run offline.
What this means is that the individuals responsible for maintaining the given detector have looked over the
detector performance offline and declared it good. (Because the definition of a “good” run is somewhat more
difficult for the other detector components used, this offline information is unavailable for the CLC, L1, L2,

L3, SVX, and SVT. Instead, we check the data to make certain L1, L2, L3, SVX, and SVT make sense.)

4.4 Monte Carlo Generation

This analysis required a large amount of Monte Carlo to be generated in order to determine the kinematic
and geometric acceptance of the detector, as well as the COT reconstruction efficiency. In all cases below,
the Monte Carlo generated was run dependent, which means that the initial particles were created at the

measured beamspot for a given run. All MC was generated using version 5.3.4 of the CDF software.

4.4.1 Bgenerator

A substantial amount of MC was required for this analysis, and the primary MC generator used was Bgener-
ator. The purpose of Bgenerator is to create and fragment b quarks with a given pr and y spectrum [43, 44].
We generate b quarks using two different input spectra. The first spectrum is the default Bgenerator spec-
trum. It is set using the MRSDO parton distribution function, and the b cross section is generated using
theory provided in [4, 5]. The b quark mass for this sample was set to 4.75 GeV/c?, and the normalization
scale was set to yu = ug = \/m This first sample will be referred to later as simply the MRSDO sam-

ple. The other MC sample generated used the results of the Hy, — J/¢X, J/1y — pp cross-section analysis
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as its input spectrum, and will be referred to later as the CDF sample. In both cases, the b quarks were
fragmented using the Peterson fragmentation function with € = 0.006 and the ratio of b hadrons created by
the fragmentation was set to B : B¥ : BY : Ay : B} =0.397:0.397 : 0.107 : 0.099 : 0.0 in accordance with
the production fractions found in [3]. There are no processes which result in Ay, — pD°X in the standard
CDF decay table or the PDG. There is a diagram for Ay, — pv, D%p, but its branching fraction has not been
measured and is not included in the standard CDF decay table. We have decided against adding it, as it is
almost certainly a small contribution. The Hy are allowed to decay with their normal branching fractions,
but we force the D° to decay to either D° — K—7+, D® — K+7~ (the doubly Cabibbo supressed decay),
or to a uX.

There were two CDF samples produced. The first sample was only required to have a y and a K and «
that were produced in a D° decay. This first sample was generator level only and did not undergo the full
detector simulation (see below). There were 370,000 events in that sample with a |y(Hp)| < 0.6. The second

sample required that:
e The p have pr > 3.6 GeV/c and || < 0.8
e The event have a D® — K*7T decay. We kept the doubly Cabibbo suppressed decays.
e Both the 7 and K have pr > 0.5 GeV/c and || < 1.2
e Either the 7 or K have pr > 1.4

Events that passed these cuts went on to the full detector simulation. There were 782,000 of these events
which passed these cuts and had an Hy with a pr > 9GeV/c and |y| < 0.6. Two equivalent samples were
made using the MRSDO distribution. There were 756,000 events in the MRSDO sample with pr > 9GeV/c

and |y| < 0.6 that underwent the full detector simulation, and additional 511,000 generator level only events.

4.4.2 Pythia

We used MC generated by Pythia to model in part the ¢¢ background of our measurement. Unlike Bgenerator,
which creates single b quarks from a given input histogram, Pythia models entire physics events [45, 46].
In our case, we force Pythia to create a ¢ event in every interaction, and slightly boosted the RMS py of
the events, so we could get a sample that would pass our basic trigger cuts (a p with pr > 4.0 GeV/e, a
D% — 7K~ with both 7 and K with pr > 1.0 GeV/c, and at least one of the 7 or K with pr > 2.0

GeV/c and an impact parameter greater than 120 pym. This sample was used primarily to confirm that the
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DO impact parameter for c¢ is generally small, and has a distribution similar to that of D° mesons created

directly by FakeEvent. We generated 20,000 of these Pythia events.

4.4.3 FakeEvent

FakeEvent is a simple particle gun which creates single particles based on a simple pr, ¢¢, and 1 spectrum.
FakeEvent was used to estimate c¢ fraction in our data sample, and to generate the events used in the track
embedding to find the COT efficiency. In the case of this analysis, all the pr, ¢¢, and 7 distributions were
initially flat. For the ¢¢ estimate, the pr spectrum was reweighted to match the spectrum from Pythia.
We generated approximately 108,000 events for the COT efficiency study, and 876,000 events for the charm

background estimate.

4.4.4 EvtGen

After the initial hadrons were created by Bgenerator, Pythia, or FakeEvent, they were decayed using EvtGen.
EvtGen takes the particles created by the generators and decays them according to a set of input branching
ratios [47]. This analysis for the most part used the default EvtGen branching ratios with one exception;
the D was forced to decay to K. We kept both the favored and doubly Cabibbo suppressed decay modes,
with their relative branching fractions kept to the values found in [3]. EvtGen does not decay u, 7, or K,

which are left for GEANT in the full detector simulation.

4.4.5 Full Detector Simulation

The CDF detector is simulated in these studies using GEANT, which is designed to model the passage
of elementary particles through matter [48]. A large amount of work has gone into modeling all of the
CDF detector components, but relatively little of this is used in the current analysis. As most of the
detector efficiencies were modelled using data, the only places the detector simulation is relied on is in the
determination of the COT efficiency and in the estimation of the vertex reconstruction efficiency. In both

cases, it is primarily the modelling of the COT and SVX that are used.
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Chapter 5

Trigger Efficiencies

5.1 Introduction

This chapter reports the measurement the efficiency of the uSVT trigger path relative to the efficiencies of
the associated offline detectors and selection cuts. We use techniques similar to those used in the J/9 ([12])
and D° ([27],[49]) cross-section analysis. Specifically, we have used data taken using various backup triggers
described in chapter 4 to estimate the efficiencies of the triggers in the uSVT trigger path.

All of the efficiency measurements come from data. We functionally parameterize the efficiencies using
binned fits to the data. We have the events have been reconstructed using the 5.3.1 version of reconstruction.

This analysis uses data collected in the CDF run range 152636 to 163117. The beginning of the run
range is set by the switch to the 1-miss XFT algorithm from the 2-miss XFT algorithm. What this means is
that the XFT went from requiring 10 hits in each of the axial COT superlayers to requiring 11 hits in each
axial superlayer. The end of the run range was set by the SVT switching from considering all XFT tracks
to only XFT tracks with a transverse momentum greater than 2 GeV/c. In the entire run range, the SVT
only examines SVX hits in 4 specific layers of the SVX, and a hit must be found in every one of those layers

for an SVT track to be found. As stated in section 4.2.1, the semileptonic muon trigger path is:
e L1: L1.CMUP6_PT4
e 12: L2 SVT PT2.D120.CMUP6_PT4
e L3: B SEMI.CMUP4_.TRACK2.D120

To get the overall efficiency of the trigger path, we find the efficiency of L1.CMUP6_PT4 with respect to of-
fline reconstruction, the efficiency of L2_SVT_PT2_D120_.CMUP6_PT4 with respect to L1_CMUP6_PT4 and
offline reconstruction, and the efficiency of B.SEMI_CMUP4_TRACK2_D120 with respect to L1_CMUP6_PT4,
L2.SVT_PT2 D120_.CMUP6_PT4, and offline.
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5.2 L1 Efficiency

The first trigger efficiency needed is the efficiency of the L1_CMUP6_PT4 trigger, henceforth referred to as

the L1 efficiency, relative to offline:

€(L1_.CMUPG6_PT4) x e(offline)

¢(L1.CMUP6_PT4) = ~(offing

(5.1)

This trigger selects single 4 GeV/c muons. The L1 efficiency was measured using the unbiased legs of
J /1 events that came in on the CMUPS trigger, and sideband subtraction was used to ensure a clean sample
of muons (Figure 5.1). The CMUPS trigger is described in section 4.2.2. We only examine runs that have
good run bits set for run control, online, L1, L3, and the CLC, offline reconstruction, and COT, CMU, and
CMP offline. One leg of the J/4 is required to be an offline 8 GeV /¢ CMUP muon. To ensure that this
muon actually fired the CMUPS trigger at all levels, we require that the the offline track be matched to an
XFT track with a momentum of at least 8 GeV/c, that the offline CMU and CMP stubs are matched with
online CMU and CMP stubs, that the XTRP extrapolated a high pr track to the CMU stub, and that the
L1 CMP stub was extrapolated back to the CMU stub.

If the muon passes these criteria, it is consider the biased muon for the purposes of this measurement.
The other J/v leg is a potential probe track, which must satisfy the following criteria (in addition to having

a dimuon mass within the signal window defined below) to enter the denominator of our measurement:
e The offline muon must be a CMUP muon with a CMU »2 < 9
e The offline CMU dX < 15 cm and offline CMP dX < 20 cm

e The A¢cpu between the probe and triggered muons must be at least 5°, to avoid overlapping hits in

the muon chambers.

e The A¢gre between the probe and triggered muons must be at least 2.5°, to avoid overlapping in the

XFT.
e The offline muon pr > 4 GeV/c.
e The track |n| < 0.6

e The track must not cross the spacer in the axial superlayers and must stay within the fiducial volume

of the COT for all 8 Superlayers.

e The probe track must have at least 5 hits on each of two axial COT superlayers and each of two stereo

COT superlayers.

41



e The probe track must have a |z| < 47.25 cm.
e The |Azg| between the legs of the J/¢ must be less than 5 cm.

e The track of the offline muon is extrapolated out the the CMU and CMP by assuming the muon travels
in a straight line after exiting the COT. We require that, when extrapolated out to the CMU, the track
have a |zomu| < 220 cm and that for zopmpy < 0, the predicted stub not fall between 255° and 270°
of ¢opmu, due to problems in that wedge of the CMU in our running period. We also require that the

projected |zopmp| < 310 cm.
To get into the numerator of the measurement, the probe muon must pass the following cuts:
e The offline probe muon track must be matched to an XFT track with a pr of at least 4 GeV/c.
e The offline probe muon CMU stub must be associated with a high pr L1 CMU stub
e The offline probe muon CMP stub must be associated with a L1 CMP stub.
e The XTRP must extrapolate a high pr track to the L1 CMU stub associated with the offline muon.

e The muon matchbox must extrapolate a CMP stub back to the L1 CMU stub associated with the

offline muon.

The workings of the XFT, XTRP, and Matchbox in the level 1 trigger have been described in section 3.5.
The XFT and offline tracks are matched by requiring that the |6(1/pr)| < 0.1 (GeV/c)~! and that the
|6(¢sre)| < 0.5°. For the CMU stub matching, the offline CMU stub must have a hit in a tower that was
also set online in the L1 Muon and which had an track with a pr > 4 GeV/c extrapolated to it by the
XTRP. For the CMP stub matching, we require at least one of the CMP towers associated with the muon be
fired at L1, and that a CMP tower be extrapolated back to the appropriate CMU tower. If both .J/v¢ muons
meet the criteria for a biased muon, then both are considered unbiased with respect to the other muon and
are used as probe muons in this measurement.

We then check the mass of the J/4 for sideband subtraction. The mass signal window for this measure-
ment is between 3.0216 GeV/c? and 3.1655 GeV/c?, and the sideband region is between 2.9016 GeV/c? and
2.9736 GeV/c? and between 3.2136 GeV/c? and 3.2856 GeV/c?. There are 2008 probe tracks in the signal
sample, of which 1833 passed, and there are 113 tracks in the sidebands, of which 104 passed. The efficiency

is calculated bin by bin using the formula

Npassingsignal — Npassingsideband
€= passingsigna passingsidevan (5-2)

Ntotalsignal - Ntotalsideband
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and the errors, o, on the efficiency are given by

2
0_2 _ 6(1 - 6) 2(Npassingsideband(1 - 26) + Z\]'tota,lsideband6 )
c =
Ntotalsz'gnal - Ntotalsz'deband (Ntotalsz'gnal - Ntotalsz'deband)2

(5.3)

It was found that the efficiency depends on 1/py (curvature) and the absolute value of 7 of the muon

([12],[50],[51]). The shape of the efficiency curve vs. 1/pr is given by

€ = €plateau X erf((l/pTSO - ]-/pT)/Jl/pT) (54)

where €p14¢¢04 is the plateau efficiency, prsg is the value for transverse momentum where the efficiency falls to
50%, and 0/, is indicative of the trigger’s momentum resolution. The erf term refers to the error function,

defined as:
1 @ 2
erf(z) = — e v 2dy 5.5
@=—o=/ (5.5)

The efficiency increases with increasing 7|, but is asymmetric due to the aging that took place in the COT
during this period (Section 3.2.2). We believe that the shape of the efficiency curve with respect to 1/pr is
independent of 1, and vice versa. To take advantage of this, we propose to parameterize the efficiency in the
following manner. First, we find the efficiency of the L1 CMUPA4 trigger vs. 7 for tracks with a pr > 4.45
GeV/c, which is above the turn on curve for the trigger (Figure 5.2). Then, we find the efficiency for the
muons binned in both 7 and pr, weight the efficiency in each bin according by its efficiency vs eta, and sum

over the eta bins to get the efficiency vs. 1/pr, using the formula:

N, i i 4,52
€j — Zz:ﬂl el/PTW/(eﬂal/pTﬂl) (5 6)
1/pr — N, .72 :
Zi:l l/al/pT7n
and
N Ny 1

Yot = Z 2 (5.7)

i=1 %1/pr,n

The bin centers were weighted to reflect the distribution of track 1/pr within each bin, and a x? binned
fit is performed to get the values of €piatequ; PTs0, and oy/,, (Figure 5.3). We find that €patequ = 1.0150,
1/prso = 0.25637 (GeV/c)™!, and 0y /,, = 0.21089 (GeV/c)~'. The error matrix can be found in table 5.1.
To get the efficiency of a track with a given pr and 7 the efficiency is found by plugging the pr into the

formula above using the values of €patequ, P1s0, and oy/p, from the fit and multiplying by the efficiency of
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the plateau in the 7 bin of the track.

Of course, we must show that it is reasonable that the effects of changing 1/py and 1 on the efficiency
are separable in this manner. We show this in three ways. First, we plot the efficiency of the L1 CMUP4
trigger vs. 1/pr both before and after the adjustment is made, showing that the fitted curves have values
of prso, and oy, that agree within error (Figure 5.4). Next, we plot € vs. 1/py for —0.6 < n < —0.2,
—-0.2 < n < 0.2, and 0.2 < n < 0.6, showing the tracks both with and without the plateau efficiencies
adjusted to 1 (Figure 5.5). We see that after the adjustment, the turn-on curves for the three plots agree
reasonably well within errors. Lastly, we plot € vs. 1/pr both for the TCMD bank finding the muon stub
and for the XFT finding the track (Figure 5.6). Because the amount of material the y must pass through
to get to the CMU depends on 7, we would expect that if there were an unfactorizable contribution to the
efficiency, it would come from finding the CMU stub. However, we see that the efficiency for finding a CMU
stub is flat with respect to 1/pr, with the turn on curve coming entirely from the XFT. These three results
show that the L1 CMUP4 efficiency is factorizable into  and 1/pr components.

During part the run period when this data was collected, there was a noticeable offset of the XFT
beamspot with respect to the CDF beamspot, and the COT was suffering from the effects of aging, which
also effected the XFT efficiency. To see if this effected the L1 efficiency, the efficiency was plotted against
¢sre to look for a possible systematic error (Figure 5.7). There may be a small effect, however this is
overwhelmed by the statistical errors on the data points so no systematic is assessed.

There is some concern that, since the tracking environment of H, — uD°X events differs from that in
J/1 events, the L1_CMUP6_PT4 efficiency may not be the same. To address this concern, we examined the
efficiency vs. the number of tracks with a pr greater than 1.5 GeV/c in a cone of A¢y < 30° (see Figure 5.8).
It was found that the efficiency is at most only weakly dependent on the track isolation, so it should be
possible to employ this measurement to muons in Hy, — uD°X events.

The L1_.CMUP6_PT4 efficiency has been found to be between 89% and 92% at the high pr plateau,
depending on value of |n| of the track, with a higher efficiency at higher |5|. This has been accomplished
using J/v¢ — ptu~ events collected on the CMUPS trigger. The efficiency divided into bins based on the
pr and || of the muon tracks with a reasonably small uncertainty in each bin. The efficiency was then
parameterized in each |n| bin by an error function dependent on 1/|pr|. The efficiency has been found to be

independent of other variables.
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5.3 L2 efficiency

For this measurement, we need the efficiency of the L2_ SVT_PT2_D120_.CMUP6_PT4 trigger. This trigger
requires a CMUP4 trigger in L1 and an SVT track with a pr greater than 2 GeV/c and a dy between 120
pm and 1 mm at L2. The muon in level 2 is the same muon that fired the trigger at level 1. All that happens
at level 2 is that the event is examined for an SVT track with an impact parameter between 120 ym and 1
mm and a pr greater than 2 GeV/c. The SVT uses tracks found by the XFT at level 1 as seeds to look for
tracks in the SVX, so to get an SVT track an XFT track must first be found. The efficiency that we wish

to measure is:

€SVT_PT2. D120 * €XFT * €L1 CMUP6_PT4 * €offline MUON * €offline_ SVX * 6?)ﬂﬁﬁne_(jOT

(5.8)
€L,1_CMUP6_PT4 * €offline MUON * €offline SVX X €-ffline COT

Unfortunately, there is not sample of tracks that is unbiased with respect to both XFT and SVT that is
large enough to measure this efficiency all at once. Therefore, we take advantage of the fact that one must
have an XFT track to get an SVT track by first finding the XFT efficiency for tracks that feed into the SVT
trigger, and then in a separate sample find the SVT efficiency of a track given that an XFT track has already
been found. Note that the XFT efficiency that we are now measuring is not the same as that measured for
the L1_CMUPG6_PT4 trigger; in particular, for that measurement we required that the offline and XFT pr
be greater than 4 GeV/c while for this measurement the offline pr must be greater than 2 GeV/c and the

XFT only needs to find the track. In terms of efficiency formulas, we now wish to find:

EXFT X €L1_CMUP6_PT4 X €offline MUON * €offline SVX X €offtine. COT
€L,1_CMUP6_PT4 * €offline MUON * €offline.SVX X €-ffline COT

and

€SVT_PT2.D120 X €XFT * €L1_CMUP6_PT4 X €ofline MUON * €offline SVX % 6gfﬂine_COT
EXFT * €L1_.CMUP6_PT4 * €offline MUON * €offline SVX * 6?)fﬂine_(jOT

(5.10)

As equations 5.9 and 5.10 multiplied together give equation 5.8.

The measurements that are actually made are somewhat different. For part one, we use events that came
in on the B.CHARM_LOWPT _L1.DPS trigger. We do this because, due to aging, the XFT efficiency is
different for 7 and K, and three-body decays that came in on the B.CHARM_LOWPT _L1_DPS are the only

sufficiently large source of pure 7 and K available. This should not make a large difference, since in both
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cases we are for the most part examining tracks that originated in a B decay. For part two, we use events
that came in on the CMUPS trigger, using the non-muon tracks in the events as probe tracks. The trigger
does not use silicon, so the tracks are unbiased with respect to the SVT. The environment is harder than in
the average CMUP4 event, but the requirement in the uSVT trigger for a second track tends to make those

event harder that the one that come in on the CMUP4 prescaled trigger.

5.3.1 XFT Efficiency

The XFT measurement is complicated by the fact that, due to aging, the XFT efficiency for pions and kaons
are different. This means that pure samples of pions and kaons are needed to measure the relevant efficiencies.
These samples are obtained by reconstructing the decays DT — K~wT#T and D?’S) = Ont, ¢ - KTK~
(and charge conjugate decays) using events that came in on either the B_.CHARM_LOWPT_L1_DPS trigger.
The requirements for this trigger are outlined in section 4.2.3. We require two of the tracks from the D+
decay to fulfill the trigger requirements, and use the third track as the probe track in our measurement.
Despite the dynamic prescale, which varies between 250 and 1, we use events from this trigger because it
has no opposite charge requirement. We only examine runs that have good run bits set by run control and
the shift crew, as well as for online L1, L2, L3, SVT, SVX and the CLC, offline reconstruction, and COT,
CMU, and CMP offline. To make it into the denominator of our sample, the probe track must have the

following properties:

e The mass of the DT — K ~nt 7t must fall between 1.84374 and 1.89126 GeV /c?. Sideband subtraction

is used (Figure 5.9).

e The mass of the D?;) from the D(t) — ¢%7t, ¢° - K+ K~ decay must fall between either 1.84943
and 1.88678 GeV/c? (for the DT) or between 1.94733 and 1.98636 GeV/c? (for the D). Sideband
subtraction is used. We require that the ¢° in the decay have a mass between 1.0144 and 1.0256
GeV/c2. See Figures 5.10 and 5.11.

o In order to further reduce the possibility of a misassigned charge in the D?;) — 07t ¢ - KTK—
decay, we require that the event have one and only one D?;) decay that passes both the trigger

requirement and the mass cut on the ¢°.

e The pr of the probe track must be greater than 2 GeV/c

In| <1

|20] < 47.25 cm
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e The track must not cross the spacer in the axial superlayers and must stay within the fiducial volume

of the COT for all 8 Superlayers.

e The probe track must have at least 5 hits on each of two axial superlayers and each of two stereo

superlayers.

e The track must be the highest pr track within 2.5° of ¢ at superlayer 6. We also do not use the track
if either of the other tracks from the D decay was within 2.5° of ¢ at superlayer 6, regardless of their

relative momenta.

In order to make it into the numerator of this measurement, the probe track must also be found by the
XFT. The XFT and offline tracks are matched by requiring that the |§(1/pr)| < 0.1 (GeV/c)! and that
the |6(dsre)| < 0.5°, just as in section 5.2. The XFT finds tracks down to 1.5 GeV/c, but since the SVT
examined all XFT tracks, we simply require that a track was found without demanding the XFT py be
greater than 2 GeV/c.

This measurement is separated into two run ranges. The first run range, encompassing the runs between
152636 and 158000, contains all the runs between the beginning of 1-miss XFT until the shutdown. The
second run range, running from 158000 and 163117, contains all the post-shutdown data in our sample. We
parameterize the efficiency in terms of inverse pr and |n| in the first run range. We examined the efficiency
with respect to ¢sre for both 7 and K in the first run range (Figure 5.12), and found in the efficiency was
roughly flat with respect to ¢srg for 7 and only a very weak dependence for K. However, given that the
effect is small and we expect the events to be uniformly distributed in ¢gr¢, we do not parameterize the
efficiency in ¢gr¢ for either m or K in the first run range. In the second run range, the effects of the COT
aging and an offset in the XFT beamspot are great enough that we also take ¢sr¢ into account. In the first
run range, a linear fit is performed in 1/pr with bin centers weighted to reflect the distribution of 1/pr in
each bin for each of the |n| bins (Figures 5.13 and 5.14). After getting the efficiencies with respect to 1/pr,
we use a linear extrapolation in |n| to get the true efficiency for a given track (Figure 5.19). For the second
run range, we divided the sample into two ¢srg ranges, one for 225° < ¢gre < 345°, and the other for
¢sre < 225° or 345° < ¢sre. In each ¢sre and |n| range, a linear fit is performed in 1/pr with bin centers
weighted to reflect the distribution of 1/pr (Figures 5.15 through 5.18). After getting the efficiencies with
respect to inverse pr, we use a linear extrapolation in |n| to get the true efficiency for a given track, but we
do not extrapolate between ¢gsrg ranges. The values for each fit and the associated error matrices are in

tables 5.2 through 5.37.

47



We do not attempt to adjust the results to account for the dynamic prescale, which means that we
are not evenly sampling our dataset. This may mean that there is a difference between the efficiency
measured using this sample and our signal sample, which is unprescaled and therefore will have a higher
fraction of high luminosity events. In order to account for this, we look at events that came in on the
unprescaled B.CHARM_HIGHPT trigger. This trigger has an opposite charge requirement, so we cannot
use Dt — K—7nt7T to measure the K efficiency. However, we can make a measurement of the 7 XFT
efficiency using this sample, putting the same numerator and denominator requirements on the track as
listed above, except requiring that two of the legs meet the B.CHARM_HIGHPT requirements. We can use
this to check the luminosity dependence of the XFT trigger in our run range by measuring the pion efficiency
in this sample for the periods in which the prescale of the B.CHARM_LOWPT_L1_DPS was greater than
one, and for when the B.CHARM_LOWPT_L1_DPS had a prescale of 1 (Figure 5.20). This shows only a
very small difference in efficiency. Additionally, we check the XFT efficiency versus track isolation, as a
large drop in efficiency as the number of tracks increases might indicate that there would be luminosity
dependence, but again we see little effect (Figure 5.21). Therefore, we assess a -0.5% systematic to account
for any luminosity dependence in the efficiency.

In the second run range, there is a z-dependence in the COT aging which leads to a slight asymmetry
between positive and negative 7. In order to account for this, we assign a £0.5% systematic uncertainty to
the efficiencies in the second run range. We looked for a similar dependence in the earlier run ranges, but
saw none (Figure 5.22).

Lastly, we note that in figure 5.11, there is a small bump in the ¢°7t mass distribution just above the
D7 peak. By looking at events that were reconstructed both in the ¢°7+ and K—nt7+ distributions, we
see that there is a small DT — K~ 77t reflection (with a 7 being misreconstructed as a K) of about 1500
events in the ¢°7+ distribution, peaking around 2.03 GeV/c?. As our high sideband region runs from 1.9994
to 2.0189 GeV/c?, there is some of the tail of this distribution in our sidebands. This is a concern because
if there is an excess of pions in the kaon background, it could result in the measured kaon efficiency being
lower than the true efficiency. However, we see that there are only 725 events in the sideband region that,
when one track assigned the K mass is instead assigned the 7 mass, fall within 30 of the Dt peak. However,
there is a large background beneath the Dt peak, and only about 20% of the events in that 30 window are
actually DT events. So we believe that the excess is at most about 145 events over our entire sample. In
comparison, there are about 130,000 K tracks after sideband subtraction, so at most this could be a 0.1%

effect. We consider this negligible and do not assign a systematic (Figure 5.23).
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5.3.2 SVT Efficiency

Like the L1 measurement, the SVT measurement is made using the CMUPS8 sample (section 4.2.2). We
are using the CMUPS8 sample because it provides a large number of tracks that are not biased with respect
to the SVT and have kinematics somewhat similar to those in the u+SVT events. We only examine runs
that have good run bits set by run control and the shift crew, as well as for online L1, L2, L3, SVT, SVX
and the CLC, offline reconstruction, and COT, CMU, and CMP offline. To get into the denominator of our

measurement, we require that each track in the sample pass the following requirements:

e The event must have a muon with an offline pr > 8 GeV/c that also fired the L1 CMUP4 trigger and
had an XFT pr > 8 GeV/c.

e The probe track must have a 0.035 rad < A¢y < 1.57 rad and the invariant mass of the track+muon

must be less than 5 GeV/c?, assuming the pion mass for the track.
e pr > 2 GeV/e.

e The probe track must have at least 5 hits on each of two axial superlayers and each of two stereo

superlayers.

e The probe track must be matched an XFT track (with the same criteria as detailed above), and the
track must have the greatest transverse momentum of any track within A¢grg < 2.5°, in order to

avoid fratricide in the XFT.
e |n| < 1.0 (Figure 5.24 shows the efficiency vs. ||.)

e The probe track must not cross the spacer in the axial superlayers and must stay within the fiducial

volume of the COT for all 8 Superlayers.

e All SVX electrical barrel crossers and wedge crossers were excluded. This was done by requiring all

denominator tracks to have all of their hits in a single wedge and electrical barrel.
e The track must have been associated with SVX hits in all four SVX layers used by the SVT.
e 120pum < |dy — 8um| < 850um
o |20| < 47.25 cm
e The SiExpected method [52] from the TrackingSI method was used to predict which layers of the

silicon would be crossed by the track. We require that SiExpected predict that the track not cross
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any electrical barrel or wedge boundary. We also require that SiExpected predict that the track pass
through all for SVX layers in the SVT, and that those layers must be integrated according to the
database. We found that some layers used in the SVT which the database said were integrated had
0 or close to 0 efficiency, and tracks passing through these layers were also excluded. A list of these

layers is provided in table 5.38.

e The efficiency was found to drop near the edges of the mechanical barrels and wedges. Therefore,
regions near mechanical barrel and wedge boundaries were excluded to eliminate areas where the
efficiency was changing rapidly (Figure 5.24 shows the efficiencies for the included sections). The

excluded sections in ¢,_g,,, were

8.75° < Pr=gem < 18.75°

— 42.5° < ¢r—gem < 50°

— 70° < Pr=gem < T7.75°

— 103.75° < ¢r—gem < 107.5°
— 132.5° < Pr=gcm < 138.75°
— 161.25° < ¢p=gem < 171.25°
— 191.25° < ¢r—gem < 197.5°
— 216.25° < ¢r=gem < 230°

— 251.25° < ¢r—gem < 256.25°
— 282.5° < Pr=gcm < 287.5°
— 310° < ¢r=gem < 321.25°

— 340° < Pp—gem < 348.75°
The excluded sections in z,—g.,, were

— —45em < Zr—8em

— —17em < zp—gem < —15cm

— 15em < zp—gem < 18cm

— Zr=8em < 45cm.
Our sample contains a little over 71,000 tracks which meet all these requirements. To get into the numerator
of the measurement, the track had to additionally satisfy the following criteria:
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The offline track had to be matched to a SVT track[53] with a matching x? < 25.

The track pr of the matched SVT track had to be greater than 2 GeV/c

The SVT |doy| had to be between 120 um and 1000 pm.
e The SVT x2 < 25.

The reason for the asymmetric cut on SVX dy has to do with the way the SVT rounds the impact parameter
when it sends the track information to the L2 processor. The SVT granularity is 10 microns, and it appears
that the SVT rounds the impact parameter down. This means that the -120 pm bin has tracks with impact
parameters between -111 and -120 microns, while the 120 ym bin has tracks with between 120 and 129
microns. This means that there are more tracks trigger with negative dy than with positive dy. Due to the
statistical limitations of our sample, we wish to parameterize the efficiency in terms of absolute dy, so we
have dealt with this asymmetry in the SVT dp by making our SVX dy range asymmetric (Figure 5.25).

For the purposes of the H, — uD°X cross-section measurement, we wish to avoid regions in |dy — 8pum)|
where there are poor statistics and the efficiency is rapidly changing. For this reason, we plan to exclude
|do — 8um| turn-off region. Examining figure 5.26, we choose to place our cut off at 850 microns.

Also, we found that the SVT efficiency has a dependence on the track environment. In particular,
the efficiency was seen to decrease as more tracks were found within a A¢r—gen < 5° of the probe track.
We do not, however, want to cut tracks in high occupancy environments from our sample, as this would
kinematically bias our signal sample in ways that are difficult to take into account. Instead, we define the
variable ISO as being the number of tracks with a pr > 400 MeV /¢ that are within 5° of the probe track at
a radius of 8 cm, and measure the SVT efficiency with respect to this variable.

The resulting efficiency was divided into 11 bins of pr and 10 bins of |dy — 8um|, and 16 bins of ISO.

There were 1194 bins with tracks. We use a three dimensional fit of the form

1 1 -1 do — 8um| — d
€ = (co+€1py ——+€140|do — 8|+ 2a0|do — 8|2 + €150 1SO) xerf( HLPT0 = L/PTy o o g Ido = 8um| = dsor )
pr OpT 0do+

(5.11)
Where ¢ is the efficiency, ¢, is the plateau efficiency, prsg is the transverse momentum at which the efficiency
is 1/2 the plateau efficiency with dy and ISO held constant, 0,7 indicates the width of the turn on region,
dso+ indicates where on the turn on curve the efficiency is 1/2 the plateau efficiency with pr and ISO held
constant, o494 indicates the width of the turn on region, and erf refers to the error function, defined in

equation 5.5. The terms €1p,, €140, and ezqo have been added to account for the fact that the plateau is

not well fit by a flat line. The €750 term accounts for the effect of the isolation on the SVT efficiency. The
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bin centers were weighted to reflect the average value of inverse pr and |dy — 8um| in each bin. The fitted
values and associated error matrix can be found on tables 5.39 and 5.40. Figures B.1 through B.18 show
the SVT efficiency versus impact parameter for the various slices in ISO and pr, with sections of the three
dimensional fit laid over the points. Similarly, figures B.19 through B.36 show the SVT efficiency versus
1/pr for the slices in SO and |dy — 8um]|, with sections of the three dimensional fit laid over the points.
Next, figures B.37 through B.66 show the SVT efficiency versus I.SO for the slices in 1/pr and |dy — 8um)|,
with sections of the three dimensional fit laid over the points.

It is worth noting that in previous attempts to measure this efficiency, we used muons from J/¢ — ptpu~
decays that were recorded on the CMU-CMU and CMU-CMX triggers. The numerator and denominator
cuts were the same as listed above, except that we place a £30 cut on the J/t invariant mass and used
sideband subtraction to get a pure muon sample, and there was no A¢g cut between the muon tracks.
However, when we compared the efficiency obtained from this sample to the efficiency obtained from the
CMUPS8 sample, we saw that the efficiency was much higher in the J/v sample (Figure 5.27). This was
because we were not examining ISO; at the time, we were only looking at 1/pr and dy. We then plotted
the efficiency on the 1/pr and dy plateaus for both samples vs. ISO and as seen in figure 5.28 they agree to
within statistical error. The muon tracks in the J/1 sample tend to be more isolated than the tracks in the
CMUPS sample, and thus have a higher average efficiency. Examining the ISO distributions of tracks from
the the J/¢, CMUPS8, and B semileptonic sample (which is our signal sample), we see that the distribution
from signal sample falls between that of the CMUPS and J/v¢ samples (Figure 5.29). Also, the CMUPS8
sample has better statistics than the J/1¢ sample. Therefore, we chose to use the CMUPS8 sample rather
than the J/4 for our measurement. (We chose not to use both to avoid situations where the event fired both
the CMUPS trigger and the J/v trigger.)

The measurement of the L2_.SVT_PT2_D120_CMUP6_PT4 efficiency has been broken into two parts, one
for the XFT efficiency of the tracks which feed into the SVT trigger, and the other for the SVT efficiency
with respect to the XFT+offline. The XFT efficiency was measured using events that came in on the L3
B_CHARM LOWPT L1 DPS trigger. This efficiency was binned according to pr, |5|, and run number, as
well as ¢g6 in the second run range. The errors on the efficiency in each of the bins were reasonably small,
and the efficiency was parameterized by either linear fit in 1/|pr| in each |5| bin. The SVT efficiency was
measured using events that came in on the CMUPS trigger. This efficiency was binned according to pr,
track isolation, and dy. The errors on the efficiency in each of the bins were reasonably small, and the

efficiency was parameterized by a three dimensional fit.
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5.4 L3 Efficiency

The L3 trigger used in this analysis is the B.SEMI.CMUP4_TRACK2_D120 trigger, or L3 uSVT trigger.
We only examine runs that have good run bits set by run control and the shift crew, as well as for online
L1, L2, L3, SVT, SVX and the CLC, offline reconstruction, and COT, CMU, and CMP offline. We need to

get the efficiency of this trigger relative to the L1 and L2 triggers plus offline:

¢(B_SEMI_.CMUP4_TRACK2.D120) x e(SVT_PT2.D120) x ¢(XFT) x e(L1.CMUP6_PT4) x €(offline)
e(SVT_PT2D120) x e(XFT) x ¢(L1_CMUP6_PT4) x €(offline)

(5.12)
To get the efficiency, we use events that came in on the B.SEMI L3PS20_1.2_TRK2 D120_.L.1_.CMUP6_PT4
trigger, described in section 4.2.4. For an event to make it into the denominator of our measurement, there
must be an offline CMUP muon and a second offline track matched to an SVT track, where the CMUP muon
satisfies all the L1 numerator and denominator cuts and the second track satisfies all the L2 numerator and
denominator cuts. To enter the numerator of the measurement, the B.SEMI_CMUP4_TRACK2_D120 trigger
must have fired. Note that in the runs used in this analysis, there was no SVX reconstruction in L3; the
impact parameter of the track was gotten by matching a L3 COT track with an SVT track. Examining the
kinematic distributions of the CMUP muon and the second track, we find that there is a sharp but present
turn-on curve at low transverse momentum for both tracks. We fit this efficiency distribution two a two
dimensional fit in the inverse pr of the muon and the inverse pr of the second track, using the error function

to characterize the turn on curves:

(Mpruso =1/pry g A/prsvrso = 1pr (5.13)

O01/pry O1/prsvr

€ = €pigtean X €rfl

The results of the binned fit to the data give €piatean = 0.97066, 1/pru50 = 0.25092 (1/(GeV/c)), 01/py, =
0.0055054 (1/(GeV/c)), 1/prsvrso = 0.50143 (1/(GeV/c)) and 01/p,,» = 0.0061269 (1/(GeV/c)). The
bin centers used in the fit were weighted to reflect the average values of the inverse muon and SVT track
pr. The error matrix associated with the fit can be found in table 5.41, and the efficiency is plotted against

the p and SVT 1/py in figures 5.30 through 5.34.

5.5 Summary

The efficiency of the B Semileptonic trigger path has been measured using data taken in the run range

152636 to 163117. The level 1 L1.CMUP6_PT4 was found using J/ events that came in on the CMUP8
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trigger. The level 2 L2.SVT_PT2_D120_.CMUP6_PT4 efficiency was measured in two parts using Dt —
K—7t7t and D(t) — ¢7nF, ¢® - K+K~ that came in on the B.CHARM_LOWPT_L1_DPS trigger
for the XFT half of the efficiency, and events that came in on the CMUPS8 trigger for the SVT section.
The level 3 B.SEMI_ CMUP4_TRACK2 D120 trigger efficiency was determined using the events from the
B_SEMI_L3PS20_L2_TRK2 D120 L1_CMUPG6_PT4 trigger. These efficiencies were binned according to pr,
1, ¢, run number, isolation, or impact parameter as appropriate, an had reasonably small error bars in most

bins. These efficiencies were then parameterized using polynomial fits or fits to the error function.
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Trigger Efficiency Tables and Figures

X/ndf = 10.273/5 | €ptatean 1/prs0 (1/(GeV/©)) | 01/pe (1/(GeV/e))
Eplatean 0.41331E-04 | 0.27925E-05 0.78373E-05
1/prso (1/(GeV/c)) | 0.27925E-05 | 0.19652E-04 0.24122E-04
1/pr (1/(GeV/c)) | 0.78373E-05 | 0.24122E-04 0.34976E-04
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Table 5.1: The error matrix returned by the binned fit to the L1 efficiency vs 1/pr of equation 5.4 after the
L1 efficiency vs 1/pr was reweighted by the L1 efficiency vs. 7.




Here are the fitted values for the L2 XFT efficiency measurement in the first run range for «:

e=b+m=x*(1/pr)

[n| range | b m (GeV/e)
0t00.2 0.96570 | -0.16684
0.2t0 0.4 | 0.97083 | -0.10890
0.4 t0 0.6 | 0.98004 | -0.058907
0.6 to 0.8 | 0.99474 | -0.038996
0.8 to 1.0 | 1.0140 | -0.070710

(5.14)

Table 5.2: The values returned by binned fits to the L2 XFT efficiency in the various |7| bins for the first

run range for 7.

X2 /ndf =5.3437/9 | b m (GeV/c)
b 0.24689E-03 | -0.77989E-03
m (GeV/c) -0.77989E-03 | 0.27849E-02

Table 5.3: The error matrix returned by binned fit to the L2 XFT efficiency for 0 < || < 0.2 bin for the

first run range for 7.

X2 /ndf =15.763/9 | b m (GeV/c)
b 0.17053E-03 | -0.54354E-03
m (GeV/c) -0.54354E-03 | 0.19636E-02

Table 5.4: The error matrix returned by binned fit to the L2 XFT efficiency for 0.2 < |n| < 0.4 bin for the

first run range for 7.

X2 /ndf = 7.4666/9 | b m (GeV/c)
b 0.12573E-03 | -0.39069E-03
m (GeV/c) -0.39069E-03 | 0.13594E-02

Table 5.5: The error matrix returned by binned fit to the L2 XFT efficiency for 0.4 < |n| < 0.6 bin for the

first run range for «.

X2 /ndf =11.194/9 | b m (GeV/e)
b 0.83395E-04 | -0.26584E-03
m (GeV/c) -0.26584E-03 | 0.95155E-03

Table 5.6: The error matrix returned by binned fit to the L2 XFT efficiency for 0.6 < |n| < 0.8 bin for the

first run range for «.
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X2 /ndf =13.031/9 | b m (GeV/c)
b 0.11778E-03 | -0.36882E-03
m (GeV/c) -0.36882E-03 | 0.12943E-02

Table 5.7: The error matrix returned by binned fit to the L2 XFT efficiency for 0.8 < |n| < 1.0 bin for the

first run range for 7.

Here are the fitted values for the L2 XFT efficiency measurement in the first run range for K:

e=b+m=x(1/pr)

|| range | b m (GeV/e)
0to00.2 0.89077 | -0.35974
0.2 to 0.4 | 0.94397 | -0.37938
0.4 to 0.6 | 0.96628 | -0.23526
0.6 to 0.8 | 0.98017 | -0.11753
0.8t0 1.0 | 1.0195 | -0.15335

(5.15)

Table 5.8: The values returned by binned fits to the L2 XFT efficiency in the various |5| bins for the first

run range for K.

X2 /ndf =11.492/9 | b m (GeV/c)
b 0.36177E-03 | -0.10459E-02
m (GeV/c) -0.10459E-02 | 0.33373E-02

Table 5.9: The error matrix returned by binned fit to the L2 XFT efficiency for 0 < |n| < 0.2 bin for the

first run range for K.

x%/ndf = 6.0023/9 | b m (GeV/c)
b 0.26390E-03 | -0.76740E-03
m (GeV/c) L0.76740E-03 | 0.24694E-02

Table 5.10: The error matrix returned by binned fit to the L2 XFT efficiency for 0.2 < |n| < 0.4 bin for the

first run range for K.

X2 /ndf =7.2276/9 | b m (GeV/e)
b 0.17330E-03 | -0.50174E-03
m (GeV/c) -0.50174E-03 | 0.16073E-02

Table 5.11: The error matrix returned by binned fit to the L2 XFT efficiency for 0.4 < |5| < 0.6 bin for the

first run range for K.
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X2 /ndf =6.2596/9 | b m (GeV/c)
b 0.14826E-03 | -0.42465E-03
m (GeV/c) -0.42465E-03 | 0.13294E-02

Table 5.12: The error matrix returned by binned fit to the L2 XFT efficiency for 0.6 < || < 0.8 bin for the
first run range for K.

X2 /ndf =6.4377/9 | b m (GeV/c)
b 0.19850E-03 | -0.57173E-03
m (GeV/c) -0.57173E-03 | 0.17853E-02

Table 5.13: The error matrix returned by binned fit to the L2 XFT efficiency for 0.8 < |n| < 1.0 bin for the
first run range for K.

Here are the fitted values for the L2 XFT efficiency measurement in the second run range for = with

dsre < 225° or 345° < ¢sre (the top of the detector):

e=b+m=x(1/pr) (5.16)

|n| range | b m (GeV/c)
0t0 0.2 0.96487 | -0.18079
0.2to0 0.4 | 0.98430 | -0.13877
0.4 t0 0.6 | 0.98919 | -0.065533
0.6 to 0.8 | 0.97996 | -0.0078088
0.8 to 1.0 | 0.98856 | -0.0080328

Table 5.14: The values returned by binned fits to the L2 XFT efficiency in the various || bins for = with
dsrLe < 225° or 345° < ¢srg (the top of the detector) in the second run range.

X2 /ndf =9.1179/9 | b m (GeV/c)
b 0.20142E-03 | -0.62395E-03
m (GeV/c) -0.62395E-03 | 0.21811E-02

Table 5.15: The error matrix returned by binned fit to the L2 XFT efficiency for 0 < |n| < 0.2 bin for =

with ¢sre < 225° or 345° < ¢sre (the top of the detector) in the second run range.

X2 /ndf =7.3388/9 | b m (GeV/c)
b 0.15218E-03 | -0.47115E-03
m (GeV/e) -0.47115E-03 | 0.16354E-02

Table 5.16: The error matrix returned by binned fit to the L2 XFT efficiency for 0.2 < |n| < 0.4 bin for =
with ¢grg < 225° or 345° < ¢sre (the top of the detector) in the second run range.
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X% /ndf =10.918/9 | b m (GeV/c)
b 0.10089E-03 | -0.31157E-03
m (GeV/c) -0.31157E-03 | 0.10876E-02

Table 5.17: The error matrix returned by binned fit to the L2 XFT efficiency for 0.4 < || < 0.6 bin for «
with ¢sre < 225° or 345° < ¢sr6 (the top of the detector) in the second run range.

X2 /ndf =13.345/9 | b m (GeV/c)
b 0.91554E-04 | -0.28507E-03
m (GeV/c) -0.28507E-03 | 0.99516E-03

Table 5.18: The error matrix returned by binned fit to the L2 XFT efficiency for 0.6 < |5| < 0.8 bin for =
with ¢sre < 225° or 345° < ¢sre (the top of the detector) in the second run range.

2 /ndf = 11.444/9 | b m (GeV/c)
b 0.12363E-03 | -0.37484E-03
m (GeV/c) -0.37484E-03 | 0.12645E-02

Table 5.19: The error matrix returned by binned fit to the L2 XFT efficiency for 0.8 < |5| < 1.0 bin for =
with ¢grg < 225° or 345° < ¢sre (the top of the detector) in the second run range.

Here are the fitted values for the L2 XFT efficiency measurement in the second run range for K with

dsre < 225° or 345° < ¢gsre (the top of the detector):

e=b+m=x*(1/pr) (5.17)

[n| range | b m (GeV/e)
0t00.2 0.91265 | -0.38628
0.2 to 0.4 | 0.92357 | -0.30810
0.4 to 0.6 | 0.94896 | -0.19148
0.6 to 0.8 | 0.97928 | -0.15564
0.8 to 1.0 | 0.99607 | -0.090003

Table 5.20: The values returned by binned fits to the L2 XFT efficiency in the various |n| bins for K with
dsre < 225° or 345° < ¢sre (the top of the detector) in the second run range.

X2 /ndf =15.175/9 | b m (GeV/c)
b 0.28800E-03 | -0.82648E-03
m (GeV/c) -0.82648E-03 | 0.26158E-02

Table 5.21: The error matrix returned by binned fit to the L2 XFT efficiency for 0 < |n| < 0.2 bin for K
with ¢gsre < 225° or 345° < ¢sre (the top of the detector) in the second run range.
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X2 /ndf =9.1452/9 | b m (GeV/c)
b 0.22882E-03 | -0.65834E-03
m (GeV/c) -0.65834E-03 | 0.20861E-02

Table 5.22: The error matrix returned by binned fit to the L2 XFT efficiency for 0.2 < || < 0.4 bin for K
with ¢sre < 225° or 345° < ¢sr6 (the top of the detector) in the second run range.

X2 /ndf =9.0117/9 | b m (GeV/e)
b 0.16097E-03 | -0.45478E-03
m (GeV/c) -0.45478E-03 | 0.14098E-02

Table 5.23: The error matrix returned by binned fit to the L2 XFT efficiency for 0.4 < || < 0.6 bin for K
with ¢sre < 225° or 345° < ¢sre (the top of the detector) in the second run range.

X2 /ndf =2.6716/9 | b m (GeV/c)
b 0.13141E-03 | -0.37405E-03
m (GeV/c) -0.37405E-03 | 0.11646E-02

Table 5.24: The error matrix returned by binned fit to the L2 XFT efficiency for 0.6 < |n| < 0.8 bin for K
with ¢grg < 225° or 345° < ¢sre (the top of the detector) in the second run range.

X2 /ndf =9.3900/9 | b m (GeV/c)
b 0.16213E-03 | -0.46012E-03
m (GeV/c) -0.46012E-03 | 0.14204E-02

Table 5.25: The error matrix returned by binned fit to the L2 XFT efficiency for 0.8 < |n| < 1.0 bin for K
with ¢sre < 225° or 345° < ¢sr6 (the top of the detector) in the second run range.

Here are the fitted values for the L2 XFT efficiency measurement in the second run range for = with

225° < ¢sre < 345° (the bottom of the detector):

e=b+m=x*(1/pr) (5.18)

|| range | b m (GeV/c)
0to 0.2 0.95854 | -0.30134
0.2t0 0.4 | 0.93918 | -0.23496
0.4 t0 0.6 | 0.96039 | -0.058717
0.6 to 0.8 | 0.96392 | -0.044611
0.8 to 1.0 | 1.0080 | -0.099275

Table 5.26: The values returned by binned fits to the L2 XFT efficiency in the various |n| bins for 7 with
225° < ¢sr6 < 345° (the bottom of the detector) in the second run range.
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x%/ndf =5.1653/9 | b m (GeV/c)
b 0.71152E-03 | -0.21611E-02
m (GeV/c) -0.21611E-02 | 0.73895E-02

Table 5.27: The error matrix returned by binned fit to the L2 XFT efficiency for 0 < |n| < 0.2 bin for =
with 225° < ¢sr6 < 345° (the bottom of the detector) in the second run range.

X2 /ndf =9.4748/9 | b m (GeV/c)
b 0.49341E-03 | -0.15013E-02
m (GeV/c) -0.15013E-02 | 0.51597E-02

Table 5.28: The error matrix returned by binned fit to the L2 XFT efficiency for 0.2 < |n| < 0.4 bin for =
with 225° < ¢sre < 345° (the bottom of the detector) in the second run range.

X2 /ndf =3.3985/9 | b m (GeV/c)
b 0.29327E-03 | -0.92685E-03
m (GeV/c) -0.92685E-03 | 0.32694E-02

Table 5.29: The error matrix returned by binned fit to the L2 XFT efficiency for 0.4 < || < 0.6 bin for =
with 225° < ¢sre < 345° (the bottom of the detector) in the second run range.

X2 /ndf =4.0431/9 | b m (GeV/c)
b 0.23580E-03 | -0.73770E-03
m (GeV/c) -0.73770E-03 | 0.25778E-02

Table 5.30: The error matrix returned by binned fit to the L2 XFT efficiency for 0.6 < || < 0.8 bin for =
with 225° < ¢sr6 < 345° (the bottom of the detector) in the second run range.

X2 /ndf =11.444/9 | b m (GeV/c)
b 0.26828E-03 | -0.80011E-03
m (GeV/c) -0.80011E-03 | 0.27113E-02

Table 5.31: The error matrix returned by binned fit to the L2 XFT efficiency for 0.8 < || < 1.0 bin for «
with 225° < ¢sre < 345° (the bottom of the detector) in the second run range.
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Here are the fitted values for the L2 XFT efficiency measurement in the second run range for K with

225° < ¢sre < 345° (the bottom of the detector):

e=b+mx*(1/pr) (5.19)

[n| range | b m (GeV/e)
0t00.2 0.77564 | -0.30894
0.2 to 0.4 | 0.83860 | -0.36190
0.4 to 0.6 | 0.93984 | -0.35030
0.6 to 0.8 | 0.95825 | -0.16630
0.8 to 1.0 | 1.0055 | -0.13468

Table 5.32: The values returned by binned fits to the L2 XFT efficiency in the various |n| bins for K with
225° < ¢sre < 345° (the bottom of the detector) in the second run range.

X2 /ndf =11.779/9 | b m (GeV/c)
b 0.88545E-03 | -0.25008E-02
m (GeV/c) -0.25008E-02 | 0.76977E-02

Table 5.33: The error matrix returned by binned fit to the L2 XFT efficiency for 0 < |n| < 0.2 bin for K
with 225° < ¢sr6 < 345° (the bottom of the detector) in the second run range.

X2 /ndf =17.937/9 | b m (GeV/c)
b 0.62609E-03 | -0.17875E-02
m (GeV/¢) -0.17875E-02 | 0.56151E-02

Table 5.34: The error matrix returned by binned fit to the L2 XFT efficiency for 0.2 < || < 0.4 bin for K
with 225° < ¢sre < 345° (the bottom of the detector) in the second run range.

X2 /ndf =5.2913/9 | b m (GeV/c)
b 0.43073E-03 | -0.12335E-02
m (GeV/c) -0.12335E-02 | 0.38992E-02

Table 5.35: The error matrix returned by binned fit to the L2 XFT efficiency for 0.4 < |n| < 0.6 bin for K
with 225° < ¢sre < 345° (the bottom of the detector) in the second run range.

x2/ndf =10.589/9 | b m (GeV/c)
b 0.31460E-03 | -0.91491E-03
m (GeV/c) -0.91491E-03 | 0.29306E-02

Table 5.36: The error matrix returned by binned fit to the L2 XFT efficiency for 0.6 < |n| < 0.8 bin for K
with 225° < ¢sr6 < 345° (the bottom of the detector) in the second run range.
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X2 /ndf =9.6585/9 | b m (GeV/c)
b 0.39116E-03 | -0.11265E-02
m (GeV/e) -0.11265E-02 | 0.35519E-02

Table 5.37: The error matrix returned by binned fit to the L2 XFT efficiency for 0.8 < |5| < 1.0 bin for K
with 225° < ¢sre < 345° (the bottom of the detector) in the second run range.
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first run | last run | barrel | end | wedge | layer
152636 | 163117 | 0 1 0 0
162453 | 162478 |1 0 0 0
153616 | 155392 |1 1 2 0
153325 | 163117 |1 0 5 0
155342 | 155391 |1 0 6 0
152636 | 156489 |1 0 8 0
152636 | 156489 | 0 0 11 0
152636 | 155298 |1 1 8 1
162238 | 162252 | 0 0 6 1
163113 | 163117 |1 0 9 1
160346 | 160532 |1 0 1 2
155742 | 161440 | O 1 5 2
163064 | 163117 | 2 0 5 2
154449 | 163117 |1 0 9 2
154653 | 155392 | O 1 10 2
152636 | 163117 | 2 0 6 3
163064 | 163117 |1 0 1 3
162836 | 163117 |1 1 1 3
162982 | 163117 |1 0 3 3
162982 | 163117 |1 1 11 3
155113 | 155394 | O 0 8 3
152636 | 163117 |1 1 0 4
152636 | 163117 |1 1 1 4
152636 | 156489 | 1 0 4 4
155364 | 156368 | 0 1 5 4
154653 | 156489 | 0 0 6 4
154653 | 156368 | 2 1 6 4
152636 | 163117 |1 0 7 4
152636 | 155298 |1 1 8 4

Table 5.38: These are the layers of the SVX which the database indicated were integrated but were nev-
ertheless excluded from my measurement due to low efficiency. Note that my measurement only includes
runs between 152636 and 163117, so layers with this run range indicated may have problems over a longer
period. Also, we concentrated on layers that were used in the SVT, so the layer being taken out of the ‘bad’

list may indicate that a different layer was selected for use in the SVT.
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€0 €1pr

€1d0

€240

1/prso (1/(GeV/c))

opr (1/(GeV/c))

d0s0+ (cm)

oqo+ (cm) | €rs0

0.92791 | -0.16321

2.1460

-18.553

0.50114

0.022584

0.011508

0.0052810

Table 5.39: The values returned by the binned fit to the L2 SVT efficiency relative to XFT and offline of

equation 5.11.

Xz/ndf = 76989/646 €0 €lpr €1d0 €240 l/pT50 ((GGV/C)_I)

€0 0.17232E-03 -0.65269E-04 | -0.66988E-02 | 0.65879E-01 | -0.57623E-06

€1pr -0.65269E-04 0.22461E-03 | -0.46758E-04 | -0.25139E-03 | 0.29064E-05

€140 -0.66988E-02 -0.46758E-04 | 0.30995 -3.1223 -0.49452E-05

€240 0.65879E-01 -0.25139E-03 | -3.1223 32.298 0.45573E-04

1/prso ((GeV/e)™') | -0.57623E-06 0.29064E-05 | -0.49452E-05 | 0.45573E-04 | 0.12089E-05

opT ((GeV/e)™) -0.23762E-05 0.11080E-04 | -0.15405E-04 | 0.13322E-03 | 0.22026E-05

dOso+ (cm) -0.38881E-07 0.46813E-07 | -0.24039E-06 | 0.91307E-05 | 0.70715E-09

o4o+ (cm) 0.18122E-05 -0.20678E-07 | -0.73834E-04 | 0.68628E-03 | 0.30498E-09

€1SO -0.21047E-05 0.96273E-06 | 0.29154E-04 | -0.25732E-03 | -0.41908E-08
OpT ((GeV/C)fl) d050+ (cm) 0do+ (cm) €ISO

€0 -0.23762E-05 -0.38881E-07 | 0.18122E-05 | -0.21047E-05

€lpr 0.11080E-04 0.46813E-07 | -0.20678E-07 | 0.96273E-06

€140 -0.15405E-04 -0.24039E-06 | -0.73834E-04 | 0.29154E-04

€240 0.13322E-03 0.91307E-05 | 0.68628E-03 | -0.25732E-03

1/prso ((GeV/e)™) | 0.22026E-05 0.70715E-09 | 0.30498E-09 | -0.41908E-08

opr ((GeV/e)™) 0.49168E-05 0.86471E-09 | -0.41669E-10 | 0.14194E-07

d050+ (cm) 0.86471E-09 0.97979E-08 | -0.16877E-07 | 0.19576E-08

040+ (cm) -0.41669E-10 -0.16877E-07 | 0.60355E-07 | -0.60440E-08

€150 0.14194E-07 0.19576E-08 | -0.60440E-08 | 0.71030E-06

Table 5.40: The error matrix returned by the binned fit to the L2 SVT efficiency relative to XFT and offline

of equation 5.11.
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X2 /ndf =149.82/125 | €patean 1/pruso O1/pr, 1/prsvrso | O1/prsyer

€plateau 0.10380E-05 | 0.22833E-07 | 0.61040E-07 | 0.82349E-07 | 0.13901E-06
1/pTu50 0.22833E-07 | 0.20728E-06 | 0.24905E-06 | 0.29383E-08 | 0.43844E-08
O1/pr, 0.61040E-07 | 0.24905E-06 | 0.35844E-06 | 0.44874E-08 | 0.57851E-08
1/prsvrso 0.82349E-07 | 0.29383E-08 | 0.44874E-08 | 0.12869E-05 | 0.15282E-05
O1/prsvr 0.13901E-06 | 0.43844E-08 | 0.57851E-08 | 0.15282E-05 | 0.19821E-05

Table 5.41: The error matrix returned by the binned fit to the L3 u+SVT efficiency relative to L1, L2, and

offline of equation 5.13.
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Figure 5.1: The J/v¢ dimuon mass peak from the CMUPS8 trigger. The fitted curve was used to define signal
and sideband regions, and there are about 1887 events beneath the Gaussian.
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Figure 5.2: L1 CMUPA4 efficiency vs. 5 for pr > 4.45 GeV/c.
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Figure 5.3: L1 CMUP4 efficiency vs. 1/pr after being reweighted by the 7 efficiency.
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Figure 5.4: L1 CMUPA efficiency vs. 1/pr both before (red points) and after (black points) being reweighted
by the 7 efficiency.
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Figure 5.5: L1 CMUPA efficiency vs. 1/pr for —0.6 < n < —0.2 (red points), —0.2 < n < 0.2 (blue points),
and 0.2 < 59 < 0.6 (black points), before (left) and after (right) being adjusted so that the plateau efficiency
for each track is 1.
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Figure 5.6: Efficiency vs. 1/pr for the TCMD (red points) and XFT (blue points).
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Figure 5.7: L1 CMUP4 efficiency vs. ¢sr6-
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Figure 5.8: L1 CMUP4 efficiency vs. track isolation within 30° of ¢g.
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Figure 5.9: The DT — K~ 7wt 7t mass peak from the B.CHARM_LOWPT_L1_DPS trigger. The fitted curve
was used to define signal and sideband regions, and there are about 200,000 events beneath the Gaussian.
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Figure 5.10: The ¢° — K+ K~ mass peak from the B.CHARM_LOWPT_L1_DPS trigger used in the recon-
struction of D(t) — ¢°7T. We use only events that have a KK~ mass between 1.0144 and 1.0256 GeV/c?.
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Figure 5.11: The D?;) — @1, ¢° - K+ K~ mass peaks from the B.CHARM_LOWPT_L1_DPS trigger.
The fitted curve was used to define signal and sideband regions, and there are about 9,558 events beneath

the Dt Gaussian and 18,456 beneath the D} Gaussian.
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Figure 5.12: XFT efficiency (for the L2 measurement) vs. ¢sr¢ for runs between 152636 and 158000 (left)
and runs between 158000 and 163117 (right) for 7 (red) and K (blue).
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Figure 5.13: XFT efficiency vs.1/|pr| for 0 < |n| < 0.6 for runs between 152636 and 158000 for 7 (red) and
K (blue).
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Figure 5.14: XFT efficiency vs.1/|pr| for 0.6 < |5| < 1.0 for runs between 152636 and 158000 for = (red)
and K (blue).
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Figure 5.15: XFT efficiency vs.1/|pr| for 0 < |n| < 0.6 for runs between 158000 and 163117 for 7 (red) and
K (blue) within ¢sr6 < 225° or ¢sre > 345° (the top of the detector).
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Figure 5.16: XFT efficiency vs.1/|pr| for 0.6 < |5| < 1.0 for runs between 158000 and 163117 for = (red)
and K (blue) within ¢grs < 225° or ¢sre > 345° (the top of the detector).

82



CDF Run Il Preliminary 0.00<[n<0.20 CDF Run Il Preliminary 0.20<[n<0.40

2 1+ 2 1=
c o c L
Q - 9 F
I} i 5 W
: o.8>>‘t=¢%m--w=i4ﬁﬂ £ o D
Lo + Lo 1
s} s} +T
L —+ L
04f 04|
02F 02F
7\ Il ‘ Il Il ‘ Il Il ‘ Il Il 7\ Il ‘ Il Il ‘ Il Il ‘ Il Il
%.1 0.2 0.3 0.4 0.5 %.1 0.2 0.3 0.4 0.5
1Up; (1(GeVic) 1p; (1(GeVic)
CDF Run Il Preliminary 0.40<|n]<0.60
> 1
Q I 1
§ ’ ==t +*ﬂ
9 -
E OISM
F i
& i
0.6
04F
02F
L Ll Ll Ll ‘
%1 0.2 0.3 0.4 0.5
1p; (1(GeVic)

Figure 5.17: XFT efficiency vs.1/|pr| for 0 < |n| < 0.6 for runs between 158000 and 163117 for 7 (red) and
K (blue) within 225° < ¢sre < 345° (the bottom of the detector).
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Figure 5.18: XFT efficiency vs.1/|pr| for 0.6 < |5| < 1.0 for runs between 158000 and 163117 for = (red)
and K (blue) within 225° < ¢sr6 < 345° (the bottom of the detector).
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Figure 5.30: L3 pu+SVT efficiency vs. the inverse of the absolute value of the muons’ transverse momentum
(curvature) for various slices of the SVT tracks’ momenta. The curves are the one dimensional projections
of the two dimensional binned fit to the data.
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Figure 5.31: L3 pu+SVT efficiency vs. the inverse of the absolute value of the muons’ transverse momentum
(curvature) for various slices of the SVT tracks’ momenta. The curves are the one dimensional projections
of the two dimensional binned fit to the data.
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Figure 5.33: L3 p+SVT efficiency vs. the inverse of the absolute value of the SVT tracks’ transverse
momentum (curvature) for various slices of the SVT tracks’ momenta. The curves are the one dimensional
projections of the two dimensional binned fit to the data.
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Figure 5.34: L3 p+SVT efficiency vs. the inverse of the absolute value of the SVT tracks’ transverse
momentum (curvature) for various slices of the SVT tracks’ momenta. The curves are the one dimensional
projections of the two dimensional binned fit to the data.
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Chapter 6

Offline Efficiencies and Partial
Acceptances

6.1 Introduction

In the previous chapter, the measurements of the trigger efficiencies were made relative to the offline effi-
ciencies. In this chapter, the offline efficiencies are found.

The SVX and muon stub efficiencies are measured using data. We find the efficiency of the SVX relative
to the COT efficiency using J/v events that were taken on the dimuon triggers. We find the CMU efficiency
times acceptance relative to the COT efficiency using reconstructed J/v events from the uSVT and CMUPS8
triggers, and the efficiency times acceptance of the CMP relative to the efficiency of both the CMU and
COT, using J/v events from the CMU-CMU trigger. The acceptances of the muon chambers that are
measured include the geometric acceptances of the CMU and CMP detectors, and the kinematic acceptances
associated with the muon tracks ranging out before arriving at the detectors. It does not, of course, include
the acceptance due to part of the pr and 1 spectrum of the muon tracks in the signal sample falling outside
of our cuts. That component of the acceptance is calculated in the next chapter using Monte Carlo.

The COT efficiency is determined using MC and the track embedding method (See [12], [27]). In the
track embedding method, MC track are fired into data events, near the zg of the highest momentum track
in a given event. The hits from the MC track are then merged with the hits from the data event, and track

reconstruction is then run to determine if the MC track is found in the COT.

6.2 SVX Efficiency

We have measured the SVX offline efficiency with respect to the COT tracking efficiency for tracks that

SiExpected [52] predicts will pass through the 4 layers of the SVX which can fire the trigger:

€(SVX offline) x ¢(COT offline)

€(COT offline) (6.1)
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We have made this measurement using muon tracks that came in on the J/¢ — ptp~ CMU-CMU and
CMU-CMX triggers (see sections 4.2.5 and 4.2.6). In order to get into our denominator, the tracks must

pass the following cuts:

e The invariant di-muon mass must be within the range 3.04668 GeV/c” to 3.13222 GeV/c”, which is a

+30 window about the J/1¢ mass peak. Sideband subtraction is used (Figure 6.1).
e The track must have pr > 2.0 GeV/c.
e The track must have |n| < 1
e The track must have |z9| < 47.25 cm

e We use the SiExpected algorithm to predict which SVX layers the track would have crossed. We
require that the track not be expected to cross any mechanical barrels or wedges. In addition, the
track must be predicted to hit all 4 SVX layers which were used in the SVT for that wedge. We
found that some layers used in the SVT which the database said were integrated had 0 or close to 0
efficiency, and tracks passing through these layers were also excluded. A list of these layers is provided

in table 5.38.

e The track must pass COT fiducial cuts. Specifically, it must have a |zgrg| < 151 cm and have more

than 4 hits in two axial and two stereo superlayers.

e The track is not allowed to cross the spacer in the COT in a superlayer used by the XFT. Specifically,

it must have a |z| > 1.5 cm in superlayers 2,4,6, and 8.

e We exclude sections of the SVX in ¢ measured at a radius of 8 cm from the beamline where the SVX
efficiency is changing rapidly. We also exclude sections of the SVX in z measured at a radius of 8
cm from the beamline which were previously excluded in the measurement of the SVT efficiency in

Section 5.3.2. The excluded sections in ¢,_g¢, were

— 8.75° < r—gem < 18.75°

42.5° < ¢r—gem < 50°

70° < Gregem < T7.75°

103.75° < Pr—gem < 107.5°
— 132.5° < ¢p—gem < 138.75°

— 161.25° < ¢p—gem < 171.25°
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— 191.25° < ¢r=gem < 197.5°
— 216.25° < Pr=gem < 230°

— 251.25° < ¢rgem < 256.25°
— 282.5° < Pr=sem < 287.5°
— 310° < Pp—gem < 321.25°

— 340° < Pp=gem < 348.75°
The excluded sections in z,—g¢; were

— —45 cm < Zp—gem
— —17cm < Zp—gem < —15 cm
— 15cm < zp=gem < 17 cm

— Zr—gem < 45 cm.

In order to get into the numerator of our measurement, the track must be reconstructed with SVX phi hits
in the 4 SVX layers used in the SVT.

Looking at the efficiency vs. zr—gem, we see that the efficiency varies by more than 20% depending on
z position. Therefore, we find the SVX efficiency with respect to z,—gcm, using 1 cm wide z bins shown in
figure 6.2. We examine the efficiency for dependence on pr, but see none (Figure 6.3). The efficiency is also
roughly flat with respect to run number (Figure 6.4). The efficiency also varies somewhat with respect to
¢r—gem (Figure 6.5), but not to the point that a systematic seems necessary.

There is a very slight dependence on the n of the track (Figure 6.6). In order to assess a systematic
on the 7 dependence, we compare the 7 distribution in the J/¢¥p CMU/CMX track sample with the 5
distribution of tracks from the CDF MC sample (described in Sec. 4.4.1) which pass all the numerator cuts
above (Figure 6.7). We then reweight the tracks that go into the SVX efficiency measurement so that the 5
distribution matches that from the MC sample. We find the SVX efficiency with respect to 2z,—g¢m, using 1
cm wide z bins with the 1 reweighting, and use this to assess a systematic (Figure 6.8).

We define the variable ISO, as in the SVT measurement, as the number of tracks with a pr > 400 MeV/c
within A¢,_g.m < 5°, and plot the SVX efficiency versus this variable in figure 6.9. We see that the efficiency
does vary systematically with respect to ISO; it appears that for every track added, the efficiency drops by
0.5%. We know from our previous study that our signal sample is less isolated than the tracks in the
J/v sample, so we assign a -0.5% systematic to our efficiency measurement to account for the difference

(Figure 6.10 compares the J/1 and u + D° SVX isolation distributions).
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6.3 Second Leg SVX Efficiency

For the Hy — p+ D° + X cross-section times branching ratio analysis, we require that the leg of the D°
which did not fire the SVT trigger have at least 3 SVX phi hits, in order to more accurately estimate charm
backgrounds. This means that we need the efficiency of the SVX for the second leg. We can obtain this
efficiency by reconstructing the D° peak in our signal sample both with and without requiring that second
DO leg have 3 SVX phi hits. As we are making this measurement in the signal sample, no parameterization
of the efficiency is necessary. We find that the single leg SVX efficiency is 93.21%+0.97%. This measurement

is equivalent to:
(SVX 214 Jeg) x €(SVX offline) x (COT offline)?
€(SVX offline) x ¢(COT offline)?

(6.2)

6.4 CMU Efficiency x Acceptance

Next, we find the CMU stub offline efficiency times acceptance with respect to the COT offline efficiency:

€(CMU offline) x e(COT offline)
€(COT offline)

(6.3)

To get this measurement, we reconstruct the J/v — p*pu~ mass peak in events that came in on the uSVT
trigger and in events that came in on the CMUPS trigger (section 4.2.2). In order to get into the denominator

of the sample, a track must satisfy the following requirements:

e The invariant di-muon mass must be within the range 3.04006 GeV /c? t0 3.13974 GeV /c? (3.033407 GeV /c?
to 3.147853 GeV/c?), which is a 30 window about the J/1) mass peak for the events that came in

on the uSVT (CMUPS) trigger. Sideband subtraction is used (Figures 6.11 and 6.12).

e The biased leg of the J/1¢ must be a CMUP muon with a pr > 4 GeV/¢(8 GeV/c) for tracks from
the p SVT (CMUP8) sample. The p must be confirmed as passing the Level 1 CMUP4 trigger. The

requirements for passing the L1 CMUP4 trigger are listed in section 4.2.1.

e For tracks coming on on the p SVT trigger, the biased leg must have a pr < 8 GeV/c. This avoids

the possibility of double counting events that came in on both triggers.

e For events taken using the CMUPS trigger, the biased leg must be matched to an XFT track with a
pr > 8 GeV/e.
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e For events taken using the pu SVT trigger, the probe leg of the J/v must pass the SVT trigger

requirements. Specifically, the track must

— The offline track must be matched to an SVT track with a matching x? < 25 [53).

— The SVT pr > 2 GeV/e

The SVT |dy| must be between 120 ym and 1 mm.

The SVT x2 < 25

e The probe track must have pr > 4.0 GeV/c.
e The probe track must have |n| < 0.6

e The probe track must have |zg| < 47.25 cm

e The track must pass COT fiducial cuts. Specifically, it must have a |zsrs| < 151 cm and have at least

5 hits in two axial and two stereo superlayers.

e The track is not allowed to cross the spacer in the COT in a superlayer used by the XFT. Specifically,

it must have a |z| > 1.5 cm in superlayers 2, 4, 6, and 8.

e The track is extrapolated out to the radius of the CMU. We require that the predicted 10 cm <
|zemul| < 220 cm. Also, for zomu < 0, we exclude tracks between 255° < ¢popmu < 270° (wedge 17),
as wedge 17 is known to be less efficient in our run range. Also, there must be a separation of at least

7° between the predicted location of the probe stub in the CMU and the biased CMU stub.

The track is extrapolated out to the CMP, and we require that the predicted |zopp| < 310 cm.

To test the algorithm used to extrapolate the tracks out to the CMU and CMP, we ran the algorithm on the
muon tracks from the SVX offline efficiency measurement (section 6.2) and looked at the difference between
the predicted and observed ¢ positions in the CMU (while requiring dX¢cpmy < 15 cm). We also compared
the ¢ positions in the CMP (requiring dXcapp < 20 cm) for muons with CMP stubs. Lastly, we checked
the algorithm’s z prediction in the CMU for muons that came in on the the B semileptonic backup trigger
(section 4.2.4). We found a good level of agreement in all cases (See figures 6.13, 6.14, and 6.15). We
also have checked the separation of the peaks for p* and p~ in the A¢predicted—stup distribution for both
CMU and CMP distributions. The CMU difference is 0.18°, and the CMP difference is 0.80° (Figures 6.16
and 6.17).

In order for the track to enter the numerator of our measurement, it must pass the following requirements.
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e The probe track must be the best match to an offline CMU stub.
e The CMU stub must have a dX < 15 cm and a x? < 9.

If both legs of the J/v¢ pass all bias and probe cuts, then both legs are treated as probe tracks. We look
at the CMU stub efficiency times acceptance versus pr, ¢cmu, and 1 ( Figures 6.18, 6.19, and 6.20). The
CMU efficiency times acceptance does not have a strong dependence on any of these variables. We thus find

that the CMU offline stub efficiency times acceptance is 79.5% + 1.3%

6.5 CMP Efficiency x Acceptance

We find the CMP offline stub efficiency times acceptance with respect to the COT and CMU offline efficien-

cies:
e(CMP offline) x e(CMU offline) x ¢(COT offline)
¢(CMU offline) x ¢(COT offline)

(6.4)

To do this, we use muons that came in on the J/¢ — p*p~ CMU-CMU trigger (section 4.2.5). In order to

get into the denominator of our measurement, the track must satisfy the following:

e The invariant di-muon mass must be within the range 3.03865 GeV/c? to 3.13972 GeV/c?, which is a

+30 window about the J/1¢ mass peak. Sideband subtraction is used.
e The event must have come in on the L3 J/¢) CMU-CMU trigger.
e The |Azy| between the 2 muons must be less than 5 cm.

e The non-probe track must have pr < 2.5 GeV/c. This is to ensure that the two muons won’t have

CMP stubs close to one another which could alter the measurement.
e The probe track must have pr > 4.0 GeV/c.
e The probe track must have |n| < 0.6
e The probe track must have |zp| < 47.25 cm

e The track must pass COT fiducial cuts. Specifically, it must have a |zsrs] < 151 cm and have at least

5 hits in two axial and two stereo superlayers.

e The track is not allowed to cross the spacer in the COT in a superlayer used by the XFT. Specifically,

it must have a |z| > 1.5 c¢m in superlayers 2, 4, 6, and 8.
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e The muon must have a CMU stub with a dX < 15 cm and a x2 < 9.

e The track is extrapolated out to the radius of the CMU. We require that the predicted 10 cm <
lzemu| < 220 cm. Also, for zopu < 0, we exclude tracks between 255° < ¢oppy < 270° (wedge 17),

as wedge 17 is known to be less efficient in our run range.
e The track is extrapolated out to the CMP, and we require that the predicted |zcpp| < 310 cm.

In order to get into the numerator of our measurement, the muon must be matched to a CMP stub with a
dX <20 cm.

The efficiency times acceptance is parameterized using the function:

n—1- N+ —n
* erf 6.5
) et (6.5)

ecmp = (eptat + €pr1 * 1/pr + €12 * (1/pr)?) * exf(

Where erf is the error function, defined in equation 5.5. The results of the fit of this function to the data can
be found in table 6.1 and the corresponding error matrix is found in table 6.2. Slices of the fitted curve are
plotted against the data points vs. 1/pr and 7 in figures 6.21 through 6.25. One problem we have is that,
while the efficiency times acceptance is well behaved in both 7 and 1/pr, the efficiency times acceptance
versus ¢oprp varies by as much as 25%, in a manner that is difficult to parameterize (Figure 6.26). This is
largely due to the fact that, unlike the other CDF detector components used in this analysis, the CMP is
not cylindrically symmetric. Rather than try to parameterize the efficiency times acceptance in ¢pcoarp, we
instead look at the ¢poprp of our signal sample, which satisfied the B semileptonic trigger (section 4.2.1). (We
have looked at the efficiency of this trigger with respect to the offline efficiency in the previous chapter, and
did not observe any variation in the muon trigger efficiency with respect ¢.) We reconstruct the D° — 7+ K~
peak in this sample, and use sideband subtraction based on the D° — 7t K~ peak in order to obtain a
sample of muons that are all associated with a D° meson. (We require the = and p to have opposite
charges.) We found multiple ¢cpp distributions by varying the cuts on uD? pr and 5, and checked the
¢cmp distribution of the signal plus sidebands together. We compare the ¢cpp distributions from the
uD® sample to the ¢oprp distribution of the J/¢) muons which pass both the numerator and denominator
cuts above. We note that the distributions are somewhat different. To take this difference into account, we
reweight the events that go into the CMP efficiency times acceptance so that its ¢coprp distribution matches
that from the signal sample. For most of the distributions, the difference is negligible. The largest difference
between the reweighted and unreweighted efficiencies was found to be from the distribution of signal and
sidebands together, which raises the CMP efficiency times acceptance in all n and 1/pr bins by about 1% or

less. (figures 6.27 and 6.28). To be conservative, we therefore assess a 1.0% systematic due to the differing
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¢cmp distributions.

6.6 COT Efficiency

The COT offline reconstruction efficiency was measured using two different methods. The first was the track
embedding method. Single u, 7, and K particles and anti-particles were fired using FakeEvent (section 4.4.3)
into events that were taken using the uSVT trigger. The pr distribution of the tracks fired into the event
was based on that generated by in the Bgenerator CDF sample 4.4.1, and for 7 and K the tracks are place
in the event around the highest momentum CMUP4 muon using the dR = \/A¢Z + An? distribution from
the CDF sample. The p tracks were also embedded within dR < 1.4 the CMUP4 muon. We also attempted
to embed the tracks near a second track, if possible. The embedded tracks are placed within 5 cm of the zg
of the highest momentum track in a given event. The MC tracks are integrated into the data events and
production was run to see of the COT reconstruction could find the tracks. We used a small subsample of
events that covered the range of runs and luminosities used in this analysis. Efficiencies are found separately
for particles and anti-particles. In order for the MC particle to enter the efficiency measurement, we require

that the |zsrs| < 151cm. In order to enter the numerator of the measurement, we require that
e The Monte Carlo track be matched to a COT track.
e |Acurv| < 0.00025 cm~! between the MC and COT track.
o |Ag¢y| < 0.03 radians between the MC and COT track

These limits were set to find tracks down to low momentum.

In the other method, we simply used TrackMatchUtils to match COT tracks to the generator level tracks
in the pure Monte Carlo generated with Bgenerator. The same |Acurv| and |Agg| cuts listed above were
used. Because most of the COT inefficiency is due to either decay in flight or nuclear interactions with
the material, both of which are well modelled by the Monte Carlo, the resulting efficiency agrees with the
efficiency from track embedding to within less than a percent for tracks with a pr above 1 GeV/e. For
pions between 0.4 and 1.0 GeV/c, which are needed for the D** measurement, the efficiency from track
embedding falls with respect to the efficiency in pure Monte Carlo. Between 0.40 and 0.41 GeV /¢, the pion
efficiency from track embedding is only &~ 90% of the value of the efficiency from the pure MC for that pr
range. However, the D°/D* double ratio study [54], indicates that the efficiency should not fall off as fast
as it does in the track embedding sample. Therefore, we use the efficiency from TrackMatchUtils in pure

Bgenerator MC as the default, and use the efficiency from the track embedding sample as a systematic by
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weighting the events which pass in the Bgenerator sample by the ratio of the efficiency from track embedding
to the efficiency from the pure MC. Plots of the COT efficiency from both track embedding and the pure
Bgenerator MC can be found in figures 6.29 through 6.34.

We use m with transverse momenta down to 0.4 GeV/c as soft pions in the D* measurement. In order
to convince ourselves that the track embedding method adequately describes the COT efficiency down to
low momentum, we embed the soft pions into the data with the pr spectrum of soft pions from the CDF
sample, after all cuts and efficiencies have been applied. We then compare the py spectrum of the tracks
found by the COT with the pr spectrum of the soft pions from data, after adjusting for the SVT efficiency
and sideband subtraction. Above 0.4 GeV /¢, the two curves agree to within errors as shown in figure 6.35.
Also, we wish to be very certain that the efficiencies used for the soft pion systematics bracket the range of
possible efficiencies. To see about this, we look at the D*+ — D° mass difference in the Bgenerator Monte
Carlo, using COT tracks that were matched to the generator level tracks with TrackMatchUtils. First, we
require both the 7 and the K from the D° decay to pass the matching cuts. We then compare the Am
distribution for events where the soft pion passed our |Acurv| and |Agyp| cuts to the one for events where the
soft pion was found by TrackMatchUtils but failed the matching cuts (fig. 6.36). The Am distribution for
events that failed the cuts is much wider than the one for events passing the cuts, and it is clear that many
of the events that failed would not have given a Am in the signal region. However, a significant fraction
that failed the matching cuts are still in the Am signal region, so we cannot discount these events entirely.
This gives us confidence that the efficiency without matching cuts brackets the uncertainty.

Unfortunately, there is uncertainty as to the amount of material in the detector, which leads to an
uncertainty the number of nuclear interactions we should expect. To take this into account, we so we weight
events with a nuclear interaction by +25%, effectively varying the amount of material by 25%. This leads
to roughly 1.5% systematic uncertainty on the 7w and K efficiencies.

We also examine the efficiency versus luminosity and isolation for systematic uncertainty. However, the
luminosity is low enough in our sample (the highest instantaneous luminosity is 46.489 x 103 cm 25~ !) that
there is no significant effect on the COT efficiency. We assess a systematic based isolation, which here we

define as
embedded track pr
> pr of all COT tracks within dR < 0.5

ISOstd = (66)

The sum in the denominator of equation 6.6 includes the py of the COT track resulting from the embedded
track, if it is found. When determining this systematic, we remove nuclear interactions and decays in flight,
so these effects are not double counted. We see by looking at the COT efficiency vs. 150sq distributions

that there is about a 2.5% drop in efficiency from ISOgzq = 1.0 to ISO4q < 0.1 for most of the particles.
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It is somewhat more for muons. We know our embedded tracks are somewhat more isolated that the tracks
in our data sample, so we assign a -1% systematic on the COT efficiencies.

In this measurement, we do not take into account any effects due to the aging of the COT. This may
seem odd, given the impact aging had on measurements of the trigger efficiencies in chapter 5. The reason
is that the XFT track finder used in the trigger requires that at least 11 of 12 possible hits be found in
all 4 of the COT axial superlayers. This leads to small drops in the hit finding efficiency of a single wire
causing large changes in the XFT efficiency. The COT offline tracking, on the other hand, requires only 5 or
more hits on 2 of the axial superlayers and 2 of the stereo superlayers. These cuts are sufficiently forgiving
that the small drop in hit efficiency in this period should not cause a noticeable drop on the COT offline

reconstruction efficiency.

6.7 Summary

We have measured the offline efficiency for the SVX and the CMU and CMP stub efficiencies times accep-
tances. The SVX efficiency was measured using events that came in on the J/¢ CMU-CMU and CMU-CMX
triggers, and parameterized in terms of z,_gc,n- The CMU stub efficiency times acceptance was measured
using events that were taken by the y + SVT and CMUPS triggers, and the result was found to be a flat
79.5% + 1.3%. The CMP stub efficiency times acceptance was measured using events that came in on the
J/¢p CMU-CMU trigger, and was parameterized in terms of 1/pr and n. The COT efficiency has been found

using the track embedding method for u, 7, and K.
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Offline Efficiency Tables and Figures

2/ndf = 85.53/89

€plat

ey (GeV/e)

epr2 ((GeV/c)®)

n—

On—

N+ I+

0.89570

0.96601

-5.0486

-0.75344

0.28185

0.75578

0.25326

Table 6.1: The results of the fit of equation 6.5 to the CMP stub acceptance

Eplat epr1(GeV/c) | era((GeV/e)?) | n- 9n— N+ On+
€plat 0.260E-02 | -0.288E-01 0.764E-01 -0.317E-04 | 0.363E-04 | 0.722E-05 | 0.128E-04
e,11(GeV/c) -0.288E-01 | 0.326 -0.878 -0.321E-03 | 0.528E-03 | 0.358E-03 | 0.499E-03
epr2((GeV/c)?) | 0.764E-01 | -0.878 2.40 0.918E-03 | -0.150E-02 | -0.121E-02 | -0.156E-02
n— -0.317E-04 | -0.321E-03 0.918E-03 0.231E-02 | -0.233E-02 | -0.141E-03 | -0.233E-03
On— 0.363E-04 | 0.528E-03 -0.150E-02 -0.233E-02 | 0.248E-02 | 0.195E-03 | 0.321E-03
Nt 0.722E-05 | 0.358E-03 -0.121E-02 -0.141E-03 | 0.195E-03 | 0.201E-02 | 0.181E-02
Ont 0.128E-04 | 0.499E-03 -0.156E-02 -0.233E-03 | 0.321E-03 | 0.181E-02 | 0.178E-02

Table 6.2: The error matrix of the fit of equation 6.5 to the CMP stub acceptance
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Figure 6.1: The J/v¢ dimuon mass peak for the SVX Efficiency measurement.
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Figure 6.2: The SVX offline efficiency vs. z,—gcm- The gaps in the efficiency are at points which were
excluded due to low and rapidly changing efficiency in the SVT.
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Figure 6.3: The SVX offline efficiency vs. 1/pr
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Figure 6.4: The SVX offline efficiency vs. run number
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Figure 6.6: The SVX offline efficiency vs. 7

117

E | | | | | | | | | | | | | | | | | | |
1 0.5 0 0.5 1
N



0.1+

Number of Tracks, Norm. to 1
[ [ [

0.08

0.06

0.04+

02l 1
=

Figure 6.7: The distributions of the p track 5 (black histogram) and MC track n (red histogram), both
normalized to one.
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Figure 6.8: The SVX offline efficiency vs. 2z,—gm- The black points show the measurement with the J/4
CMU p track 7, and the red points show the efficiency after reweighting the n distribution to match that
from the MC.
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Figure 6.9: The SVX offline efficiency vs. the number of tracks with a pr > 400 MeV/c withinA¢,—gem < 5°.
The slope of the fitted curve indicated that the efficiency drops 0.5% for every additional track added to the
cone.

120



0.5

04+

03F

02F ——

0.1

Number of Tracks (Normalized to 1)
I

O | | | | | | | I_l_.

SO (Number of tracks with p,;>400 MeV/c within4 _;_<5°)

Figure 6.10: The distribution of the number of tracks with a pz > 400 MeV /c withinA¢,—_g.,, < 5° that
pass SVX offline cuts for the J/v (red points) and pu + D° (black points) samples. The p + D° distribution
has been corrected for the SVT efficiency, and sideband subtraction about the D° peak has been used.
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Figure 6.11: The J/¢ dimuon mass peak for the CMU Efficiency measurement for events that fired the
pSVT trigger. The fitted curve was used to define signal and sideband regions, and there are about 2223
events beneath the Gaussian.
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Figure 6.12: The J/¢ dimuon mass peak for the CMU Efficiency measurement for events that fired the
CMUPS trigger. The fitted curve was used to define signal and sideband regions, and there are about 3258
events beneath the Gaussian.
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Figure 6.13: The difference between the predicted and actual CMU stub positions in ¢
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Figure 6.14: The difference between the predicted and actual CMU stub positions in z. The black points
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matching code.
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Figure 6.15: The difference between the predicted and actual CMP stub positions in ¢
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Figure 6.16: The difference between the predicted and actual CMU stub positions in ¢ for u* (red) and p~
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Figure 6.18: The CMU Efficiency measurement vs. muon 1/pr.
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Figure 6.24: CMP stub acceptance vs. 1/pr for various slices of muon 7. The curves are the one dimensional

projections of the two dimensional binned fit to the data.

135



CMP Efficiency x Acceptance

CMP Efficiency x Acceptance
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Figure 6.26: The CMP stub acceptance measurement vs. the predicted ¢cprp-
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Figure 6.27: The CMP stub acceptance measurement vs. 7 for events with the unweighted ¢¢ s p distribution
(in black) and the ¢y p distribution reweighted to match the ¢coprp distribution of the p + DO sample.
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Figure 6.29: The COT tracking efficiency vs. 1/py for K—. The red points are from Bgenerator Monte
Carlo with no matching cuts, the black points are from Bgenerator MC with matching cuts, and the blue
points are from track embedding with matching cuts.
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Figure 6.30: The COT tracking efficiency vs. 1/pr for K. The red points are from Bgenerator Monte
Carlo with no matching cuts, the black points are from Bgenerator MC with matching cuts, and the blue
points are from track embedding with matching cuts.
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Figure 6.31: The COT tracking efficiency vs. 1/pr for u. The red points are from Bgenerator Monte Carlo
with no matching cuts, the black points are from Bgenerator MC with matching cuts, and the blue points
are from track embedding with matching cuts.
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Figure 6.32: The COT tracking efficiency vs. 1/pr for p~. The red points are from Bgenerator Monte Carlo
with no matching cuts, the black points are from Bgenerator MC with matching cuts, and the blue points
are from track embedding with matching cuts.
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Figure 6.33: The COT tracking efficiency vs. 1/pr for 7~. The red points are from Bgenerator Monte Carlo
with no matching cuts, the black points are from Bgenerator MC with matching cuts, and the blue points
are from track embedding with matching cuts. The points between 1.0 and 2.5 (GeV/c)~1 are only needed
for the soft 7 from the D*~ decays.
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Figure 6.34: The COT tracking efficiency vs. 1/pr for 7. The red points are from Bgenerator Monte Carlo
with no matching cuts, the black points are from Bgenerator MC with matching cuts, and the blue points
are from track embedding with matching cuts. The points between 1.0 and 2.5 (GeV/c)~1 are only needed
for the soft 7 from the D*t decays.
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Figure 6.35: A comparison of soft 7 pr between data and CDF sample+track embedding MC (right) and the
m(K - ntrt) — m(K~n") mass difference plot (left) used to get the soft m pr shape from data. Sideband
subtraction was used on the peak, with the signal region defined as 0.142933 GeV/c < Am < 0.147987 GeV/c
and the sideband region defined as 0.149672 GeV/c < Am < 0.153523 GeV/c.
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Figure 6.36: A comparison of the D*t — D® mass difference in pure Bgenerator Monte Carlo between events
where the 7y, ¢; passed (black histogram) and failed (red histogram) the Acurv and A¢y matching cuts.
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Chapter 7

Cross Section Results

7.1 Introduction

This chapter reports the measurement of the H, — pu~D°X,D® — K7t cross-section times branching
fraction. All events have been reconstructed using version 5.3.1 of the CDF software, and the MC was
run using version 5.3.4. We reconstruct a sample of u + D? events that pass all relevant cuts place on
the events used to find the efficiencies in the previous two chapters. This will give us the NV term for use
in equation 1.1. Thereafter, we describe how our Monte Carlo was generated and compared to our data.
We use the efficiencies to correct the Monte Carlo acceptance event by event, which gives the € term. We
then discuss the estimation of charm backgrounds to arrive at the f; term. As we have the luminosity
measurement from the Cherenkov Luminosity Counter (Section 3.4), we can finally show the measurement

itself, with both statistical and systematic errors.

7.2 Generator Level Monte Carlo

In order to reduce the amount of MC we needed to keep on disk, we generated 2.6 x 10% events using
Bgenerator and decayed with EvtGen in version 5.3.4 of the CDF software without running the detector
simulation, as described in section 4.4.1. These events formed the denominator of the first part of our
acceptance measurement. We also require that the Hj have a rapidity of less than 0.6. In order to get into

the numerator of the measurement, we require that:
e The y must have pr > 3.6 GeV/c and an || < 0.8.

e Both the 7 and the K must have a py > 0.5 GeV/c and an || < 1.2. Either the 7 or the K must

have a pr > 1.4 GeV/ec.

e Neither the y, the 7, nor the K may have a |z| > 151 cm before traveling 50 cm radially.
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The cuts were kept intentionally loose as we did not wish to cut any possibly good events from the full MC
simulation. The resulting acceptance vs. pr and acceptance vs. 7 curves can be seen in figures 7.1 and 7.2. A
ninth-order polynomial was fit to the acceptance vs. pr(Hp) and used to correct the full detector simulation,
below. The fit values and error matrix for the fit can be found in tables 7.1 and 7.2. The acceptance
curves for the two input spectra agreed to with statistical uncertainties, so the full detector simulation was
corrected with the acceptance curve from the Hy — J/¢ Monte Carlo in both cases. This is not a surprising

result, as the binning in py is fine enough that the differences between the pr spectra do not matter.

7.3 Monte Carlo with Full Detector Simulation

In addition to the generator level only Monte Carlo, we generated a larger sample of MC which was run
with the full, run dependent detector simulation. This sample was also made using Bgenerator, and had all
of the cuts listed for the generator only sample in both the numerator and denominator applied as filters
before the event was passed to the full detector simulation. Events were generated with both pr spectrums.
The MC was decayed using EvtGen. All of the events that pass these cuts make it into our denominator and
are weighted according to pr by the polynomial curve fit to the generator level acceptance measurement. In

order to then get into the numerator of our measurement, we required the events to fulfill the following:

e The u, m, and K tracks must pass through all 8 superlayers of the COT, and none of the tracks may

cross the spacer in one of the axial superlayers.
e The p, m, and K tracks must have |29 < 47.5cm and no 2-track combination may have |Azp| > 5em
e The p must have a pr > 4.0 GeV/c and have || <0.6
e Both the 7 and K must have pr > 1.0 GeV/c and || <1.0
e The uD° must have || < 0.6.
e Kither the m or the K must meet the following requirements:

— The track must have pr > 2.0 GeV/c

— The track must be predicted to pass through at least 4 phi layers of the SVX by the SiExpected.
Wedge and mechanical barrel crossers are excluded. Some layers that SiExpected reports should

be good are excluded due to low efficiency. A complete list of these layers may be found in

table 5.38.
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— Some sections of the SVX are excluded by cutting on the ¢ and z of the track at a radius of 8
cm. The excluded sections in ¢,—g¢m were
* 8.75° < Pr=gem < 18.75°
*x 42.5° < Pr=gem < 50°
* 70° < Pp=gem < 77.75°
* 103.75° < ¢r=gem < 107.5°
* 132.5° < Pr=gem < 138.75°
* 161.25° < ¢p=gem < 171.25°
* 191.25° < ¢r=gem < 197.5°
* 216.25° < ¢r=gcm < 230°
* 251.25° < Pr—gcm < 256.25°
* 282.5° < Pr=gcm < 287.5°
* 310° < ¢r=gem < 321.25°
* 340° < Gp_gem < 348.75°
The excluded sections in z,—g.y, were
* —45em < Zp=gem
* —17em < Zp—gem < —15cm
¥ 15em < Zp—gem < 18cm
* Zr—gem < 45cm.
— The impact parameter of the track (according to track parameters taken directly from the input
Monte Carlo, not what was determined from the detector simulation) must be 120pm < |dop —
8um| < 850um. To adjust for the SVX resolution, the MC dy is smeared by a Gaussian resolution

function with ¢ = 30um . We vary the o between 0 and 60 microns, and take the differences as

a systematic.

e We extrapolate the muon out to the CMU and CMP using the method outlined in the previous chapter,
and require that the predicted 10 cm < |zopmu| < 220 cm. Also, for zopyu < 0, we exclude tracks
between 255° < ¢opu < 270° (wedge 17), as wedge 17 is known to be less efficient in our run range.

The muon track is also required to have a predicted |zcamp| < 310 cm.

If both the 7 and the K pass the tighter set of cuts, the event is counted twice in the numerator. Because

all of the efficiencies determined above except for the CMU and second leg SVX efficiencies depend on

150



the kinematic properties of the events (u and 7 or K py, for example), the numerator is weighted by
the efficiencies event by event to get the overall efficiency times acceptance. The one exception is the SVT
efficiency, which depends on the pr, dy, and isolation of the track. Since the Monte Carlo does not reproduce

the underlying event, the SVT efficiency correction is applied by reweighting the data as described below.

7.4 p+ D° from the Semileptonic B Trigger

We have reconstructed the decay D° — 7t K~ in 83 pb~! of data that came in on the B.SEMI_CMUP4_TRACK2_D120
trigger (described in section 4.2.1) between October 2002 and May 2003. All of the events in the sample
must have the good run bits set for runcontrol, shiftcrew, the CLC online, L1, L2, and L3 triggers, SVT
online, SVX online, offline, and COT, CMU, and CMP offline. We require that the events that enter our

sample meet the following requirements:

e The p and 7 from the D% — 7K decay must have opposite charges. The Feynmann diagrams related
to the decay of the H, — uD°, D® — nK show that Q, # Q@ except for doubly Cabibbo suppressed

decays. This cut avoids autoreflection of the D° peak.
e The pD° invariant mass must be less than 5.5 GeV/c?.
e The xD° must have || < 0.6.

e The u, m, and K tracks must pass through all 8 superlayers of the COT, and none of the tracks may

cross the spacer in one of the axial superlayers.

e The u, m, and K must have more than 4 hits on each of two axial superlayers and each of two stereo

superlayers.
e The p, m, and K tracks must have |z9| < 47.5cm and no 2-track combination may have |Azg| > 5cm
e The p must have a pr > 4.0 GeV/c and have || <0.6
e Both the 7 and K must have pr > 1.0 GeV/c and || <1.0
e Kither the m or the K must meet the following requirements:

— The track must have pr > 2.0 GeV/c

— The track must be predicted to pass through at least 4 phi layers of the SVX by the SiExpected

[52]. Wedge and mechanical barrel crossers are excluded. Some layers that SiExpected reports
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should be good are excluded due to low efficiency. A complete list of these layers may be found

in 5.38.
— The track must have SVX phi hits in the layers that SiExpected predicts hits in.
— The track must be found by the SVX to have 120um < |dy — 8um| < 850um.
— The offline track had to be matched to a SVT track[53] with a matching x? < 25.
— The track pr of the matched SVT track had to be greater than 2 GeV/c
— The SVT |dp| had to be between 120 pm and 1000 pm.
— The SVT x2 < 25.
— Some sections of the SVX are excluded by cutting on the ¢ and z of the track at a radius of 8
cm. The excluded sections in ¢,—gc,, were
* 8.75° < Pr=gem < 18.75°
* 42.5° < Pr=gem < 50°
* 70° < pr=gem < 77.75°
* 103.75° < ¢pr=gem < 107.5°
* 132.5° < ¢r=gem < 138.75°
* 161.25° < ¢p=gem < 171.25°
* 191.25° < ¢r=gem < 197.5°
*x 216.25° < ¢r=gem < 230°
* 251.25° < dp—gem < 256.25°
* 282.5° < ¢r_gem < 287.5°
* 310° < dr—gem < 321.25°
* 340° < Pr—gem < 348.75°
The excluded sections in z,—g.,, were
* —4bem < Zp—gem
* —17em < Zp—gem < —15cm
* 15em < Zp—gem < 18cm

* Zp=gem < 4bcm.
e The offline muon must be a CMUP muon with a CMU % < 9

e The offline CMU dX < 15 cm and offline CMP dX < 20 ¢cm
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e We extrapolate the muon out to the CMU and CMP using the method outlined above, and require
that the predicted 10 cm < |zemy| < 220 cm. Also, for zomy < 0, we exclude tracks between
255° < dpomu < 270° (wedge 17), as wedge 17 is known to be less efficient in our run range. The muon

track is also required to have a predicted |zopp| < 310 cm.
e The muon track must be matched to an XFT track with a pr of at least 4 GeV/ec.
e The offline CMU stub must be associated with a high py L1 CMU stub
e The offline CMP stub must be associated with a L1 CMP stub.
e The XTRP must extrapolate a high pr track to the L1 CMU stub associated with the offline muon.

e The muon matchbox must extrapolate a CMP stub back to the L1 CMU stub associated with the

offline muon.

e We use the algorithm VertexFit, which calls the CTVMFT fitter [55], to fit the 7 and K of the D° to
a common vertex. The fit must have x? < 1000. Figure 7.3 shows a plot of the x? versus number of

events.

If both the 7 and K legs of the D° pass all of the SVT leg cuts, the event is counted twice. As the
SVT efficiency is sensitive to the track isolation, each event is weighted to correct for SVT efficiency of the
track which fired the SVT trigger. The other efficiencies are taken into account in the Monte Carlo, as
discussed above. Because the SVT efficiency is species independent, both the signal and background can be
adjusted without knowing for certain the species content of the background. The number of y + D events
is determined by fitting the mass plots to a Gaussian function over a linear background. The error due to
the uncertainty on the SVT efficiency measurement is determined by varying the fit to the SVT Efficiency
measurement by +10, calculated using the SVT fit error matrix (Table 5.40). The mass plots and fit results
are shown in figures 7.4 through figures 7.8, and table 7.3 shows the yields from the fits without the SVT
efficiency adjustment. Figure 7.9 shows the mass plot for all uD° with p7 > 9 GeV/c without the SVT

efficiency adjustment.

7.5 Vertex and Fit Model Efficiency

In order to reconstruct the D, the 7 and K must be fit to a common vertex. The CTVMFT code used is
very good, but not 100% efficient. We do not require a vertex to be fit when calculating the MC efficiency

above, so the vertex fit efficiency must be calculated separately. Unfortunately, we cannot use the pD°
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sample for this purpose, since without vertexing the background completely overwhelms the D° peak, and
no signal can be found.

We attempt to instead measure the vertexing efficiency using J/1¢ — ptu~ decays collected on the
CMU-CMU and CMU-CMX triggers. In the events that enter the denominator of out measurement, we

require that
e One of the p must have at least 4 SVX phi hits.
e The other p must have at least 3 SVX phi hits.
e Both muon tracks must have at least 5 hits in 2 axial and 2 stereo COT Superlayers.

e 2.7 GeV/c* < my, < 3.4 GeV/c®. The number of J/1 events is estimated by fitting the J/¢ peak to

the sum of two Gaussians with a linear background (Figure 7.10).

In order to get into the numerator of the measurement, we run VertexFit on the events and estimate the
number of J/1 events with two Gaussians plus linear background fit, as described above for the denominator
(Figure 7.11). This gives a vertexing efficiency of 99.8% + 0.005%. We look for a variation in efficiency with
the sum of the pr of the two muons, but see none. The sideband subtracted fit x? distribution is shown in
figure 7.12.

We consider the possibility that the fit efficiency for D° — K =7t is different than that for J/¢ — ptpu~.
To do this, we use a subsample of the Monte Carlo above; the results are the same for both b pr distributions.
We require that the 7 and K are both found by the COT and have at least 3 SVX hits each. Both tracks
must have a COT pr greater than 1.0 GeV/c and one must have pr > 2.0GeV/c. At least one of the
tracks must have a impact parameter within the SVT trigger track cut above. The p pr must be greater
than 4.0 GeV/c with an |n| < 0.6. These requirements give a leave a sample of 69409 events, and vertex
reconstruction efficiency of 99.69% + 0.02%(stat). The fit x? distribution is shown in figure 7.13. However,
some of the found D° were reconstructed with masses far from the central value of 1.86 GeV/c?. In order
to account for this, the mass peak is fit to a Gaussian, as is done in the data (Figure 7.14). This also takes
into account the fit model inefficiency due to the fact that the D° peak is not exactly Gaussian. From this,
we get an efficiency of 97.41% + 0.06%(stat). There is a small variation of the efficiency with b p, so we
add on a 0.35% systematic error, leading to a combined vertex reconstruction and fit model efficiency of

97.41% + 0.06%(stat) £ 0.35%(syst).
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7.6 Data to MC Comparison

In order to see how well the two versions of the Monte Carlo reproduce the py and 7 distributions in from the
data, we have made plots of the p+ D® pr and 5 distributions for the MC after all cuts and efficiencies have
been applied, and of the data after all cuts and corrections for the SVT efficiency. These plots are shown
in figures 7.15 and 7.16. We see that the MC pr based that the b — J/¢¥X cross section result is softer
than the data, while the spectrum from the MRSD0 MC is somewhat harder than the data. We therefore
measure the cross-section by taking the average of the cross section from the two measurements, and use
one-half the difference as a systematic. Also, consider the events with uD° pr between 6 and 9 GeV/c.
We are concerned that, as these events are on the softer side of the spectrum with the lowest efficiency and
acceptance, that they may be subject to poorly understood systematic effects. Because of this possibility,
we exclude events with a g + D° pr of less than 9 GeV/c. We also compare the muon (figure 7.17) and
DY (figure 7.18) pr spectra separately and find that the distributions from data, the CDF sample, and the
MRSDO sample agree reasonably well.

We also compare the invariant mass distribution of #D° in the data to the distributions of the two MC
samples (fig 7.19). The mass distributions are all consistent with one another. The fitting the ratio of the
MC to data for the two distributions to lines gives a slope that is 0.80¢ from 0 for the CDF distribution,
and 1.27¢ from 0 for the MRSDO distribution (fig 7.20). We can use this ratio to assess a radiative decay
systematic for our cross section. We do this by creating MC samples from both distributions that have the
PHOTOS package left out of the decay of the Hj, and measure the cross-section in these samples. Without
PHOTOS, the slope of the invariant mass ratio is decreased, and by finding the mixture of samples with and
without PHOTOS that gives a slope consistent with 0 gives the ratio of the PHOTOS/no PHOTOS samples
to use in the systematic assessment. I get somewhat different results for the two samples. Unfortunately,
while the slope of the mass ratio is smaller without PHOTOS than with PHOTOS, the slope for the CDF
phenomenological sample is still positive. This means that it is impossible to combine the two slopes to get
a slope consistent with 0. The MRSDO sample without PHOTOS, on the other hand, is slightly negative,
so that can be combined with the sample including PHOTOS to get a 0 slope. We have some concerns
about this method, however, due to the presence of direct charm in our sample. Because the c¢ pair does
not have to have an invariant mass consistent with a b hadron mass, the uD° mass distribution from these
decays peaks at higher mass than those from the decays of H,. We attempted to model this using Pythia
Monte Carlo that was initially generated for a different study, but there were insufficient statistics to correct
the mass distributions from our Bgenerator studies, and generating a large enough sample would require

a prohibitive amount of time and computing power. Instead, to be conservative we take average of the
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difference in the cross-sections with and without PHOTOS to be our systematic.

7.7 Charm Backgrounds

While fitting the D? peak to a Gaussian allows us to determine how many uD° events are in our sample
and eliminate non-charm background, it is possible that there are real uD° events that are not part of our
H, — puD° signal. One source of this charm background is direct ¢ production. It is possible for direct
charm to mimic our signal by having one charm quark decay to a p, and the other charm quark decay to
a D%. A second source of charm background is bb production, where one b quark decays to D°X, and the
other b quark follows the decay chain b — ¢ — p. Also, it is possible for a single Hj to decay to a DDX
or a D7X, where subsequent decays of the one of the D mesons or the 7 produces a muon. For our cross
section measurement, we are only interested in events where the muon was produced directly by the Hp
decay, so these processes are also considered backgrounds. Since it is not possible to remove these events
from our sample, their contributions to the total number of ©D° must be estimated to get the f; term from

equation 1.1.

7.7.1 cc Background Estimate

In order to estimate the fraction of events in our sample from direct charm, we use the impact parameter of
the D®. As the D° mesons from direct charm are created at the primary vertex, they ought to point back
to the primary, to within the detector resolution. The D° from b decays, on the other hand, are created at
the secondary b vertex, and are less likely to point back at the primary vertex. To get the impact parameter
distribution for D° mesons from b decays, we use the same MC sample that was used to find the acceptance
above. In order to get the dy distribution of the D° from direct charm, we generated 20,065 charm-anticharm
events using Pythia and decay them using EvtGen. We force the D to decay either semi-muonically or to
7K, but other particles are allowed to decay normally. We require the direct charm events to satisfy the
same cuts as were placed on our MC sample. In order to increase our statistics, we also generate 876152
D° mesons using FakeEvent. We then reweight the pr spectrum of the events from FakeEvent so that it
matches the pr spectrum of the D° from Pythia events with a u with pr > 4.0GeV/c and |n| < 0.6.

In both the direct charm and b to D° samples, calculate the impact parameter using generator level MC
quantities. In order to estimate the error on the D° impact parameter due to detector resolution, we look
at the sideband subtracted D° impact parameter error distribution from data, shown in figure 7.21. We see

that the average error is approximately 34 microns, so we smear the MC impact parameters using a Gaussian
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resolution function with a o of 34 um. We see that this gives the impact parameter distributions for D°
mesons from direct charm and bottom decays shown in figure 7.22. We do a bin by bin x? fit to determine
the ratio of events from direct charm to those from bottom decays. We find that using the dy distribution
from the b events generated with the J+ input spectrum, we get a charm fraction of 6.29% + 2.11%, while
using the dy distribution from the b events in the MRSDO sample gives a charm fraction of 5.43% + 2.13%.

So as a final result, we use the charm fraction 5.86% % 2.12%(stat) & 0.43%(syst).

7.7.2 bb Background Estimate

We also have background due to the presence of bb events where one bottom quark decays to a D° meson
and the other follows the decay b — ¢ — p~ + X. In this case, there will also be a p + D® with the x and 7
having opposite charges, but since this is not a H, — p~D° decay, we do not wish to include these events in
our signal. Unfortunately, the impact parameter distribution for the D° meson in these events is expected
to be the same as signal, since the D° mesons are coming from b hadrons. Therefore, we cannot use the
same technique as we used for the ¢¢ background. Instead, we take advantage of the fact that when the
second b decays directly to a u, instead of first decaying to a charm quark, the muon that is produced has
the same charge as the 7 from the DO, rather than the opposite charge as in a Hy, — p~ D%, D% = 7+ K~
decay. We expect that there will be more of these events than b — ¢ — p+ X events. Therefore, we look for
a D% — 7T K~ peak in events with Q,, = Q. This is complicated by two factors. The first is that there is a
large peaking background in this sample from reflections of our signal sample of H, — u~D°, D° — 7t K~
events. We account for this by finding the shape of this distribution using Monte Carlo, and fixing the
number of events in the reflection peak to the number of D° events in our signal sample. The Monte Carlo
wrong sign mass distribution was found to be insensitive to both the input b py spectrum used and whether
direct MC track momentum was used or if the reconstructed COT momentum was used for the 7 and K
tracks. These distributions are shown in figure 7.23. The second complication is that the double Cabibbo
suppressed decay of the D? — 7~ K is also expected to give a small peak, with a number of events equal
to 0.0036 £ 0.0003 times the number of events in our signal peak. This number is arrived at from branching
ratios listed in [3]. As there are 4069 + 114 events in our signal peak (after correcting for SVT efficiency),
we expect to have 15+ 1 events from doubly Cabibbo suppressed decays. We now do a fit to the wrong sign
distribution with a linear background, the reflection of right sign D° peak set to the number of events set to
4069.35 and the mean and o set by MC, and a D° signal peak with its mean and o set to the same values
as in the right sign peak, but with the number of events allowed to float (see figure 7.24). This gives a peak

of 188 + 69 events. Taking into account the doubly Cabibbo suppressed peak, we get 173 + 69 events.
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To convert this number into a estimate of the number of right sign bb events, we look at a generator
level sample of bb Monte Carlo generated using Pythia and decayed with the standard EvtGen decay table.
In this sample, we look for events where one b decayed to a pu, and the other produced a D°. This sample
was initially generated without mixing for a different study, so to determine the number of mixed B° and
BY events, we take the time integrated mixing probabilities of 0.186 and 0.50 respectively from [3], and use
a random number generator to decide if the B mixed. We require that the p have pr > 4.0 GeV/c and
|n] < 0.6, and that the D° decay to K7+ where both the K and 7 have pr > 1.0 GeV/c, || < 1.0, and at
least one of the two has a pr > 2.0 GeV/c. No other attempt is made to account for the detector efficiency
or acceptance, with the assumption that these will cancel in the ratio of the right sign to wrong sign events.
We find 107 right sign and 471 wrong sign event in this sample (after adjusting for mixing), giving a right to
wrong sign ratio of 0.227 £+ 0.024 (stat). To take into account the fact that the efficiencies are not exactly
the same, we apply a 50% systematic, giving a final ratio of 0.227 £+ 0.024 (stat) & 0.113 (syst). As we
found 173 £ 69 wrong sign events above, this gives 39.3 + 16.2 (stat) £ 19.6 (syst). Dividing by the number
of events in the signal peak, this gives a bb background fraction of 0.97% =+ 0.40%=+ 0.48%

773 B — DD and B — D7t Background Events

In addition to backgrounds from c¢ and bb events, a background also comes from the decays of a single b
meson. These events can occur when the decay b — c¢és or b — ccd is followed by one of the charm quarks
decaying to a p, and the other decaying through D° — K. These events also can come from a decay of
b — cr~U,, where the 7 decays to a u, and the ¢ decays through D° — K7. Because these events come
from real b decays, the impact parameter of the D° will not necessarily point back to the primary vertex,
and the nature of the decay means that the p and the 7 from the decays will have opposite charges, as is
the case in b — cu~v, events. Instead, we take these events into account using Monte Carlo only. When we
generated the Monte Carlo for the acceptance measurement, we kept events with B — DD and B — D7
decays, so long as they had both a = and a D° — K7t decay. We then include these events in the
denominator of the weights to determine bin migration (described in section 7.9), but not in the numerator.
Thus, these events are subtracted out. Unfortunately, the branching fractions for some of these decays are
not extremely well known compared to decays for b — cu~v, events. Therefore, to assess an uncertainty on

this background, we allow the number of events from B — DD and B — D7 decays to vary by 50%.
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7.8 Branching Fraction Uncertainties

Because we do not fully reconstruct the Hp, we have to consider effects on the cross section due to the
uncertainties on the branching fractions of decays that lead to H, — pD°. These uncertainties only matter
to the extent that the different decay modes have different acceptances within our detector. In particular,
we are concerned with the decays of Hy — uD** X, where the D** decays to a D°. Since the D from these
decays tend to be softer and have a larger spread in 7 than decays directly to D% or D*, the acceptance
is lower for these events than for the more direct decays. To get the uncertainty in the cross section due to
Hy — pD* X decays, we allow the number of Hy, — uD** X decays to vary by 50%. We find that this gives
an uncertainty of 1.9% for the both the cross section from H, — uD%X events, and the cross section from
Hy — uD*t X events. The acceptance vs. pr of the Hy for D® and D** events for my loose cuts are shown

in figure 7.25 with the Hy — pD** branching fraction varied by 50%.

7.9 H,— uD'X, D’ — 7K Cross-Section

In order to turn the u + D° pr distribution from the data into a b hadron differential cross-section times
branching fraction measurement, we perform a convolution between that and the pr distribution of the Hjy

from MC. We determine a weight, w;;, that is defined as

No. Hp in pr bin i & |y| < 0.6 decaying to a uD° in pr bin j & passing all cuts in Sec. 7.3

Y No. uD° in pr bin j and passing all cuts in section 7.3
(7.1)
We generate Hp with |y| > 0.6 in order to ensure these events are properly taken into account in the
number of events in the D pz bins, but these account for less than 1% of the uD° with |n| < 0.6. Note that

for the determination of the weights w;;, it is the slope of the Hy pr curve, and not its absolute normalization

that matters. Then, to get the differential cross section, we use the formula

N
Nf[b = Z'H}i]‘N]HDO (72)
7j=1

Where NiH ® is the number of Hy in pr bin 4, and N J’.LDO is the number of events in y + D° pr bin j from

data found in section 7.4. We now have all of the terms from equation 1.1 required to get the cross section.
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The statistical error in each H}y pr bin is given by

N
Satat(N{™) = | D~ wijd2e (N} ™) (73)
j=1
The systematic uncertainties were determined in general by varying the efficiency or acceptance in question
by +10, usually using the error matrix determined from a fit. The systematic due to the SVT efficiency
found in this manner was only about 0.5%, which was felt to be too low as several of the data point used
in the fit lie more than 1o + 0.5% from the fitted curve. To assess a fit model systematic, the cross section
was determined using the data points from the SVT efficiency measurement, and the difference added in
quadrature with the 1 ¢ systematic to get the total systematic uncertainty. The systematic uncertainty
on the MC pr spectrum is estimated by taking the fractional difference between the cross-section found
using the CDF sample and the reweighted MRSDO sample. A list of the systematic uncertainties is shown
in table 7.4. It may be worth noting that the total systematic error for the MC pr shape is less than the
systematic error due to the MC pr shape in most of the pr bins. This is because uncertainty on the pr
shape primarily effects what fraction of the total cross section is in a specific pr bin. When integrating over
all bins, this effect is ameliorated. Also, when finding the acceptance for specific pr bin, one can only use
the MC events within that bin, while the overall measurement uses all of the MC events. This leads to a
lower uncertainty due to MC statistics.

After applying all corrections to the data, we get the total cross-section times branching ratio of
3.53 nb £ 0.20 nb (stat.) 93¢ nb(syst.)

for b hadrons with pr > 9GeV/c? and y < 0.6. Correcting for branching ratios of the the H, — uD° and

D% — 7K from [3], we get a total cross-section of
1.34 pub £+ 0.08 ub (stat.) T9-13 ub (syst.) £ 0.07 ub (BF)

for b hadrons with pr > 9GeV/c? and y < 0.6. The differential cross-section times branching ratio is shown
in table 7.5, and displayed in figure 7.26, and the differential cross-section corrected for the branching ratios
using the current best values is shown in figure 7.27. For convenience, we list the branching ratios used in

table 7.6.
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7.10 Hy, — puD**X, Dt — D%, D° - 7K Cross-Section

In addition to the measuring the Hj cross-section in the Hy — uD® D° — 7K channel, we extend this
analysis to look at the cross section in the H, — uD**, D*t* — Dowjo o D° — 7K channel. This extension
is fairly straightforward. We place the same cuts on the g + D° in data as are listed in section 7.4. In

addition, we require a soft pion be found in the event, which satisfies the following requirements:

e The 7,5 must have a pr > 0.4 GeV/c.

The 75,5+ must have a || < 1.0;

The Az, between the 74,7, and the p, the 7 must all be less than 5 cm.

The 7505+ track must have at least 5 hits on two COT axial layers and 5 hits on two COT stereo layers.

The D associated with the soft pion must have a mass between 1.82 GeV/c? and 1.90 GeV/c?. Since
this includes an interval of 4.50 about the D° peak, we do not correct for any D*+ that might be

excluded.

The mass difference between the D® and the D** is only 0.145 GeV/c? [3], which is only slightly greater
than the 77 mass of 0.139 GeV/c? [3]. Therefore, in order to get a clear peak, we plot the mass difference
between the K7 and the K7 pair which are used to from the D°. These mass plots are shown in figures 7.28
to 7.32. In order to make comparisons between the two measurements simple, we bin the data in the same
bins of uD° pr. The yields without the SVT efficiency adjustments are included on table 7.3. Figure 7.33
shows the mass difference plotted without the SVT efficiency adjustment.

All of the efficiencies for this measurement are the same as those for the H, — uD?, D° — 7K, except
that we need to add in the efficiency for the m405;. This efficiency was discussed above in 6.6.

The generator level acceptance for D** events, described for general D° events in section 7.2, is somewhat
higher for events that include a D**. We parameterize the generator level acceptance for D** events, with
a seventh order polynomial. The fit constants and error matrix can be found on tables 7.7 and 7.8, and is
plotted in figure 7.34.

Most of the systematics for the D*t measurement are the same as those for the D° measurement on
table 7.4, where they differ the table refers to D° or D** specifically.

After applying all corrections to the data, we get the total cross-section times branching ratio using

Hy — puD*t, D** — D%, D% — 7K decays of
1.04 nb + 0.13 nb (stat.) *9:1% nb(syst.)
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for b hadrons with pr > 9GeV/c? and y < 0.6. Correcting for branching ratios of the the H, — puD*T,

D** — D%, and D° — 7K from [3], we get a total cross-section of
1.47 pb £ 0.18 pb (stat.) T917 ub (syst.) £ 0.11 ub (BF)

for b hadrons with pr > 9GeV/c? and y < 0.6. The differential cross-section times branching ratio is shown
in table 7.9, and displayed in figure 7.35, and the differential cross-section corrected for the branching ratios
using the current best values is shown in figure 7.36. For convenience, we list the branching ratios used in

table 7.6.

7.11 Comparison With Theory and Previous Measurements

In order to get a sense of how our measurement compares with previous Hy cross section results, we compare
our result with the measurement of the H, cross section measured at CDF Run II using J/v decays [12]. The
differential cross sections are compared in figure 7.37, where we see that the three cross section measurements
agree to with experimental errors. We also look at a prediction made using FONLL theory for b production

with CTEQ6M PDFs [56]. Comparing this to our result, we see good agreement within errors (Figure 7.38).

7.12 Summary and Possible Future Directions

We have measured the b cross section in Hy — pD°X and Hy — uD** X decays. This measurement is the
first b cross section from CDF to use data collected with the SVT displaced track trigger. Other alternative
production mechanisms of uD° events have been proposed [14], but the consistency of my results with the
J/1 cross section and theory makes a large contribution from new physics unlikely. There are several ways
this analysis could be extended. By including data from later run periods, it would be possible to get a
better measurement of the high momentum cross section. Also, one could look for additional high momentum

muons in the events, in order to measure the bb cross section.
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Acceptance, Background Estimate and Cross-Section Tables and

Figures

Here is the fit result for the generator level acceptance with loose cuts vs. b hadron pr using the formula:

Q=+ a1 *Pr + Qg * Do + Q3 * P+ g * P+ Qs * D+ ag * PG+ ar x pro+ g x P+ ag x D (T.4)

Note that the unit of pr used in the fitter was 10 GeV /¢, rather than GeV/c. Therefore, to get the correct

acceptance for a 20 GeV/c b hadron, one must put in 2.0 into the formula above.

x2/ndf = 33.25476/30

Qo (51 Qo Qs Oy
0.4315915 | -1.954760 | 2.161378 1.525248 -4.281450
a5 Qg ar asg Q9

3.505121 | -1.511293 | 0.3692517 | -0.04835067 | 0.002639340

Table 7.1: The results of of the fit to the generator level acceptance with loose cuts vs. b hadron pr for

Hy, — uD°X events.

Qo a1 (6%} a3 (e %}
ao | 0.78081E-06 | -0.14022E-05 | 0.35233E-06 | 0.16728E-06 | -0.12383E-07
a1 | -0.14022E-05 | 0.32045E-05 | -0.16976E-05 | -0.26083E-07 | 0.72738E-07
as | 0.35233E-06 | -0.16976E-05 | 0.21764E-05 | -0.71374E-06 | -0.36745E-07
as | 0.16728E-06 | -0.26083E-07 | -0.71374E-06 | 0.65404E-06 | -0.11036E-06
a4 | -0.12383E-07 | 0.72738E-07 | -0.36745E-07 | -0.11036E-06 | 0.86504E-07
as | -0.98769E-08 | 0.14645E-07 | 0.13530E-07 | -0.15197E-07 | -0.10589E-07
ae | -0.20088E-08 | 0.94033E-09 | 0.45290E-08 | -0.85471E-09 | -0.18318E-08
a7 | -0.15039E-09 | -0.30987E-09 | 0.71112E-09 | 0.25834E-09 | -0.19154E-09
ag | 0.58425E-10 | -0.13736E-09 | -0.14195E-10 | 0.11254E-09 | 0.19891E-10
ag | 0.35133E-10 | -0.30871E-10 | -0.59922E-10 | 0.25731E-10 | 0.20639E-10
as (6733 (674 asg Q9
ag | -0.98769E-08 | -0.20088E-08 | -0.15039E-09 | 0.58425E-10 | 0.35133E-10
a1 | 0.14645E-07 | 0.94033E-09 | -0.30987E-09 | -0.13736E-09 | -0.30871E-10
as | 0.13530E-07 | 0.45290E-08 | 0.71112E-09 | -0.14195E-10 | -0.59922E-10
as | -0.15197E-07 | -0.85471E-09 | 0.25834E-09 | 0.11254E-09 | 0.25731E-10
a4 | -0.10589E-07 | -0.18318E-08 | -0.19154E-09 | 0.19891E-10 | 0.20639E-10
as | 0.85557E-08 | -0.80684E-09 | -0.14112E-09 | -0.12806E-10 | 0.34420E-11
a6 | -0.80684E-09 | 0.75495E-09 | -0.55592E-10 | -0.10297E-10 | -0.12054E-11
a7 | -0.14112E-09 | -0.55592E-10 | 0.60375E-10 | -0.46701E-11 | -0.11583E-11
ag | -0.12806E-10 | -0.10297E-10 | -0.46701E-11 | 0.41280E-11 | -0.56430E-12
ag | 0.34420E-11 | -0.12054E-11 | -0.11583E-11 | -0.56430E-12 | 0.20951E-12

Table 7.2: The error matrix of the fit to the generator level acceptance with loose cuts for H, — puD°X

events.
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Table 7.3: The yields for the number of D° and D** events per uD° py bin, without SVT efficiency

correction.

,UDO pr

DY yield

D* yield

9to 11 GeV/c

11 to 13 GeV/c
13 to 17 GeV/c
17 to 29 GeV/c
29 to 40 GeV/c

867.87 + 53.47
863.13 + 45.82
1016.77 £+ 46.27
669.59 + 38.29
67 + 12.2

82.3 £ 10.5
142.6 + 13.2
236.4 + 16.9
169.6 + 14.1
14.2 £+ 4.27
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pr bin width in GeV/c

source total pr | 9-11 11-13 13-17 17-23 | 23-29 | 29-40
Luminosity 6.0% 6.0% 6.0% 6.0% 6.0% 6.0% 6.0%
L1 Efficiency 2.6% 2.6% 2.6% 26% [256% |25% | 2.5%
L2 XFT Efficiency 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0%
L2 SVT Efficiency 1.3% 1.6% 1.2% 0.8% 0.7% 0.7% 0.9%
L3 Efficiency 0.2% 0.2% 0.2% 0.2% 0.2% 0.1% 0.1%
CMU Efficiency 1.6% 1.6% 1.6% 1.6% 1.6% 1.6% 1.6%
CMP Efficiency TLA% L% L% L% g | 15% | 17%
SVX Efficiency B B B B Bt Bt By
SVX 2nd leg Eff. 1.0% 1.0% 1.0% 1.0% 1.0% 1.0% 1.0%
COT Eff. (D°) T IO O B o B O B O
COT Eff. (D*) Tow | Thae | Thew | Teaw | Tedw | tatw | titw
Vertex + Fit Eff 0.4% 0.4% 0.4% 0.4% 0.4% 0.4% 0.4%
c¢ Background 2.2% 2.2% 2.2% 2.2% 2.2% 2.2% 2.2%
bb Background 0.6% 0.6% | 06% | 06% |06% |06% |0.6%
do Smearing e | Tiew | Toaw | 94w | T9Sw | Tiw | Tiiw
FSR 1.2% 1.0% 1.8% 1.8% 0.7% 2.2% 4.0%
B — uD**X BR (D°) | 1.9% 21% | 1.7% | 1.6% |2.0% |15% |1.7%
B — uD**X BR (D*) 1.9% 2.0% 1.9% 1.8% 2.3% 1.7% 2.0%
B —- DD, B— Dt BR | 2.4% 2.4% 2.4% 2.5% 2.6% 2.3% 2.4%
MC stat. (D°) 0.5% 1.7% | 1.1% | 0.9% | 1.0% | 1.6% |21%
MC stat. (D*) 1.2% 5.8% 3.4% 2.2% 2.2% 3.3% 4.4%
MC pr shape (D?) 3.4% 57% | 3.0% | 1.7% | 22% | 2.0% | 2.5%
MC pr shape (D*) 4.4% 5.7% 4.4% 3.9% 4.0% 0.6% 2.8%
total (D°) ot | Tivin | Moo | Toew | Toanm | Toew | Tioom
total (D*) Tisom | Taiw | A3R | M | Biew | ek | tivin

Table 7.4: The systematic errors of the do(pp — B)/dpr measurement.
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pr bin (GeV/c) | do/dpr x Br (pb/(GeV/c)) | stat. err (pb/(GeV/c)) | syst. err (pb/(GeV/c))
9-11 789 90 o

11-13 413 30 s

13-17 180 9 M

17-23 48.9 2.5 e

23-29 12.7 1.0 1.2

29-40 3.31 0.36 0.34

Table 7.5: Differential cross section do(pp — B)/dpr times branching fraction of H, — uD°X, D° — K.

decay branching fraction

H, - u~D°X | 6.890% =+ 0.35%
Hy, - pD**X | 2.75% + 0.19%
D*+ o D+ | 67.7% + 0.5%

DO - ntK— 3.81% + 0.09%

Table 7.6: Branching fractions used in this analysis, taken from [3].
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Here is the fit result for the generator level acceptance for uD*t events with loose cuts vs. b hadron pr

using the formula;:

Q=g+ ap *pr + ag * P+ az x P+ ay ¥ P+ as * D5 + ag * pS + ap x ph (7.5)

Note that the unit of py used in the fitter was 10 GeV/¢, rather than GeV/c. Therefore, to get the correct

acceptance for a 20 GeV/c b hadron, one must put in 2.0 into the formula above.

X2 /ndf = 24.46741/33
a0 (631 (65) a3 (7] (6733 (6733 (074
0.6654247 | -3.639978 | 7.082303 | -6.183229 | 3.004793 | -0.8346769 | 0.1236831 | -0.007573609

Table 7.7: The results of of the fit to the generator level acceptance with loose cuts vs. b hadron pr for

Hy — pD*t X events.

Table 7.8: The error matrix of the fit to the generator level acceptance with loose cuts for Hy — puD*tX

events.

ao

aq

(%)

as

Qo
aq
(&%)
(e %3
o7
as
Qg
(&%

0.31192E-05
-0.58317E-05
0.18103E-05
0.58614E-06
-0.10839E-06
-0.44977E-07
-0.35156E-08
0.24741E-08

-0.58317E-05
0.13521E-04
-0.75138E-05
0.58394E-07
0.36482E-06
0.61089E-07
-0.27900E-08
-0.49049E-08

0.18103E-05
-0.75138E-05
0.88947E-05
-0.28693E-05
-0.88827E-07
0.63698E-07
0.13431E-07
-0.11821E-08

0.58614E-06
0.58394E-07
-0.28693E-05
0.25989E-05
-0.48832E-06
-0.62038E-07
0.14214E-08
0.38724E-08

Q4

Qs

Qe

ar

(ey]
aq
(&%)
(e %3
(&7}
as
Qg
ar

-0.10839E-06
0.36482E-06
-0.88827E-07
-0.48832E-06
0.33280E-06
-0.45310E-07
-0.53459E-08
0.74324E-09

-0.44977E-07
0.61089E-07
0.63698E-07
-0.62038E-07
-0.45310E-07
0.34432E-07
-0.33244E-08
-0.50264E-09

-0.35156E-08
-0.27900E-08
0.13431E-07
0.14214E-08
-0.53459E-08
-0.33244E-08
0.27687E-08
-0.42109E-09

0.24741E-08
-0.49049E-08
-0.11821E-08
0.38724E-08
0.74324E-09
-0.50264E-09
-0.42109E-09
0.12047E-09
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pr bin (GeV/c) | do/dpr x Br (pb/(GeV/c)) | stat. err (pb/(GeV/c)) | syst. err (pb/(GeV/c))
9-11 228 63 +a

11-13 122 17 AT

13-17 56.0 4.5 B

17-23 15.3 1.2 e

23-29 3.83 0.45 +o:d0

29-40 0.961 0.154 MrRTT,

Table 7.9: Differential cross section do(pp — B)/dpr times branching fraction H, — uD** X, D** — DOr,

D% & Kn.
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Figure 7.1: The generator level acceptance for the loose cuts on MC made with the CDF b spectrum versus
b hadron py.
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Figure 7.2: The generator level acceptance for the loose cuts on MC made with the CDF b spectrum versus
b hadron rapidity.
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1N [ Il
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Sidehand Subtracted D’ y?

Figure 7.3: The x2 of the vertex fits of the 7 K, with sideband subtraction. This indicates that the x? < 1000
cut is not throwing away a significant number of events.
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Figure 7.4: The 7T K~ mass, for events with 9 GeV/c < pr(p~K~nT) < 11 GeV/c. The black and red
plots are for ¢ # g, and gr = gy, respectively. The mass was fit using a Gaussian plus linear background.
The events have been weighted to take into account the SVT efficiency.
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Figure 7.5: The 7T K~ mass, for events with 11 GeV/¢ < pr(p~K~7") < 13 GeV/c. The black and red
plots are for ¢ # g, and gr = gy, respectively. The mass was fit using a Gaussian plus linear background.
The events have been weighted to take into account the SVT efficiency.
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Figure 7.6: The 7T K~ mass, for events with 13 GeV/c < pr(p~K~7T) < 17 GeV/c. The black and red
plots are for ¢ # g, and gr = gy, respectively. The mass was fit using a Gaussian plus linear background.
The events have been weighted to take into account the SVT efficiency.
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Figure 7.7: The 7T K~ mass, for events with 17 GeV/c < pr(p~K~7T) < 29 GeV/c. The black and red
plots are for ¢ # g, and gr = gy, respectively. The mass was fit using a Gaussian plus linear background.
The events have been weighted to take into account the SVT efficiency.
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Figure 7.8: The 7T K~ mass, for events with 29 GeV/c < pr(p~K~7") < 40 GeV/c. The black and red
plots are for ¢, # ¢, and ¢, = g, respectively. Because there were relatively few events, the number of
events was found by sideband subtraction rather than a Gaussian fit. The signal range was 3o about the
mean of the Gaussian from the 17 GeV/c < pr < 29 GeV/c bin fit, and the sideband range was 5 to 8 o on
either side of the peak. The events have been weighted to take into account the SVT efficiency.
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Figure 7.9: The 7t K~ mass, for events with pr(u~K~7t) > 9.0 GeV/c. The black and red plots are for
gr # qu and g = gy, respectively. The mass was fit using a Gaussian plus linear background. There is no
adjustment for the SVT efficiency.
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Figure 7.10: The dimuon mass distribution without vertex fitting, fit to the sum of two Gaussians plus a
linear background. There are 624723 + 5577 J/1 events beneath the two Gaussians.
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Figure 7.11: The dimuon mass distribution with vertex fitting, fit to the sum of two Gaussians plus a linear
background. There are 623774 + 5526 J/1¢ events beneath the two Gaussians.
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Figure 7.13: The vertex fit x? for the MC D° — K7t events.
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Figure 7.14: The reconstructed D° mass from MC b events. There are 29207 + 171 events beneath the mass
peak.
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Figure 7.15: A comparison of the two MC samples to data, plotted vs. the py of the u + D°. The data
points are in black, the CDF MC is in red, and the MRSDO MC is in blue. The spectrum from the CDF
sample is slightly softer than the data. The MRSDO MC is closer, but somewhat harder than the data.
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Figure 7.16: A comparison of the two MC samples to data, plotted vs. 1. The data points are in black, the
MC using the spectrum from the b — J/1 cross section is in red, and the MRSDO MC is in blue.
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Figure 7.17: A comparison of the two MC samples to data, plotted vs. the pr of the u. The data points are
in black, the CDF MC is in red, and the MRSD0O MC is in blue.
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Figure 7.18: A comparison of the two MC samples to data, plotted vs. the pr of the D°. The data points
are in black, the CDF MC is in red, and the MRSDO MC is in blue.
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Figure 7.20: Ratio of the number of events per 4 D°® mass bin of data to Monte Carlo. The plots on the left
use the CDF phenomenological MC distribution, and the plots on the right use the MRSDO distribution.
Top plots use PHOTOS in the B decays, and bottom plots do not. The black lines show the fit of the points
to a flat line, and red show the fit to a linear slope. Error bars show statistical errors only.
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Figure 7.21: The D° impact parameter distribution for the data, after sideband subtraction
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Figure 7.22: The D° impact parameter distribution for the MC generated with the b — J/+ spectrum (top
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Figure 7.23: The invariant mass of D° — K7 from MC with the K and m masses swapped. Top plots show
the mass from the CDF sample, and the bottom plots are from the MRSDO sample. The plots on the left
use the COT track properties to get the invariant mass, and those on the right use the direct MC track
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Figure 7.24: The fit of a Gaussian to the wrong sign D° mass, with a linear background plus the auto-
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number taken from the reconstructed right sign peak.
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Figure 7.26: The differential cross section times branching ratio for H, — p~D°X, D° — K=+,
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Figure 7.27: The differential cross section from H, — p~D°X, D° — K—7t. Branching ratios corrected
for using PDG branching fractions.
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Figure 7.28: Plot of the m(K~nt#nT) —m(K ~nt) mass difference, where the p~ K7t has 9 GeV/c < pr <
11 GeV/c and a mass between 3.82 GeV/c? and 3.90 GeV/c?. The black and red plots are for g, ,, # qu
and ¢r,,;, = qu, respectively. In both plots the 4 and the 7 associated with the DP have opposite charges.
The mass difference was fit using a Gaussian plus the background function av/Am — mrexp(bx (Am—my)),
where a and b are allowed to float. The events have been weighted to take into account the SVT efliciency.
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Figure 7.29: Plot of the m(K ~ntnt)—m(K ~7t) mass difference, where the u~ K ~7* has 11 GeV/e < pr <
13 GeV/c and a mass between 3.82 GeV/c? and 3.90 GeV/c?. The black and red plots are for g, ,, # qu
and ¢r,,;, = qu, respectively. In both plots the 4 and the 7 associated with the DP have opposite charges.
The mass difference was fit using a Gaussian plus the background function av/Am — mrexp(bx (Am—my)),
where a and b are allowed to float. The events have been weighted to take into account the SVT efliciency.
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Figure 7.30: Plot of the m(K~ntnt)—m(K~7t) mass difference, where the u~ K ~7* has 13 GeV/c < pr <
17 GeV/c and a mass between 3.82 GeV/c? and 3.90 GeV/c?. The black and red plots are for g, ,, # qu
and ¢r,,;, = qu, respectively. In both plots the 4 and the 7 associated with the DP have opposite charges.
The mass difference was fit using a Gaussian plus the background function av/Am — mrexp(bx (Am—my)),
where a and b are allowed to float. The events have been weighted to take into account the SVT efliciency.
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Figure 7.31: Plot of the m(K~ntnt)—m(K~7t) mass difference, where the u~ K~ 71 has 17 GeV/c < pr <
29 GeV/c and a mass between 3.82 GeV/c? and 3.90 GeV/c?. The black and red plots are for ¢r,,,, # g,
and ¢r,,;, = qu, respectively. In both plots the 4 and the 7 associated with the DP have opposite charges.
The mass difference was fit using a Gaussian plus the background function av/Am — mrexp(bx (Am—my)),
where a and b are allowed to float. The events have been weighted to take into account the SVT efliciency.
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Figure 7.32: Plot of the m(K 7t nt)—m(K ~7t) mass difference, where the u~ K ~7* has 29 GeV/c < pr <
40 GeV/c and a mass between 3.82 GeV/c? and 3.90 GeV/c?. The black and red plots are for ¢r,,,, # qu
and ¢r,,;, = qu, respectively. In both plots the p and the 7 associated with the D° have opposite charges.
Because there were relatively few events, the number of events was found by sideband subtraction rather
than a Gaussian fit. The signal range was 30 about the mean of the Gaussian from the 17 GeV/c < pr <
29 GeV/c bin fit, and the sideband range was 5 to 8.4 o above the peak. The sideband region was chosen
so that, in the 17 GeV/c < pr < 29 GeV/c bin fit, the area under the background fit in the sideband region
is the same as in the signal region. The events have been weighted to take into account the SVT efficiency.
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Figure 7.33: Plot of the m(K~nt7nt) — m(K~7T) mass difference, for events with pr(u=K~-7t) > 9.0
GeV/c. The black and red plots are for gx,,,, # g, and gx,,;, = gy, respectively. In both plots the x4 and
the 7 associated with the D° have opposite charges. The mass difference was fit using a Gaussian plus the
background function av/Am — mzexp(b x (Am — m,)), where a and b are allowed to float. There is no
adjustment for the SVT efficiency.
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Figure 7.34: The generator level acceptance for the loose cuts on MC made with the CDF b spectrum versus
b hadron pr for events with a D**.
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Figure 7.35: The differential cross section times branching ratio for Hy — u~D*t* X, D*t — DOz+ D° —
K7+,
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Figure 7.36: The differential cross section from Hy — p~D*t X, D** — D7+, D° — K—n+. Branching
ratios corrected for using PDG branching fractions.
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Figure 7.37: The differential cross section from Hy, — J/¢X, J/1 — utu~ (black points), Hy, — u~D°X,
D° — K—7t (blue points), and H, — p~D**X, D** — D% *, D° — K—7% (red points). All three
measurements have been corrected for the appropriate branching fractions, and all three have |y(H;)| < 0.6.
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Appendix A

Glossary

B_CHARM_LOWPT_L1 _DPS: Name of the trigger requiring 2 displaced tracks to fire. Used in the XFT
efficiency measurement.

B_SEMI_CMUP4_TRACK2_D120: Name of the trigger used to collect the D events used in the cross
section. Requires a high pr muon with hits in the CMU and CMP chambers and a displaced track.
B_SEMI_L3PS20_L2_TRK2_D120_.L1_CMUP6_PT4: Trigger similar to the B.SEMI_CMUP4_TRACK2_D120
trigger, but with no requirements at L.3. Used to determine the L3 efficiency of the B.SEMI_CMUP4_TRACK2_ D120
trigger.

CDF: Collider Detector at Fermilab. The name of the detector overall. The CLC, COT, SVX, CMU, and
CMP are all subdetectors of the CDF detector.

CLC: Cherenkov Luminosity Counter. Used to measure the luminosity of beam delivered to CDF.

CMP: Central Muon uPgrade. Muon chambers placed behind the CMU and additional steel that cover the
range |n| < 0.6

CMU: Central MUon Detector. Muon chambers placed directly outside the calorimeters that cover the
range |n| < 0.6

CMUPS8 Trigger: Trigger requiring a muon with a pr of at least 8 GeV /¢ with hits in the CMU and CMP
chambers. Used in the L1, SVT, and CMU efficiency measurements.

CMX: Central Muon eXtension. Muon chambers that cover the range 0.6 < |n| < 1.0

COT: Central Outer Tracker. The CDF experiment’s drift chamber, used for tracking and pr measurement.
n: See Pseudorapidity.

FONLL: Fixed Order, Next Leading Log. Calculation of the b cross section using matrix elements out to
NLO, and resumming over logarithmic terms of order as(log%)k and a2 (log%)k, where k > 1.

Hy: A b hadron. Any particle contisting of a b quank and either an anti-quark or two other quarks.

J/¢p CMU-CMU Trigger: Trigger requiring two muons with hits in the CMU chambers that have an
invariant mass consistent with a J/¢. Used to determine the efficiency of the SVX offline reconstruction.

J/¢p CMU-CMX Trigger: Trigger requiring two muons, one with hits in a CMU chamber and the other
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with hits in a CMX chamber, that have an invariant mass consistent with a J/v. Used to determine the
efficiency of the SVX offline reconstruction. L1: Level 1 Trigger. First level of the CDF trigger. Accepts
about one event in 60.

L2: Level 2 Trigger. Second level of the CDF trigger. Accepts about one event in 100.

L3: Level 3 Trigger. Third level of the CDF trigger. Accepts about one event in 4.

Pr=8cm: Azimuthal (¢) position of the track at a radius of 8 cm from the center of the beampipe.

Luminosity: The number of particles passing through a given area in a given time. At CDF, typical a typical

BCN» N5

luminosity is 10! em~2s~!. The formula used to find the luminosity at CDF is £ = ST (o2 oD
p P

F(g—i),where
T = 21 ps is the revolution period, fgc is the number of bunches in each beam, N, and Nj are the number
of protons and antiprotons per bunch, ¢, and o5 are the transverse beam sizes (RMS) at the interaction
point, and F' is a form factor that depends on the ratio between the bunch longitudinal RMS size 0;, and
the beta function g* at the interaction point.

Pseudorapidity: Typically represented by 7, pseudorapidity is defined as —ln(tang)

pr: see Transverse Momentum.

QCD: Quantum ChromoDynamics. The fundamental theory of the strong interaction.

E+p.

Rapidity: — %logEipz ,

where F is the particle energy and p, is the component of the track’s momentum
parallel to the beam axis. Under a Lorentz boost in the z direction with velocity 3, y — y + tanh ™3, so
dy — dy.

SL: Superlayer. The COT in divided radially into 8 superlayers, each of which contains 12 layers of sense
wires.

SVT: Silicon Vertex Trigger. Finds displaced tracks for use in the L2 trigger decision.

SVX: Silicon VerteX Tracker. Five layers of silicon strips used to precisely determine a track’s impact
parameter.

Transverse Momentum: Magnitude of the tracks momentum in the direction perpendicular to the beam
axis.

XFT: eXtremely Fast Tracker. Reconstructs COT tracks for use the the L1 and L2 trigger decisions
XTRP: eXTRaPolation Unit. Extrapolates tracks reconstructed be the XFT to the calorimeters and muon
chambers for use in the L1 trigger decision, and determines the L1 track only trigger decisions.

Zr—gem: Position of the track along the beam axis direction (the z co-ordinate) at a radius of 8 ¢cm from the

center of the beampipe.
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Appendix B

SVT Efficiency Plots

The following plots show the L2 SVT efficiency versus either 1/pr, |dp — 8 um|, or isolation, for a given
range of the other two variables. The lines superimposed on the plots are the results of the 3-D fit to the
data, with two of the variables fixed to their average value for that bin. For example, for the plot showing
the efficiency versus 1/pr for 120 um< |dy — 8 pm| < 140 pym and ISO = 0, the plot shown is the result
of the 3-D fit with ISO = 0 and the |dy — 8 um| set to its average value within the bin. Because the lines
shown include input from data points not on the plot, the lines do not show the most optimum fit to the

lines within a single given plot.
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Figure B.1: SVT efficiency vs. |do —8um)| for various slices of transverse momentum for tracks with no tracks
having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 0). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded

from the fit.
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from the fit.

211



CDF Run Il Preliminary CDF Run Il Preliminary

5 —— | 3 T T
g l l g e
9 9
£ 5 08
£ £
7 7
06
041 04l
i ISO=0 i ISO=0
021 3.53 GeVie<p,<4.13 GeVvie 021 4.13 GeVie<p,<5.17 GeVvie
0 I | | | | | | | | | | | 0 I | | | | | | | | | | |
0.02 0.04 0.06 0.08 0.02 0.04 0.06 0.08
Id,-8m] (cm) |dy-8ym| (cm)
CDF Run Il Preliminary
>
2 t
g —+
0
2
iy
}_
>
"

04
i ISO=0
02k 5.17 GeVlc<p<10.00 GeVic
ol 1 . 1 Ll L
0.02 0.04 0.06 0.08
|d,-8um] (cm)

Figure B.3: SVT efficiency vs. |do —8um)| for various slices of transverse momentum for tracks with no tracks
having pr > 400 MeV /¢ within A¢,—gcm < 5° (ISO = 0). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded
from the fit.
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Figure B.4: SVT efficiency vs. |dy — 8um| for various slices of transverse momentum for tracks with 1 track
having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 1). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dyp — 8um| > 850 microns have been excluded

from the fit.
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Figure B.5: SVT efficiency vs. |do — 8um| for various slices of transverse momentum for tracks with 1 track
having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 1). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded
from the fit.
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Figure B.6: SVT efficiency vs. |do — 8um| for various slices of transverse momentum for tracks with 1 track
having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 1). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded
from the fit.
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Figure B.7: SVT efficiency vs. |dp — 8um| for various slices of transverse momentum for tracks with 2 tracks
having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 2). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded
from the fit.
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Figure B.8: SVT efficiency vs. |dp — 8um| for various slices of transverse momentum for tracks with 2 tracks
having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 2). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded
from the fit.
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Figure B.9: SVT efficiency vs. |dp — 8um| for various slices of transverse momentum for tracks with 2 tracks
having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 2). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded
from the fit.
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Figure B.10: SVT efficiency vs. |do — 8um| for various slices of transverse momentum for tracks with 3 or 4
tracks having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 3 or 4). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been

excluded from the fit.
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Figure B.11: SVT efficiency vs. |do — 8um| for various slices of transverse momentum for tracks with 3 or 4
tracks having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 3 or 4). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.12: SVT efficiency vs. |do — 8um| for various slices of transverse momentum for tracks with 3 or 4
tracks having pr > 400 MeV /¢ within A¢,—gem < 5° (ISO = 3 or 4). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.13: SVT efficiency vs. |do — 8um| for various slices of transverse momentum for tracks with 5,
6, or 7 tracks having pr > 400 MeV/c within A¢r—gem < 5° (ISO = 5, 6, or 7). The curves are the one
dimensional projections of the three dimensional binned fit to the data. Tracks with |dy — 8um| > 850
microns have been excluded from the fit.
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Figure B.14: SVT efficiency vs. |do — 8um| for various slices of transverse momentum for tracks with 5,
6, or 7 tracks having pr > 400 MeV/c within A¢r—gem < 5° (ISO = 5, 6, or 7). The curves are the one
dimensional projections of the three dimensional binned fit to the data. Tracks with |dy — 8um| > 850
microns have been excluded from the fit.

223



CDF Run Il Preliminary CDF Run Il Preliminary

P > 1+
5§ [ & [
g | | s I+
£ £ I r
5 5 |
06 06
04 04
i ISO=5t01S0=7 i ISO=5t01S0=7
021 3.53 GeVie<p,<4.13 GeVvie 021 4.13 GeVie<p,<5.17 GeVvie
0 I | | | | | | | | | | | 0 I | | | | | | | | | | |
0.02 0.04 0.06 0.08 0.02 0.04 0.06 0.08
Id,-8m] (cm) |dy-8ym| (cm)
CDF Run Il Preliminary
> 1
Q
2 i
9 -
Q L I
E 0.8 i
L e
06
04F
i ISO=5101S0=7
021 5.17 GeVc<p;<10.00 GeVic
ol 1 . Ll Ll L
0.02 0.04 0.06 0.08
|d,-8um] (cm)

Figure B.15: SVT efficiency vs. |do — 8um| for various slices of transverse momentum for tracks with 5,
6, or 7 tracks having pr > 400 MeV/c within A¢r—gem < 5° (ISO = 5, 6, or 7). The curves are the one
dimensional projections of the three dimensional binned fit to the data. Tracks with |dy — 8um| > 850
microns have been excluded from the fit.
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Figure B.16: SVT efficiency vs. |do —8um| for various slices of transverse momentum for tracks with 8 to 16
tracks having pr > 400 MeV /¢ within A¢r—gem < 5° (ISO = 8 to 16). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been

excluded from the fit.
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Figure B.17: SVT efficiency vs. |do —8um| for various slices of transverse momentum for tracks with 8 to 16
tracks having pr > 400 MeV /¢ within A¢r—gem < 5° (ISO = 8 to 16). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.18: SVT efficiency vs. |do —8um| for various slices of transverse momentum for tracks with 8 to 16
tracks having pr > 400 MeV /¢ within A¢r—gem < 5° (ISO = 8 to 16). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.19: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with no tracks having
pr > 400 MeV/c within A¢,—gem < 5° (ISO = 0). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dp — 8um| > 850 microns have been excluded from
the fit.
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Figure B.20: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with no tracks having
pr > 400 MeV/c within A¢,—gem < 5° (ISO = 0). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dp — 8um| > 850 microns have been excluded from

the fit.
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Figure B.21: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with no tracks having
pr > 400 MeV/c within A¢r=gem < 5° (ISO = 0). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dy — 8um| > 850 microns have been excluded from

the fit.
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Figure B.22: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 1 track having
pr > 400 MeV/c within A@,—gem < 5° (ISO = 1). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dp — 8um| > 850 microns have been excluded from

the fit.
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Figure B.23: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 1 track having
pr > 400 MeV/c within A@,—gem < 5° (ISO = 1). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dp — 8um| > 850 microns have been excluded from
the fit.
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Figure B.24: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 1 track having
pr > 400 MeV/c within A¢r=gem < 5° (ISO = 1). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dy — 8um| > 850 microns have been excluded from
the fit.
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Figure B.25: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 2 tracks having
pr > 400 MeV/c within A@,—gem < 5° (ISO = 2). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dp — 8um| > 850 microns have been excluded from

the fit.
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Figure B.26: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 2 tracks having
pr > 400 MeV/c within A@,—gem < 5° (ISO = 2). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dp — 8um| > 850 microns have been excluded from

the fit.
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Figure B.27: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 2 tracks having
pr > 400 MeV/c within A¢r=gem < 5° (ISO = 2). The curves are the one dimensional projections of the
three dimensional binned fit to the data. Tracks with |dy — 8um| > 850 microns have been excluded from

the fit.
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Figure B.28: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 3 or 4 tracks
having pr > 400 MeV/c within A¢r—gem < 5° (ISO = 3 or 4). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.29: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 3 or 4 tracks

having pr > 400 MeV/c within A¢r—gem < 5° (ISO = 3 or 4).

The curves are the one dimensional

projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.30: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 3 or 4 tracks
having pr > 400 MeV/c within A¢p=gem < 5° (ISO = 3 or 4). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.31: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 5, 6, or 7 tracks
having pr > 400 MeV/c within A@,—gem < 5° (ISO = 5, 6, or 7). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been

excluded from the fit.
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Figure B.32: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 5, 6, or 7 tracks
having pr > 400 MeV/c within A@,—gem < 5° (ISO = 5, 6, or 7). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.33: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 5, 6, or 7 tracks
having pr > 400 MeV /¢ within Adr=gem < 5° (ISO = 5, 6, or 7). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.34: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 8 to 16 tracks
having pr > 400 MeV/c within A¢r—gem < 5° (ISO = 8 to 16). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.35: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 8 to 16 tracks
having pr > 400 MeV/c within A¢r—gem < 5° (ISO = 8 to 16). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.36: SVT efficiency vs. 1/|pr| for various slices of impact parameter for tracks with 8 to 16 tracks
having pr > 400 MeV/c within A¢r=gem < 5° (ISO = 8 to 16). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.37: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.38: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.39: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.40: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.41: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.

250



CDF Run Il Preliminary CDF Run Il Preliminary

> 1k > 1k
O 0
&5 | 353GeVicp<4.13GeVie | & [ 4]13 GeV/e<p,<5.17 GeVic
3} L (8} L
E 08 + 140 um<|To-8um|<160 pum E 08 j“ + 1J40 pum<|d;-8um[<160 pm
£ i £ i
5 .

06+ ‘ 06

041 04l

021 021

L \ Ll Ll L \ Ll Ll
9 5 10 15 9 5 10 15
ISO (No. tracks within Ag_ <5 wip,>400 MeVic) ISO (No. tracks within Ag_ <5 wip,>400 MeVic)
CDF Run Il Preliminary

S
5§ [ 5.17 GeVlc<p,<10.00 GeVig
0 L
E 0.8 140 pm<|dl;-8m|<160 pm
£ I
7 i

06

04F

02F

ol | L

P
5 10 15
SO (No. tracks within Ag_, <5 w/p,>400 MeV/c)

o

=8cm

Figure B.42: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.43: SVT efficiency vs. ISO for various slices of transverse momentum for tracks with 2 tracks
having pr > 400 MeV/c within A¢,—gem < 5° (D0 = 2). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded
from the fit.

252



—

08

SVT Efficiency

0.6

04

02

08

SVT Efficiency

0.6

04

0.2

Figure B.44: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
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Figure B.45: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.46: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.47: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.48: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.49: SVT efficiency vs. ISO for various slices of transverse momentum for tracks with 5, 6, or 7
tracks having pr > 400 MeV /¢ within A¢,—gem < 5° (DO = 5, 6, or 7). The curves are the one dimensional
projections of the three dimensional binned fit to the data. Tracks with |dyg — 8um| > 850 microns have been
excluded from the fit.
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Figure B.50: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.51: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.52: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
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Figure B.53: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.54: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.55: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.56: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.57: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.58: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.59: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.60: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.61: SVT efficiency vs. ISO for various slices of transverse momentum for tracks with 2 tracks
having pr > 400 MeV/c within A¢,—gem < 5° (D0 = 2). The curves are the one dimensional projections
of the three dimensional binned fit to the data. Tracks with |dg — 8um| > 850 microns have been excluded
from the fit.
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Figure B.62: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.63: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.64: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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Figure B.65: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
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Figure B.66: SVT efficiency vs. ISO for various slices of transverse momentum and impact parameter. The
curves are the one dimensional projections of the three dimensional binned fit to the data. Tracks with
|do — 8um| > 850 microns have been excluded from the fit.
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