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Abstract
Measurement of the Relative Fragmentation Fractions of B Hadrons

This thesis describes the first RunII measurement of b quark fragmentation into B,
B~, and B? mesons and A baryons using semileptonic B decays. The result is based on
360 pb~! of data collected with the CDF detector in pp collisions at /s = 1,960 GeV at the
Tevatron Collider at Fermilab. The fragmentation fractions are measured for an effective
B hadron py threshold of 7 GeV/c to be f,/fs = 1.054+0.018 (stat) T5:032 (sys) £0.058 (BR),
fs/(fu + fa) = 0.160 £ 0.005 (stat) =015 (sys) X3 oa: (BR), and fa,/(fu + fa) = 0.281 £
0.012 (stat) 5028 (sys)tdose (BR). fs/(fu + fi) agrees both with previous CDF measure-
ments and the world averages, dominated by the LEP measurements, within ~ 10. How-
ever, fa,/(fu + fa) is approximately twice the value which has been measured at LEP and
in CDF RunT and disagrees with the LEP results by approximately 2.
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Chapter 1

Introduction

The bottom quark was first discovered at Fermi National Accelerator Laboratory (Fermilab)
in 1977 [1]. It is the second heaviest quark and is significantly heavier than the up, down,
and strange quarks, commonly referred to as the “light” quarks. This difference in mass
gives hadrons with one bottom quark and one or two light (anti-)quarks special properties,
since the light quark degrees of freedom can be decoupled from the heavy quark, much
as the electron motion in the Hydrogen atom can be decoupled from the motion of the
proton. Bottom quarks produced in hadronic pp collisions combine with quarks and gluons
to form hadrons in a process called fragmentation [2]. In this process, the color field around
the primary pp interaction creates additional quark-antiquark pairs, providing quarks which
can combine with the bottom quark to create a b flavored hadron, either a B meson or
b-baryon. Fragmentation is governed by the strong force and cannot be reliably calculated
by perturbative QCD [3]-[5]. Consequently, the fragmentation properties of b quarks must
be determined empirically.

This thesis describes the measurement of the flavor dependence of the fragmentation
process for b quarks produced in hadronic pp collisions at y/s = 1.96 TeV. The probabilities
that the fragmentation of a b quark will result in a B~, B°, BY meson and A} baryon!,
schematically shown in Figure 1.1, are defined as f,, fa, fs and fa, respectively. The contri-
butions from the production of excited B hadrons that decay into final states containing a
B~, B B? meson or A) baryon are explicitly included in this definition of the fragmentation
fractions. In order to reduce systematic uncertainties arising from the poor knowledge of the
b quark production cross section in pp collisions or absolute determinations of trigger and
tracking efficiencies, the b quark fragmentation fractions are measured relative to f,.

The data used in this measurement represents an integrated luminosity of approximately
360 pb~! collected with the Collider Detector at Fermilab (CDF) experiment [6] between
February 2002 and August 2004. Semileptonic decays of B hadrons (B — ¢~#DX) provide
high statistics samples for studying the fragmentation properties of b quarks. Five charm
signals, D* - K «t, D** — D% Dt —» K 7tnxt, Df — ¢(— KTK )n*, and A} —
pK 7", are reconstructed and combined with a lepton to establish signals which can be
related to semileptonic B~, B®, B?, and Ay decays, shown in Figure 1.2, through a sample
composition. A simple example relating the £~ D™ signal to the B° parent, assuming that

! Charge conjugates are implied throughout the text.
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Figure 1.1: Schematic of b quark fragmentation into B hadrons.

the only semileptonic decay into that final state was the ground state B® — ¢~vD* decay,
is

N D) = N(B®) x BR(B® — ¢ D)

xBR(D'Y — K~ 77") x e(B® — £~ p,D"). (1.1)
The number of reconstructed £~ D% combination, N(£~D"), can be related to the number
of B® mesons, N(B), produced in the fragmentation process by the branching ratio of the
B — ¢~vD™ decay, multiplied by the branching ratio of the D* — K~77+ charm decay,
and the efficiencies for the entire decay chain to occur and be detected under operating
conditions of the CDF detector. While most of the efficiencies are calculated from Monte
Carlo, some efficiencies are not well-described by Monte Carlo and are instead determined
from data. The real sample composition for the £~ D¥ signal is much more complicated than
Eq. (1.1), with cross-talk from many excited charm states originating from the B~, B°, and
BY mesons.

In RunI of the Fermilab Tevatron, the fraction of B? mesons produced relative to the
number of B mesons was measured ~2 ¢ higher at CDF [7] than the Large Electron Positron
(LEP) ee™ collider measurements of this quantity [8]. The second of the RunI measure-
ments, which followed a technique very similar to the one used in this measurement, found
fs/(futfa) = 0.213+£0.068 and fa, /(fu+fs) = 0.118+£0.042, assuming f,/fqs = 1. The world
averages of the fragmentation fractions taken from the PDG [9], which are dominated by the
LEP results, are f, = fq = (39.8 £1.0)%, fs, = (10.3+1.5)%, and fo_paryon = (10.0 £1.7)%.
In addition to the anomalous measurements of the fragmentation fractions at CDF Run],
the time-integrated, flavor averaged mixing parameter, x = fixqa+ fsXs, Where x4 and x; are
the time-integrated mixing parameters of the B’ and B? mesons, was also measured 2-3 ¢
higher at CDF than at LEP [10, 11]. This discrepancy in the value of x led to speculation
that the value of ¥ may be higher at the Tevatron because of the presence of new physics [12].

<£_ <£_ <£_ <£_
W vy b W Ve b W Ve b W o

b . c .
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d
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Figure 1.2: Diagram of semileptonic B hadron decays.



Another possibility is that the fragmentation fraction of B? relative to B is simply higher
at the Tevatron. Since the fragmentation process may be different at hadron colliders and
ete™ colliders, the measurement of the fragmentation fractions in RunII with significantly
improved statistics is clearly of interest.

The structure of this thesis is as follows. The Standard Model of particle physics is
discussed in Chapter 2, with special emphasis on B hadron production and decays, then the
Fermilab accelerator complex and CDF detector is explained in Chapter 3. The Monte Carlo
used in the measurement is described in Chapter 4 and the lepton-charm signal reconstruction
is discussed in Chapter 5. The sample composition used to relate the parent B hadrons to
the lepton-charm signals is described in Chapter 6. Efficiencies determined both from data
and Monte Carlo are discussed in Chapter 7, with particular attention given to the choice
of B hadron transverse momentum spectrum in Chapter 8. The fit method used to extract
the fragmentation fractions from the sample composition is detailed in Chapter 9, where
both toy tests of the fit and fits to data are explained. Systematic uncertainties assigned to
the measurement are described in Chapter 10 and the final results with all uncertainties are
given in Chapter 11.



Chapter 2

Theoretical Framework

2.1 The Standard Model

The advent of the Standard Model of particle physics occurred with the development of elec-
troweak theory in the early 1970’s, which extended the theory of quantum electrodynamics
(QED) [13] to include the weak interaction [14]. Following great success in predicting elec-
troweak couplings and decay rates, the Standard Model was extended to include the strong
interaction with the development of quantum chromodynamics (QCD) in the mid-1970’s.
With the inclusion of the color field, the Standard Model has proved remarkably robust. As
much as physicists might wish for the contrary, no fundamental problems with the Stan-
dard Model have been uncovered in the past thirty years. In the 1990’s many electroweak
measurements made at LEP [11] confirmed the Standard Model to high precision. One
feature of the theory is that it does not predict any of the masses of its three fundamen-
tal quark and lepton families or gauge boson masses, which are listed with their Standard
Model SU(3)xSU(2)xU(1) gauge group representations in Table 2.1. The SU(3) symmetry
is related to the color symmetries of QCD, while the SU(2) symmetry describes the left and
right-handedness of the weak interaction and the U(1) symmetry describes the electromag-
netic field. Local gauge invariance in field theories is a requirement for the renormalizability
(i.e. the ability to subtract off the infinities) of the theory.

The large number of free parameters in the Standard Model is both one of its strengths
and weaknesses, since a theory which requires so much external information in order to
predict relevant numbers is hardly satisfactory as a fundamental explanation of the universe.
Interesting recent discoveries like neutrino oscillations [15], while not explicitly included as
a part of the Standard Model, do not challenge its underpinnings. The Higgs boson [16],
from which all other fundamental particles derive their masses, is the only particle in the
Standard Model that has yet to be observed experimentally. The masses of the quarks and
gauge bosons are listed in Table 2.2.

Color SU(3) was developed to explain the flavor SU(3) symmetry observed in the meson
and baryon mass spectra measured in the late 1960’s [17]. The measured half-integral spin
of baryons, which are interpreted as three-quark states, necessitated half-integral spin for
the quarks as well. Color was introduced because spin-% baryons containing three quarks
of the same flavor would otherwise be in a completely symmetric state of space, spin, and

4



Field SU(3) SU(2) UQ)

up
(W) s o

u'y 3 1 2

dp 3 1 —3

Vi 1
L

€r 1 1 -1

H+
<H0> 1 2 :

Table 2.1: Gauge group representations of the i*? family of quarks and leptons in the Standard
Model, where 9% = (1 — v5)9 and 9% = 1(1 +75)%.

Particle ~ Mass [GeV/c?]
u (1.5 —4) x 1073
d (4—8)x 1073
S 0.080 — 0.130
c 1.15-1.35
b 4.6 —-4.9
t 174.3 £ 5.1
W 80.425 £ 0.038
A 90.1876 £ 0.0021

Table 2.2: Masses of the quarks and gauge bosons. The masses of the quarks, with the exception
of the top quark, have been estimated, while the gauge bosons and the top quark mass have been
experimentally measured [9].



SU(3) fiavor- Since fermions are required by Fermi-Dirac statistics to have a totally anti-
symmetric wave function, an additional quantum number called color was introduced. Three
colors (e.g. red, green, and blue) are carried both by quarks and gluons, the latter of which
are the propagators of the strong force. Because gluons also carry color, gluon self-interaction
occurs in QCD, shown in Figure 2.1. The self-interaction of field propagators is not a feature
of Abelian gauge theories like QED. Another constraint on the color hypothesis is that only
color singlets can occur in nature: mesons g4g“ and baryons e4pcq?qPq®, where e4p¢ is the
antisymmetric tensor and A, B,C' = 1...8 run over the eight color degrees of freedom of the
gluon field. The QCD Lagrangian for quarks and gluons is [9]

1 T : Ti
Locp = —ZGﬁ,,GA“" + i) Y (Dp)ij ¥ — > methitby, (2.1)
q q

where the gluon field strength tensor Gl‘j‘y is
G;‘u = 8#-’411;4 - al/A;:‘ - gszBC-Af-AS, (22)
and the SU(3) color covariant derivative (D,);; is

A
Ai

2

(Du)ij = 0530 + g5 ) A,’f- (2.3)

A

i are the Dirac spinors associated with the i** color (of three) and ¢** flavor and the A
are the gluon fields. g, is the QCD coupling constant and A4 are the eight Hermitian and
traceless Gell-Mann matrices [18]. The third term in the G, tensor is the non-Abelian term
which distinguishes QCD from QED. In an Abelian group, all of the generators of the group
commute. In a non-Abelian group, the generators do not commute, and the commutation
relations are governed by the structure constants of the group algebra. f4pc are the structure
constants of the SU(3) group, defined by the commutation relation of the eight generators
of the theory,

[Aa, AB] = 2ifapc Ao (2.4)

The effective QCD coupling strength is given by a,(u) = g2(u) /47, where u is the scale
introduced by renormalization. The y dependence of a; is commonly parameterized in terms
of the dimensional quantity Agcp, which “represents the scale at which the coupling would
diverge if extrapolated outside the perturbative domain” [17]. One of the peculiar features

Figure 2.1: Gluon self-interaction.



of QCD is asymptotic freedom [5, 19], where a; — 0 at infinite energies or infinitesimally
small distances, while QCD becomes strongly coupled at energies of Agcp ~ 200 MeV.
Consequently, perturbation theory works well at short distances (large momentum transfers),
but breaks down for larger distances. Since the u, d, and s quarks have masses m, < Agcp,
they can be treated as massless in the theory to a good approximation. Conversely, the ¢, b,
and ¢ quarks have masses m¢g > Agcp. In this case it is possible to use an effective theory,
where the heavy quarks are integrated out of the theory, to describe processes that occur
well below the masses of these quarks. Transitions involving a heavy quark Q can then be
included in the effective theory with non-renormalizable operators suppressed by factors of
1 / mgq.

The electroweak Lagrangian, based on the SU(2)xU(1) gauge group, predicts the elec-
tromagnetic and weak interactions of all known particles. The left-handed fermion fields
transform as doublets under SU(2), while the right-handed fields form SU(2) singlets. The
Lagrangian for the fermion fields, v);, after spontaneous symmetry breaking, which is intro-
duced to give mass to the Gauge bosons and fermions, is [9]

ey gm;
['EVV,fermions = Z (% (2(7 —m; — My ) (0

zl3
z iy” (T+W++T W, )i
113
—ewa P A
zl3
> Ui (v — 947" )iz, (2.5)

2(:0s6’wZ s

where the weak (Weinberg) angle Ay, = tan™'(g’/g), the positron electric charge e = g sin fyy,
the massless photon field Au = B, cosby + Wg sin fy, and the massive charged WujE =
(W ¥ iW}) and neutral Z, = —Bysinfy + W} cosfy boson fields. 7" and T~ are the
weak isospin raising and lowerlng operators Whlle WZ are the SU(2) gauge bosons and By, is
the gauge boson for the U(1) group. The vector couphng, gt = t31,(i) — 2g; sin® Oy, depends
on the Weinberg angle, the electric charge of the fermion, ¢;, in units of e, and the weak
isospin of the 7'h fermion, #31,(7). The axial vector coupling, g4 = t31(7), depends only on
the weak isospin of the i fermion. The electroweak Lagrangian governs the semileptonic
decays of B hadrons which are used in this measurement.

The weak eigenstates of the fermion fields are not the mass eigenstates, so that the

fermion fields
U
;= ( p ) (2.6)

of the i"* fermion family which appear in the electroweak Lagrangian are related to the mass
eigenstates of the QCD Lagrangian by

& =Y Vid, (2.7)
J

where V;; for i,j = 1,2,3 is the Cabibbo-Kobayashi-Masakawa (CKM) [20] matrix. The
CKM matrix determines the relative transition rates between “up” type quarks and “down”
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type quarks in weak decays. The standard parameterization [9] of the CKM matrix uses
three angles 5, o3, 613, and a phase, d3,

Vud Vus Vub
V = Vea Ves Ve
Vie Vis Vi
—is
C12€13 $12C13 S1z€7 013
- —ib —id
= —812C23 — C12823513€ '3 C1oCo3 — S12823513€ ° 593C13 ) (2.8)
—30 —id
—812823 — C12C23513€ °'*  —C12893 — S12C23S13€ ' C3Ci3
where ¢;; = cosf;; and s;; = sinf;;. The imaginary terms lead to CP violation. CP

violation has been experimentally observed in the K- and B-meson systems and can be
parameterized theoretically, but its origin is fundamentally unknown. Although the CKM
matrix has been parameterized in several ways, one of the clearest is the so-called Wolfenstein

parameterization [21], which expresses the elements as an expansion in the Cabibbo angle
(012), A = sin 912,

1—)\%/2 A AN (p —in)
V= ) 1—)\%/2 AN? + 0\, (2.9)
AN(1—p—in) —AN 1

where A, p, and 7 are real numbers. In the semileptonic decays of B hadrons considered in
this measurement, the relevant CKM matrix element is V,,, which has been measured to lie
within the range [0.038,0.044] with a 90% confidence level [9].

In pp collisions, the b quark production processes (see Section 2.2) are not known at
all orders in QCD and must be inferred from QCD models and measurements of the b
quark transverse momentum spectrum. Once a b quark is produced, it combines with an
anti-quark or with two other quarks through fragmentation processes to form a B hadron.
Theoretical estimates of these fragmentation processes (see Section 2.3) are also dependent
on empirical models. In the past fifteen years, theoretical calculations of the properties of
B hadrons containing one heavy quark @ and a light anti-quark ¢ (or two light quarks gq)
have been facilitated with the development of Heavy Quark Effective Theory (HQET) [22].
This effective theory allows the b quark mass to be treated as infinite relative to the light
quark masses and greatly simplifies the expansion of the form factors. The spectator model,
which assumes that the heavy quark decay is independent of the light quark flavors, is used
in this measurement to predict semileptonic B mesons decay rates.

2.2 B Production

Three categories of b quark production are present in pp collisions at /s = 1.96 TeV, where

a minimum transverse momentum of py(b) > 5 GeV/c and central b production (rapidity
ly = S'L'—:g“ <'1) is considered [23]. Feynman diagrams for different production processes
involving gluons are shown in Figure 2.2. The dominant mode of b production at high

transverse momenta is flavor excitation, which occurs when a gluon scatters off of a quark in



the proton-anti-proton interaction and produces a b quark via subprocesses like g+b — g-+b,
q+b — q+b, or g+b — g+b. Flavor creation (see Figure 2.2) via the subprocesses ¢-+g — b+b
or g+g — b-+b likely contributes less than 35% to the total rate of b production and generally
results in a softer b quark transverse momentum spectrum than flavor excitation. The third
category of b quark production is in parton shower/fragmentation processes, in which only
gluons or light quarks participate in the 2-to-2 hard parton scattering subprocess. Predictions
for the rates of these shower subprocesses vary considerably depending on the QCD model
used, but parton showers/fragmentation might contribute to the total b production at a
level comparable to flavor creation. Gluon splitting, in which a gluon is scattered between
two partons and then splits to form a bb quark pair, is included in this third category of
b production. It is a significant mode of b production at low transverse momenta.

2.3 B Fragmentation

Theoretical predictions of the fragmentation of heavy quarks have been made by Petersen et
al. [24] in the early 1980’s. These predictions rest upon the assumption that the heavy quark
@ and the hadron formed from the heavy quark, H = Q§ or Qqq (plus gluons and light ¢g
pairs), should have nearly the same energy and momentum, since attaching the light degrees
of freedom is expected to decelerate the heavy quark @) very little. Considering a hadron
H = Qg and light quark g produced by the fragmentation of the heavy quark @), the energy
transfer through fragmentation AE = Ey + E, — E is related to the transition amplitude,

1

H —_—. 2.1
AQ— H+4) x 5= (210)
Assuming mpy ~ mg, the energies can be expanded about the particles masses
AE = \Jmd+22P2+ /m2+ (1—2)2P2 — \/m} + P?
1
x 1-—-—--9 (2.11)
z 1—2z

where P is the momentum of the fragmenting heavy quark @, z = Ey/E ., is the fraction
of energy carried by the hadron, zP is the fraction of momentum imparted to the hadron by
Q, and e ~ m?/m,. The amplitude in Eq. (2.10) is squared and a factor of 2~ is included
for longitudinal phase space to obtain the Petersen function for the fragmentation of heavy

quarks

" _ N
D@ = i /i = 2 (2.12)

A sum over all hadrons containing @),

Z/Dg(z)dz —1, (2.13)

fixes the normalization /N. The maximum of fragmentation function occurs at z ~ 1 — 2¢g
and the distribution has a width of ~ €g. €, = 0.15 in the original Petersen determination
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Figure 2.2: B production processes via gluons in pp collisions, taken from Ref [25].
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and €, = (m./my)%e.. A value of ¢, = 0.006 is commonly chosen as the input Petersen
fragmentation value in Monte Carlo simulations used at CDF. This measurement does not
use the Petersen fragmentation model, instead relying on a measured pr spectrum determined
from data for the Monte Carlo generation (see Chapter 4).

2.4 B Decays

The masses, quark content, and quantum numbers of the bottom and charm hadrons con-
sidered in this measurement are listed in Table 2.3. These quantum numbers govern the
matrix elements needed to describe the decay rates, angular correlations between daughter
particles, polarizations, etc. A number of predictions in good agreement with measurements
of B meson decay rates have been made within the framework of HQET, most notably by
Isgur, Scora, Grinstein, and Wise [26, 27|, among others. While this theoretical work is on
reasonably solid ground, not as much progress has been made in predicting b-baryon decay
rates, partly due to the dearth of A data available relative to the abundance of B meson
data. A recent constituent quark model calculation from Pervin, Capstick, and Roberts [28]
is used to describe the A baryon decays in this measurement.

2.4.1 Heavy Quark Effective Theory

HQET is developed around the fact that, since m,; < Agep and mg > Agep, the heavy
degrees of freedom can be integrated out of the QCD Lagrangian. Non-perturbative correc-
tions lead to a typical scale of momentum transfer between the quarks in hadrons with one
heavy quark of order Agcp. Hence, the velocity v of the heavy quark is nearly unchanged
by strong interaction effects, although the momentum is changed by an amount of the or-
der Agep, since Av = Ap/mg. As mg — oo the heavy quark can be described by a four
velocity, v, which is constant in time. In this limit the interaction of heavy quarks within
heavy hadrons is identical; gluons provide the only source of strong interaction with heavy
quarks, since the quark-quark interactions have been integrated out of the Lagrangian. A
useful relation in the decays of B hadrons into charm hadrons is ¢> = (p — p')?, where p is
the parent four momentum and p’ is the daughter four momentum. In heavy quark effective
theory, the momentum transfer is typically described in terms of four velocities w = v - v/,
where the four velocity v* = p*/m is related to the classical momentum. In the rest frame
of the B hadron v = (1,0,0,0), so that w = (TEH—Z, 0,0, 0). More generally, w can be related
to g2 in any reference frame, , .

w="T8TMc "¢ (2.14)

2mBmC

In the effective theory the velocity of the parent (mg,) and daughter (mg,) heavy hadrons
are essentially fixed, so that p#/mg is constant even as m¢g — oo. Thus, the effective theory
relates hadrons with the same velocities, although their masses and momenta may be quite
different. The weak currents in the effective theory

Vi = QmuQi (2.15)
A Qﬂu% Qi, (2.16)

Il
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Hadron Mass [MeV/c?]  Lifetime [ps] Quark Content J' s,

B 5279.0+0.5 1.671+0.018 bii 0- 1/2
B° 5279.440.5 1.536+0.014 bd 0~ 1/2
BY 5396.642.4 1.46140.057 b3 0= 1/2
A9 562449 1.229+0.080 bud /2t 0

Dt 1869.440.5 1.040+0.007 cd 0= 1/2
DO 1864.6+0.5  0.410340.0015 cii 0= 1/2
D} 1968.340.5 0.490-+0.009 c3 0~ 1/2
AS 2284.940.6 0.200+0.006 cud /2t 0

D** 2010.0+0.5 cd - 1/2
D0 2006.7+0.5 cli - 1/2
D+ 2112.140.7 c§ - 1/2
Dyt 2400777 cd 0t 1/2
D 24614777 cd 1t 1/2
Dy 24274777 cd 1t 1/2
D3t 245944 cd 2+ 3/2
D;y° 24004777 cd 0t 1/2
DY 24614777 cd ™+ 1/2
DY? 2422.24+1.8 cd 1t 1/2
D;° 2458.942.0 cd 2t 3/2
Dt 2317.440.9 c3 0t 1/2
D 2459.3+1.3 5 1t 1/2
Df 2535.3540.60 c3 ™+ 1/2
Dy 2572.44+1.5 c3 2t 3/2
AF(2593) 2593.9+0.8 cud /2= 0

A (2625) 2626.6+0.8 cud 3/2% 0

Y.(2455)T  2452.540.6 cuu /2% 1

¥.(2455)* 2451.3+0.7 cud /2t 1

¥ (2455)° 2452.240.6 cdd /2t 1

Table 2.3: Masses, lifetimes, and quantum numbers of bottom and charm hadrons considered,
where Sy = J — Sg and P = (—1)E*+1. All numbers have been taken from the PDG, except those
without uncertainties assigned to the mass, which are taken from the EvtGen table.
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can be related to the weak currents in the complete theory, V,, = Qﬂ“Qi and A4, = ijyu%Qi,
by a coefficient function

where J, = V, or A, and J, = V, or A, [27], which can be calculated in the leading-
logarithmic approximation [29, 30],

Ot lam@i)r [%(m%)r’ (218)

as(mQ ) as(:u)
where 6
- _ 2.1
a= "5 (2.19)
for b — ¢ and 8[uwr(w) — 1]
wr(w) —
ar = T, (220)

for
1
r(w) = T In(w + vVw? — 1). (2.21)
w p—
Although these relations pertain to generic heavy quark decays, discussions of matrix ele-
ments and form factors in the following sections are given for B decays.

2.4.2 Matrix Elements of Semileptonic B Decays
Semileptonic B — ¢~ 7DX decays can be generically described by the amplitude

T = L' (1= 1o (Xl ) o1 = 761 (p, ) (2.22)
While the leptonic current L* = u,v#(1 — 7°)v, can be calculated explicitly, the hadronic
current J, = ¢v,(1 —5)b has not been calculated from first principles. Instead, the hadronic
current is typically expanded in form factors, which are model dependent. Since the hadronic
current must transform as a four vector, the form factors can only depend on the Lorentz
invariants, namely p?, p”, and p - p’, which can be expressed through ¢?. This is straight-
forward to see since the four momenta of the parent and daughter hadron are the only four
vectors involved in the decays. The form factors used in the generation of the Monte Carlo
will be discussed further in Chapter 4.
The complete theory vector V,, = ¢y,b and axial vector A, = ¢€v,7sb currents can be
phenomenologically related to the Lorentz invariants for the B — D meson decays by [22]

(D@ VulBp)) = f+(@) 0 +0)u+ f-(a*) P =P (2.23)
while for the B — D* meson decays
(D", e)[VulB®)) = 9(4")emase™ (p+ 1) (0 — 1), (2.24)
(D*(¢',€)|AulBp)) = —if(a®)e;, —ie” - plar(d*)(p +1)a
+a-(¢*)(p — P)ul; (2.25)
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where ¢ is the polarization vector of the D* which satisfies p'-¢ = 0 and all quantities which
depend on ¢? (e.g f+(¢?), 9(¢%), a+(¢?), etc.) are form factors in the decays. The matrix
element for decays to D** with quantum numbers 11 are similar to those for the D* decays,
which have quantum numbers 17, except for an extra factor of v5 in both the vector and
axial vector currents, which is needed for the difference in parity between the parent and
daughter meson. The B — D, matrix elements are [27]

(Da(p,€)|Vu|B(p)) = ih(q°)emre™*pa(p+ 1) p —p')”, (2.26)
(Dy(p',€)|AulB(p)) = k(d*)eh,p” + eapp®p’ b4 (@®)(p+ )y
+b_(¢*)(p — P)ul- (2.27)

The vector and axial vector baryon currents are related to the Lorentz invariants by [28]

_ P
(AFIVUADY = a(p,s) (Fﬂu-i-FQ Pu +F3—“) u(p, 9), (2.28)
mp, mp,
_ P,
(ATIALAD) = a(p,s) (Grm-l-Gz Pu +Gg—“> vsu(p, s), (2.29)
mAb mAc
P D,
(Ac(2593)F|VLIAY) = a(p,s) <Fm+F2 £ +F3—“> Ysu(p, s), (2.30)
ma, ma,
/
(Ao(2593)*|4,1A9) = a(p',s) (leca P +G3p—“) ulp.s),  (231)
ma, ma,
and
[ p D P!
A (2625)1|V,|AY) = a*(p',s') |[—— | F )
(o) IAY) = 0|2 (R + B2 T )
+Figa | u(p, ), (2.32)
[ p p P,
A (2625)F[ALAY) = a*(p',s) | — (G Gy—r + G3—+-
(A,(2625)* | 4,]A9) “(p’s)_mb( o+ G m)

+G4Gop ] Ysu(p, s), (2.33)

where F; = F;(¢%) and G; = G;(¢?) are distinct for each of the three decays and u(p, s) and
a(p,s') = ut(p', s')7° are Dirac spinors. u%(p', s') is the Rarita-Schwinger spinor [31], which
is needed for spin—% fermions. The Rarita-Schwinger spinor can be decomposed into a spin—%
Dirac spinor and polarization vector £*, which corresponds to the spin-1 part,

u*(p',s') = e*u(p', s). (2.34)

The polarization vector again satisfies p'-& = 0, so that the Rarita-Schwinger spinor satisfies
Pot(p', 8) = Poe®ul(p's s') = 0.
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In the A) rest frame, the polarization vector can be written as £*(0, M) = (0, &(M)),
where M = =1 corresponds to transverse polarization and M = 0 implies longitudinal
polarization, such that [32]

~ _ 1 ,
é+l) = E(ZFL —1,0), (2.35)
e0) = (0,0,1). (2.36)

The four spin states of the Rarita-Schwinger spinor can then be written as

aa(ig) _ sa(il)u(i%), (2.37)
B(£5) = \/gga(il)u(q:%)—i-\/gaa(O)u(j:%). (2.38)

2.4.3 Spectator Model

In the spectator model, the light quark degrees of freedom are treated as “spectators”,
wholly unaffected by the transition of the b quark. This assumption simplifies the number of
predictions for B decay rates, so that the transition rate is the same regardless of the flavor
of the spectator quark. This is believed to be a reasonably good description of B mesons,
but it is not as reliable for the AY baryons.

In order to determine the semileptonic branching ratios of the B meson decays, this
measurement makes use of the spectator model prediction assuming the partial width of the
semileptonic decays of B mesons are equal,

(B = ¢ p,X)=0(B" = {1X)=T(B - t1X), (2.39)
where
1
7(B)
This assumption greatly simplifies the measurement, since the direct measurements of the
semileptonic branching ratios are generally dependent on the fragmentation fractions.

From the spectator model, the partial widths of the semileptonic B meson decays into
the pseudoscalar D mesons are also expected to be equal,

I'(B— (rX) = BR(B — (7 X). (2.40)

I'(B* — ¢~ D) = (B~ — (D% =T(B — ¢ »Df) =T,
[(B° =t uD™) = [(B” = 5D’ =T(B] - unD)=TI"
I'(B® = ¢~5,D*%) = I'(B~ = £ 5,D*% =T(B® - ¢~,D*") =™,

The additional constraint that
P(B — gl?@D) +I (B — glng*) + I (B — EDgD**) = P(B — gl?gX) (245)

can also applied to use the well-measured B — ¢~ 2D and B — ¢~ #D* branching ratios to
constrain the poorly measured B — ¢~vD** branching ratios. This constraint makes the D**
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partial width essentially an “everything else” parameter and includes non-resonant decays
in addition to actual D** decays. The right hand side of Eq. (2.45) includes the b — uf X
transition as well as the b — ¢/~vX. This additional part of the total width is ignored in
this measurement, as it is suppressed by ‘%‘2 ~ 0.002 — 0.017 [9].

The A baryon is not necessarily well-described by the spectator model, since the presence
of the two additional quarks may affect the decay rates to the excited A} states relative to
the excited D mesons. Instead, fixed branching ratios are used for the A} semileptonic
branching ratios (see Chapter 6).
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Chapter 3

Experimental Apparatus

The CDF experiment sits at site BO of the Tevatron collider in the Fermilab accelerator
complex, shown in Figure 3.1. The Tevatron ring collides thirty-six anti-circulating bunches
of protons and anti-protons every 396 ns at a center-of-mass energy of 1,960 GeV in two
interaction regions along the ring: B0, which is the site of the CDF experiment, and DO,
where the D0 experiment [33] is located. Each proton bunch contains approximately two
hundred billion protons, while each anti-proton bunch contains approximately twenty billion
anti-protons. The stages in the production and acceleration of the particle and anti-particle
beams are described below, followed by a description of the CDF experiment, with a focus on
the parts of the detector which are relevant for the reconstruction of semileptonic B decays
in this measurement.

3.1 Fermilab Accelerator Complex

The Fermilab accelerator complex was first established in 1969. Robert Wilson served as the
charismatic first director of the lab and took an interest in the aesthetic development of the
Fermilab site. The physics program began in 1972 with proton beam energies of 200 GeV
accelerated in the main ring, now known as the Tevatron, and transported to the fixed target
experimental areas. The colliding beam program, which collided protons and anti-protons,
commenced in 1986 under the direction of Leon Lederman after a seven year development
period. Initially a center-of-mass energy of 625 GeV was achieved, which was later increased
to nearly 1 TeV. In order to facilitate the colliding beam program, the Main Injector was
built adjacent to the main ring to act as a storage and accelerating device. Some of the
machines in the accelerator complex, like the Cockcroft-Walton and the linear accelerator,
are still in use more than thirty five years after their development. The current colliding
beam program has six stages of acceleration for protons, which are described below. The
anti-protons have a different sequence of production and acceleration, which is described
after the acceleration sequence of the protons.
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3.1.1 Cockcroft-Walton Pre-Accelerator

The Cockcroft-Walton pre-accelerator is the first stage in the acceleration of protons. The
pre-accelerator produces negatively charged hydrogen ions, H™, from hydrogen gas, and
accelerates the negatively charged ions to an energy of 750 keV. This beam of H™ is passed
through a transfer line to the linear accelerator.

3.1.2 Linear Accelerator

The linear accelerator (“Linac”) accelerates the hydrogen ions from 750 keV to 400 MeV.
The Linac is made up of two types of RF stations, which are electromagnetically resonant
cavities with naturally resonant frequencies that lie within the radio frequencies (RF) of the
electromagnetic spectrum. The two stages of the Linac are a low energy drift tube Linac
(DTL), which consists of the first five RF stations, and a higher energy side coupled cavity
Linac (SCL), which are used in the last seven RF stations. Bunching is a natural feature
of RF cavities, since the oscillating electric field pushes back the slow ions which do not
enter the drift tube before the field becomes negative, while those ions which entered the
drift tube while the field was still positive are accelerated. After accelerating the hydrogen
ions to 400 MeV, the H™ are transferred to the Booster. The Linac is the only part of the
accelerator which does not match the RF frequencies to the other accelerators.

3.1.3 Booster

The Booster accepts 400 MeV H™ ions from the Linac, strips the two electrons off, and
accelerates the protons to an energy of 8 GeV. The Booster is a circular synchrotron with
18 RF cavities distributed about a ring with a 75 m radius. The 201 MHz frequencies of
the bunches from the Linac do not match the 37.8 MHz frequencies of the RF cavities in
the Booster. Consequently, the bunches must first be de-phased through a process called
para-phasing. Since the bunches arriving from the Linac are out of phase with the Booster
RF cavities, the bunch structure from the Linac begins to disappear and the beam becomes
like a constant line of charge. After all of the beam has been injected, the cavities eventually
come into phase with each other, and a new 37.8 MHz bunch structure is formed, which in
turn is passed to the Main Injector once the beam has been accelerated to 8 GeV.

3.1.4 Main Injector

The Main Injector is the second to last stage of proton acceleration, bringing protons up
to an energy of 150 GeV for transfer to the Tevatron, or to an energy of 120 GeV for
transfer to the Anti-proton Source. The Main Injector is a circular synchrotron with 18
accelerating RF cavities and a circumference of almost two miles, which is approximately
half the circumference of the Tevatron. The Main Injector can also accept 8 GeV anti-protons
from the Anti-Proton Source and accelerate them for transfer to the Tevatron.
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3.1.5 Tevatron

The Tevatron, 6.28 km in circumference, is the ring on which the collider experiments are
located. The Tevatron accelerates both protons and anti-protons from 150 GeV to 980 GeV
and intersects the two anti-circulating beams at the two interaction points on the ring. The
beams are kept in the machine for nearly 24 hours at a time, and instantaneous luminosities
of nearly 2 x 1032 cm~2s~! are presently recorded. During the period of data taking for data
used in this analysis, initial instantaneous luminosities ranged from 20 x 10*° cm=2s7! to
1.5 x 1032 em 25~ !. A plot of the initial instantaneous luminosities versus time is shown in

Figure 3.2.
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Figure 3.2: Initial instantaneous luminosities as a function of time.

3.1.6 Anti-Proton Source

Far more effort is devoted to cooling the anti-protons than the protons. Since anti-protons
with outlying momentum and energies are still precious, they can’t be readily discarded.
The Anti-Proton Source is actually comprised of several steps by which anti-protons are
produced and cooled before they are ready to be injected into the Tevatron.

Anti-protons are produced by colliding 120 GeV bunches of protons with a nickel target.
Magnets are used to select 8 GeV anti-protons from the spray of particles produced. These
anti-protons are transferred to the Debuncher, which cools the anti-proton beam. Before
colliding with the nickel target, the proton bunches are rotated by 90° in phase space, so
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that they have a large spread in energy but a small lag in arrival time at the target. Normally
the bunches are designed to have a small spread in energy and a larger spread in phase. This
rotation allows the anti-protons produced in the collisions with the target to be collected at
nearly the same time, and the spread in the proton energies is insignificant compared to the
spread in energies of the secondary particles produced in the collision. Constant effort must
be expended to cool the anti-protons so that the energy of the bunches is nearly uniform.
To that end, a variety of methods is used, including stochastic cooling of the beam. The
Debuncher is a triangular-shaped synchrotron and a mean radius of 90 m. It captures the
anti-protons coming off of the target by rotating the bunches in phase space opposite to
the rotation of the protons before striking the target. The beam is stochastically cooled
by picking up signal from anti-protons circulating at one side of the ring, amplifying the
signal, and sending it to the opposite side of the ring. This signal is then applied to cool the
anti-protons when they reach the opposite side of the ring. After cooling the anti-protons are
then transferred to the Accumulator, which is another triangular-shaped synchrotron with
a mean radius of 75 m. The Accumulator is a storage ring for the anti-protons, where they
are stored at 8 GeV and cooled until they are needed for acceleration in the Main Injector.
A third storage ring for anti-protons is the Recycler, which is a circular synchrotron located
along the ceiling of the Main Injector. The Recycler stores and cools 8 GeV anti-protons
with a stochastic cooling process and, in the future, with an electron cooling process.

3.2 CDF Detector

A full description of the CDF detector can be found in the CDF technical design report [34].
The detector consists of several main components, namely a tracking system inside a mag-
netic field, electromagnetic and hadronic calorimeters outside of the tracking system, and
muon chambers beyond the calorimeter systems. A schematic of the passage of different
particles through the CDF detector is shown in Figure 3.3, while a cut-away view of the
CDF detector is shown in Figure 3.4. The parts of the detector which are relevant to the
detection of semileptonic B decays include the tracking systems, which are used to vertex the
charm hadron with the lepton, the electromagnetic calorimeters and muon chambers, used
for the lepton identification, and the trigger system, which includes a lepton plus displaced
track trigger. This trigger preselects likely semileptonic B candidates before writing data to
tape (see Section 3.2.4).

The most natural coordinate system for the detector geometry is cylindrical. The tracking
coordinates are defined with the z-direction along the proton direction through the detector,
while the z-direction is defined as the horizontal pointing away from the Tevatron ring. The
polar angle 6 is defined from the positive z-axis, while the azimuthal angle ¢ is defined from
the positive z-axis. A commonly used track and detector parameter is the pseudo-rapidity,
n = —In(tan(%)), which is an alternate measure of the “forwardness” of a track or detector
system. The transverse momentum of a particle is expressed in terms of the azimuthal angle,
pr = psiné.
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Figure 3.3: The passage of particles through the CDF detector.

3.2.1 Tracking

The tracking system, shown in Figure 3.5, forms the innermost part of the detector and
lies inside the 1.4 Tesla superconducting solenoid magnet. The inner half of the tracking
system consists of a silicon micro-strip detector, shown in Figure 3.6, with one layer of single-
sided silicon micro-strips mounted on the beam pipe (L00), five double-sided layers of silicon
arranged in three 29 cm long barrels known as the Silicon VerteX system (SVXII), and
two forward layers of silicon arranged outside of the SVXII called the Intermediate Silicon
Layers (ISL). The radial extent of the silicon system is from 1.5 cm < r < 28 cm, while the
detector extends ~ 90 cm along the z-axis. One side of the double sided silicon micro-strips
measures the axial position of the track, while the other side determines the z-position with
an orientation of either 90° relative to the z-direction for the first, second, and fourth layers
of the SVXII or a small, 1.2° stereo angle relative to the z-direction for the other two SVXII
layers. The SVXII is divided into 12 azimuthal wedges and each wedge is divided into
two electrically independent ladders. The silicon system has a measured impact parameter
resolution of ~ 50 pm precision for py > 4 GeV/c, which includes the resolution on the pp
interaction width of approximately 30 um. The impact parameter resolution is higher at
lower pr and depends on whether LOO silicon hits are used, as can be seen in Figure 3.7.
L00 hits are not added to tracks used in this analysis. Since B hadrons travel a distance
of roughly L = ¢t ~ 450 pum before decaying, this resolution is adequate for detection of
B hadrons.

Outside of the silicon system, an open cell drift chamber called the Central Outer Tracker
(COT), extends radially between 44 ¢cm and 132 cm and 310 cm along the z-direction. It is
divided into eight super-layers (SL). Each super-layer is composed of twelve cells, a diagram
of which is shown for SL2 in Figure 3.8. Each cell is defined as one sense plane and two
adjacent, grounded field sheets. Each sense plane consists of twelve gold-plated tungsten
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Figure 3.4: Cut-away schematic of half of the CDF RunII detector.
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Figure 3.7: Impact parameter resolution of a track as a function of py for tracks with L0OO (open
circles) and without LO0O (filled circles).

sense wires alternating with an equal number of potential wires every 3.8 mm. The field
sheets are made of 10 um thick gold-coated mylar. The chamber is filled with a nearly
equal mixture of Argon and Ethane gases. A very small amount of oxygen is allowed to
circulate in the chamber to reduce the buildup of hydrocarbons on the sense wires. Half of
the super-layers measure the axial position of a track, with wire planes arranged parallel to
the z-direction, while the alternate half are arranged with a £3° angle from the perpendicular
of the radial direction to make stereo measurements of the z-position of a track. The inner-
most super-layer is a stereo layer. Cosmic ray events are used to determine the transverse
momentum resolution of the COT, which is measured to be:

Irr — 0.00015 [GeV/c] . (3.1)
pr

The five parameters used to describe the trajectory of a charged particle through a
magnetic field are transverse momentum (pr), the z position of the track (zy), the distance
of closest approach of the track to the origin or primary vertex of the event (dy), the azimuthal
angle of the track (¢g) at the point of minimum approach with the origin, and the cotangent
of the polar angle (cot 6).

An additional feature of the drift chamber which is utilized in this analysis is the use
of species-dependent energy loss through material (dE/dx) for particle identification. The
energy loss for relativistic charged particles other than electrons is given by the Bethe-Bloch

equation:
dE Z1[1. 2me B2 Tpgs 5
- = = AT Nar’imec? ZeZB = 1C 5127 - B - K (3.2)
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26



where T),,, is the maximum Kkinetic energy that can be imparted to a free electron in a
single collision, N4 is Avogadro’s number, m, is the mass of the electron, ze is the charge of
the incident particle, r, = Me:ﬁ is the classical Bohr radius of the electron, Z and A are
the atomic number and mass of the absorber respectively, I is the mean excitation energy,

J is the density effect correction to the ionization energy loss, 8 = v/¢, and v = ﬁ
The energy loss for different particle species at CDF is shown as a function of the particle
momentum in Figure 3.9. Knowledge of the specific energy loss of pions and protons for
transverse momenta above 2 GeV/c is used to reduce background in the semileptonic baryon

signal, which is discussed in Section 5.2.1.
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Figure 3.9: Mean dE/dx for different particles species in the CDF RunII drift chamber.

3.2.2 Electron Identification

Electron identification centers around the electromagnetic and hadronic sampling calorime-
ter systems, shown in Figure 3.10, which lie outside of the tracking systems and the solenoid
magnet. The Central ElectroMagnetic (CEM) calorimeter consists of 23 alternating lay-
ers of 4.5 mm thick lead and 4 mm thick polystyrene scintillator segmented into twenty
towers which cover |n| < 1.1 and 24 wedges which cover 0 < ¢ < 27. The CEM has an
energy resolution of 3%—?; + 0.03 [35], which is determined under test beam conditions. The
Central HAdronic (CHA) calorimeter is made up of 23 alternating layers of 2”7 thick steel
absorber and 6 mm thick acrylic scintillator, segmented into 18 towers covering |n| < 1.0
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and 24 wedges which cover 0 < ¢ < 2w. The test beam energy resolution in the CHA

\(}E + 0.03 [36]. Electrons are identified both by minimum cuts on energy deposited
in the CEM and by maximum cuts on energy deposited in the CHA. In addition to the
electromagnetic calorimeter system, several electron shower detection systems exist. These
include the Central Pre-Radiator (CPR), which is located between the solenoid and the
CEM, and the Central Electromagnetic Shower (CES) detector, a multi-wire proportional
chamber which is located roughly six radiation lengths inside the CEM. The CES has a
set, of anode wires which measure the z-position and a set of cathode strips which measure
the transverse (“z-") direction. Beyond the central calorimetry, the forward calorimeters
systems, including the plug electromagnetic (PEM) and hadronic (PHA) calorimeters and
the wall hadronic calorimeter (WHA). These systems are not used in electron identification
in this measurement.

One of the best ways to identify electrons and distinguish them from hadrons is with
a cut on energy deposited in the CEM relative to the CHA (Egua/Egn). Other means
of electron identification is by use of the lateral shower profile determined from the energy
response of the CES and CPR. The extrapolated track trajectory can be matched to energy
deposited in the calorimeters in both the transverse (AX) and longitudinal (AZ) directions.
x? quality matching quantities in AX and AZ are also used to determine a clean candidate
sample of trigger electrons. The Lateral Shower profile (LShr) is another quantity used in
electron selection. LShr is defined as,

¥i(M; — By)
V(0.14yEgn)? + Ti(AP)?

where towers adjacent to the central tower in a default 3 tower by 1 wedge electromagnetic
cluster are summed over. The 3 tower by 1 wedge electromagnetic clustering algorithm is
used for all CEM quantities in this measurement. M; is the energy measured in an adjacent
tower, while P; is the predicted energy deposited in the adjacent tower. Eg;, is the total
electromagnetic energy in a cluster and AP; is the estimated uncertainty on P;. The CES
detector provides the z-position for the cluster in the LShr algorithm. Electrons or photons
do not generally share energy between towers, allowing an upper bound on LShr to be used
for electron selection.

LShr = 0.14 (3.3)

3.2.3 Muon Identification

Four scintillator and proportional chamber systems, shown in Figure 3.11, are available for
muon identification at CDF. The two central muon systems are used for muon identification
in this measurement. The inner Central MUuon (CMU) chamber covers |n| < 0.6 with a four
layer deep planar drift chamber, while the Central Muon uPgrade (CMP) muon chamber
lies beyond the CMU and is separated from the CMU chambers by 60 cm of steel. The
CMP adds four more layers of planar drift chambers arranged in a rectangular configuration
and has a similar extent in 1. The CMU is made up of 144 “modules”, each containing
16 rectangular cells. The CMP detector includes a layer of scintillation counters on the
outer surface of the wall drift chambers. Muons which are detected in both the CMU and
CMP detectors are referred to as CMUP muons. All muons used in this measurement are
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Figure 3.10: The CDF RunlII calorimetry systems.
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required to be CMUP muons. Additional outer muon chambers, known as the Central Muon
eXtension (CMX) and the Intermediate MUon chamber (IMU) are also available for more
forward muon detection.

Several matching variables between the track trajectory and hits in the muon chambers
are available, including AX, which is the distance between the extrapolated track and the
hit in the muon detector in the azimuthal direction, and AZ, the distance between the
extrapolated track and the hit in the muon detector in the z-direction. Both of these variables
are cut upon offline to eliminate candidate muons with low probability of being the trigger
muon.

B-CcMX E-CMP EH-CMU
0

n

Figure 3.11: CDF RunII muon chamber coverage.

3.2.4 Trigger

The trigger system at CDF is essential for efficient data taking. The interaction rate is too
high (~1.7x10° pp collisions per second) to record all events observed with the CDF RunII
detector. In order to handle the large volume of data passing though the detector every
second, a three level trigger system is used to select the most interesting events. The first
two levels, Level-1 (L1) and Level-2 (L2) respectively, of the trigger system are hardware
triggers, with accept rates of ~20 kHz and ~ 300 Hz respectively for the period of data
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taking used in this measurement. The third level, Level-3 (L3), of the trigger system is a
computer farm which assembles the pieces of the event from different detector subsystems
and cuts on high-level quantities such as the combined mass of pairs of tracks. The average
trigger accept rate of the L3 is ~ 60 Hz. Eighty percent of the candidate events are rejected
at L3. The limiting rate for L3 is the rate at which data can be transferred to tape to be
processed by the Production farms.

In addition to triggering on calorimeter quantities, the trigger system has the ability to
trigger on tracks and track pairs in the first and second level of the trigger system, shown
schematically in Figure 3.12. The eXtremely Fast Trigger (XFT) is a L1 trigger which uses
track measurements from the COT for trigger decisions. The track segments from the XFT
are linked with the eXTRaPolator (XTRP) and are passed to both the L1 trigger decision
and to the Secondary Vertex trigger (SVT), which uses the track information from the XFT
to make trigger decisions on tracks which are displaced some distance from the primary
interaction point, also called the primary vertex. Displaced tracks are a distinguishing feature
of B hadrons, making the SVT trigger particularly well-suited to the detection of B decays.
There are several schemes of triggering on B events, for instance by triggering two leptons
above a certain py threshold which are likely to originate from a J/i¢ or by triggering
on two displaced SVT tracks. The triggers of interest for semileptonic B decays include
triggers designed to select events with a lepton and displaced track (/+SVT). These triggers
require a lepton with pr(¢) > 4 GeV/c, a displaced track with 120 pum < |dy| < 1 mm and
pr(SVT) > 2 GeV/c, and an invariant mass cut m(¢ + SVT) < 5 GeV/c” on the lepton
and SVT track. The trigger requirements for events used in this measurement are given in
Section 5.1.
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Chapter 4

Monte Carlo

Monte Carlo simulation is used at various points throughout the measurement. Although
some of the Monte Carlo is generated for exclusive B decays while other Monte Carlo is
generated for inclusive B semileptonic decays, all of the Monte Carlo used in the measurement
have the same settings for generation.

The B hadron is generated with the HeavyQuarkGenerator software package [37], which
generates a single B hadron according to an input transverse momentum and rapidity spec-
trum. Generally, a b quark is generated and fragmented according to the Petersen function
(see Section 2.3). The Monte Carlo generated for this measurement uses an input transverse
momentum spectrum which has been measured from data; the measurement does not rely
on the validity of the Petersen fragmentation model. In this case the B hadron is generated
directly according to the input spectrum. The generated B hadron is then passed to the
EvtGen decay package [38], which decays the particle according to a specified decay chain.
GEANTS3 [39] simulates the passage of the long-lived particles through the material of the
detector and includes multiple scattering effects.

The Monte Carlo are generated with a “realistic”, as opposed to parametric, simulation,
in which trigger paths are created and all detector bits are set just as they are for a given run
in the real data. A tuned magnetic field and GEANT material description is applied in order
to correct for regions of the detector where the material is under-represented in the default
simulation. One hundred and five runs representing data taken between May 17, 2002 and
April 16, 2004, spanning the period of data used in the measurement, are simulated. Twenty
million events are generated for the inclusive B hadron decays, and ten million events are
generated for each exclusive B meson decay listed in Table 6.1 in Chapter 6.

The pr spectrum measured in the inclusive J/4 cross-section [40] is used as the input B
meson spectrum, while a A) spectrum tuned from the £~ A} data presented in this measure-
ment is used as the input A) baryon spectrum (see Chapter 8). All of the Monte Carlo are
generated with an input pr threshold of pr(B) > 5 GeV /c.

4.1 Form Factors of Semileptonic B Decays

The B meson form factors included in the generation of the Monte Carlo used for this analysis
are taken from HQET models. The ISGW2 [27] model implemented in EvtGen is used to
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govern the B meson semileptonic decays to ground state and double excited charm mesons,
while the HQET decay model implemented in EvtGen is used for the B meson semileptonic
decays to excited charm states. Non-resonant D** meson decays are described by the model
developed by Goity and Roberts [41]. These decay models have been used by the BaBar
experiment [42] for a number of years. The A) baryon semileptonic decay used is newly
implemented for this measurement, thus the focus of this discussion is the treatment of the
semileptonic baryon decays.

The baryon form factors for the primary A) — AF( decays are taken from constituent
quark model calculations made by Pervin et al. [28]. To order O(miQ) these results agree

* 3k )

with the large N, predictions by Leibovich and Stewart [43], although the constituent quark
model form factors do not obey the relations among form factors predicted by HQET at
higher orders of mi Non-resonant A decays are described by phase space.

A distinguishing characteristic of the HQET form factors is their dependence on a single
form factor, expressed in terms of the product of four velocities w = v- v’ (see Section 2.4.1).
The most common HQET form factor in B meson decays, known as the Isgur-Wise function,
is £(w). Heavy quark flavor symmetry implies the normalization

(1) =1. (4.1)
The Isgur-Wise function is commonly expanded about w =1
fw)=1-p*(w—1)+... (4.2)

The B meson matrix elements can then be written [22] in terms of the four velocities v, =
pu/mB and 'U,Z = pL/mD(*)

(D) |VuB(p)) = &w)[v, + vy, (4.3)
(D*(p',s)\Vu\l:?(p)) = £(w)epape™ v 0P (4.4)
(D*(¥',e)|AulB(p)) = —i§(w)[(1+w)e;, — (¢"-v)v,], (4.5)

which can be compared with the general expressions for these matrix elements in Egs. (2.23)-
(2.25). The baryon form factors calculated by Pervin et al. also depend on a common form
factor, which is determined for a harmonic oscillator potential. The analogous Isgur-Wise
function determined by Pervin et al. is

3m?
&(w) = exp l?(w - 1)] (4.6)
which, following the exponential expansion in Eq. (4.2), implies that
3m?
2 _ o
pFr=— (4.7)

The common form factor, Ig(w), from the Pervin calculation used in the Monte Carlo for
the ground state A) — ¢~UA decay is

3/2
Iy(w) = (“O?SA ) e~ ¥ (w1, (4.8)
AN
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where o = o3,, = £(a3 +a3/) is a size parameter relating the parent and daughter baryons.
The size parameters for the harmonic oscillator potential are ay = 0.59 for A, ay = 0.55 for
A} and ay = 0.47 for A.(2593)% and A.(2625)". The constituent light quark mass m, has
a value of 0.40 GeV/ ¢® in the Pervin calculation and the slope of the Isgur-Wise function,
dé(w)/dw, is -1.38 [28]. The dependence of the form factors on ¢?, which can be related to
w by Eq. (2.14), for the three A) — AF(**) semileptonic decays is shown in Figure 4.1.

4.2 Baryon Decay Model

Within the EvtGen framework, a new baryon decay model has been implemented for the
A, semileptonic decays: A) — £ A, A) — £ 1,A.(2593)T, and A) — £ 1A (2625).
This new model, based on the predictions of Pervin et al., does not apply to non-resonant
semileptonic baryon decays (listed in Table 6.5). Instead, a phase space model is used for the
non-resonant semileptonic baryon decays. Previous measurements at CDF have used phase
space for all AY semileptonic decays.

In addition to the decay structure, the new decay model also permits the polarization of
the AJ to be set at the time of generation. This feature is used for the systematic evaluation
of the AY polarization in Chapter 10. By default the A? is generated unpolarized.

To check the results of the new decay model, 100,000 events are generated without cuts
or trigger simulation for each of the three A2 decays considered. The differential decay rate
relative to ¢ obtained from the new model is shown in Figure 4.2, where the areas for
the A.(2593)" and A.(2625)" modes are normalized to the relative decay rates predicted
by Pervin et al. For comparison, the B® — ¢~oD1t(=**) ¢2 distributions, where the D***
distribution includes non-resonant decays, are shown in Figure 4.3. The partial rate of the
Aj(*’**) relative to ¢? agrees very well with the theoretical predictions of Pervin, which is an
important cross-check of the implementation of the new decay model. The Dalitz distribution
of the p~ and A} for the three decay modes are shown in Figure 4.4.

Final state interactions and intermediate resonances are included in the ground state A}
decays, which is decayed with relative rates of intermediate and non-resonant states taken
from the PDG [9], listed in Table 4.1. Note that the total AT — pK 7" branching ratio
used in the sample composition is (5.0 + 1.3)%, also taken from the PDG.

Decay BR (%)

AF - ATTK™ 0.86+0.30
pK*(892)° 1.6+0.5
pK nt (NR) 2.8+0.8

Table 4.1: A} decay structure.
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Chapter 5

Signal Reconstruction

The lepton-charm signals are obtained from the e+SVT and p+SVT datasets. Only runs
deemed suitable for B analyses are used. This requirement excludes runs for which the
operation of the tracking chambers or central calorimeter or muon chambers are not optimal.
In addition to isolated instances of non-optimal detector configurations, this also excludes
the three month period of data taking in which COT aging effects, caused by a build-
up of hydrocarbons on the sense wires which resulted in a reduction in efficiency of the
COT. During this time, the voltages on the COT chamber were varied almost continuously,
resulting in unstable tracking conditions. All tracks are refit with a Kalman fitter [44], using
COT scaling parameters, missing detector material, and magnetic field which have been
tuned to match control data samples.

A schematic diagram of the topology of semileptonic B decays used in this measurement
is shown in Figure 5.1. A distinguishing feature of B decays is that they are comparatively
long-lived, with average decay distances of c¢r(B) ~ 450 um. Consequently, one of the best
ways to distinguish B decays from other decays is to select on lifetime-related quantities.
Some of these discriminating quantities, such as the impact parameter of the tracks, are
measured directly from the tracks. Other quantities, such as the distance, L, from the pro-
duction and/or primary vertex to the point of decay (or “decay vertex”) projected onto the
momentum direction of the decaying hadron are inferred from the vertices constructed from
the tracks. The decay vertices are reconstructed with the CTVMFT algorithm [45], using the
charm daughter tracks with their assumed mass hypothesis to reconstruct the charm vertex
and the additional lepton candidate to reconstruct the B candidate. The selection of can-
didates are based on a kinematic quantities appropriate for their reconstruction hypothesis,
discussed in the following sections.

The proper decay time of the fully reconstructed charm hadron (e.g. DT — K—ntr™)
using transverse measurement quantities, is

L,y (D — D)
pr(D)
where D corresponds to a generic, fully reconstructed charm hadron. The charm candidate
proper decay time is reconstructed from the transverse decay distance of the reconstructed

lepton-charm vertex to the reconstructed charm vertex, Ly, (¢~D — D). m(D) is the mass
of the charm hadron and py(D) is the transverse momentum of the charm hadron.

ct(D) =

« m(D), (5.1)
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Figure 5.1: Semileptonic B decay.

Since the neutrino is not reconstructed in the semileptonic decay, it is not possible to
know the true proper decay time of the B solely from the measured decay distance. Instead,
a “pseudo”-proper decay time is constructed, based on information which is available from
the reconstructed tracks,

Ly (P.V. = - D)
pT(E_D)

ct*(¢"D) = x m(B), (5.2)

where Ly, (P.V. — ¢~ D) is the transverse distance from the primary interaction vertex to the
reconstructed lepton-charm vertex, projected onto the transverse momentum of the lepton-
charm system (highlighted in Figure 5.1). The other quantities are defined analogously to
the quantities in Eq. (5.1). The “pseudo”-proper decay time reflects the missing neutrino
information, since pr (¢~ D) < pr(B).

All quantities calculated relative to the primary vertex, such as L,,(P.V. — D), are
determined assuming that the axial position of the primary vertex is well described by the
pp beam line. The pp beam line is determined from inclusive jet data, where long-lived tracks
in the jets are “pruned” from the jet, using a x? minimization of the vertex fit, to determine
the position of the primary vertex in each event. These vertex positions are then averaged
over 500,000 L2 trigger accepts to determine the pp beam line for a given run section.
This method produces a “time-dependent” beam line, which is especially important for runs
which last many hours (sometimes 20 hours or longer.) The z-position of the lepton-charm
candidate is determined from the z-position of the lepton candidate track.

5.1 Trigger Requirements
The on-line /+SVT trigger is confirmed off-line for both the trigger lepton and the SVT track.
The CDF software package LeptonSvtSel is used to confirm the selection requirements on

the trigger electron or muon and the SVT track in order to identify the trigger tracks.

1. Trigger electrons are confirmed by requiring that
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e the electron be fiducial in the CEM,

o Er >4 GeV,

e pr > 4 GeV/e,

o % € [0.,0.125),

e LShr < 0.2,

e Y%(CES) < 10,

e Y% (CES) < 15,

e AX(CES) < 3 cm,

e AZ(CES) < 5 cm, and

e conversion electrons (7 — e*e™) are removed by rejecting events in which

— Af(e,track) < 0.03, where the track is a generic track in the event,
— Axy(etrack) < 0.2 cm, and
— the trigger electron and a track pass a CTVMFT vertex fit.

2. Trigger muons are confirmed by requiring that

the muon has hits in both the CMU and CMP muon chambers,
pr > 4 GeV/c,

AX(CMU) < 15 c¢m, and

AX(CMP) < 20 cm.

3. The SVT track is matched to an offline track by

e requiring that the offline track has 4 hits on 5 layers of the SVXII,

refitting the offline track, where additional requirements are made to

— drop LO0O hits and
— drop 90° and stereo silicon z-hits,

using the time-dependent beam line determination,
pr > 2 GeV/c,
do € (0.012 cm, 0.100 cm) for both the on-line and off-line track,

requiring that the x? matching distance, which relates the ¢y and curvature of
the on-line and offline tracks, is < 25, and

e requiring that the SVT track has a x? < 25.
4. The final /+SVT candidate is confirmed by requiring

o AG(£,SVT) € (0.035, 1.57) and
e Invariant mass m(¢ + SVT) < 5 GeV /2.

41



5.2 Candidate Selection

In addition to trigger confirmation, several other selection cuts are applied to all channels,
before requiring additional signal-dependent cuts.

1. All tracks in all candidates are required to have good track quality requirements in-
cluding

e a helix fit,

e the errors on the track parameters are positive and real,
e > 3 silicon r — ¢ hits,

e pr > 400 MeV/c, and

e 1< 20.

These cuts remove all tracks for which the Monte Carlo is unreliable (e.g. pr >
400 MeV /c) or for which the data tracks itself is unreliable (e.g. n < 2.0).

2. All charm daughter tracks except the soft pion from the D*t — D% are required to
have

e 2 axial and 2 stereo COT super-layers with > 5 hits per super-layer.

COT hit requirements are not made on the soft pion from the D** in an attempt to
maximize the efficiency for reconstructing D** candidates. Since the pion generally has
pr less than ~ 800 MeV /¢, requiring COT hits would significantly reduce the number
of D** candidates.

3. Tracks are made fiducial in the COT by requiring that

e tracks that fall within |z| < 1.5 cm of the COT mid-plane and outside of the COT
volume |z| > 155 c¢m are excluded,

e all tracks pass through SL6 of the COT (rszs = 106.0 cm), and
e trigger tracks and the lepton pass through SL8 of the COT (rgrgs = 131.0 cm).

The COT fiducial cuts on tracks are designed to remove tracks which are unlikely to
be well-described by the Monte Carlo. Since the Monte Carlo is used to determine
most of the relative acceptance efficiencies between channels, good agreement between
data and Monte Carlo is desired, even at the edge of the fiducial volume.

4. The electron is required to be isolated by demanding that
e only one track is associated with a 1 wedge by 3 tower CEM hit cluster.
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The electron isolation cut is applied to reduce potential discrepancies with the Monte
Carlo, since nearby hadrons from the underlying event or B decay can obscure the
electron shower. This behavior requires a full simulation of the underlying event and
is not well described by the Monte Carlo simulation used in this measurement.

5. The charm candidates and the lepton-charm candidates are required to have

one charm daughter be the LeptonSvtSel matched SVT track,
0.035 < A@(¥, charm) < 1.57,

e Ap < 1.5,

e AR < 1.5, and

e A7 < 1.5 cm.

Requiring the charm daughter to match the triggered SV'T track significantly reduces
the background from random combination of tracks, called “combinatorial” back-
ground. The A¢, AR = /A@? + An?, and AZ cuts are very loose and remove only
the most unlikely lepton-charm candidates.

These loose selections are used when skimming candidates from the dataset and are
designed to confirm the /+SVT trigger on each lepton-charm candidate. The soft pion from
the D** is not vertexed with the D° to create the D** candidate. Instead, the D° candidate
is flagged as a potential D** candidate if Am(D*t, D% € [0.0,0.16] GeV/c® to create a
loose D*t candidate selection. This reduces the systematic uncertainty in the selection of
the £~ D** relative to the ¢~ D°, since no additional vertex fit is performed. Consequently,
the soft pion efficiency is better described by the Monte Carlo.

In order to determine the final analysis selection, kinematic selection criteria are first
optimized for each lepton-charm channel. The figure of merit (FOM) used for optimization
is S/v/S+ B. The signal, S, is taken from inclusive B — ¢ DX and A — ¢ DA} X
Monte Carlo. The background, B, is taken from the sidebands of the charm signal. In
order for the FOM to accurately reflect the significance of the signals in data, S is scaled
to the expected signal in data with a set of nominal cuts obtained by first optimizing each
cut individually without applying any other cut. The cuts are then optimized a second
time applying all optimal cuts from the prior optimization except the cut being optimized
(N —1). After two or three successive iterations, a stable optimal point is reached for
all cuts. The optimization is performed twice; once without regard for non-combinatoric
background reduction (i.e. prompt background removal), and a second time to account for
additional, non-optimal cuts required to reduce the non-combinatoric backgrounds discussed
in Section 5.2.1. Optimization plots and yields for the optimization with the c¢t*(¢~D/A])
cut (see Section 5.2.1) are given in Appendix A.

Hoping to cancel as many differences in reconstruction as possible, the selection criteria
are kept as similar as is feasible across channels. The optimized cuts designed to limit both
the combinatoric and some non-combinatoric backgrounds are synthesized to minimize the
differences in cut values between channels. The cuts are synthesized more easily in the meson
channels, due to the different properties of baryon and meson decays. Cuts in which different
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Cuts ¢~D° (~D'* -DT ([ Df (A7

ct(D/AF) [em] > -0.01 -0.01 -0.01 -0.01 -0.01
ct(D/A}) [em] < 0.10 010 0.20 0.10 0.05
ct*(¢~D/AY) [em] > 0.02 0.02 0.02 0.02 0.02
oct(("DJA}) [em] < 0.04 004 0.04 004 0.04

m(¢-DJ/AF) [GeV/e?] > 24 24 24 24 35
m(¢-D/A}) [GeV/e?] < 5. 51 51 51 54

pr(p) [GeV/c] > N/A° N/A N/A N/A 20
pr(K) [GeV/c] > 0.6 06 06 06 06
2p(D/AF) < 10 10 10 10 5

vtx. prob.((~D/A) > 107 107 1077 10~7 10~
Lay/01sy(D/AS) > 45 45 11 45 45

Am(D*,D) [GeV/c¥ >  NJ/A 01440 N/A N/A  N/A
Am(D*,D) [GeV/c?] < NJ/A 01475 N/A N/A  N/A
im(¢) — 1.019] [GeV/c?] < N/A  N/A  N/A  0.0095 N/A

Table 5.1: Synthesized signal selection.

optimal values are expected due to differences in the kinematics of the decay (e.g. the proper
decay time of the DT and A[) are not synthesized. The synthesized selection criteria are
listed in Table 5.1. Additional cuts to reduce non-combinatoric backgrounds are discussed
in the following section.

5.2.1 Non-Combinatoric Background Reduction

A notable aspect of semileptonic B decays is the sundry backgrounds and cross-talks via
excited charm states that contribute to the lepton-charm signals. Some of these, such as the
cross-talk between the B~ and B° are, in principle, well-known and can be accounted for
with an estimation of the pertinent branching ratios and reconstruction efficiencies. Other
backgrounds, such as the so-called “prompt” background observed in the semileptonic sig-
nals, are not understood. Ways to reduce contamination to the semileptonic signals from
these sources are discussed. Another non-combinatoric background arises from the mis-
identification of the charm daughters, leading to so-called reflection backgrounds. These
backgrounds can be understood with Monte Carlo simulation and are also straightforward
to take into account.

Prompt Background

One striking feature of the lepton-charm signals is an unknown prompt background, which
can be seen most clearly in the “pseudo”-proper decay time of the £~ D™ channels. A similar
effect is observed in all of the meson signals, although no prompt background is observed
in the ¢~ A} signals. The wrong sign (WS) lepton-charm combinations, which require an
unphysical lepton and charm combination (e.g. £*D*), are used to check the behavior of
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Figure 5.2: ct*(u~D™") comparisons for u+SVT data and Monte Carlo before (left) and after
(right) the c¢t*(u~ D*) > 200 pm cut. The lower plots show the ratio of data to Monte Carlo seen
in the upper plots. Two fits are performed on the ratio of data to Monte Carlo: a linear fit, which
is listed with its fit probability above the dashed line, and a zeroth order polynomial fit, which is
listed with its fit probability below the dashed line.

combinatorial backgrounds, since no real semileptonic B signal is expected to be present. The
physical, right sign (RS) lepton-charm combinations (e.g. £~ D") can have non-combinatorial
backgrounds which are not present in the WS combinations.

While the sources of the prompt background are unknown, it is expected to have a
significant false lepton contribution to both WS and RS lepton-charm signals. There are also
possible contributions from bb gluon-splitting to both WS and RS lepton-charm combinations
and cc gluon-splitting to RS lepton-charm combinations only. In an attempt to eliminate
this background, the low ct* region has been explicitly removed. Requiring ct*(¢~D/A}) >
200 pm is sufficient to bring the data and the Monte Carlo into reasonable agreement in all
channels, shown in Figure 5.2 for the y~ D™ before and after the ct*(u~ D7) cut. This cut
reduces the yield in the lepton-charm signals by approximately 20%.

The prompt background can also be observed in the impact parameter of the charm
signal. The removal of the low ct* region brings the data into good agreement with the
Monte Carlo, as can be seen in Figure 5.3. For this comparison the impact parameter of
the charm candidate is normalized above 150 ym in both the data and the Monte Carlo.
Before the ct* cut is applied, a significant prompt discrepancy between the two distributions
is observed in the DT signal, while the data and the Monte Carlo agree well after the ct*
cut.

The effect of the ct*(¢~D/A[) cut is cross-checked with the WS lepton-charm correlations.
This is not a definitive measure of prompt background reduction, but it does give some
indication of remaining contamination in the signals. WS distributions for both the e4+SVT
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Figure 5.3: Impact parameter distributions of Dt before the ct*(u~D™) cut (left) and after the
ct*(p~ D7) cut (right) in the y+SVT data.

and p+SVT samples are shown after the ct*(¢~D/A}) cut is applied in Figs. 5.4 and 5.5.
Yields in the WS distributions are determined by fixing all of the parameters of a double
Gaussian signal function to the values determined for the RS signals (cf. Figures 5.12
and 5.13), allowing only the Gaussian normalization and the background shape to float
in the fit. The ct*(¢~D/A[) cut removes most of the WS signal in both the e+charm and
pu-~+charm, although a persistent 2 o significant WS signal remains in all of the electron-charm
signals except the DF. Some WS signal remains in the D°, D**, D" and D] muon-charm
signals. There is no observable WS signal in the y*A} combination. Significant WS signals
are observed in the D® and D*T signals, with 4-6 o significant signals in both the e+SVT
and p+SVT data. The most likely contribution to the remaining WS signal is from real,
irreducible conversion electrons and decay-in-flight muons (K~ /7~ — p~) combining with a
real charm. The possibility of the K-m mis-identification can also contribute to a long-lived
WS background in the D°. The presence of these residual WS signals are treated as a source
of systematic uncertainty in the measurement, discussed in Chapter 10.

Reflections

Another consideration in lepton-charm signal reconstruction arises from reflections of other
charm states into the charm signal of interest. The Monte Carlo distributions of reflections
into the various p-charm signals are shown in Figure 5.6. The relative normalizations of the
reflection shapes are scaled to their expected contribution in data, assuming f, : fq @ fs :
fa, =04:04:0.1:0.1 for illustrative purposes only. In instances where a quantitative
estimate is required for the reflection contribution to a given charm signal, the relative
contribution of the reflection to the charm signal is determined independent of the relative
fragmentation fractions used for illustrating the relative scale of the reflections. Significant
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reflections are clearly present beneath the A and D7 signals. Because of the kinematics of
the decays, the reflections’ contribution to the A} signal is relatively flat across the signal
region, while the D} reflection into the D' “turns-on” directly beneath the signal. No
significant reflections are observed in the D** or D signals, partly due to the Am(D**, D)
and ¢ mass cuts, respectively. While the possibility of a significant self-reflection due to
K — 7 swap in D° — K—7t is an issue in D signals, knowledge of the ¢+ D° WS signal fixes
the normalization of the self-reflection. An estimate of the WS ¢ D° contamination into the
RS ¢~ DY signal can be obtained using the yields shown in Figures 5.4 and 5.5, as well as in
Table 5.5. A 15% cross-feed of WS into RS (and vice versa) would decrease the RS yield by
0.3% if the D° self-reflection were included. Hence the D self-reflection in the D° yield is
safely ignored.

One of the most significant reflections is the D} reflection into the DT signal. The
D} — KT K~n" decay cannot readily be vetoed, due to the turn-on of the reflection directly
under the DT signal. In this case the D} reflection must be included in the fit to the D*
signal. It is possible to determine the total number of D — K+ K~7* which lie beneath the
Dt — K 7tz signal by reconstructing the number of D — ¢7™, where ¢ - KTK ™, in
a large region around the D' signal, such that 1.78 GeV/c¢® < m(K+K 7t) < 1.95 GeV/c”
and [m(KTK~) —1.019 GeV/c*| < 0.0095 GeV/c®. The reconstructed Di — ¢mt events
are shown in Figure 5.7.

An inclusive BY — (7D} X Monte Carlo, where the D} decays completely inclusively
according to the EvtGen table, is used to relate the number of D — ¢r™ measured in
data to the total number of D} — K™K~ 7" expected to contribute to the D% signal. One
hundred million fully inclusive events are generated. By reconstructing Nyc p+_, 4.+ and
Nyro.ptk-K+r+ i @ manner completely analogous to Ny, p+ 4.+, the number of DY
mesons expected to contribute to the DT signal can be calculated by evaluating

N, T
N __ “'data,Dj —¢m

data,Df s K+K-—7+ — R¢ + ’ (53)
T

where

Nyc(D} — ¢n™)
NMC(D;— — K+K77T)'

In order to improve statistics, the electron and muon Monte Carlo samples are combined to
produce the D reflection shape, shown in Figure 5.8. The reflection shape is fitted in the
region m(K+K~7t) € [1.70,1.95] GeV/c* with an error function for m(K+K~7t) > 1.866,
z=a-erfc((zr —b) xc)+ f, and damped with a linear term for m(KKr) < 1.866, z =
a-erfe((x —b)xc) —ex (1/x —1/d) + f, where z is the mass of the D*. The Monte Carlo
scaling factor Ry.+ is averaged between the electron and muon samples

Ryr (5.4)

Regnr = 0.235+0.011
Rygnt = 0.257+0.011

to give
R4+ = 0.246 - 0.008.
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Figure 5.6: MC reflection shapes for DY (top left), D** (top right), D (middle left), D (middle
right), and A} (bottom). The shapes are normalized to their expected contributions, assuming
Juifa:fs:fa,=04:04:0.1:0.1, used for illustrative purposes only.
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Figure 5.7: N(D} — ¢nt) reconstructed in m(Knr) € [1.78,1.95] in the e+SVT data (left) and

the p+SVT data (right).

e+SVT pu+SVT
D} Reflection N(D}) N(e~ D) N(D}) N(u~D7)
Constrained 1,710+£76  10,779£149  2,778+461  20,236+216
Fixed 1,577 10,797£149 2,570 20,267+247
Floating 3,267£1,097 10,575+£201 5,054+1,665 19,906+£336
None — 11,015£157 — 20,643+258

Table 5.2: £~ D™ yield with different D] reflection normalization configurations.

The numbers of D candidates measured in the DT lepton-charm samples are

N.(D} - K*K 7")
N, (D = K*K~r")

1577 £ 100
2570 £ 144.

The normalization of the reflection is constrained to the predicted number of D} reflection
events within errors and combined with a double Gaussian and a linear background in a y2-
fit to the D% signal. In order to keep the broad Gaussian and reflection shape reasonably
independent, the double Gaussian parameters are determined before the reflection shape
is added to the fit. When the combined fit is performed, the parameters of the double
Gaussian are constrained within their errors. The changes in yield with different constraints
on N (D7) are listed in Table 5.2. The normalization of the D} shape is allowed to float
to cross-check the results of the scaling. The floating normalization is consistent with the
measured normalization in both the e D™ and u~ D™, although the error on this value is
quite large. The number of £~ D™ events, N(D™), when the D} reflection is included is
consistent whether the N (D7) is constrained, fixed, or permitted to float in the fit. The
¢~ D7 yield decreases by roughly 1.5% when the D reflection is included in the fit.

The D* and D] reflections in the A signal are relatively flat under the signal region
and sideband subtraction is expected to remove their effect on signal distributions within
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statistical uncertainty. Correspondingly, the event count obtained by fitting is not expected
to be significantly influenced by the presence of these backgrounds. This can be checked in
the A mass distribution by vetoing on the D*, D and D** reflections and checking the
change in yield in the data against that predicted by the Monte Carlo. These reflections into
the Al signal are vetoed by reassigning the pKm hypothesis to the other charm states and
removing candidates which fall within the following mass windows:

o |m(Knm) - 1.8694 GeV/c?| < 0.020 GeV/c?,
o /m(KKm)-1.968 GeV/c?| < 0.020 GeV/c?,
e 0.1430 GeV/c? < m(Krm) —m(Kn) < 0.1490 GeV/c%

The effect of these vetoes is tabulated in Table 5.3. The Dt and D** vetoes reduce the
data yield by an amount consistent with the Monte Carlo prediction, while the effect of the
D} veto appears to be under-estimated in the Monte Carlo. This difference is primarily
responsible for the discrepancy in yield reduction between the data and the Monte Carlo
when all three reflections are vetoed simultaneously. The inability of the Monte Carlo to
accurately reproduce the effect of the vetoes in data is most likely a result of the non-linear
shape of the reflections, particularly in the mass window below the Al signal, where the D*
reflection falls off. For this reason, a dE/dx cut to reduce the D" reflection in the A} mode
is preferred over direct vetoes.
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e1SVT LISV
Veto Data (%) MC (%) Data (%) MC (%)
Dt 831+43 869+1.3 86.2+31 869+1.2
D*t 98.1+47 99.8+1.4 95.7+34 976+1.3
Df  81.2+42 86.0+1.3 81.5+3.6 858+1.2
all 66.9+41 7294+1.1 64.1£25 726+£1.1

Table 5.3: Effect of different charm vetoes on data and Monte Carlo in the A signal.

dE/dx

The background beneath the A signal can be reduced without vetoing on contributing re-
flections by instead applying a dE/dx likelihood ratio (LR) cut on the proton. The likelihood

2

ratio constructed is LR(p) = L(p)/[L(p)+L(K)+ L(7)+ L(e)+ L(1)], where L eXP(_Qf——%)

and Z = In %. Figure 5.9 shows the LR distributions for protons from A® — pr—

and kaons and pions from D** — D% tr K~ 7" with the proton hypothesis applied (see Ap-
pendix B for selection of the D** and A samples). A cut on the proton LR of 0.3, chosen
from the control samples to reduce background while keeping the proton efficiency high, is
applied to the data. This cut primarily removes contamination from pions, which contribute
tothe D™ — K77 and D** — [K~7t]n* reflections, and has little discriminating power
between protons and kaons.

The dE/dx LR (p) cut flattens the background and reduces the overall background level
by a factor of five, while it reduces the signal by ~35% in the u+SVT data and ~28%
in the e+SVT data. The efficiency of this dE/dx cut must be determined from data (see
Section 7.1.3), because the Monte Carlo does not describe energy loss effects in the COT for
an accurate prediction of the dE/dx in the Monte Carlo.

Discrepancies between Data and Monte Carlo

The final agreement between the data and the Monte Carlo will be discussed in Section 7.2.
While agreement between the data and the Monte Carlo is generally good, the £~ D signals,
which show a significant disagreement in all quantities that depend on the charm candi-
date, are notable exceptions. The disagreement in the py(DP) is especially striking (see
Figures 5.10 and 5.11). Since the £~ D° signals have twice the statistics of the next high-
est statistics lepton-charm signal, an additional cut is placed on the pr(D°) > 5 GeV/c,
improving the probability of agreement between the data and the Monte Carlo. This cut
eliminates any significant bias between the pr(D°) and pr(K) distributions; in both distri-
butions a first order polynomial does not fit the ratio of data to Monte Carlo significantly
better than a zeroth order polynomial. This is sufficient to bring the other quantities which
are cut upon into agreement comparable with the other lepton-charm channels, shown in
Section 7.2, Figures 7.11-7.12 and in Appendix D, Figures D.4-D.5.
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Figure 5.10: pu+SVT data and Monte Carlo comparisons of pr(D°) before (left) and after (right)
requiring p7(D°) > 5 GeV/c.

5.2.2 Final Signal Selection

Table 5.4 lists the final selection cuts for the lepton-charm signals, combining the synthesized
signal selection with additional selection requirements to reduce sources of non-combinatoric
background and improve agreement between the data and the Monte Carlo. All charm signals
are fitted with a double Gaussian plus a linear background except the D%, which includes a
term in the fit for the D} reflection. The invariant mass distributions of the charm signals
in the e+SVT sample are shown in Figure 5.12, while the y4+SV'T charm signals are shown
in Figure 5.13. The final charm yields are listed in Table 5.5.
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Figure 5.11: p+SVT data and Monte Carlo comparisons of pr(K) (top) and pp(w) (bottom)
before (left) and after (right) requiring p7(D°) > 5 GeV/c.
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Cuts ~DY (~D** -DT [ Drf (A7

ct(D/A}) [em] > -0.01 -0.01 -0.01 -0.01 -0.01
ct(D/A}) [em] < 0.10 0.10 0.20 0.10 0.05
ct*(¢~D/A}) [em] > 0.02 002 0.02 002 0.02
o (¢~ D/AYF) [em] < 0.04 0.04 004 0.04 004

m(¢{~D/A}) [GeV/c?] > 2.4 2.4 2.4 24 3.4
m(¢~D/A}) [GeV/c?] < 5.1 5.1 5.1 5.1 5.5

pr(D/A}) [GeV/c] > 5.0 50  N/A N/A N/A
pr(p) [GeV/c] > N/A  N/A N/A N/A 20
pr(K) [GeV/c] > 0.6 06 06 06 06
2p(D/AF) < 0 10 10 10 5

vtx. prob.(¢-D/AF) > 107 107 107 107 1074
Lay/01ay(DJAF) > 45 45 11 5 45

Am(D*,D) [GeV/c?] >  N/A 01440 N/A N/A N/A
Am(D*,D) [GeV/c?] < NJ/A 01475 N/A N/A N/A
im(¢) — 1.019| [GeV/c?] < N/A N/A  N/A  0.0095 N/A
dE/dx LR(p) > N/A N/A N/A N/A 03

Table 5.4: Final signal selection.

e1SVT 1SVT
Decay Yield FOM Fit Prob(%) Yield FOM Fit Prob(%)
~DY  16,939+160 122 64.4 29,909+224 159 12.5
(~D*t 2998456 54.1 1.27 5,492477 73.3 1.14
¢~ Dt 10,779+149  90.2 9.43 20,236+£216 114 50.7
¢~Df 1,0124+44 27.3 7.84 2,069+84 36.6 30.2
A 1,7554+106  32.8 33.9 2,9844+130  40.9 40.9

Table 5.5: Lepton-charm signal yields after all cuts.
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Figure 5.12: e+SVT right sign (black) and wrong sign (blue) invariant mass distributions of D°
(top left), D** (top right), D (middle left), D (middle right), A without the dE/dx cut (bottom
left) and with the dE/dx cut (bottom right).
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Chapter 6

Sample Composition

Sundry unknown or poorly known pieces of information obscure the ability to disentangle
the lepton-charm samples from their parent B hadrons. The primary source of uncertainty
is the missing neutrino from the semileptonic decay, from which the need for a sample
composition arises. Since the neutrino is not reconstructed, other excited charm states can
feed into the ground state and cannot readily be distinguished from the ground state in the
candidate selection quantities considered. The excited charm contribution to the final signal
must instead be parameterized with their branching ratios and efficiencies to be detected,
since additional missing energy is present. The excited charm states are primarily missing
photons or neutral pions, but charged pions and kaons are also missed in cascade decays to
the ground state charm candidates, since only the ground state daughter tracks, including
the charged pion from the D** — DOrT, are explicitly selected and stored. The decays
included in the sample composition are listed in Table 6.1. Apart from uncertainties in the
sample composition, many poorly known or unknown branching ratios also complicate the
picture. The branching ratios of the bottom hadrons semileptonically decaying to charm
hadrons have been parameterized with spectator model constraints.

6.1 Parameterization

Spectator model assumptions, discussed in Section 2.4.3, are applied to the relative rate at
which B mesons decay to ground state and excited D mesons. These rates are assumed to
be the same for B~, B, and B° mesons. This assumption is held to be fairly good for B°
and B~, but it is not known how accurately the spectator model characterizes B? decays.
While it is probably a good assumption for the B® mesons as well, many of the B® branching
ratios are poorly measured or are simply not known. Certainly, the A} is not necessarily
well-described by spectator model arguments, since the two spectator quarks might have
rather different effects in the baryon than the one light anti-quark present in the meson,
particularly when describing the branching ratios to excited charm baryons.

If the only source of £~ D combinations were from the direct decay B® — ¢~v D, the
number of reconstructed £~ Dt events are

N(t~D*) = N(B°) x BR(B® = ¢7D") x BR(D" — Kn~77)
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Table 6.1: B hadron sample composition.

61



x ¢(B® - ¢~ oD, DY - Ktn~n7)
= (B) 4 X T(B (B — ¢~ 9D%) x BR(DY — Ktr~77)

e(B® - ¢~ vD*, D" — Ktn~n7), (6.1)

where N(B°) and N (B) represent the numbers of produced B° or generic B hadrons. Cross-
talk between the various B hadrons into a specific lepton-charm final state complicates the
picture. Taking this cross-talk into account, the individual decays which make up the sample
composition are related to the predicted numbers of lepton-charm candidates by the relative
fragmentation fractions, the number of B mesons, the lifetimes of the B mesons, and the
individual charm branching ratios. The observed numbers of /~ D candidates can generically
be written as

j=d,u,s k

xeijk(B; = £77Dj, — D), (6.2)

where D; = D+, D° D** D} T = I',I'*,** and ¢;;; are the efficiencies of a particular
decay chain.

The branching ratios used in the sample composition are listed in Tables 6.2-6.4 for
the B mesons and in Table 6.5 for the A). Predictions from the EvtGen table are used to
determine the fp,, = BR(B; = Dga)/ ¥p,.BR(B; — Dgq) branching ratios of B to
doubly excited charm states relative to BR(B, — ¢~vD;*) (cf. Table 6.6). Table 6.7 lists
additional isospin factors used in the D, and D} decays. Other charm branching ratios and
the B lifetimes used in the sample composition are listed in Appendix C. As previously
mentioned, the A) semileptonic decays are parameterized by a fixed sample composition,
which is independent of spectator model considerations. Since it is not clear how well the
spectator model describes the excited baryon decays, this is a more reasonable approach.
The uncertainties in the sample composition of the AJ is considered separately in assigning
systematic uncertainties in Chapter 10.

In addition to the primary decays which contribute to the semileptonic signal, indirect
semileptonic decays (e.g. B — DD) are also included in the sample composition (cf. Ta-
ble 6.8). These decays feature a sequential decay to a muon or electron, either from a charm
(semi)leptonic decay (e.g. D — p*vX) or from a 7= — p~7,v,. The PDG values for these
branching ratios are used when available and the EvtGen values are used otherwise. The
semileptonic decays of DT — ¢*vX, DY — (*vX, and D} — ¢*vX branching ratios are
taken from the EvtGen table (see Appendix C), although measurements for the D' and D°
semileptonic decays exist in the PDG. Since a number of the semileptonic charm branch-
ing ratios are not included in the PDG, the EvtGen table values are chosen for consistency.
Some of the PDG branching ratios have large uncertainties and will be treated as a source
of systematic uncertainty (discussed in Chapter 10).
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B ? Decays

¢—DY/D*+ ¢—D*

¢ vDT
¢{~vD**
— DOzt
D*n®/y
~vDY
— D*0xt
— D70/~
— D*t 70
— DOrt
Dt/
¢ uD§t
— DOzt
D70
¢ D"
— D*0xt
— D70/
— D*tq0
— DOt
Dt/
~vD3t
— D*0xt
s D70/~
— D*tqg0
— DOxt
Dtr0/y
— D070
— Dt r~
¢ vD*T7%(NR)
— DOzt
Dt [y
=D 97t (NR)
— D70/
¢ vDt70(NR)
~vD%F(NR)

BR*(Dzt)T*
BR*(D*+0 /)T*

%fDi"BR* (DOTK'O/’)’)F**

3 fp+BR*(DOn )T
%fD;rBR* (D70 /y)T*

2 Kok
2¢ T
5/p;

1 *ok
e T
Lo

2 BRY (D00 /)T

: D,1+BR*(D%+)F**
%fD;+BR*(D+ w0 [y)I*

a§+fD;+BR* (D70 /)T

03" f s+ BR* (DOt )T
b;+fD;+BR*(D+7r0/7)F**
c;+fD;+1-\**
d;+fD;+F**

Fet o BR¥ (DOt )T
ForszoBRH D+ )T

fp-or+ BR*(DOn® [y)T**
Jp+rol™
fD07r+F**

Table 6.2: Branching ratios used in the B® meson sample composition.
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B~ Decays ¢~DY/D*t ~DT

¢~oDO T
¢~ DO
— D70/ BR* (D70 /y)T*
DY
— D*Oﬂ'o
— D70/ %ngBR*(DOWO/'y)I‘**
— D*tqp—
— DOzt 3 fpoBR* (DO )™
D+a0)/y 2 fpgBR* (D70 /7T
¢~ vDY0
— D070 %fD(*]oF**
Dtr~ %fD(’;OF**
¢ vDP
- D*07r0
— D70/~ %foloB’R*(DOWO/y)F**
— D*Tr~
— DOt 3/ prBR (DO )T
D*r/y 3/ pBRA (D0 fy)T*
~vD30
— D*0,0
— D70/ aEOngoBR* (D70 /)T
— D*tq~
— DOt bEOngoBR*(DOW+)P**
Dtrl/y 05" fpgo BR*(D* 0 /y)I**
— D70 cgongoI‘**
— Dt~ d;OfD;oF**
¢~ vD**r~(NR)
— DOzt fpwtn-BR¥ (DO t)T**
Dtrl/y fpetr-BR*(D¥7® /7)™
¢~ vD*97%(NR)
— D70/ fp0,0 BR*(D 70 /) T**
~vD*n~ (NR) Fpin T
2~ vD7%(NR) fpogol™**

Table 6.3: Branching ratios used in the B~ meson sample composition.
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=0 - " - -
B ; Decays ¢~DY/D*t DT ~D}

~vD7 T
¢ vDt
— Dfy I+
¢~ vD%f (2317)
— D0 fpesT™
¢~vD} (2460)
— D:S—TFO
< Diq® aji fps I
— Diy b fps T
(DT (2535)
— D*T KO
< D7t 1 fD/TBR*(DoerF)I‘**
Dtrl ’ Lf e BRY (D)0
— DK+
= Dy 3f s BRY(DOmg)T™
¢~ D*F(2573)
— D*TK°
— DOt a:;fD:;BR*(D%H')P**
D) a3 [y BR (DT ))T™
— DK+
< D) b} [t BRY(DOm)T™
— DTKD ¢35 Fpes T
— DVK+ dif fpre T ’
¢ vD:+rO(NR) ’
— Dy Fpztaol™
¢~vDFw9(NR) Fotgol™

Table 6.4: Branching ratios used in the B? meson sample composition; 7r2 =70/y.
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AY) Decays BR

AT X 9.24+2.1)%
A% 6.54+0.22)%
0~ A (2593)F 3.074+1.02)x1073

(
(
) (
g (2625)T (5.1440.99)x 103
0 0p%.(2455) T (2.7£1.0)x1073
0~ 0y%(2455) 70 (2.7£1.0)x1073
0~ p%.(2455)7F  (2.7+£1.0)x1073
0=y fo (2.6+77)x1073
0 AT (NR)  (5.2+£7?7)x10°3
A7 (NR)  (2.6£77)x1073

Table 6.5: A baryon sample composition.

D Dy D,
fp, 0207 0.207 0.118
fo; 0074 0.074 0.118
fp 0137 0137 0.206
fo; 0137 0.137 0.206

fpex 0.037 0.074 0.088
for 0.111 0.222 0.265

Table 6.6: Branching ratios of B to doubly excited charm states relative to BR(B, — £~ vD}*).

D;* D Dy D
a; - - - 0.7900
y - - - 0.2100
ai 0.1030 0.2090 0.0500 -
b5 0.2090 0.1030 0.0500 -
¢ 0.2290 0.4590 0.4700 -
di 0.4590 0.2290 0.4300 -

Table 6.7: Tsospin factors used to describe the D/, and D} decays.
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Decay BR
B" 5 DWDMEK (7.121)%
D+ D)= (1.9£77)x1073
Dg*)—D(*)-i—X (9+5)%
7 oD (2.964+77)%
B~ - DWDWK (71730 %
Dg*)_D(*)OX (9+5)%
=D (2.96+77)%
(
(
(
(
(
(
(

B DWDWK 6.8+77)x 1073
DYITDM-Xx (1. 41??)%
DT DX (23t2hy%
DT (g, 921??)%

A) — 7oA 172471 %
T A(2 4.34+77)x1073
T DA (2 3.2477)x 1073

93)+

5
625)*

Table 6.8: Indirect decays contributing to the sample composition.
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Chapter 7

Efficiencies

Since the B fragmentation fractions are measured relative to each other, most efficiencies
in the measurement are expected to cancel. Many of the remaining relative efficiencies
are determined from Monte Carlo realistic simulation. These efficiencies are discussed in
Section 7.3. Comparisons between the data and the inclusive Monte Carlo samples, presented
in Section 7.2, validate the use of Monte Carlo to estimate the relative efficiencies between
B semileptonic decays and the lepton-charm signals. A few absolute efficiencies, such as the
different XF'T trigger efficiencies for K, m, and p are not properly described in the Monte
Carlo. These efficiencies must be determined from data and are discussed first in Section 7.1.

7.1 Relative Efficiencies Determined from Data

Two significant efficiencies are not properly described by the Monte Carlo and must be
adjusted to match the data. The relative XFT efficiencies between kaons, pions, and protons
are not properly simulated by the Monte Carlo due to the incorrect energy loss modeling of
the simulation in the COT. The single track efficiency, needed to adjust the Monte Carlo
efficiency of the two-prong D° relative to the three-prong charm signals (e.g. D", DF, AT),
must also be determined from the data. Both of these efficiencies have been measured
relative to Monte Carlo in previous CDF analyses [46]-[48]. The basic method developed in
these previous analyses for evaluating each of these efficiencies is followed. A third efficiency
obtained from data is the efficiency of the proton dE/dx LR cut described in Section 5.2.1.

7.1.1 XFT Efficiencies

Previous determinations of the K, w, and proton XFT efficiencies corrections to the Monte
Carlo have been applied to this measurement [46, 47]. The K and 7 XFT efficiencies are
measured by reconstructing DT — K~ 7tz in two-track trigger (TTT) data, where two
tracks are required to match to the SVT trigger. The track which is not matched to the
trigger is treated as the unbiased track. The unbiased track is then examined to see whether
it could have fired the XFT trigger. Tracks which could have passed the XFT trigger
are included in the numerator of the efficiency, while all unbiased tracks are included in
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Data period K s

(’02-°04) ao a; ao a;
2/09-10/09  0.99314+0.05 -0.0725+0.02  0.9772+0.03  0.00968+0.01
10/09-1/12  0.9584+0.02 -0.1952+0.007 1.0016+0.01 -0.1501+0.005
1/12-6/06 0.9359+0.02 -0.191940.007 0.9851+£0.01 -0.134140.004
6/06-9/06 0.928240.01 -0.189740.005 0.9921£0.008 -0.1776+0.004
9/07-8/22 0.9643+0.01 -0.090740.004 0.9931£0.007 -0.06784+0.003

proton
(’02—’03) Qg aq a9 as
2/09-6/06 1.063£0.090 -1.326£0.963  3.198+3.218 -2.203+3.391

Table 7.1: XFT Monte Carlo corrections, parameterized as e xpr(Data/MC) =Y, aip;i.

the denominator. A similar procedure is carried out for the proton XFT efficiency, using
A® — pr~ events reconstructed in data collected with the TTT.

The K and m XF'T efficiencies and the Monte Carlo corrections are shown in Figures 7.1
and 7.2. The corrections to the Monte Carlo are parameterized as expp = S.7, a;py’ for
pr > 1.3 GeV/c, where n = 1 for the K and = XFT efficiency corrections and n = 3 for
the proton XFT efficiency correction. The fit parameters are listed in Table 7.1. The errors
given for the K and m XFT corrections include an estimate of systematic effects. The most
recent determination of the K and m XF'T efficiencies over the full range of data used in the
measurement, are consistent with older determinations made for the first half of the data.
This gives confidence that the proton XF'T efficiency, which has been determined only for
the first third of the data, can be applied to the entire data range considered. The lack of
measurement of the proton XFT corrections for the later data are treated as a systematic
uncertainty in Chapter 10.

7.1.2 Single Track Efficiency

The Monte Carlo is also unable to accurately estimate the efficiency with which an extra
track is added to a decay. This efficiency is again measured from data relative to the Monte
Carlo. In order to evaluate the efficiency of adding a single track to a decay vertex, the
lepton plus four track p=D° — pu~ K wtr 7t state is reconstructed and normalized to
p D° — p~ K 7" in both the data and Monte Carlo. This obtains the square of the
efficiency to find a single track, €2,,, in the data relative to the Monte Carlo, assuming that
the third and fourth tracks in the D° — K~7ntn~7" are uncorrelated. This assumption
will be treated as a systematic uncertainty in Chapter 10. The square of the efficiency
to add a single track in data is determined as a function of pr(D°) in both the data and
in inclusive Monte Carlo samples to check for any potential pr dependent effects. The
selection applied to the y~D° — p~ K- ntr~ 7t signal, shown in Figure 7.3, is identical to
the selection for p=D° — p~ K7™ listed in Table 5.4, with the two additional pions required
to have pr > 0.4 GeV/c and to be fiducial in the COT. Two inclusive Monte Carlo samples,
BB~ — yp=vD°X — p~ K w77t and B°/B~ — p~#D°X — u~ K~ 7*, each generated
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Figure 7.1: expr(DATA) as a function of p;' for pions (red) and kaons (black) for various run
ranges indicated.
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Figure 7.3: p~ D° signal, where D° — K ntn 7.

with 20 million events, are used in this study to determine the single track efficiency in the
Monte Carlo. All other efficiencies except the efficiency to add a single track are expected to
cancel. Consequently, the Monte Carlo needs to be adjusted only by the relative branching
ratios BR(D® - K~ ntn~7t)/BR(D® — K~nt) = 2.10 & 0.03 & 0.06 [49].

The pr(D?) distributions for D° -+ K~n*7~7" and D® — K7t are shown for the data
and for the Monte Carlo in Figure 7.4. The square of the single track efficiency in the data
relative to the Monte Carlo (c.f. in Figure 7.5) is measured to be

erp = T7.1 £1.4%.
This corresponds to a single track efficiency of
Erp = 87.8 £ 0.8(stat) 53 (BR)%, (7.1)

which is lower than the value determined in the previous analyses, due entirely to the dif-
ferent branching ratios used. Using the PDG branching ratios, the single track efficiency is
consistent with the previous determination [48]. No pr(D°) dependence in the single track
efficiency is observed between the data and the Monte Carlo, as can be seen in Figure 7.5.
The uncertainty in the D® — K7+ /K ntr 7" branching fraction ratio contributes a sig-
nificant uncertainty to the value of the single track efficiency, which is treated as a systematic
uncertainty in the determination of the relative production of B~ to B° (see Chapter 10).
The efficiency quoted in Eq.(7.1) approximately corresponds to the efficiency to add
three silicon hits to a track (i.e. non-trigger tracks.) Some slight correction to this formula
is required if differences in the rates at which one, two, or three tracks can be matched to
the SVT track, thereby requiring four silicon hits, are taken into account. The adjustment
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Figure 7.4: Single track efficiency binned in pr(D°) measured in the data (left) and the Monte
Carlo (right).

in the correction factor when taking account of trigger tracks is
n .
feorr(ED — n trks) = el Z ki €trigs (7.2)
i=1

where the number of trigger tracks is again assumed to be uncorrelated. The k;’s for the
individual charm decays considered are listed in Table 7.2. In topologies with three or
more tracks from the charm hadron, three tracks are matched to the SV'T trigger track at
approximately the same rate between the three track D™, D}, and A} decay modes and the
four track D° — K3m decay. This means that most of the correction needed to account for
additional trigger tracks in the three track modes is already taken into account in Eq. (7.1).
The numbers of three matched tracks differ between channels by as much as 1.5% times
the cube of the efficiency to add four silicon hits, which corresponds to a correction of less
than half a percent assuming that (0.878)*® gives a reasonable estimate of the efficiency
to add four silicon hits to a track. This constitutes a negligible correction to the efficiency
determined in Eq.(7.1), particularly when compared to the uncertainty introduced by the
error on BR(D® — K~ nTn~7n)/BR(D® — K~7") [49].

7.1.3 dE/dx Efficiency

The efficiency of the dE/dx LR cut applied to the proton, discussed in Section 5.2.1, also
needs to be evaluated in data, as the COT simulation does not properly describe multi-
ple scattering effects. The dE/dx efficiency is binned into data taken before run 179057
(February, 2004) and data taken afterward. Since the efficiency determination need only be
self-consistent, the absolute change in dE/dx calibration does not affect the measurement as
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Figure 7.5: €2 binned in pr(DY) for data relative to the Monte Carlo.

Decay ki (%) ko(%) ks(%) ka(%)
p~D°(K—7%) 80.0  20.0 - -
p~D°(K—3m) 748 220 @ 3.2 0.1
p~Dt 78.0 203 1.7 -
pu~DF 76.4 204 3.2 -
poAF 79.1 195 14 -
e D'(K nt) 81.6 18.2 - -
e"DY(K=3m) 772 201 2.6 0.1
e~ Dt 80.3 182 1.5 -
e~ D} 76.7 201 3.2 -
e”AS 81.7 169 1.4 -

Table 7.2: Number of tracks matched to SVT tracks in the reconstructed charm states.
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long as the Monte Carlo efficiency is adjusted accordingly. The A° — pn~ control sample
described in Appendix B is used to evaluate the efficiency of the LR(p) > 0.3 cut ap-
plied to the proton from the A} decay. Protons are not required to match to an XFT track,
which might have different dE/dx efficiencies than non-XFT tracks. In the A control sample,
97.5+0.8% of protons are matched to XFT tracks, while 92.14+1.1% of the protons from A}
are matched to an XFT track. The dE/dx efficiency is evaluated by dividing the number of
protons which pass the dE/dx LR cut by all protons in bins of proton transverse momentum,
shown in Figure 7.6. The shape of the efficiency is parameterized in two ways. In the first
parameterization, the “wiggle” below 3.6 GeV/c is fit with a third order polynomial and a
constant is used for pr(p) > 3.6 GeV/c. In the second parameterization, the efficiency is
fit with a constant for all pr. Although both parameterizations fit the data well, the third
order polynomial plus a constant fits the data better than fitting with only a constant. The
former is used as the default parameterization in the measurement, while the second param-
eterization is used as a systematic uncertainty. In contrast, the efficiency determined for
protons which are not matched to XFT tracks are well-described by a constant line, shown
in Figure 7.7. The constant efficiency determined from the protons unmatched to XFT is
consistent with the plateau of the matched tracks for p;(p) above 3.6 GeV/c.
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Fit probability: 99.96%
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Figure 7.6: ¢4 /de measured in data as a function of pr(p) for protons matched to XFT tracks,
fit with a third order polynomial plus constant (top row) and a constant (bottom row), for data
taken before 179057 (left column) and after (right column).
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7.2 Comparison of Data and Monte Carlo

Four inclusive Monte Carlo samples, B® — ¢~vD%* X, B~ — (~vD%* X, B® — {~vD} X,
and A) — ¢~vAF X (described in Chapter 4) are used to validate the use of Monte Carlo to
determine the kinematic efficiencies of the B semileptonic decays used in the measurement.
Although exclusive Monte Carlo channels are used to extract relative efficiencies needed for
the measurement of the relative fragmentation fractions, the quality of agreement between
the data and the Monte Carlo is checked with the inclusive Monte Carlo samples. With the
exception of a few distributions, such as the mass and, to a much lesser extent, the pr of
the lepton-charm vertex, the agreement between the data and the Monte Carlo should not
be very sensitive to variations in the D** branching ratios between the default EvtGen table
and that which will be later determined in the fit for the fragmentation fractions.

Agreement between the data and the Monte Carlo are shown for distributions which
are cut upon (e.g. pr(K)), which are listed in Table 5.4. In general, agreement is better
in the u+SV'T data than in the e+SVT. This is in part due to the inability of the Monte
Carlo to correctly produce all radiative effects, to which electrons are more sensitive. Since
the electron distributions are shifted uniformly across channels, this is not a concern. The
comparisons for the u+SVT data and Monte Carlo are shown in Figures 7.8-7.22. The
e+SVT comparisons are included in Appendix D. In all cases the area of the Monte Carlo
distribution is normalized to the corresponding area of the data distribution. The quality of
the comparisons are quantified by fitting the ratio of data to the Monte Carlo by both a sloped
and a constant line. The former indicates potential biases between the two distributions,
while the latter gives a measure of overall agreement between the distributions. The A
Monte Carlo has been re-weighted for the efficiency of the proton dE/dx cut discussed in
Section 7.1.3 and is compared with the £~ A} data with the dE/dx cut applied. Agreement
between the data and the Monte Carlo in the quantities examined is generally good except
for quantities which depend on the errors of the charm or lepton-charm vertex, such as the
oet(B) or the x2,(D).

Agreement between the data and the Monte Carlo in pr(7*), the transverse momentum
of the soft pion from the D*, is very good in both the u+SVT data and the e4+SVT data
(cf. Figures 7.16 and D.9), with an overall probability of agreement of 17.0% and 45.3%
respectively and no observable bias in the ratio of the two distributions. Since the Monte
Carlo agrees well with the data, no additional soft pion efficiency is determined beyond that
which is predicted in the Monte Carlo.

77



CDF Runll Preliminary, 360 pb” CDF Runll Preliminary, 360 pb™

E 2500F . — DATA E 6000 = —_DATA
E —MC r —MC
§ 2000} +I = I
- E T 5 40001
8 1500 = +=|= 8 L
E %)) [
1000 * 0] Few =
3 g *, 2 2000
O C I L L L L L L L i 6) L L L P e -
0.0 0.1 0.2 0.3 .00 0.01 0.02 . 0.03
ct*(uD*) [em] 0,(HD") [cm]
6 8¢
% = X%/ ndf =21.27/26.00 % 7E X2/ ndf =60.39/28.00
5 } Prob =0.7276 E Prob =0.0004
E = p0  =1.03445% 0.02513 E 6F pO =0.95014 + 0.02106
< 4 ? pl =-0.49127 + 0.28159 < 5F p1 =8.30743 + 4.56171
o 3 ; X2/ ndf =24.32/27.00 o 4 ? X2/ ndf =63.71/29.00
E Prob  =0.6126 3 Prob  =0.0002
2 ; po =0.99729 £ 0.01334 + * 2 ; pO =0.98033+ 0.01299 -I' J_ ‘\‘
E . PR T, TN 1k B I R
RS IR A oF T
0.0 0.1 0.2 0.3 0.00 0.01 0.02 . 0.03
ct(uD*) [cm] 05 (1D") [cm]
CDF Runll Preliminary, 360 pb™* CDF Runll Preliminary, 360 pb™*
3 150007 — DATA — Ng 1000F ++ﬂ+++ —_DATA
— r —MC () F +=|=* T4 4 —MC
Q - S 800F i
10000[- S UF ' t
& % 600(- M e
5 so00[- 8 400 i y
i N - " F £ *
i — 2 200F 4 +
o: £ oE - e
-6 -4 -2 0 w 2 3 4 5 8
log(Prob) m(uD*) [GeV/c]
6 6
g = X*/ ndf =64.82/5.00 g = X*/ ndf =47.36 /32.00
5F Prob  =0.0000 5F Prob  =0.0394
E £ pO =0.85170 + 0.01800 2 £ po =0.65412 + 0.08971
< 4 E pl =-0.12556 + 0.01565 'E 4 E pl =0.09079 + 0.02377
a 3F X2/ ndf =129.20/6.00 o 3F X2/ ndf =61.95/33.00
E Prob  =0.0000 E Prob  =0.0017
2 po =0.95230 + 0.01291 2F PO =0.99303 + 0.01332
F = h» o ekt R 5
i e 1.1 siacies " s S
0 6 -4 2 o0 % 3 4 5 6
log(Prob) m(uD*) [GeV/cT]

Figure 7.8: u~ D™ data/MC comparisons of ct*(u~ D7) (top left), o.(u~DT) (top right), u=D*
vertex probability (bottom left), and m(u~ D7) (bottom right).
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Figure 7.9: p~D* data/MC comparisons of ct(DT) (top left), x2,(D*) (top right), and
Lgy/oL,,(P.V. = DT) (bottom).
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Figure 7.10: p~ D" data/MC comparisons of pr(K~) (top right), pr(n*(1)) (top left), and
pr(7t(2)) (bottom).
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Figure 7.11: p~D° data/MC comparisons of ct*(u~D°) (top left), o (u~D°) (top right), u~D°
vertex probability (bottom left), and m(u~D°) (bottom right).

81



CDF Runll Preliminary, 360 pb”

CDF Runll Preliminary, 360 pb”

E 6000 — £ =
5 = — DATA S F — DATA
S r —MC 5 20000 - —MC
< 4000 - 15000
g r — Q2 F
" [ — 210000
.2 2000 - w F
= [ - 5000
w = —_ P —
0 L O I I 1
0.00 0.05 0 0.10 0 2 4 6 8 5 010
ct(D") [cm] Xxy (D)
6 6
% E X2/ ndf =105.62/17.00 % E X2/ ndf = 28.16 / 15.00
5F Prob  =0.0000 5F Prob  =0.0206

E £ pO =0.96384 + 0.01157 2 £ po =0.95342 + 0.01004

< 4 E pl = 1.61993 + 0.66345 'E 4 E pl =0.08260 + 0.01245

a 3F X2/ ndf =111.58/18.00 o 3F X2/ ndf =72.18/16.00

) E Prob  =0.0000 ) E Prob  =0.0000
= po =0.98416 + 0.00804 E po =0.99152 £ 0.00823

1= S - -I_ ...... 1E —a i
g +T B

0 C L L L 0 L PR B I —_—

0.00 0.05 0 0.10 0 2 4 6 8 5 %O
ct(®?) [cm] XD
© 1000 CDF Runll Preliminary, 360 pb* o CDF Runll Preliminary, 360 pb*

) C _ = L + J—
Tl TR DR | Zewf —
5 800[ + + N
=% L i_-t s o = r *
¢ 600 - ﬂ'_":* 8 2000 =
‘= F +F +* < [ * *
€ 4001 + + o r x
woF o f ey & 1000/ -

200 3 r T
oL L L L ‘E 0 C L L —_“--'F—‘—
0 10 20 30 040 w 0 5 10 15 o 20
LXy/oLXy(P.VﬁD ) p(D") [GeV/c]
6 6
% F X2/ ndf =27.24/34.00 % F X2/ ndf =57.02/36.00
5F Prob  =0.7878 5F Prob  =0.0143

E £ pO =1.08730 + 0.02496 2 £ po =0.97122 + 0.02399

< 4 E pl =-0.00437 + 0.00106 'E 4 E pl =0.00301# 0.00284

a 3F X2/ ndf =44.34/35.00 o 3F X2/ ndf =58.15/37.00

E Prob  =0.1340 E Prob  =0.0147
2F po =0.99149 + 0.00926 2F PO = 0.99505 + 0.00834
] A == e 1E S S A SR
F E REE LS Sl
0 S S S A S S S S S S R 0 TS S S R PR B
0 10 20 30 040 0 5 10 15 o 20
ny/oLXy(P.V.=>D ) p(D") [GeV/c]
Figure 7.12: = D° data/MC comparisons of ct(D) (top left), x2,(D°) (top right),

Lyy/or,,(P.V. — D°) (bottom left), and pr(D°) (bottom right).
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Figure 7.13: p~D° data/MC comparisons of pr(K~) (left) and pr(r™) (right).
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7.14: p~D** data/MC comparisons of ct*(u~D*t) (top left), o (u™D*t) (top right),
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Figure 7.15:

p~D*t data/MC comparisons of ct(D?) (top left), x3,(D°) (top right), Lyy/or,,(P.V. = D°)
(bottom left), and pr(DP) (bottom right) from the D** decay.
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Figure 7.16: p~D** data/MC comparisons of pr(K ™) (top left), pr(n™) (top right), and pr ()
(bottom), the soft pion from the D*T.
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Figure 7.17: =D} data/MC comparisons of ct*(u~D}) (top left), ot(u~DJ) (top right), p= D
vertex probability (bottom left), and m(u~ D) (bottom right).
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Figure 7.18: u~Df data/MC comparisons of ct(Df) (top left), x2,(Df) (top right),
Lgy/oL,,(P.V. = Df) (bottom).
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Figure 7.19: p~ D data/MC comparisons of pr(K ™) (top left), pr(K ™) (top right), and pr(7™)

(bottom).
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Figure 7.20: p~ A} data/MC comparisons of ct*(u~A}) (top left), oot (u~AL) (top right), p=AS

vertex probability (bottom left), and m(u~AJ) (bottom right).
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Figure 7.21: pu~A. data/MC comparisons of ct(A}) (top left), x2,(AF) (top right), and

Loy/oL,,(P.V. = A}) (bottom left).
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Figure 7.22: p~A} data/MC comparisons of pr(p) (top left), pr(K~) (top right), and p;(r™)

(bottom).
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7.3 Total Relative Efficiencies

Monte Carlo simulations are generated for all exclusive meson decays included in the sample
composition (see Chapter 6). Separate sets of Monte Carlo are generated for the e+SVT and
u+SVT data, since the efficiencies of electron decays is likely to be different than that of muon
decays. The efficiency of each decay channel is quoted relative to the ground state decay
mode in a particular lepton-charm channel in Tables 7.4-7.7. An inclusive A) — ¢ vATX
Monte Carlo, generated with the branching ratios listed in Table 6.5, is used to determine
the efficiency of A to contribute to the £~A} signal. Only the A) — 777AF X decays are
generated separately from the inclusive £~ A} Monte Carlo.

The relative efficiencies included in the sample composition are the product of the accep-
tance, trigger, and analysis efficiencies,

8T€l(£_D+) = Eacceptance(MC) X gtTi_qger(MC) X Eanalysis(MC)
XEp K/ trigger(Data/MC). (7.3)

where the efficiencies are similar for the other lepton-charm signals. An extra factor of
g, (Data/MC) is needed for €,(¢~D°) and &,(¢~D**) to adjust the two track charm
topology relative to the three track charm states, while the £~ A} relative efficiency requires
an additional efficiency, €4z/4-(Data), for the dE/dx cut on the proton.

Yields in each channel are determined by fitting the Monte Carlo signal with a double
Gaussian, as is done in data. A single Gaussian is used to fit for the yield in the indirect
lepton-charm decays, where the lepton originates from 7 or another charm, because the yields
are generally quite low in these channels and are poorly described by a double Gaussian. In
cases where the fit fails, the number of events in the mass range is counted and the square
root of the yield in that channel is taken as the error (which occurs primarily in very low
efficiency “physics background” modes.) None of the branching ratios have been applied
to the efficiencies listed in Tables 7.3-7.6. Since a fixed sample composition is used for the
A) — i, A, the efficiencies quoted in Table 7.7 do have the branching ratios from Table 6.5
applied.

The indirect lepton-charm decays, the so-called “physics backgrounds”, are not generated
exclusively and are not readily comparable with the exclusive, primary decays without taking
into account the branching ratios listed in Tables 6.2-6.5. The efficiencies for the indirect
decays are listed with all excited charm and ¢ — D branching ratios applied, although the
efficiencies are not corrected for the ground state charm branching ratios. The 7= — (v,
branching ratios have also been applied to the indirect semileptonic decays where B —
7~ vDX and A — 77 A} X. These efficiencies are also not corrected for the ground state
charm branching ratios.
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Decays e+ SVT uw+SvVT

B - ¢—uD* 1.0 (10,887+108) 1.0 (13,067+116)
¢~ wD* (D0 /) 1.06140.015 1.10040.013
¢~ vD{ (D**tn® — Dt7%/y) 0.672+0.011 0.750+0.010
(=D (Dt 70) 0.625+0.010 0.712+0.010
oD H(D* 70 — D70 /) 0.680+0.010 0.748+0.010
¢~ oDiH(D* a0 — D170 /) 0.673+0.011 0.753-0.010
oD (D) 0.696-£0.011 0.783+0.011
¢ wD* (Dt 7%/v) (NR) 0.485+0.008 0.638+0.009
¢~ oD 70 (NR) 0.544+0.009 0.764+0.010

DW DMK (1Dt X)
D+ D= (¢D*X)
DD X 4D+ X)
7o DX (Dt X)

0.001240.0002
0.0092+0.0004
0.0027+£0.0002
0.0212+0.0005

0.0044+0.0003
0.0160£0.0005
0.0069+£0.0003
0.0282+0.0007

B~ = ¢ wDY(D*Tr— = DTa0/y) 0.658=+0.011 0.754=£0.011
(~vD (DT ) 0.622+0.010 0.727+0.010
~oDY(D*Trn~ — DTr0/7) 0.67140.011 0.75340.011
¢~ oD (D* x~ — D170 /) 0.646-0.011 0.759+0.011
~oD3% (DY) 0.666+0.011 0.76340.011
¢~oD* = (D*7%/7) (NR) 0.49140.010 0.62640.009
¢~oDtr~ (NR) 0.53440.009 0.76740.010
DW DMK (D1 X) 0.0005+0.0001 0.0013+0.0001
DD X (4D X) 0.0008+0.0001  0.0038+0.0002
7~ D) (DT X) 0.0031=0.0002 0.0045-+0.0002

BY — ¢ oD (2535)(D*T K — Dt 70/~) 0.612+0.010 0.695+0.010
¢~ wD* (2573)(D*TK° — D*x%/v)  0.575+0.009 0.66540.009
¢ oD (2573) (Dt KY) 0.59240.010 0.69140.009

DY DMK (D X)
DD X 4D+ X)

0.002440.0002
0.0011+£0.0001

0.0073+£0.0003
0.0037+£0.0002

Table 7.3: Relative efficiencies in £~ Dt Monte Carlo. The yield (out of 107 generated events) is
listed for the reference channel. £ = e, u.
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Decays e+ SVT uw+SvT
B° = ¢ uD*+ (D7) 0.970+0.012 1.0284-0.012
¢~oD (D*T 7% — DOxt) 0.616+0.008 0.70240.009
¢~oD (D0t — D70 /) 0.6054-0.009 0.6824-0.009
¢~oDit (Dn ) 0.577+0.008 0.679+0.009
(~oDF(D* 7% — DOxt) 0.640+0.009 0.700-£0.009
¢~oD (D7t — D70 /) 0.557+0.008 0.631+0.008
(oD (D*t70 — DOxt) 0.613+0.009 0.707+0.009
oDy (D1t — DO70/~) 0.6224-0.009 0.69610.009
¢~ vDT(Dn0) 0.640+0.009 0.745+0.010
~vD* 70D t) (NR) 0.46140.007 0.5624-0.008
¢~vD*7t (D% /) (NR) 0.45140.007 0.578+0.008
¢~oD7t (NR) 0.518+0.008 0.698+0.009
DY DMK (¢DOX) 0.002440.0002 0.008440.0003
DWW+ D= (¢DOX) 0.003340.0002  0.007440.0003
DY DM X (4D X) 0.00260.0001 0.007-£0.0002
7D X (DO X) 0.02254+0.0005  0.031140.0007
B~ — ¢ oDP 1.0 (13,761+118) 1.0 (15,354+126)
¢~ 5D*0(D70 /) 1.02440.012 1.057-0.012
¢~oDY(D*7° — D70 /) 0.643+0.009 0.717+0.009
¢~oDY(D*tn~ — DOxt) 0.607+0.009 0.710+0.009
=D (DO70) 0.61940.009 0.71640.009
¢ oD(D*°7% — D70 /~) 0.648+0.009 0.742+0.009
¢~ oDV (D* = DOxt) 0.609-0.009 0.709+0.009
¢~ vD3(D*07% — D70 /) 0.638+0.009 0.7264-0.009
oD (D*t7~ — D7) 0.598+0.009 0.710+0.009
¢~ oD (D7) 0.662+0.009 0.75740.009
¢~vD*t (D7) (NR) 0.456+0.007 0.580+0.008
= oD*97%(D%70 /) (NR) 0.474+0.007 0.597+0.008
=D (NR) 0.5654-0.008 0.74540.009
DX DMK (¢DOX) 0.003340.0002 0.0104+0.0004
D™ DO(4DOX) 0.0044+0.0003  0.0109-+0.0003
7 D) X (DO X) 0.040340.0007  0.052340.0009
BY - -oD(2535)(D*t KO — Dx ) 0.541+0.008 0.638-£0.008
(=D} (2535)(D* K+ — D70 /) 0.51940.008 0.63340.008
¢~vD*F(2573)(D*T K — Do) 0.513+0.008 0.614+0.008
¢~ vD:F(2573)(D*°K* — D%0/) 0.501+0.008 0.621+0.008
¢ oD% (2573)(DYK ) 0.537+0.008 0.639+0.008
DY DW K (¢DYX) 0.002240.0002 0.007240.0003
DD X (4DOX) 0.001440.0001  0.00560.0002

Table 7.4: Relative efficiencies in £~ D° Monte Carlo. The yield (out of 107 generated events) is
listed for the reference channel. £ = e, u.
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Decays e+ SVT p+SVT

B° = ¢~ oD*+(DOrt) 1.0 (8,876+96) 1.0 (10,677+104)
oD (D* a0 — DOz ) 0.642+0.011 0.696+0.010
¢~ oD (D* a0 — DOt 0.68040.011 0.69140.011
¢~vD3T(D*t7r0 — Do) 0.64240.011 0.698+0.011
¢~ oD*Tn0(D%7t) (NR) 0.484+0.009 0.552+0.009

DWDWK(¢D* X — D7)
DW+D® - (¢D*t X — DOnt)

0.0010+0.0003
0.0033+0.0003

0.0028+0.0002
0.0064+0.0004

DY DO X (UD*+ X — DOr+) 0.00105+0.00004  0.0023+0.0002
oD (¢D*t X — DOxt) 0.018+0.003 0.0235-+0.0007
B~ = ¢t vDYD*Tn~ — D'7z1) 0.646+0.011 0.696+0.011
-oDP(D*tr~ — Do) 0.640+0.011 0.701+0.011
¢~oD(D** 1~ — D7) 0.620+0.011 0.688+0.011
¢~oD*tr~ (D7 F) (NR) 0.466+0.009 0.577+0.009

DWD®K(UD* X — DOnt)

0.0006+0.0001

0.0013+0.0002

DD X (4D*+ X — D7) 0.0002840.00006  0.00021-0.00007

=D (DX — Do) 0.002-+0.001 0.00244-0.0009
BY - ¢-oDF(2535)(D*t KO — D) 0.553+0.010 0.620+0.010

¢~vDF(2573)(D*T K% — DOr) 0.525+0.010 0.593+0.009

DWD®K@UD* X — DOnt)
D DW X (eD*+ X — DOrt)

0.0007+£0.0003

0.00024£0.00008

0.0022+£0.0003
0.001240.0002

Table 7.5: Relative efficiencies in £~ D** Monte Carlo. The yield (out of 107 generated events) is

listed for the reference channel. ¢ = e, u.

Decays

e+ SVT

u+SVT

B — t~uD}
oD (D7)
¢ vD*f (2317)(Df 7°)
¢~ vD} (2460)(Dif ™ — D %)
¢~ D} (2460)(Df )
oD+ 7r%(DFy) (NR)
¢~ oD} n0 (NR)
D D™ X (4D X)
D& D (1D x)
oD (eDF X)

1.0 (9,980-£100)

1.035+0.014
0.684+0.011
0.70940.011
0.710+0.011
0.436+0.008
0.479+0.008
0.0023+0.0003
0.0075£0.0003

0.034+0.005

1.0 (12,008-:108)

1.11+0.014
0.773+0.011
0.786+0.011
0.781+0.011
0.591+0.009
0.722+0.010
0.0086+0.0007
0.0175£0.0005

0.05240.001

B° - DT DO~ (4D} Xx)

0.0055+0.0003

0.0126+0.0005

B+ - DT DM - (e X)

0.0055+0.0003

0.0109+0.0005

Table 7.6: Relative efficiencies in £~ D} Monte Carlo. The yield (out of 107 generated events) is

listed for the reference channel. ¢ = e, u.
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Decays e+ SVT uw+SVT
A) — DAFX 1.0 (6,291+87) 1.0 (7,224+95)
T oAFX(PAFX)  0.026+£0.001  0.03340.0007

Table 7.7: Relative efficiencies in £~ A Monte Carlo. The yield (out of 107 generated events) is
listed for the reference channel. £ = e, u.
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Chapter 8

Semileptonic B pr Spectra

Differences between baryon and meson production momentum spectra could significantly
affect the relative fragmentation fractions by enhancing or reducing the relative efficiency
between the meson and baryon channels. The B pr spectrum used to generate the Monte
Carlo is especially important, since the relative efficiency between channels is in part de-
termined by the pr spectrum. The pr spectrum determined in conjunction with the Run II
measurement of the inclusive .J/v cross-section [40] is used by default for all B meson Monte
Carlo generation, but poor agreement is observed between the ¢~ Al data and the Monte
Carlo generated with this spectrum. Instead, a pr spectrum tuned from the ¢~ A} data is
used to generate the AY Monte Carlo.

A fully hadronic A} branching ratio measurement at CDF RunII [50] compared the
pr spectra of B hadrons for B® — D*r~ and A} — Af7 and concluded that the AJ
pr spectrum is significantly softer than the B spectrum. The semileptonic signals benefit
from higher yields, but the origin of the charm signals is incompletely known due to the
missing neutrino. Conversely, the fully reconstructed signals are in principle better under-
stood, but these signals, which correspond to the first 360 pb~!, are roughly a tenth of the
semileptonic B signals. The semileptonic signals are sensitive to pr effects above 7 GeV/c,
which is harder than the fully reconstructed signals, with a pr(B) threshold of 4 GeV/c.

All of the semileptonic meson data are compared with the inclusive J/1 cross-section
spectrum, while the semileptonic baryon signal is compared with both the J/1 spectrum
and the fully hadronic AY spectrum. Only comparisons for the u+SVT data and Monte
Carlo are shown.

8.1 Semileptonic Meson Spectra

The comparisons between ¢~D meson data and the inclusive B — ¢~vDX Monte Carlo are
shown in Figure 8.1. The p7 spectrum determined in the inclusive J /1 cross-section analysis
is used as input for the Monte Carlo py spectrum. This spectrum has been measured well
below 15 GeV/c, but measurements at higher py have large statistical uncertainty. Good
agreement is observed between the data and the Monte Carlo for the 4~ DT and u~ D data.
The agreement between the data and the Monte Carlo in the =D and p~ D** signals is not
as good, although no statistically significant slope is observed in either case. The remaining
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discrepancy between the data relative to the Monte Carlo in the x4~ D°, seen in the upper
right set of plots in Figure 8.1, is covered by the variation of the total yield as part of the
systematic uncertainty in the measurement (see Chapter 10).
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Figure 8.1: Comparison of u~D data and B — p~vDX Monte Carlo for the u~D* (top left),
p~ DY (top right), 4~ D*T (bottom left), and p~ D (bottom right).

8.2 Semileptonic Baryon Spectrum

Two sets of A) — ¢~ vA} X Monte Carlo, one generated with the hadronic A spectrum and
one generated with the J/1 spectrum, are compared to the A} data, shown in Figure 8.2.
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While the hadronic A) spectrum is softer than the measured semileptonic spectrum, the J/1
spectrum is harder than the data. Instead of using either spectrum, a pr spectrum derived
from the semileptonic /A data is used, shown in Figure 8.3. The adjustment factor is
determined using the disagreement between the weighted of the e+SVT and pu+SVT data
and the J/v spectrum. The J/1 spectrum is corrected by the function w = b+ m - pr,
where b = 1.43 £+ 0.08, and m = —0.026 + 0.007. The tuned spectrum is then varied by
+2 0 of the uncertainty on the slope (0,,) to bound the uncertainty on this spectrum (see
Chapter 10.) The generator level A) pr spectrum is shown in Figure 8.4 for the semilep-
tonic p~ A} spectrum, with +2 ¢ variation, and compared with the generator-level J/1 and
hadronic A spectra. The +2¢ variation of the A) pr spectrum is shown compared with
data in Figure 8.5.
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Figure 8.2: Comparisons of 4~ A} data and Monte Carlo generated according to the J/v spectrum
(left) and the hadronic A spectrum (right).

8.3 Comparison of Meson and Baryon Spectra in Data

Reasonably good agreement between the p~ DT pr spectrum and the p~ Al pr spectrum
is observed (cf. Figure 8.6). The semileptonic B® and A} spectra are also compared using
the p~ D** signal, with all cuts except pr(D°) > 5 listed in Table 5.5 applied. The p~D**
signal should be a cleaner source of B%’s than the = D7 signal. The spectra obtained from
the u~D*" data is indeed observed to be harder than the py~A} data. A 3o significant
shift is seen in the ratio and the lowest two bins of the y~D** pr spectra are significantly
shifted. However, it is not clear how readily the y~ D** p; spectra, which have an additional
requirement on the soft pion, are expected to compare to the y~A} spectra because of
acceptance differences in the detection of the soft pion.
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Figure 8.3: Comparison of y~ A} data and Monte Carlo generated according to the tuned semilep-
tonic Ag spectrum.
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Figure 8.4: Generator-level comparisons of the J/1, semileptonic AJ, and hadronic A) pr spectra.
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Figure 8.5: p~ A} data compared with the tuned semileptonic A) pr spectrum shifted +2 o (left)
and —2 0 (right).
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Figure 8.6: Comparisons of sideband subtracted pr(p~AJ) data with pr(p~D™) data (left) and
pr(p~Af) data with pr(p~D*T) data (right).
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8.4 Effective B pr Threshold

In previous measurements of the fragmentation fractions, no dependence on the transverse
momentum of the B hadron was taken into account. Due to the discrepancies in agreement
between the semileptonic baryon spectrum and the inclusive J/v spectrum, a transverse mo-
mentum threshold is appropriate. Clearly, the values of the fragmentation fractions cannot be
known below the reconstruction threshold of the semileptonic data. Generator-level effective
B pr spectra after all analysis level cuts applied are shown in Figure 8.7. A 7 GeV /c effective
pr(B) threshold is observed, with 90% of events lying above 11.25 GeV /c for pr(B°) and

pr(B?), above 11.0 GeV /c for pr(BP), and above 12.25 for pr(B~), which is higher because
of the additional pr(D°) > 5 GeV/c cut applied to the £~ DO signal.
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Figure 8.7: Effective B meson pr threshold for B (top left), B~ (top right), B? (bottom left),
and A) (bottom right).
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Chapter 9

Fit of Relative Fragmentation
Fractions

In order to fit for the relative fragmentation fractions, the sample composition discussed in
Chapter 6 is implemented in a x2-fit. The measured yields in the five lepton-charm signals
are fit to the yields predicted by the sample composition and the decay rates (F(*’**)) of the
B meson to the ground and excited states are constrained within their errors to the values
predicted by the PDG. The x? which is minimized is

_ _ 2
XQ . i (Nz(g D/Aj)measured - Nz(g D/Aj)predicted>

=1 Ni,measursd

+ (F_FPDG>2+ (F* _F;DG)2_+_ <F** _F?DG>2’ (9_1)
OTppe OT%pa Orypa

where N(¢~D/A[)predictea s based on the semileptonic sample composition (described in
Chapter 6). In order to simplify the sample composition in the fit and to fit in terms
of better known quantities, the number of predicted lepton-charm events are expressed in
terms of N(B°), an overall normalization in the fit which is not indicative of the physical
number of B® mesons in the data. As a result the B meson lifetimes are included relative to
the lifetime of the BY. This is preferable for the B~, because the lifetime ratio 7(B~)/7(B°)
is better measured than 7(B~) alone. The 7(B?)/7(B°) lifetime ratio is not better measured

than the independent measurements of the 7(B?) and 7(B°) lifetimes. The predicted number
of lepton-charm in the fit are expressed as

_ —ox Ji 7(B;
. . = N BO _] *J
N(ﬁ Dz )predzcted j:§d,u: , ( ) fd T (BO

k

~—

x 7(B%) x

~—

_ S f fu > T(B)

— j:dz,u,sN(BO)fu_ifd <1+ E) x 7(B°) x T(Bé)
ZFk X BRijlc(Djk — DZ)BR(DZ)gz]k (92)
k
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where D; = Dt D° D** D} and T'y = T','*, T** for the meson case, and

N(giA:)p’redicted = N(Bo)ﬁ (1 + %)

X BR(A? = £ AT X)e(A? = ¢ AT X) (9.3)

for the baryon case. All of the A) and excited charm branching ratios in Eq. (9.3) are
incorporated into the inclusive Monte Carlo and are implicitly included in the efficiency
e(A) - AT X).

There are four free parameters in the 2 fit for the fragmentation fractions: three com-
position parameters f,/fa, fs/(fu + fa), fa,/(fu + fa), termed {f.}, and one normalization
parameter N(B°), and three constrained parameters: I', T'*, and I'**. The decision to fit
for f, and fa, relative to f, + f4 is made to minimize as many biases in the measurement
as possible and to highlight the fact that the B? is reconstructed relative to the B® and B~
signals. Additionally, performing the fit relative to f, + f4 limits any possible inaccuracies in
the separation of B® and B~ through the sample composition into the #~D° and ¢~ D% final
states. The electron and muon samples are fit separately, since the relative lepton efficiencies
between electrons and muons are not expected to readily cancel.

9.1 Toy Monte Carlo

Before performing the fit for the relative fragmentation fractions, the fitter is checked for
biases with a toy Monte Carlo. Five toy yields are generated in each toy run by smearing the
yields measured in the data by a random Gaussian times the measured error, N;(¢{D/A} )10y =
Nz’ (E_D/A:)measured + TGaussian X ONpeasured”

To blind the toy analysis to the true sample composition parameters, the predicted
number of events in each lepton-charm channel, Egs. (9.2) and (9.3), for a reference set of
composition parameters { f.} s is rescaled by S,

S o Nz (E_D/Aj)measgred . (94)
rels NZ(E_D/Aja {fc}ref7 Nref(BO): --')predicted

A x2it to the sample composition parameters is then performed for each toy experiment,
with x* = (N;(¢D/AF)toy — SresiNi(UD/AF { fe}ref)prea)’/ox,...- The effect is to compare
the best fit parameters { f,};o, for each toy experiment to {f.},.; with errors that represent
the actual statistical errors in the data fit. The pull distributions of {f.} are checked to see
if they are unit-width Gaussians.

The input parameters used to generate the toy are listed in Table 9.1 and the results of
10,000 toy experiments are given in Table 9.2. The fragmentation fraction fit parameters,
errors, and pulls are shown for the e4+SVT toy Monte Carlo in Figure 9.1. There are no
significant biases in the means of any of the pulls. All of the pull widths are consistent with
unity.
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Fit Parameter Toy Input

fS/(fu+fd) 0.1

fAb/(fU+fd) 0.1
I [ps7] 0.0134
I* [ps™!] 0.0372
I [ps™'] 0.0141

N(B°) (10%) 2.0

Table 9.1: Inputs used in the generation of the toy Monte Carlo.

e+SVT u+SVT
Fit Parameter = Pull mean Pull sigma Pull mean Pull sigma
fu/ fa -0.006£0.010 1.005+0.007 -0.014%0.010 1.013£0.007
fs/(fu+ fa)  0.005+0.010 1.0044+0.007 0.0114+0.010 0.99540.007
fa,/(fu+ fa) -0.0074£0.010 1.00040.007 -0.011£0.010 1.003+0.007
N(B%) (10°)  0.001£0.010 1.008£0.007 0.011£0.010 1.0114:0.007

Table 9.2: Pull results of 10,000 toy runs.
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Figure 9.1: e+SVT fit value (left column), error (middle column), and pull (right column) of f,/fa
(top row), fs/(fu+ fa) (middle row), and fa,/(fu + fa) (bottom row) for 10,000 toy fits where the

I'’s are fixed to their PDG values in the fit.
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9.2 Fit Results

The results of the fit are listed with statistical errors only in Table 9.3. The production of
B~ relative to B is consistent with unity within ~20. The B° production relative to the
B® and B~ production is higher than the LEP average measurement of 0.125 [9]. It is lower
than the Runl result f,/(f, + fa) = 0.213 + 0.068, although this result is consistent with
the RunI measurement within ~1c0. However, fa,/(f, + fa) is considerably higher than
both the LEP results and the CDF RunI result. CDF measured fa,/(f, + fa) = 0.118 £
0.042 [7] in RunI and the world average for the measurement from the PDG is 0.128 +
0.022 [9]. The increase in fa,/(fy + fa) compared to the RunI and LEP results appears to
be due, at least in part, to the softer A) pr spectrum which has been determined from the
lepton-charm semileptonic data. The Run I result used the default BGenerator spectrum for
all meson and baryon channels, which is much too hard for the £~ A} pr spectrum observed
in the present data. The RunlI result was based on a trigger with a pr(¢) > 8 GeV lepton
trigger, which has a higher B py threshold than the RunII /+SVT trigger data.

The results for fa,/(fu + fa) using the three different Monte Carlo pr spectra discussed
in Chapter 8 for the determination of efficiencies are given in Table 9.4. Clearly, fa,/(fu +
fa) depends significantly on the choice of input spectrum used in the Monte Carlo, which
determines the relative efficiency of the semileptonic baryon decay relative to the mesons.
The best estimate of the spectrum from the data has been used, but since there is no way
of knowing the true spectrum, the systematic uncertainty associated with fa, /(f, + fa) has
been estimated conservatively (see Chapter 10).

Fit results for the case when f, is constrained to be equal to f; are given in Table 9.5.
The result of the fit is also considered when the B meson widths are not required to be
equal, as predicted by the spectator model. In this case the rates for which a given B meson
decays to a ground, excited, or doubly excited charm meson are individually constrained to
the PDG predicted values through x? constraints, as in the standard fit, but the I', I'*, and
[™* decay widths are allowed to differ between B meson species. The fit results without the
spectator model constraints applied are given in Table 9.6.

Using the values for the fragmentation fractions and the sample composition from Ta-
ble 9.3, the contribution of the different B hadrons into the lepton-charm final states from
direct semileptonic B decays are calculated relative to the contribution from the total di-
rect contribution to the lepton-charm signal. The fraction of indirect lepton-charm decays
relative to “primary” lepton-charm decays are also determined with the same fit results and
both sets of numbers are listed in Table 9.7.
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Fit Parameter e+SVT pu+SVT

Ful fa 1.044£0.028  1.06240.024

Fo/(fu+ fa)  0.16240.008  0.15840.006

Fa/(fu+ fa)  0.29240.020  0.275+0.015
T [ps™]  0.0157+0.0007 0.0154--0.0007
I [ps™']  0.0327+0.0014 0.0331-£0.0013
I [ps '] 0.014540.0010 0.014640.0010

N(B%) (10%)  2.0240.07 2.9340.10

Table 9.3: Fit results with statistical errors only.

Fit Parameter p+SVT

[fAb/(fu + .fd)]default 0.28+0.02
[fAb/(fu + fd)]hadronic A9 0.36+0.02
[fAb/(fu + .fd)]inclusive J/¢ 0.21+0.01

Table 9.4: fa,/(fu+ fa) with statistical errors only for different input pr spectra.

Fit Parameter e+SVT u+SVT
fulfa 1.0 1.0
fo/(fu+ fa)  0.163+£0.008  0.1584-0.006
fan/(fu+ fa)  0.29440.020  0.27740.015
T [ps7] 0.01564-0.0007  0.0153-0.0007
I* [ps™!] 0.03304:0.0014  0.0335+0.0013
* [ps7']  0.014440.0010 0.014340.0010
N(B%) (10%) 2.054-0.07 3.004-0.10

Table 9.5: Fit results with statistical errors only where f,/fq = 1.
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Fit Parameter e+SVT u+SVT
ful fa 1.006+0.006  1.029+0.006
fo/(fu+ fo)  0.15940.010  0.155+0.009
fa/(fu+ fa)  0.29740.020  0.279+0.014
Tpo [ps™']  0.0158+0.0007 0.015620.0007
Tp+ [ps™!]  0.013340.0009 0.0133+0.0008
I'p, [ps™!]  0.013440.0009 0.0134-£0.0009
I, [ps™']  0.0328+0.0014 0.0333-0.0014
I, [ps™!]  0.037040.0017 0.0368+0.0015
Iy [ps™']  0.0371£0.0017 0.0372-£0.0017
T+ [ps~']  0.014240.0010 0.014240.0009
I'sy [ps™'] 0.014440.0010 0.0145+0.0010
T [ps™!]  0.0141£0.0010 0.0141+0.0010

N(B%) (10°)  2.0340.08

3.00£0.10

Table 9.6: Fit results with statistical errors only with relaxed spectator model constraints.

Decays e+SVT (%) p4+SVT (%)

B® — ¢~oD**)*(-DtX)/ ¥ B — (D) (DY X)  86.24+1.3 83.14-0.9
B~ = oD~ D*X)/ ¥ B — (D) ((~D*X)  12.7+£0.4 15.840.3
BY — (oD (¢~ D*X)/ ¥ B — £~ DF*) (¢~ D X) 1.0 £0.1 1.1£0.1
N(£7D+)indirect/N(EiD_F)direct 2.440.2 4.840.2
B® — (—pD***((~D°X)/ ¥ B — ¢~ D" (¢~D°X)  31.0+0.5 31.940.4
B~ = 4~ vD®*0(~DYX) /Y B — ¢~ D) (¢~D°X)  68.4+0.8 67.240.6
BY — ¢ vD#*+ (¢ D°X)/ Y. B — ¢ D**) (¢ D°X) 0.8+0.1 0.940.1
N(fﬁDO)indiTect/N(EiDO)direct 2.3+0.1 4.040.1
B —» 0-uvD**F(0~D** X))/ B — ¢~ D***((-D**X)  90.5+2.4 89.5+1.8
B™ = 7 oD*°(¢~D**X)/ ¥ B — £~ D***({~D** X) 8.740.6 9.740.4
BY - (~vD*(~D**X)/ X B — (- D**({~D**X) 0.840.2 0.8+0.1
N~ D*indirect/N (€™ D) girect 1.5+0.2 2.340.3

BY — (oD (¢~ DF X))/ ¥ B — £ D) (¢~ Df X) 100 100
N(EiD:)indirect/N(giD:)direct 7.910.8 16.0+0.9

A) — £-oAF (AT X)) S B — (A (AT X) 100 100
N (0= A ) indgirect/N (07 AF) direct 0.740.2 0.940.2

Table 9.7: Contributions from various B sources into the lepton-charm signals, using the fit results

of the fragmentation fractions.
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Chapter 10

Systematic Uncertainties

The main uncertainties in the measurement of the relative fragmentation fractions come
from the uncertainties in the branching ratios of the charm mesons, which contribute both
directly and indirectly to the measurement, and the uncertainty associated with the baryon
pr spectrum, which affects the Monte Carlo efficiency. The uncertainties in the measurement
due to the XFT and dE/dx efficiencies are negligible in comparison. The complete list of
systematic uncertainties assigned to the fragmentation fractions is given in Table 10.3. A
weighted average between the e+SVT and p+SV'T samples is calculated before and after
applying a particular systematic variation to determine the systematic uncertainty for a
given quantity.

e Wrong Sign Background

The wrong sign lepton-charm combinations represent several possible backgrounds
which may be present in the right sign signals, with a significant contribution to
the WS combinations expected to arise from false lepton candidates. Wrong sign
signals are present in the data even after the prompt region is removed by requir-
ing ct*(¢~D) > 200 pum (see Section 5.2.1). Additionally, some discrepancy is still
observed in the ct*(£~ D) comparisons between data and Monte Carlo, possibly indi-
cating a residual background from false leptons. False leptons which originate from a
“B”-like hadron (i.e. a relatively long-lived particle) are not necessarily represented
equally between right sign and wrong sign combinations, as is the case with prompt
false leptons. Since the false leptons of concern most likely come from a real B in
which a hadronic track has been mis-identified as a lepton, they are enhanced in the
right sign over the wrong sign lepton-charm combinations.

This systematic uncertainty is studied by utilizing the large false lepton sample avail-
able from the two track trigger (T'TT) semileptonic B decays, which has approximately
five times more /~D* and ¢~D° events than the /+SVT trigger sample. Since the
statistics are much greater in the T'TT sample and the lepton transverse momentum
is lower, a larger sample of false leptons is available for study. This is accomplished
by selecting low likelihood leptons [51, 52] in the semileptonic TTT events in which
one of the charm daughters is one SVT track and the lepton is the other SVT trigger
track [53]. This low-likelihood lepton sample is then used to estimate a scaling factor
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\ electron-D+,pT > 4.0, ct* > 200 ym | muon-D+, antiL, pt > 4.0 and ct* > 200 ym |
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Figure 10.1: m(¢~D™") distributions for right and wrong sign e~ D" (left) and y~ D™ (right) low
lepton likelihood samples from the first 360 pb~! of the TTT data.

required to translate the residual wrong sign “signals” in the /+SV'T data into an
estimate of the false lepton contamination from B hadrons in the right sign signals.
All of the selection requirements used in this analysis are applied and the number of
right sign to wrong sign events are compared assuming that all of the wrong sign signal
originates from false leptons of long-lived origin. The m(¢~ D7) right sign and wrong
sign distributions for false electrons and false muons can be seen in Figure 10.1. The
scaling obtained for false leptons from long-lived “B”-like hadrons is we, = 2.93 +0.47
and w, = 3.91 £ 0.73, assuming all of the wrong sign events originate from long-lived
sources.

The right sign lepton-charm yields are decreased by the wrong sign yields scaled by
the factor appropriate for the e+SVT and pu+SVT datasets. fs/(f, + fs4) decreases by
0.001, while f,/fs decreases by 0.039 and fy,/(f, + fa) increases by 0.018, since the
¢*A} has no observable WS signal.

e Variation of Selection Requirements

The selection requirements have been chosen to be similar across the five lepton-charm
channels, so as to cancel as many systematic uncertainties as possible while still re-
specting the different kinematic features of the decays. To check the dependence of
the final result on these selection criteria, the signal selection has been varied such
that the pr(D) cut is applied to all channels, while the Xiy (D) and vertex probability
requirements are the same. The varied cuts are given in Table 10.1. f,/fs; decreases
by 0.011, while f,/(fu + f4) increases by 0.0003 and fa,/(f. + fa) increases by 0.019.

e D/ Reflection in the DT Signal

In addition to residual wrong sign backgrounds, another source of irreducible non-
combinatoric background arises from the D} — K+K~ 7" reflection into the Dt —
K~ 7ntn" signal. This has been measured from the data, using the Monte Carlo to
scale the expected rates of generic D} — K~7ntnt decays to the D} — ¢t decay
(see Section 5.2.1). By default, the D} reflection is included in the fit to the D
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Cuts ¢~D° (~D*f ¢~DT {~Df (A}
ct((~D/AT) [em] > -0.01 -0.01 -0.01 -0.01 -0.01
ct((~D/AY) [cm] > 0.10 010 0.20 0.10 0.05
ct*(¢~D/A}) [em] > 0.02 0.02 0.02 0.02 0.02
oct((”DJ/A}) [em] < 0.04 004 0.04 004 0.04

m({-D/AF) [GeV/e?] > 24 24 24 24 34
m(¢{-D/A}F) [GeV/c?] < 5.1 5.1 5.1 5.1 5.5
pr(charm) [GeV/c] > 5.0 5.0 5.0 5.0 5.0

pr(p) (GeV/c] > N/A° N/JA N/A N/A 20
pr(K) [GeV/c] > 06 06 06 06 06
X2p(charm) < 10 10 10 10 10
vtx. prob.(¢4charm) > 10°7 100" 107" 107" 1077
Luy/010y(charm) > 45 45 45 45 45

Am(D*,D) [GeV/c?] > N/A 0.1440 N/A N/A N/A
Am(D*,D) [GeV/c?] < N/A 01475 N/A N/A N/A
im(¢) — 1.019] [GeV/c?] < N/A N/A N/A 0.0095 N/A

dE/dx LR(p) > N/A N/A N/A N/A 03

Table 10.1: Varied signal selection.

signal by constraining the normalization of the D} reflection within its uncertainty.
In order to assign a systematic uncertainty on this method, the normalization of the
reflection is allowed to vary both by fixing N(D]) to the number measured from data
and also by allowing the N(D}) to float in the fit to the D™ signal, listed for both
scenarios in Table 5.2. The larger effect is observed when N (D) is a free fit parame-
ter: f,/fa increases by 0.0279, while f,/(f. + f4) increases by 0.013 and fa,/(fu + fa)
increases by 0.0046. Fixing the normalization produces a more moderate shift, with
fu/ fa increasing by 0.0014, f,/(fu + fa) increasing by 0.00002, and fa,/(fu + fa) de-
creasing by 0.0001. Since the normalization procedure of the N(D] — ¢nt) relative to
N(D} — KTK~n") is, in principle, well-understood from the data and Monte Carlo,
the variations obtained from fixing the normalization are taken as the systematic un-
certainty associated with this method.

XFT Efficiencies

Knowledge of efficiencies which are different for the different particle species is es-
sential for the proper determination of the relative efficiencies between lepton-charm
channels. One of these sets of efficiencies are the XFT trigger efficiencies (described
in Section 7.1.1), which are not expected to readily cancel in the relative efficiencies
between the final state charm signals and cannot be accurately described by the Monte
Carlo. The systematic uncertainty on this efficiency is determined by varied the de-
fault XFT efficiencies by 1o of the fit parameters given in Table 7.1. To determine the
systematic uncertainty of the shift in the K and m XF'T efficiencies, the 7 efficiency,
which has the larger uncertainty of the two, is shifted up or down by the uncertainties
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in the XFT parameterizations, while the K efficiency is held constant. The shift in
fu/fa is £0.003, while f,/(f, + fa) varies by £0.0004 and fa,/(f, + fa) increases by
0.003. The systematic uncertainty associated with the proton efficiency is assigned by
fitting the efficiency with a constant line [47]. This produces an increase in fa, /(fu+ fa)
of 0.005. Since the proton XFT efficiency was evaluated for a previous version of the
CDF software and only for data taken before the COT recovery period, the proton
XFT efficiency is varied by correcting only data for which a measurement was taken,
and applying no proton XFT correction to later data. This produces a decrease in
fa,/(fu—+ fa) of 0.0116. As this is known to be incorrect, this value does not reflect the
proper systematic uncertainty, although it does provide a conservative estimate. In
another attempt to quantify the uncertainty on the proton XF'T efficiency, the proton
parameterization was shifted by the full uncertainty on the fit parameters (all up or
all down), which are quite large (often more than half of the central value.) The large
uncertainties in the parameterization of the proton XFT efficiency should more than
cover other uncertainties about the lack of a measurement for the later data and the
use of the newer software release, both of which have little effect on the K and 7 effi-
ciencies. In this case the variation in fa, /(f,+ fa) is T000s, which is almost identical to
the change from the constant fit to the proton efficiency. A systematic uncertainty of
+4/0.0052 + 0.0032 = 0.006, where T500% has been symmetrized to 40.005, is assigned
to fa,/(fu + fa) for the uncertainty in the proton, pion, and kaon XFT efficiencies.

Single Track Efficiency

The efficiency to add a single track, needed to adjust the two track topology to the
three track topology, is measured by reconstructing the D° — K77~ 7T relative to
the D® — K7 (see Section 7.1.2). This method assumes that the two additional
pions in the D° — K37 decay are uncorrelated. Since the two tracks are identified and
pass through different parts of the detector, it is reasonable to make this assumption.
The only way the determination of the single track efficiency might be biased by the
correlation of the third and fourth tracks arises from vertexing effects. In order to
assess the degree of bias that might occur in the vertexing of the D° — K37 due
to the correlation between the two additional pions, a three track vertex is formed
in the u=D° — K-7ntn~7n™ Monte Carlo and the impact parameter of the fourth
track with respect to the three track vertex is determined. If the impact parameter
of the fourth track lies outside of 1o of the error on the vertex or 1o of the error on
the impact parameter, it is assumed that the fourth track could bias the position of
the vertex. The distance of the fourth track with respect to the three-track vertex,
normalized to the error, o, on the impact parameter of the fourth track, is shown in
Figure 10.2. From this distribution, the impact parameter of the fourth track is found
outside 1 o of the three-track vertex 5.34+0.1% of the time. It is assumed to correspond
to good approximation to the degree of correlation in the efficiency of the third and
fourth pions. With this estimate of the correlation, f,/fs decreases by 0.005, while

fs/(fu+ fa) and fa,/(fu + fa) increase by 0.001.

Another source of uncertainty in the determination of the single track efficiency is the
error on the ratio of branching fractions of the two reconstructed D® decays, BR(D°® —
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Figure 10.2: Distance between the fourth track in D — K~7T 7~ 7% with respect to vertex formed
from the other three tracks, relative to larger of the uncertainty on the impact parameter of the
fourth track w.r.t the vertex and the uncertainty on the vertex.

K ntn ") /BR(D® — K 7") = 2.1040.03 £ 0.06 [49]. Varying the branching ratio
within the quoted uncertainty results in a shift of *3-012 in f,/fs. fs/(fu + f4) shifts
by T0:00; and fa,/(fu + f4) varies by £0.002.

e dE/dx Efficiency

Accurate knowledge of the dE/dx cut on the proton in the A} — pK 7t decays is
important for an accurate determination of the £~ A} efficiency relative to the semilep-
tonic meson decays. The effect of the dE/dx efficiency parameterization is checked in
three ways: (1) fit the efficiency curve with zeroth order polynomial for those events in
which the proton is matched to an XFT track, (2) fit the efficiency curve with a zeroth
order polynomial when the proton is not matched to an XFT track, and (3) fit for
fa,/(fu + fa) without applying the dE/dx cut to either the data or the Monte Carlo.
Fitting protons matched to XFT tracks with the zeroth order polynomial increases
fa,/(fu + fa) by 0.0172, while fitting protons not matched to XFT tracks decreases
Ia,/(fu + fa) by 0.0078. Fitting for fa,/(fu + fa) without making the dE/dx cut on
the proton decreases fa,/(fu + fa) by 0.0117. The variation without any dE/dx cut
applied is chosen as the systematic uncertainty assigned to the dE/dx cut. Variation
of the dE/dx cut efficiency does not produce a significant change in either f,/fq or

fs/(fu + fd)

e AY Polarization

The polarization of the A) baryon in hadronic collisions is not known. By default, the
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A baryon is generated unpolarized for the Monte Carlo used in this measurement. In
order to assign a systematic uncertainty to the possible polarizations of the A), the
extreme cases are tested to bound the effect. A systematic uncertainty is assigned
when it is fully polarized; when the AY is produced entirely spin up or entirely spin
down. Fully polarizing the A) shifts the value of fx,/(f.+ f1) by To:008, While the other
fragmentation fractions are left unchanged.

Sample Composition Lifetimes

The B meson lifetimes are included in the sample composition relative to the B°
lifetime, which is needed to determine the predicted number of lepton-charm mesons
(see Chapter 9). As there are uncertainties on the PDG values [9] of the lifetimes used
in the fit (listed in Table C.3,) the lifetimes and lifetime ratios are varied in the sample
composition within their PDG uncertainties. The central value of the lifetime ratio
7(B~)/7(B%) = 1.086 4 0.017 has changed several times in several years and different
values are used in the sundry measurements of f,/fs. Although the lifetime ratio in the
PDG is slightly higher than that used in other measurements of f,/f4, the uncertainty
on the PDG value covers the central value of the other possible lifetime ratios. The
shift in f,/f; due to the uncertainty in the lifetime ratio of B~ to B% is 70:0;%, while the
uncertainty in the lifetime ratio of 7(B?)/7(B°) = 0.951240.0381 contributes a 4-0.006
shift to fs/(fu+ fa). No lifetime is input in the fit for the baryon sample composition,
although fa,/(fu. + f4) varies by £0.002 when 7(B~)/7(B) is varied within the PDG
uncertainty because the A} fragmentation fraction is measured relative to the B® and
B~.

Monte Carlo Statistics

Since a finite number of Monte Carlo events are generated for each exclusive decay in
the sample composition (see Chapter 4,) the statistics of the generated Monte Carlo
is checked to see whether the statistical uncertainties on the yields, which are used
to determine the efficiencies, contribute a significant uncertainty to the measurement.
The Monte Carlo yields in each decay are shifted by + 10 around their central values
and the efficiencies are re-determined accordingly. All yields are shifted in the same
direction, up or down, and then one half are randomly shifted up while the other half
are shifted down. In all cases, the shift in all three relative fragmentation fractions
is small compared to the other systematic uncertainties. The shift in which half are
shifted up and half are shifted down contributes a +0.005 shift in f,/fs, £0.0007 in
fs/(fu+ fa), and a +0.0006 shift on fa, /(f,+ fa), all of which are negligible compared
to other source of systematic error.

Monte Carlo Lifetimes

Knowledge of the B hadron lifetimes is also needed for the generation of the Monte
Carlo. While the B® and B~ lifetimes are well-measured, there are large uncertainties
on the BY and A} lifetimes in the PDG. In order to assign a systematic uncertainty
to this effect, the Monte Carlo is re-generated with the B® and A lifetimes shifted by
1 0 of the uncertainty on the PDG values: 7(B?)=438417 ym and 7(A?)=3684-24 pm.
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Fof (fut fa) varies by *$8%% and fa,/(fu+ fa) varies by *$9%7. The shift in fa,/(fu+ fa)
is one of the largest uncertainties arising from a knowledge of the efficiency, but it is
small compared to the uncertainties due to the imprecise knowledge of the baryon
branching ratios.

e pr Spectra

The “true” B hadron pr spectra are one of the least known aspects of the Monte Carlo
generation. It’s subsequent contribution to the knowledge of the relative efficiencies
of the lepton-charm channels is significant in the determination of the fragmentation
fractions. Consequently, the systematic uncertainties arising from the pr spectra are
estimated conservatively, since no definitive measurements for the B and AJ are avail-
able. The systematic uncertainty assigned to the £~ Al pr spectrum is taken from the
+2 ¢ variation of the tuned semileptonic AY py spectrum described in Section 8.2. This
variation produces a T0:0%3 shift in fa, /(f. + fa), while producing insignificant shifts in
fu/faand fo/(fu+ fa)- The weighted average of the shifts in the £~ A} data relative to
the inclusive J/v¢ spectrum is responsible for a larger negative shift than positive shift
in this case. Since the py spectrum is not well understood, the uncertainty is assigned

by averaging the shifts to obtain 40.049.

Although the £~ D} spectra agrees well with the inclusive .J/v spectrum, there is the
possibility that the B® meson pz spectrum is also different from the B® and B~ spectra,
although the B? spectrum is probably not as soft as the A spectrum. The possibility
of a B? spectrum which is different from the B® and B~ is accounted for by measuring
fs/(fu+ f4) with the default HeavyQuarkGenerator spectrum input while the B® and
BT are generated with the inclusive J/1 spectrum. This is a conservative assessment
of the error since no significant discrepancy is observed between the ¢~ D} data and
the inclusive J/v¢ spectrum, as can be seen in Figure 10.3. This conservative variation
results in an uncertainty on f;/(f, + fa) of -0.008.

e B Branching Ratios

Systematic uncertainties due to the knowledge of the B branching ratios arise in the two
places they occur in the sample composition: (1) the indirect contributions (“physics
backgrounds”) to the lepton-charm signals (e.g. B — DDX), many of which are
poorly determined experimentally, and (2) the uncertainty in the PDG semileptonic AJ
branching ratio, BR(A) — ¢~7A} X) = (9.2 +2.1)% [9]. Since many of the measured
“physics backgrounds” are poorly determined, the branching ratios predicted from
EvtGen for the physics backgrounds are used in the sample composition to determine
the systematic shift in the fragmentation fractions. Using the EvtGen predictions of
the branching ratios for the physics backgrounds, which sometimes have very different
central values than the PDG values, in the sample composition produces a shift of
+0.001 in f,/f4, £0.002 in f;/(fu + fa), and £0.001 in fa,/(fu + fa)-

To determine the systematic uncertainty associated with the inclusive semileptonic AJ
branching ratio, the PDG value is varied within its uncertainties, giving a T9-9:5 shift
in fa,/(fu + fa). This is one of the largest systematic uncertainties associated with
this quantity.
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Figure 10.3: =D data compared with the HeavyQuarkGenerator spectrum (left) and with the
inclusive J/1 pr spectrum (right).

e Charm Branching Ratios

Another source of systematic uncertainty due to branching ratios used in the sample
composition arises from the often poor knowledge of the ground state charm branching
ratios, which are taken from the PDG and listed in Table C.1. To determine the
uncertainty in the fragmentation fractions, the central values of the ground state charm
branching ratios included in the sample composition are varied, one by one, +1 ¢ of the
PDG uncertainty. The largest shift in f,/f; comes from BR(D* — K~n*xt), while
the single largest uncertainty in f,/(f,+ f4) is due to the large error on BR(D} — ¢7™).
Poor knowledge of BR(A] — pK~7n") also contributes the largest single systematic
uncertainty to fa,/(fu + fa)-

In addition to the poorly measured ground state charm branching ratios, many of the
excited charm decays also have large uncertainties. To assess a systematic uncertainty
for the limited knowledge of the excited charm decays, the excited charm branching
ratios are varied within their error (if known) or by 30% if the branching ratios are
unknown. Approximately half of the D** branching ratios are randomly shifted up
while the half is shifted down, and the pattern is reversed. f,/fqs varies by 4+0.001,
while f,/(fu+ fa) changes by £0.003 and fa,/(f. + fa) varies by £0.002. An alternate
variation has been obtained by shifting all of the D** branching ratios up or down by
30%, shifting f,/fs by £0.010, fs/(f. + fa) by £0.004, and fa,/(fu + fa) by £0.011.
Since most of these branching ratios are very poorly known, the latter shifts are chosen
as the systematic uncertainties.

e AY Sample Composition

A systematic uncertainty is assigned for the uncertain knowledge of the A) sample
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A Decays BR

T AT (5.66-£0.34)%
DA (2593)F  (5.5340.33)x 1073
0 5A(2625)F  (1.1720.07)%

Table 10.2: A baryon sample composition predicted by Pervin et al. [28], assuming TAO = (1.230+
0.074) x 10712 s.

composition (see Chapter 6). By default, the semileptonic branching ratios to the
excited A.(2593)" and A.(2625)" measured from CDF data [50] are used in the A
sample composition. The uncertainty on the b-baryon sample composition is estimated
using the predictions of the semileptonic A decay rates to the ground state and excited
A}’s made by Pervin et al. [28], which are listed in Table 10.2. In this variation,
the non-resonant semileptonic A decays are included with the same branching ratios
used in the default sample composition. This variation increases fa,/(fu + fa) by
0.003. A second source of uncertainty due to knowledge of the non-resonant decays has
been explored by considering the sample composition without any of the non-resonant
baryon modes included. The total semileptonic branching ratio in both cases is required
to be BR(A) — £~ vAFX) =9.2%. This second change decreases f4,/(fu+ fa) by 0.045
and is taken to be the systematic uncertainty on fa,/(fu + fa)-

The total systematic uncertainties due to the knowledge of the relative efficiencies, obtained
by adding the individual systematic uncertainties related to the determination of the efficien-
cies used in the sample composition in quadrature, are *0:032 for f,/fa, 10910 for fo/(fu+ fa),
and T00%8 for fu,/(fu + fa). When uncertainties arising from branching ratios are included,

the uncertainties increase to T35 for £,/ fa, Toose for fo/(fu+fa), and T0153 for fa, /(futfa)-
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SyStematiC fu/fd fs/(fu+fd) fAb/(fu+fd)
False Leptons -0.039 -0.001 +0.018
Variation of cuts +0.011 +0.0003 +0.019
D reflection +0.001  +0.00002 +0.0001
XFT eff. +0.003 +0.0004 +0.006
Single track +o-1s +0.002 +0.002
Sample comp. lifetimes 9018 +0.006 +0.002
MC lifetimes - +0.005 BRaES
MC statistics +0.005 +0.0007 +0.0006
pr spectra - +0.008 +0.049
dE/dx eff. - - +0.012
AY polarization - - +0.007
Total (eff) o0 0010 0,086
BR(A) — ¢ 7ATX) - - 0048
A sample composition - - +0.045
BR(D**) +0.010 +0.004 +0.011
“physics bkgs” +0.001 40.002 +0.001
BR(Dt — K—ntnt) +0.054 +0.003 +0.010
BR(D® — K—n) +0.020 +0.003 +0.003
BR(D} — ¢rt) +0.0006 oo +0.001
BR(A} — pK~m™) - - *0.083
Total (BR) +0.058 Hooer Ho0a0
Total L0074 2003 0103

Table 10.3: List of systematic uncertainties assigned.
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Chapter 11

Final Result

The fragmentation fractions in the e+SVT data are measured to be

Ju 1.044 + 0.028(stat) (11.1)
fa
[s
0.162 £ 0.008(stat 11.2
T (stat) (11.2)
I,
0.292 £ 0.020(stat), 11.3
T (stat) (11.3)
and the fragmentation fractions in the p+SVT data are measured to be
% 1.062 £ 0.024(stat) (11.4)
d
[s
0.158 £ 0.006(stat 11.5
Jut fa st (1:5)
I,
0.275 £ 0.015(stat). 11.6
T (stat) (11.6)
Calculating the weighted average of the fragmentation fractions for e+SVT and pu+SVT
gives,
% = 1.054 £ 0.018(stat) 3922 (sys) + 0.058(BR) (11.7)
d
fo 0.160 £ 0.005(stat) 0015 (sys) o024 (BR) (11.8)
fu + fd
ffib 5= 0.281 4 0.012(stat) 5038 (sys) 528 (BR). (11.9)
7 d

Since the semileptonic events measured have an effective pr(B) > 7.0 threshold (see Sec-

tion 8.4), f, in this text indicates f, = f,(pr(B) > 7.0 GeV/c).

11.1 Comparison with Other Results

The fs/(fu+ fa) and fa,/(fu+ fa) fragmentation fractions are also quoted without the ground
state branching ratio, since the BR(D} — ¢7n") and BR(A} — pK~n") are the largest
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sources of uncertainty arising from the knowledge of the branching ratios. Extracting the
poorly measured BR(D} — ¢n") and BR(A} — pK~=n") from the results for comparison
with the world averages gives

f {”:fd x BR(D} — ¢nt) = (5.76 4+ 0.18(stat) T35 (sys)) x 1073, (11.10)
f fi” 7 X BRIAS > pKt) = (1414 06(stat) Fi(sys)) x 10 (11.11)

In addition to the poorly measured charm branching ratio, the semileptonic A) — ¢~PATX
branching ratio can be factored out from Eq. (11.11),

Iay
fu + fd

X BR(A) — £ vAT X)BR(A] — pK~7") = (12.9 4 0.6(stat) & 3.4(sys)) x 107%,
(11.12)

This quantity can be compared more naturally with the LEP results, which quote fa, X
BR(A) — ¢ vA}) x BR(A} — pK 7") [54, 55]. When all branching ratios with large
uncertainties are factored out, as in Eq. (11.12), fa,/(fu + fa) is 2.3 0 higher than the LEP
results, assuming that f, = f4 = 39.7% at LEP.

The result of this measurement is in agreement with the world averages of the fragmen-
tation fraction of B~ relative to B. The relative fragmentation fractions f,/(f, + f4) and
fa,/(fu + fa) differ from the world averages by ~ 1o and ~20, respectively. The central
value of fa,/(fu, + fa) is higher than has previously been measured, either at the Tevatron
or at LEP.

There is no particular indication that a higher rate of B? production at the Tevatron
could be contributing to the anomalous Runl values of . fs/(f, + f4) is quite compatible
with the world averages [9]. The uncertainty on f;/(f, + fq4) will significantly improve with
an improved measurement of BR(D] — ¢n™"), which is expected to be released from the
CLEO-c experiment at Cornell in the next several months.

Knowledge of the fy,/(fu + fa) result will be improved by better measurements of the
A} — pK~7" branching ratio and also the semileptonic A) — ¢~7A} X branching ratio, in
addition to proper measurements of the AY semileptonic sample composition, particularly
the measurement of the A) — ¢~7A.(2593)T and A} — ¢~DA.(2625)" branching ratios.
Additionally, a definitive measurement of the pr spectrum of the AY and B in fully recon-
structed modes will shed light on expected differences in the spectra and significantly reduce
the systematic uncertainty.

The fa,/(fu + fa) result is higher than both the RunI result and the LEP results. Dif-
ferences between the Runl result include a lower transverse momentum trigger threshold,
significantly higher statistics samples of lepton-charm events, consideration of excited A}
states in the decay of the A) — ¢~7AJ X, a physical decay model for the £~ A} Monte Carlo,
and a different pr spectrum for the A). This measurement uses a trigger which requires a
lepton with pr > 4 GeV/c and a track with pr > 2 GeV/c, while the RunlI trigger required
a lepton with pr > 8 GeV/c. The RunI measurement reconstructed 79 + 17 e~ Al events,
while this measurement uses 1, 755+106 e~ A events and 2,984+ 130 pu~ A} events. A phys-
ical decay model is now implemented in the Monte Carlo which is a much better description
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of the data than phase space and a semileptonic A) sample composition is used, which was
not considered in the RunI measurement. In RunI only the ground state A) — ¢~7A} was
included and spectator model assumptions were used to extract the branching ratio. The
RunI measurement also did not consider differences in the baryon and meson pr spectra,
partly due to the low statistics in all lepton-charm channels. These appear to be the most
salient differences between the two measurements. If the inclusive J/v cross-section is used
for all pr spectra including the £~A} (see Table 9.4), fa,/(fu + fa) = 0.21 £ 0.01(stat) in
the u+SVT data, which is closer to the RunT result.

The difference between the fa,/(f, + fa) result presented in this thesis and the LEP
results may be explained by the gluonic environment in pp collisions. In addition to this
effect, the transverse momenta of the B hadrons measured is significantly lower for the
data used in this measurement than the bb data collected at the Z pole used in the LEP
measurements. An interesting extension of the analysis would be to evaluate the behavior
of the fragmentation fractions in bins of the lepton-charm py. This is difficult to accomplish
with any precision at higher momenta for the present dataset, since the statistics are poor
for pr(¢~D/A}) above ~ 15 GeV/c, but should be possible using a larger dataset of 1 fb™!
or more.
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Appendix A

Signal Optimization

The lepton-charm signals are optimized by using signal (S) distributions from inclusive B —
¢~vDX Monte Carlo samples and the background (B) distributions from the sidebands of
the data. The figure of merit (FOM) used in the optimization is S/v/S + B.

The electron and muon signals are optimized separately to allow for possible differences
in electron and muon behavior in the detector, though very little difference in the optimal
points is observed. Some cuts are applied without optimization. For instance, ct(D/A[) and
(¢~ D/A}) cuts are determined from Monte Carlo before optimizing the other cuts. Two
optimization passes have been made for both muons and electrons. In the first pass, the sig-
nals are optimized without removing the prompt background discussed in Section 5.2.1. This
optimization is accomplished by first optimizing each cut individually to obtain a starting
set, of cuts, and then optimizing the N-1 set of optimal cuts. In order to obtain an accurate
prediction of the significance of the cuts, the Monte Carlo signal yield is scaled to the yield
obtained in data for this initial set of cuts. The optimized selections and yields without the
ct*(¢~D/A) cut are given in Tables A.1-A.3. In the second optimization, the signals are
re-optimized with the requirement that ct*(¢~D/A}) > 200 um applied to all channels and
the pr(D°) > 5 GeV/c cut applied a priori to check that the optimal values of the cuts are
not considerably altered. In this case, the optimal values from the initial optimization are
used as a starting point and only the N-1 optimization is performed. Optimization plots for
the = D/A} signals requiring ct*(uD/AF) > 200 pm cut are shown in Figures A.1-A.4. The
two sets of optimal cuts are quite similar, though a looser lepton-charm vertex probability
cut is preferred when the prompt background is removed. Optimized selections and yields
with the ct*(¢~D/A}) cut are listed in Tables A.4-A.6. Several possible cuts were investi-
gated (e.g. a helicity cut on the ¢ or p,(¢D)), but were not selected for the final optimal cuts
as no value of the cut improved the significance.
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Cuts e"D’ e D** e DY e DS e Af

ct(DJAF) [em] > 0.0 00l 001 -0.0l -0.01
ct(D/AY) [em] < 010 010 020 010 0.5
o(e”D/A}) [em] < 004 004 004 004 0.04
m(e"D/AY) [GeV] > 2.4 2.4 2.5 2.4 3.5
m(e”D/A}) [GeV] < 5.0 5.0 5.1 5.1 5.3
pr(p) [GeV] > N/A  N/A N/A N/A 138
pr(K) [GeV] > 05 05 07 06 06
X2p(D/A}) < 10 10 8 10 5

vtx. prob.(e”"D/A}) > 0" 107 10° 107 101
Lay/01ay(DJAY) > 55 55 10 5 5

Im(K+tK~) —1.019| [GeV]> N/A N/A N/A 0.0095 N/A
lcos(C)| > N/A N/A N/A 025 N/A
Am(D*, D) [GeV/c?] > N/A 01440 N/A N/A N/A
Am(D*, D) [GeV/e?] < N/A 01475 N/A N/A  N/A

Table A.1: e+SVT optimized signal selection without ct*(e”D/A}) cut applied. ¢ is the helicity
angle between the K™ and D in the ¢ rest frame.

Cuts pw DY puD*t u DY pumDF o AF
ct(D/AT) [em] > 2001 001 -00l -00l -0.01
ct(D/A}) [em] < 010 010 020 010  0.05
oet(u~D/AF) [em] < 0.04 004 004 004 004
m(u~D/A}) [GeV] > 24 24 26 26 35
m(u~DJAY) [GeV] < 50 50 51 52 54
pr(p) [GeV] > N/A  N/A N/A N/A 1.8
pr(K) [GeV] > 0.5 05 07 06 06
Cp(D/AF) < 10 10 7 10 5
vtx. prob.(u”D/A}) > 10°° 107° 100° 1007 107*
Luy/0ray(D) > 55 55 10 5 45
Im(K*tK~) —1.019] [GeV]> N/A N/A N/A 0.0085 N/A
lcos(C)| > N/JA° N/A N/A 025 N/A
Am(D*, D) [GeV/c?] > N/A 0.1440 N/A N/A N/A
Am(D*, D) [GeV/c?] < N/A 01475 N/A N/A N/A

Table A.2: u+SVT optimized signal selection without ct*(uD/A}) cut applied. ¢ is the helicity
angle between the K™ and D} in the ¢ rest frame.
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e+SVT p+SVT
Decay Yield FOM S/B Yield FOM S/B
DY  48238+333 198 5.33 63,153+£361 227  5.59
¢~D*t  5559+86  73.1 259 7,686+97 86.5 38.7
Dt 19,955+228 120 2.62 27,071+£272 138 241
¢~Df 1,750£59  35.8 3.23  2,500£78  42.2 2.97
A 4,088+161 27.6 0.23 5,651+187 33.2 0.24

Table A.3: Signal yields for optimized cuts without the ¢t*(¢D/A}) cut applied.
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Figure A.1: u DT optimization and MC signal efficiency with ct*(u~D*) > 200 pm for (top,
left to right) x?(DT), B vertex probability, Ly, (P.V. — D%) and L, (P.V. — D) significance,
(middle, left to right) pr(K ™), pr(r™), pr(n™), and lower and upper m(u~ D7) cuts.
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Figure A.2: p~ DY optimization and MC signal efficiency with ct*(x~D%) > 200 um for (top,
left to right) x?(D°), u~ DO vertex probability, Lyy(P.V. — DY) and L., (P.V. — DY) significance,
(middle, left to right) pr(K ™), pr(rt), pr(D°), pr(u~ D), and pr(u~), and (bottom, left to right)

lower and upper m(u~D°) cuts and Am(D* — D) lower and upper cuts.

130



g HOHK KA KK KKK K g * KK KKK KKK K KKK K K g = XKk K 2 = *¥
) kl & asf Kx & 334L KK KKK K ¢ & E ) RTx
s s2p * g * ¢ Ak ox kX % ¢ 33.6 « "
5 " 5 b * 5 332F & %
3 * 33.0F * *
31F %
28F x 32.8F %
30 % 33.0F
26 32.6F %
29F « 32.8F
b 32.4F 26
28F 6
22F% % 322F % w24 *
, . , 276 | | , | \ 4E .
0 5 10 15 20 20 15 10 5 0 0.00 0.05 0.1 10
X5(D) log(B. Vtx. Prob) L,,(D) [cm] L/0,,,(®)
y 07 7 z 07 3 O.70F
5 oesE *xxx*xxxxxxxxx §  ossh KRRKHXKEXKKH e 5 oedRKKRRRy s HEKKK s
g ¥ g * g *x 2 oesf *
o 060F i % G 068f * i Fx
0.60F %
055F % N 0.67E 0.66F ¥
0.50F 0550 0.66F * 0.64F x
0.asf X * - %
- 050 0.65F % ook *
0.40F -S0F 0.64f * * *
0.35F
04sf- * 0.63F * 060 *
0.30 n n n n n n n L L L
0 5 10 15 20 20 15 10 5 0.00 0.0 0.1 10
Xe(D) log(B. Vtx. Prob) L,(D) [em] L/0,,,(D)
@ & auf @ aaf & 334 & 3F & 35F
) T s 1% I Settantiunie ™ ) N
B 5 % R 5 3% * I % aof
30 332 * L
30f 20 *e 25f
28f
33.1F * 28l X
26k 28[ 20
33.0F
24f 261 * 26f
* 32.9F 1sf
2 * 20f X 241
* * 24 * 328F * 10F
() N I I L 205 .y L L L L L L L L L L L 22k L L L
05 10 15 20 05 10 15 20 05 10 15 20 20 25 30 3. 8 4 8
po(K) [GeVic] pr(K) [GeVic] py(m) [GeVic] p,(D) [GeVic] pr() [Gevic]
g 0.70F g 0.70F g B0.658F 8 oes 3 O,
g o6sf. ™% 2 0.65 3 o065 80.656F e 3 R
£ £ £ £ £ £ O
& 060k & 060 & Ho.esaf * i 0.60F & %
05 X, 058 0.60F 0.652F % e osf %
F * - ossh 0.650F 055F % *
0.50F e 050 - 0.648F % o050k X, 0.4f x
0.45F Xe 0.45| os0f 0.646F %
* 0.40 0.644f « 0.45F o03f
0.40F *e - oash 0.642F
0.35f * 0.35| g *x 0.640F 0.40F 0.2F
*
0.30F % 0.30 0.40F * 0638 * 0.35F oaf
B L et L et 0.636F. 4 et L L L L L L
05 10 15 20 05 10 15 20 05 10 15 20 20 25 30 3. 8 12 4 8
p.(K) [GeVic] p.(K) [GeVic] py(m) [GeVic] p;(D) [GeVic] p.(ID) [Gevic] pr() [Gevic]
o @ o o
B 335k XKRRKKIKNNK KKK 5 BSE B b a6l KKy 5 28F oK Fx
< < * < * < E * *
z Z  330F z * z 326 * %
@ * @ - @ @
33.4F * 33.4F * * 224F *
32.5F * * - %
333 * * 2L ¥ % 322F %
32.0F %
33.2F % 33.0fy s20E  x
315F * 318f
331F 32.8F ’
’ 310 3L6F  x
ok ‘ ‘ A% : ‘ ‘ ‘ ‘ a26f ‘ X ‘ ‘ ‘
1.0 15 2.0 25 30 45 5.0 55 6.0 65 0.0 0.2 0.4 0.005 010 0.01
min m(ID) [GeV/c"] max m(ID) [GeV/c"] cos{ m(@) [GeV/c']
2 & 0.67F @ @ 0.74F
2 E 2
5 0.665F KKK KKK KKKKK KK KK g | 5 oesk LRTRHIHHHKAKKHAK 3 0.6@»****)()(**% b orb
2 X E 2 * = E =
£ 0660 £ oesf Zz 068 Xy 5 O070F
0.655F * 0.64F * 0.67F g 3
0.650F- 063F  x 0.66F % 0.66F
0.645F- % 0.62F 0.65F * 0.64F
0.640F- 061 % 0.64F % o062k
0.635F- g'eg 3 0.63¢ * 0.60F
.59F E
0.630F- * o 3 0.62 «
1.0 15 2.0 25 30 45 5.0 55 6.0 65 0.0 0.2 0.4 010 0]
min m(ID) [GeV/c"] max m(ID) [GeV/c"] cos{ m(g) [GeVic']

Figure A.3: p~ D] optimization and MC signal efficiency with ct*(p~DJ) > 200 pm for (top, left
to right) x?(DJ), u~DJ vertex probability, Ly, (P.V. — DJ) and Ly, (P.V. — D) significance,
(middle’ left to I'ight) pT(K+)apT(K7)a pT(ﬂ-+)’ pT(D.;J—)a pT(:uiD;"—)a and pT(:ui)’ and (bottom,
left to right) m(u~ D7) lower and upper cuts, |cos(¢)|, where ( is the helicity angle between the
K™ and D} in the ¢ rest frame, and |m($) — 1.019| cut.
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Figure A.4: ;= A} optimization and MC signal efficiency with ct*(p~AF) > 200 pm for (top, left
to right) x?(AJ), u~ AL vertex probability, Ly, (P.V. — A}) and L., (P.V. — A[) significance,
(middle, left to right) pr(p), pr(K~), pr(7"), and lower and upper m(u~A/) cuts.
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Cuts e"D’ e D* e DY e DS e Af

ct(D/A}) [em] > -0.01 -0.01 -0.01 -0.01 -0.01
ct(D/A}) [em] < 0.10 010 0.20 0.10  0.05
ct(e-D/A}) [cm] > 0.02 0.02 0.02 0.02 0.02
oct(e"D/AY) [em] < 004 0.04 0.04 004 0.04
m(e"D/A}) [GeV] > 24 24 25 24 34
m(e~D/A}) [GeV] < 5.1 5.1 5.1 5.2 5.3
pr(D/AY) [GeV] > 5 N/A  N/A N/A N/A
pr(p) [GeV] > N/A° N/A N/A N/A 138
pr(K) [GeV] > 0.6 0.5 0.6 0.6 0.6
ip(D/A}) < 10 10 9 10 5

vtx. prob.(e"D/A}) > 10" 10" 10% 1077 107°
Lyy /014y (D) > 4 5.5 11 4.5 4

iIm(KTK~) —1.019| [GeV]> N/A N/A N/A 0.0095 N/A
lcos(C)| > N/A N/A N/A 025 N/A
Am(D*, D) [GeV/c?] > N/A 0.1440 N/A N/A N/A
Am(D*, D) [GeV/c?] < N/A 01475 N/A N/A N/A

Table A.4: e+SVT optimized signal selection with ct*(e”D/A}) and pr(D°) cuts applied. ( is
the helicity angle between the K and D/ in the ¢ rest frame.

Cuts uD®  pD*t DY pDf pAF
ct(DJAF) [em] > 0.0 -0.0l -0.0I -0.0l -0.01
ct(D/AY) [cm] < 010 010 020 010  0.05
ct(p=D/A]) [em] > 0.02 0.02 0.02 0.02 0.02
oa(p~D/AY) [em] < 0.04  0.04 0.04 0.04 0.04
m(u~D/AF) [GeV] > 2.4 2.4 2.6 2.6 3.5
m(p~D/A}) [GeV] < 51 51 51 52 54
pr(D/A}) [GeV] > 5 N/JA  N/A N/A N/A
pr(p) [GeV] > N/JA  N/A N/A N/A 1.8
pr(K) [GeV] > 06 05 07 06 06
2p(D/A) < 10 10 7 10 5
vtx. prob.(u"D/AF) > 10-" 10% 10% 107" 107"
Lay/010y(D) > 5 5.5 11 5 4
im(K*K~) — 1019 [GeV]> N/A N/A  N/A  0.0095 N/A
lcos(Q)| > N/A N/A  N/A 025 N/A
Am(D*, D) [GeV/¢?] > N/A 01440 N/A N/A  N/A
Am(D*, D) [GeV/c?] < N/A 0.1475 N/A N/A N/A

Table A.5: pu+SVT optimized signal selection with ct*(u~ D/AF) and py(DP) cuts applied. ( is
the helicity angle between the Kt and D/ in the ¢ rest frame.
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e+SVT p+SVT
Decay Yield FOM §S/B Yield FOM S/B
D% 23,640+251 143 8.21 31,483+266 163 7.12
¢~ D*  4580+79  66.5 272 6,320488 785 40.5
(Dt 15,463+192 106 2.64 20,288+272 117 2.07
¢~Df 1,434£53 325 3.16 2,079£71 38.0 297
A 3,781+144  28.7 0.28 5,301£165 34.7 0.29

Table A.6: Signal yields for optimized cuts with the ct*(¢~D/A) and pr(D°) cuts applied.
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Appendix B

Selection of dE/dx Control Samples

u~D*t and p~A control samples for the dE/dx distributions have been selected from the
u+SVT track dataset, required to pass LeptonSvtSel, and required to pass general candi-
date reconstruction requirements as described in Section 5.2. The selection criteria shown
in Table B.1 were chosen to be as similar as possible to that of the uD* and pA}, with
the notable exception that “prompt” background is not removed with a cut on ct*(B).
The D** candidate is flagged by selecting the candidate with the lowest mass difference
Am(D*T, D% = m(D%+) — m(D°). The = D* and pu~A signals after all selection require-
ments are shown in Figure B.1.

Cuts w D*t A
m(D** JA) [GeV/c?] € (1.42.0)  (1.0,1.16)
ct(D**/A) [em] € (-0.01, 0.10) N/A
oq(B) [em] < 0.04 N/A
m(u~D*/A) [GeV/c?] € (2.5,5.0) (2.0,5.0)
pr(p) [GeV/c] > N/A 2.0
pr(K) [GeV/c] > 0.7 N/A
X3p(D™F/A) < 10 5
vtx. prob.(u=D*t/A) > 1075 107°
L,y (D**/A) [mm] > N/A 4
Luy/ 010y (D*F/A) > 5 5

Am(D**, D% [GeV/c?] € (0.1440,0.1475)  N/A

Table B.1: D** and A control sample selection.
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Figure B.1: D* (left) and A (right) invariant mass distributions with all cuts applied.
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Appendix C

Branching Ratios and Lifetimes

Charm Decay BR(%)
Dt - K—ntnt 8.840.6
D — K—nt 3.80£0.09
Dt — DOx* 67.7+0.5
Df = ¢nt 3.64-0.9
— KtK~  49.14+0.6
Af = pK*n~ 5.0+1.3

Table C.1: Charm branching ratios.

B Decays BR(%)

B’ 5 X 10.5+ 0.8
{~vDT 2.14 +£0.20
¢-vD*(2010)*  5.44 + 0.23

B =/ 1vX 10.2+0.9
¢~vDO 2.151+0.22

¢-D*(2007)° 6.5+ 0.5

Table C.2: B branching ratios.
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B Lifetimes [ps]

(B ") 1.536-20.014
7(B™) 1.671£0.018
(B Y) 1.461+0.057
7(AY) 1.229+0.080
7(B7)/7(B% 1.086+0.017

Table C.3: B Lifetimes.

B Decay Width (x107'2 ps™')
F(B, — (" vD) 0.013440.0009
I*(B — (~7D") 0.0372:£0.0017

I**(B — ¢~D*) 0.014140.0010

Table C.4: Partial widths of the B mesons.

Decays BR (%)
DT ety X  13.94477
Dt — pty, X  13.76£77
D° — ety X 6.61477
D — pty, X 6.15£77
Df —w ety X  13.32£77
Df — pty, X 12.86+77
T- — e Ve,  17.8440.06
T — pw vy, 17.36%0.06

Table C.5: Other (semi)leptonic branching ratios. Branching ratios with unspecified uncertainties
are taken from the EvtGen table.
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Appendix D

Comparison of Data and Monte Carlo

Comparisons between the e+SVT data and the Monte Carlo for quantities which are cut
upon are shown in Figures D.1-D.15. In all cases the area of the Monte Carlo distribution is
normalized to the area of the data distribution. The quality of the comparisons are quantified
by fitting the ratio of the data to the Monte Carlo by both a sloped and a constant line.
The former indicates potential biases between the two distributions, while the latter gives a
measure of overall agreement between the distributions.
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Figure D.1: e~ D* data/MC comparisons of ct*(e~D™) (top left), o.t(e” D) (top right), e~ D™
vertex probability (bottom left), and m(e~D™) (bottom right).
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Figure D.2: e~ D" data/MC comparisons of ct(D*1) (top left), x2,(D*) (top right), and
Lgy/oL,,(P.V. = DT) (bottom).
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Figure D.3: eD™ data/MC comparisons of py(K ™) (top right), pr(7w* (1)) (top left), and pr (7T (2))

(bottom).
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Figure D.4: e~D° data/MC comparisons of ct*(e~D°) (top left), o.(e~D°) (top right), e~ D°
vertex probability (bottom left), and m(e~D°) (bottom right).
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Figure D.5: e~ D° data/MC comparisons of ct(D°) (top Ileft), Xiy(DO) (top right),

Lyy/oL,,(P.V. — D°) (bottom left), and pr(D°) (bottom right).
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Figure D.6: e~ D° data/MC comparisons of py(K ) (left) and pr(7™) (right).
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Figure D.7: e~ D** data/MC comparisons of ct*(e~ D*T) (top left), o.(e” D**) (top right), e~ D**
vertex probability (bottom left), and m (e~ D**) (bottom right).
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Figure D.8: e D*t data/MC comparisons of ct(D°) (top left), x2,(D°) (top right),

Lyy/oL,,(P.V. — D°) (bottom left), and pr(D°) (bottom right) from the D** decay.
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Figure D.9: e~ D** data/MC comparisons of pr(K ™) (top left), pr(n™) (top right), and pr ()
(bottom), the soft pion from the D*T decay.
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Figure D.10: e~ D/ data/MC comparisons of ct*(e~ D}) (top left), o.t(e” DF) (top right), e~ D
vertex probability (bottom left), and m (e~ D) (bottom right).
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Figure D.11: e Df data/MC comparisons of ct(Df) (top left), x2,(DF) (top right),
Lgy/oL,,(P.V. = Df) (bottom).
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Figure D.12: e~ D} data/MC comparisons of pr(K™) (top left), pr(K~) (top right), and pr(7™)
(bottom).
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Figure D.13: e A} data/MC comparisons of ct*(e~A}) (top left), o.(e”AS) (top right), e AS
vertex probability (bottom left), and m(e~A}) (bottom right).
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Figure D.14: e~ A} data/MC comparisons of ct(Af) (top left), x2,(Af) (top right), and
Loy/oL,,(P.V. = A}) (bottom left).

153



CDF Runll Preliminary, 360 pb” CDF Runll Preliminary, 360 pb™

§ 600 —+ — DATA § 500 = — DATA
[} L — —MC [0} F —MC
S N S 400F —+
400 F
S i 8 300F
® - - == ® E =+
8 2001 == g 2001
3 o =
3 —-—__ & 1005 =
5 % 2 4 6 B 5 % 2 48 @8
p-(p) [GeVic] p-(K) [GeVic]
6 6
% = X2/ ndf =15.53/8.00 % X2/ ndf =5.91/10.00
5k Prob  =0.0496 5 Prob  =0.8227
E E po =1.26822+0.10018 E p0 = 1.09457 + 0.07652
< 4 ? pl =-0.07351# 0.02236 < 4 pl =-0.04212 + 0.02536
o k)= X* / ndf =26.34/9.00 o 3 X’/ ndf =8.67/11.00
E Prob  =0.0018 Prob  =0.6523
2 ; po =0.96421+ 0.03857 2 pO =0.98612 + 0.03992
1; 1= e B i --
% 2 4 6 8 % 2 4 6 8
p-(p) [GeVic] p(K) [GeVic]
o 400 CDF Runll Preliminary, 360 pb”
S o
S 300K
o F =+
S 200F
5 g —l—_|_
o 100K ==
7)) C
) C ==
E 0 ; Il q:\_: 1
AT 0 2 4 6
pr(m) [GeVic]
g X2/ ndf =19.50/14.00
= Prob  =0.1465
ﬁ po =0.82090 + 0.07222
< pl =0.11344+ 0.04449
o X2/ ndf =26.01/15.00
Prob  =0.0379
po =0.97522+ .03941
S == T -

S
pr(m) [GeVic]

Figure D.15: e~ A} data/MC comparisons of pr(p) (top left), pr(K~) (top right), and pr(r™)
(bottom).
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