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A measurement of the asymmetry between the strange and antistrange quark
distributions, from a next to leading order QCD analysis of dimuon events mea-
sured by the NuTeV experiment at Fermilab is presented. Neutrino charged cur-
rent events with two muons in the final state provide a direct means for studying
charm production and measuring the strange sea. NuTeV's sign selected beam al-
lows independent measurement of the strange and antistrange seas. An improved
measurement, of the neutrino and antineutrino forward dimuon cross section tables,
using the complete charged current event sample for normalization is performed.
These tables are then analyzed at NLO to measure the strange and antistrange
seas. Detector acceptance is modeled using an NLO charm cross section differ-
ential in all variables required. The strange quark distribution is found to have
an integrated momentum weighted asymmetry of 40.00196 + 0.00046 (stat) 4
0.00045 (syst) £ 0.00128 (external). The charm mass is found to be 1.41 + 0.10

(stat) £ 0.08 (syst) £ 0.12 (external) GeV.
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CHAPTER 1

INTRODUCTION

This document is the description of the analysis of data taken in a particle
physics experiment [1]. Particle physics is the study of what sorts of things, at the
most fundamental level, everything in the universe is constructed from and how
these things interact with each other. This study is pursued predominantly by
throwing tiny pieces of the universe at each other, recording what happens, and
using that information in constructing models to predict what might happen the
next time. In constructing these models we hope that we can gain some knowledge
about why the universe is the way it is and possibly even how it got that way.

In this particular experiment very elusive particles called neutrinos, and their
antiparticle, antineutrinos, are used to illuminate the particles which make up
protons and neutrons, which in turn make up us. Neutrinos are used to do this
because they are able to “taste” the different flavors of these component particles,
called quarks. Looking at things as small as the things that protons and neutrons
are made out of requires a beam of very high energy particles. The higher energy
the particles are that illuminate an object, the smaller the objects that can be
resolved. It is also possible see things that happen within a very short space of
time.

A person staring at a desk for an extended period of time may find it to be

a dull, static, solid object. Zoom in however, and one finds it is constructed out of



atoms, bound together, but still vibrating and jostling around. The atoms them-
selves are constructed out of smaller objects: A cloud of electrons surrounding a
small nucleus. This nucleus is also constructed of component particles, called pro-
tons and neutrons. Zooming in still further, the protons and neutrons themselves
also have substructure. Inside, quarks, antiquarks, and the particles that stick
them together, called gluons, are moving around, interacting, being created and
destroyed. How much of it can be observed all depends on how close one wants to
look.

The NuTeV experiment looked at the protons and neutrons (collectively
called “nucleons”) in an iron target by measuring what happened when neutri-
nos or antineutrinos were crashed into it. The neutrinos were energetic enough to
break apart the nucleons in the target. In some of these events, the pieces left over
contained a charm quark.

W

There are 6 “flavors” of quarks, called “up”, “down”, “strange” “charm”,
“bottom”, and “top”. The up and down quarks are the most common kinds of
quarks that are found inside nucleons, but strange quarks are light enough that
they are also found fairly easily. When a neutrino hits a strange quark, it will
most often produce a charm quark. Particles containing charm quarks can decay
in ways that are easy to see in a detector, so looking for and these decays are a
good way of measuring the characteristics of strange quarks inside nucleons.
When antineutrinos interact to produce an anticharm quark, it is most likely
the result of an interaction with an antistrange quark in the nucleon. The NuTeV

experiment was able to tell, with great precision whether neutrinos or antineutrinos

interacted in its detector. This means NuTeV was able to measure, better than



anyone else so far, whether there is any difference between the strange quarks and
antistrange quarks in nucleons. It is this measurement and analysis which will be

addressed in the pages which follow.

1.1 A Personal Perspective on the History of Particle Physics

Particle physics as a science can perhaps trace its origins back to human pre-
history, where ancient humans would try to determine the nature of dark, unknown
places by throwing rocks at them. Ancient physicists would gain understanding
of the nature of such places through observing the effects of interactions between
the thrown rocks and the place’s contents. A clicking noise would mean something
hard was present, a “plunk” noise would possibly mean there was water there, and
so on. Repeating these measurements allowed them to build a picture, a model,
of the mysterious place under study. Unfortunately all too frequently those early
experiments were followed by the paleo-experimentalists becoming lunch.

It is perhaps for this reason that our understanding of what constitutes mat-
ter throughout the following millennia was dominated by superstition and suppo-
sition. Only in the last few centuries, and especially in the last hundred-odd years
have physicists picked the rocks back up again and probed at nature’s dark places
through experimental and analytical means.

This transition from superstition-based models to a more systematic picture
proceeded in fits and starts throughout the past few thousand years. One can
assign a beginning at early cultures’ flirtations with mathematical descriptions
of planetary motion and geometry, with the Greek Philosophers works appearing

most prominently in Western accounts of history. We then see the beginning of



the science of physics with the work of Galileo & Newton, and an acceleration of
experimental physics in the late 17th century and throughout the 1800’s.

The birth of particle physics can probably best be placed at J.J. Thomson’s
1897 discovery that cathode rays were not "rays”, but better described by particles
with a mass much less than that of a hydrogen atom [2]. These particles were elec-
trons. This was followed by Ernest Rutherford’s discovery of the atomic nucleus,
and hence proton in 1911 [3], and James Chadwick’s discovery of the neutron in
1932 [4]. The modern picture of the atom took shape, with electrons orbiting a
nucleus made up of protons and neutrons.

During the same period several theoretical advances established the founda-
tions of the models used to describe particle physics today, not the least of which
was Einstein’s theory of special relativity in 1905[5]. Relativity is still used with
great success in describing the kinematics of particles in particle physics exper-
iments 100 years later. In the late 1920’s came the development quantum me-
chanics, culminating in Dirac’s merger of quantum theory and relativity in 1928
6, 7]. Dirac’s theory had an interesting feature though. It required that particles
have both positive and negative energy states. These negative energy states meant
there had to be particles just like electrons, but with a positive charge.

This prediction of “antimatter” was confirmed in an elegant cloud chamber
experiment by Carl Anderson in 1933 [8]. A cloud chamber is a tank of gas super
saturated, in this case with alcohol. As a charged particle passes through it tiny
beads of alcohol condense together along the particle’s path allowing one to see
and photograph its track. In the Anderson experiment, a 6 millimeter lead plate

was placed in the middle of such a chamber which in turn was placed in a magnetic



field. The combination of the plate and magnetic field allowed measurement of the
energy and mass of cosmic rays passing through the chamber, and the difference
in curvature of the tracks above and below the plate determined the direction the
particles were moving, and hence charge. Anderson observed 15 tracks of particles
with masses much less than that of a proton, but were nevertheless positively
charged. These particles were the antiparticle partner to the electron, which he
called the “positron”.

At about this same time theorists were confronted with a dilemma in trying to
understand nuclear beta decay. In nuclear beta decay, the nucleus decays emitting
a “beta particle”, named as such before it was determined that it was actually
an electron. The problem confronting the theorists, however, was that detailed
accounting of the energies of the decay products did not add up properly. Energy
did not seem to be conserved. In a letter to the participants of a conference in
Tubingen, Germany in 1930 [9], Wolfgang Pauli suggested that the reason energy
didn’t seem to be conserved was that there might be another particle involved that
wasn’t seen. That particle would have to be neutral so as not to leave an ionizing

)

trail visible by experiments, “not larger than 0.01 proton mass,” with “something

”

like 10 times the penetrating capacity of a v ray.” Pauli referred to this particle
as a “neutron.” Two years later Enrico Fermi [10] incorporated Pauli’s mysterious
particle into his theory of beta decay, renaming it the “neutrino.” The energy
balancing problem was solved, but physicists were left with an invented particle
that was to remain unobserved for another 20 years.

In 1937 Neddermeyer and Anderson [11] discovered a deeply penetrating

particle with their cloud chamber, which they called the “meson”, since it had



a mass between that of electrons and protons. Though not realized at first, this
particle was the muon, the first of an entire new generation of particles. For the
next decade particle physics took to the back burner while those who studied it
plied their talents toward winning World War I1.

One of these combatants was Richard Feynman, who while working for the
Manhattan Project, organized a room full of human operated mechanical calcu-
lators into a sort of parallel processor to simulate what would happen during the
atomic explosion [12] . This was possibly the world’s first Monte-Carlo simulator.
After the war, Feynman returned to thinking about more peaceful electrons and
photons, completing his development of quantum electrodynamics, or QED [13].
QED is the first (and most) successful quantum field theory — a theory so success-
ful that it now agrees with experiment to eight decimal places. Julian Schwinger
and Shinichiro Tomonaga both developed equivalent QED field theories around
that time, but Feynman’s description has left a lasting mark on particle physics
with his visual method of accounting for the terms in the series expansions used
in calculations. These diagrams are now called “Feynman Diagrams,” and are
ubiquitous in modern particle physics.

Four examples of Feynman diagrams are shown in figure 1. In the diagrams,
time flows from left to right, the lines with arrows indicate fermions like electrons
and neutrinos, wavy lines bosons like photons, and curly lines gluons, carriers of
the strong force. If an arrow in the fermion line is in the same direction as time
(to the right) it is a particle, if going the opposite direction, it is an antiparticle.
The diagram in 1-a shows an electron and positron annihilating into a virtual

photon, which then emits another electron-positron pair. This process is called



(a) (b)

(c) (d)

FIGURE 1. Some examples of Feynman diagrams. (a) is Bhahba scattering,
(b) is quark scattering, (c¢) is deep inelastic lepton-nucleon scattering, and (d)
decorates the floor of Willamette Hall (proton-antiproton annihilation and lepton
production)

“Bhahba scattering.” “Virtual” means that the photon isn't observable, and in
fact, in order to conserve momentum in this case would need to carry mass. Real
photons are massless. Weird behavior like this is perfectly acceptable in field
theory. Diagram 1-b is an example of a quark interacting with another quark via
the strong interaction. The loopy line between the two quarks is a gluon, which
mediates the strong interaction. Diagrams 1-c¢ and d are more complicated, with ¢
being very relevant to this thesis. Diagram c represents deep inelastic scattering.

Since the particles aren’t labeled it could represent either charged lepton scattering,



with the fermion line on the top representing an electron or muon, and the wavy
boson a photon. The round ball with 3 lines emanating from it would be a nucleon,
a proton or a neutron. The photon interacts with one of the 3 constituent fermions
(a quark), knocking it out of the nucleon. The elliptical line at the end indicates
fragmentation, the process by which the never seen bare quarks form observable
particles. In this thesis we will be working with “charged current neutrino deep
inelastic scattering”, which the same diagram would represent if the incoming
fermion line were a neutrino, which then exchanges a W boson with the wavy line,
converting to a muon in the outgoing fermion line. The vertex where the (virtual)
W boson and neutrino/muon lines meet is called the “leptonic vertex”, and where
the W and the quarks meet is the “hadronic vertex”. This diagram will be discussed
in more detail in the next chapter. The final diagram in the figure decorates the
floor of Willamette Hall. It represents lepton pair production in proton-antiproton
scattering. The two round balls indicate a proton and antiproton, which collide
and a constituent quark and antiquark annihilate into a virtual boson. The virtual
boson then emits a lepton pair on the right.

One of Feynman’s brothers-in-arms at the Manhattan Project was Fred
Reines, who continued working in Los Alamos’ nuclear program after the war.
In 1949 Reines was joined by Clyde Cowan, who had received the Bronze Star for
his work on radar in Britain during the war. In 1951 Reines and Cowan began
working on the world’s first neutrino experiment, to try and directly observe the
neutrino, which they called “Project Poltergeist”. Neutrinos are very difficult to

detect, since they only feel the weak nuclear force.! Either a lot of neutrinos need

!Technically, since they’re now known to have mass, they also feel gravity, but since both the
mass and the strength of the gravitational interaction is so small, gravity can be ignored here



to pass through a detector or a detector must be very massive in order to catch one
of them. Reines and Cowan constructed a detector, nicknamed “El Monstro”, be-
cause at 10 cubic feet, it was by far the largest detector ever conceived at the time
[14]. El Monstro consisted of a large tank filled with liquid scintillator, surrounded
by 90 evenly spaced phototubes. Scintillators are materials that give out small
amounts of light as charged particles pass through them, and the total amount of
light given off is proportional to the energy deposited. Phototubes were used to
detect the light, and hence the particles interacting inside the tank. The detector
was designed to detect the reverse reaction from nuclear beta decay: According to

Fermi’s beta decay theory neutrons decay following the process:

n—pt+e +v (1.1)

(We now know the v in the above equation is actually 7., an antineutrino, but
that was the theory at the time) The reaction Reines and Cowan were looking for

(according to Fermi theory) was the reverse of this:

v+p—n+et (1.2)

El Monstro, now renamed “Herr Auge” or German for “Mr. Eye”, was to detect
the signal from the positron, the “e*”, emitted in the detector. The positron would
produce photons in the scintillator as it travelled through it, then annihilate with
an electron, producing gamma rays. These gamma rays would then be detected
by some of the phototubes lining the walls of the detector.

With the detection method established, one then needs a source of particles



10

to detect. Neutrinos were originally conceived to explain beta decay, so one might
think a sample of beta decaying nuclei would be a good source. Unfortunately,
because the cross section for neutrino interactions is so small, an incredibly dan-
gerous quantity of this material would be required, with radiation levels of tens
to hundreds of Curies, in order for any interactions to be seen. Another good
source would have been a nuclear reactor, however it would be difficult to shield
the detector properly from the flux of neutrons and gamma rays.

Both Reines and Cowan knew from their experience with nuclear tests that
a huge pulse of neutrinos is produced during the initial explosion, but only for a
short time. This large pulse would be easily distinguishable from any background
positrons, if it could be detected. The experiment they originally conceived was to
take advantage of this large neutrino pulse [15]. They planned to dig a 50 meter
vertical shaft about 40 meters from ground zero of a 20 kiloton nuclear bomb (figure
2). The top half of that shaft they would seal to shield from the blast, and the
bottom half of the shaft would be put under vacuum. At the top of the evacuated
shaft they would attach their detector, “Herr Auge”. When the bomb detonated,
a trigger system would release the detector, which would drop for about 2 seconds,
until encountering a pile of feathers and foam rubber at the bottom of the shaft.
While the detector was in free fall, everything around it would be shaking like mad
by the shock wave from the nuclear blast. So in essence what they were trying
to do, in less than two seconds, is detect elusive particles using a free falling, 75
gallon tank full toluene, benzene, and of all sorts of noxious chemicals, directly

underneath a detonating atomic bomb.
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FIGURE 2. The first version of the Reines-Cowan neutrino experiment

As they began digging their shaft at the Nevada test site, and fitting photo-
tubes into Herr Auge, the head of physics division at Los Alamos suggested that
they perhaps re-think whether it was feasible to do their experiment at a nice,
quiet, nuclear reactor. After some more thought, they hit upon the solution: They
would look for a double pulse in their detector, one from the positron, and one
from the neutron. The neutrons, being uncharged particles wouldn’t leave a signal
as they bounced around inside the scintillator, however if captured by an atomic
nucleus, detectable gamma rays would be emitted. A very good neutron absorber
is cadmium, which they dissolved into their tank to increase the probability of
neutron capture. The signal from the positron and the gamma rays released in
neutron capture were expected to occur a few microseconds apart, an easily dis-
tinguishable signal. With that problem behind them, the group shifted gears, the
head of physics division probably breathed a sigh of relief, and Reines and Cowan

reconfigured the experiment to run at one of the Hanford nuclear reactors. In 1953,
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they reported their first results [16]: The background was 5 times higher than the
expected rate, but the difference in count rate between when the reactor was on
and off agreed with the predicted rate for neutrinos. This was close to discov-
ery, but confirmation was needed. After checking their shielding, re-testing their
detector underground, they found that the background was in fact due to cosmic
rays. They went back to Los Alamos, designed a new detector that was sensitive to
the direction of the neutrinos to reduce the cosmic ray background, and confirmed
the neutrino signal in a second experiment at the Savannah River plant in South
Carolina[17]. After almost 30 years, the neutrino was finally a real particle. They
sent Pauli a telegram right away, which was forwarded to him at a conference he
was attending at CERN. He interrupted the meeting to read it to the rest of the
participants, then polished off a case of champagne with some friends later that
evening. Pauli’s reply to the telegram was somewhat more restrained: “Thanks
for the message. Everything comes to him who knows how to wait.” Following
their discovery, Reines and Cowan sought somewhat of an encore [18]:

Having Detected a neutrino associated with nuclear beta decay, we

puzzled as to whether the neutral particle from (7wp) decay was the

same as the neutrino from nuclear beta decay. ...Cowan and I proposed

to go to an accelerator and test the identity. The reaction we got from

Los Alamos was difficult to understand. The advice went something as

follows “You two fellows have had enough fun. Why don’t you go back

to work.”
In their case they were doubting that the neutral particle emitted in the transition

from what was supposed to be a “strongly” interacting particle (7) to a “weakly”

interacting particle (u) was the same as was emitted in weak nuclear beta decay.
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A more compelling case came from the absence of an observed pu — ey decay. The
lack of this decay implied that neutrinos associated with muon decay were different
from those in nuclear beta decay [19].

To answer the question whether those neutrinos were the same or not, Melvin
Schwartz of Columbia University led an unprecedentedly large collaboration of 7
physicists in an experiment at Brookhaven’s new Alternating Gradient Synchrotron
(AGS) accelerator in 1962 [20]. Figure 3 shows a diagram of the experiment. 15
GeV protons were peeled from the synchrotron beam and driven into a beryllium
target, producing a shower of particles containing predominantly pions and kaons.
Those particles were allowed to decay into muons and (as was yet to be determined)
muon neutrinos. Pions decay into a muon and muon neutrino pair 99.99% of the
time, while charged Kaons do so 63.4% of the time, and into pions 21% of the time.
So essentially if one lets the m — K beam coast for a while in vacuum, you will end
up with a beam containing mostly muons and muon neutrinos. At the end of the
decay region shielding is placed to absorb the muons, leaving a beam of neutrinos
to interact with the detector. This technique for producing a neutrino beam has
been used in every accelerator based neutrino experiment since, including NuTeV.

Their detector was the largest that had been constructed so far, a 10 ton
aluminum spark chamber. A spark chamber is a series of metal planes, alternating
between those that are at ground and those for which high voltage is applied when
the detector is triggered. In between the plates is some kind of inert gas, like neon
or argon. Scintillator counters were placed in between each block of 10 planes
to detect whether a particle had passed through the spark chamber. When that

happened the voltage was applied on the spark chamber, and the gas would break



14

proton52

Steel + Concrete - Detectoy M

FIGURE 3. Diagram of the Columbia-Brookhaven v, discovery experiment

down along the particle’s ionized path. The result is a series of sparks illuminating
the tracks of particles in the detector. Melvin Schwartz recalled from their one

page proposal [21]:

A curious item labeled “Health Physics and General Safety Require-
ments” mentions only that “spark chambers require 7 kilovolts to fire.”
That was the sum total of our concern for health physics and general
safety! By the way, we certainly found the right problem. I almost
got killed by a 7 kilovolt shock when Leon walked in and turned on
the chamber once while I was in the back. So that was the one safety
problem that we specified.

This “Leon” character was Leon Lederman, who would go on to be a Nobel Prize
winner, discoverer of the bottom quark, and the second director of Fermilab.

The Columbia group rigged cameras around the detector to take photographs
of any tracks produced by the neutrino beam. In those photographs they found
34 events with tracks that started in the detector, then trailed off out the back:
muons. After checking that the tracks pointed back to the target (they did), that
shielding the pions at the target reduced the event rate as expected (it did), and

that changing the shielding near the detector didn’t affect the event rate (it didn’t),

they were convinced that these muons were the result of neutrino interactions in
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FIGURE 4. A “vertex event” from the Columbia-Brookhaven v, experiment. The
two muon tracks form a sideways “V” opening to the right.

the detector. Those neutrinos were behaving differently from those in reactor
experiments, which would produce electrons. These new neutrinos were the muon
neutrino, the discovery of which completed the second family of leptons. They also
saw a few events with more than one track, including an event which produced a
pair of muons, shown in figure 4. In the figure, a photograph of the sparks in the
spark chamber, one can just make out the spark chamber planes, with a faint “<”
shape. The bright smudge just to the left of the vertex of the “<” is a reflection
off the edges of the spark chambers.

The existence of the v, began to give some credence to the idea that weak
interactions were not a point interaction, as supposed in Fermi theory, but were
mediated by some kind of intermediate boson. This idea gained more acceptance
up to the early 70’s as the theoretical foundations of what was to become the
Standard Model of electroweak interactions were becoming established. In 1957
Julian Schwinger took a stab at unifying the electromagnetic interaction and the

weak interaction by introducing two vector bosons in addition to the photon [22].
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This was taken further by Sheldon Glashow (and independently by Abdus Salam
and J.C. Ward [23]) in 1960, who realized a neutral vector boson needed to be
added to the theory [24]. But acceptance of these theories was problematic, in part
because they could not explain why the weak bosons, which needed to have large
masses in order for the weak interaction to maintain its observed short distance
scale behavior, should be massive, while the photon was not. At least not without
unleashing a flood of massless massless scalar bosons called “Goldstone Bosons”
[25]. In 1967, Steven Weinberg developed a model for leptons which solved these
problems [26], utilizing the “Higgs mechanism” [27] to both remove the Goldstone
boson problem and explain the mass differences between the photon and weak
bosons. In 1964 Peter Higgs showed that the addition of a scalar field which couples
to what would otherwise be massless vector bosons, can break that symmetry,
giving mass to the weak bosons, while leaving the photon massless. Weinberg’s
theory still had a sticky problem that had plagued its predecessors - it wasn’t
renormalizable. The theories had unphysical divergences in them for which, unlike
Feynman’s QED, there were no known fixes. In fact at that time field theory was
mistrusted to such a level that physicists in the Soviet Union and Berkeley were
actually forbidden to study or work on it [28].

About this time Murray Gell-Mann [29], and George Zweig [30] had inde-
pendently proposed models explaining that the symmetries seen in the dozens of
new particles discovered in the 50’s came about because they were in fact compos-
ite particles. Zweig called the subcomponents “aces”, and described them as real

particles which came in pairs to construct the mesons, and “treys” for the baryons,
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like protons and neutrons. Gell-Mann however believed them to be merely theo-
retical constructs, which he called “quarks”:
It is fun to speculate about the way quarks would behave if they were

particles of finite mass (instead of purely mathematical entities as they
would be in the limit of infinite mass).

A search for stable quarks of charge —% or —i—% and /or stable di-quarks

of charge —% or +% or +§ at the highest energy accelerators would help

to reassure us of the non-existence of real quarks.

Three quarks were all that was required to construct all the known mesons and
baryons at the time: up, down and strange. Quite a few searches reminiscent of
Millikan’s oil drop experiment [31] were launched to try and measure fractional
charges, yet no evidence was found. In fact after 40 years there is still no evidence
for single free quarks. We will learn why in the next chapter.

The late 60’s were a fairly dismal time for particle theory. The models that
were proposed had nasty infinities in them that had to be ignored, the quarks
that were predicted didn’t seem to exist, and neither did the weak neutral current
that was required to exist if the electromagnetic and weak interactions were to be
unified. This non-observation of the weak neutral current was probably the main
sticking point. There was no reason in the theory why, for example, the “neutral
current” charged Kaon decay: KT — 7" + v + 7 should not occur. The charged
current decay: K+ — 7+ u* +7 was observed, but the neutral current decay was
excluded to a level of 107 relative to it. Then in 1970 Glashow, Iliopoulos, and
Maiani proposed a radical fix: There was a fourth quark, which they called charm
132]. Adding this new quark made two families of quark pairs (“doublets”) mirror

the already known pair of lepton doublets. It also added another set of diagrams, or
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pieces to the calculation, for the charged kaon decay rate which almost completely
canceled out the neutral current. This gave the needed suppression to make the
prediction for charged kaon decay agree with observations. So in the early 1970’s
then, if electroweak theory was to be believed, experimentalists were left with 2
things to hunt for: The weak neutral current, and the charm quark.

In 1971 the world’s largest bubble chamber, “Gargamelle” had been con-
structed and began taking data at CERN [33]. A bubble chamber is somewhat
like the cloud chamber used to study cosmic rays in the 1930’s. Bubble chambers
are essentially large tanks filled with some kind of liquid, at a temperature above
its boiling point, but held at pressure so that it does not boil. When the detector
is triggered, the pressure is released, and small bubbles form along the trajectories
of charged particles. At the same time as the pressure is released, cameras take
photographs of the tracks so that they may be “scanned” or studied to determine
the physics that happened inside the detector. The Gargamelle bubble chamber
was 4.8 meters long and 1.9 meters in diameter, filled with 20 tons of freon. It was
based at the 25 GeV CERN “Proton Synchrotron”, producing a 1-2 GeV neutrino
horn beam. To make the neutrino beam, as was the case at Brookhaven, protons
struck a target, producing a secondary beam of mostly pions and kaons. The sec-
ondary beam was then focused using a horn shaped (hence “horn beam”) toroidal
coil placed coaxially with the beam, so that the neutrino intensity at the detector
(again behind shielding to remove the muons) would be greater. Gargamelle’s ten
item priority list was topped of with a search for the W# bosons, then studying
nucleon structure, etc. Way down towards the bottom of the list, number 8, was

to look for neutral currents.
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This relative lack of interest in neutral currents changed almost immediately
when Gerard 't Hooft proved that theories like Weinberg’s were renormalizable
[34]. With the theory now able to make finite predictions, people started paying
attention. The Gargamelle group started poring through their photographs, trying
to find evidence for neutral currents. Because Weinberg’s paper was restricted to
the case of lepton scattering, they began searching for the reaction: 7, + e~ —
v, + e~. Charles Baltay and Donald Perkins estimated that out of 1.4 million
photographs they should find between 5 and 30 of these events depending on the
mixing between the Z° and W. They found 3 [35]. Neutral currents were finally
observed, another of the pieces for acceptance of the Standard Model was in place.

Neutral currents could have been discovered at SLAC. In 1970, Melvin Schwartz,
having recovered from his shocking discovery of v,, was running a neutrino exper-
iment there under the guise of trying to observe something he called “strange
light”:

The experiment began running in September 1970, and we saw a num-

ber of events within a few weeks. Most events were standard charged-

current neutrino interactions producing a muon. There were, however,

three events that had no visible muon but rather one or more strongly

interacting particles. I remember showing these events at the Amster-

dam Conference in the summer of 1971 and having them called “mel-

ons”. In retrospect, they were undoubtedly neutral-current events, but

there were just too few of them to conclude anything.

Evidently were it not for the SLAC Program Advisory Committee forcing the ex-
periment to relocate 4 times further from the target than they would have preferred,
thereby reducing the sensitivity by a factor of 16, we could today be talking about

measurements of the “melon width at LEP”, “a, at the melon” or advocating a

“melon factory at the ILC”. But alas, it was not to be.
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With the publication of Gargamelle’s observations in 1973, Glashow and
[liopoulos were quite confident that the charm quark would then be found. Glashow
made a wager at a conference on hadron spectroscopy [36]:

I would bet on charm’s existence and discovery. There are just three

possibilities:

1. Charm is not found and I eat my hat.
2. Charm is found by hadron spectroscopists, and we celebrate.

3. Charm is found by outlanders and you eat your hats.

In the summer of 1974, having already won several bottles of wine from betting
on the discovery of neutral currents, Iliopoulos made a more financially risky bet
to the audience at a conference in London [37]:

[ am ready to bet now a whole case [of wine] that the entire next

conference will be dominated by the discovery of charmed particles

That fall two groups of Glashow’s outlanders were starting to see weird peaks
in their data. One at SLAC, was studying electron and positron collisions at the
SPEAR collider, the other from MIT was looking for electron and positron pairs
from resonances produced by protons smashing into a target at Brookhaven. The
SLAC-LBL group was investigating the rise in the ratio of the number of events
which produced hadrons, to the number that produced muon pairs. For three

quarks, this ratio was expected to be:

R(Ecm):3 Z Q’L2 (13)

mi;<Eem

or the sum of the squared charges of all the quarks with masses less than the center

of mass squared, multiplied by the number of colors, 3. If only the up, down,
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and strange quarks existed, R was expected to stay flat at 2. An experiment at
Cambridge that year had reported seeing it rise as high as 4 or 5. At the same
conference Iliopoulos made his “case of wine” bet (and probably one of the reasons
why he was confident enough to do it), Burton Richter presented the SLAC-LBL
[38] data verifying the Cambridge data, showing an apparent rise from 2 all the
way to 5. That fall while going over this rise more carefully they began seeing a
peak at about 3.1 GeV. At the same time, the MIT group, led by Samuel Ting, a
very precise, demanding physicist, were seeing peaks in their data. Ting had two
independent groups analyzing the data who were forbidden to talk to each other
until presenting results at group meetings [39]. Both groups saw their peaks at
3.1 GeV. In November of 1974, both SLAC and MIT published their results, Ting
calling the new particle the “J”, and the SLAC-LBL group calling it the 1. The
peak was a bound state of a charm and anticharm quark, now called the J/1.
Two years later, at a spectroscopy conference in Mexico, candy sombreros were
passed out to be consumed by the participants, as charm had been discovered by

“outlanders”. At least as of 1994, Iliopoulos had yet to receive his case of wine.

1.2 The Life and Times of the Oppositely Signed Dimuon

While the foundations of the Standard Model were being solidified with the
discovery of neutral currents and charm, foundations were being poured in the
corn fields 50 miles east of Chicago. Fermilab, then called The National Acceler-
ator Laboratory, or “NAL”, was built to be a central accelerator complex where
users could come and perform their experiments. The labs at SLAC, Brookhaven,

Berkeley, etc. had become somewhat like feudal kingdoms, where the directors
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FIGURE 5. The FNAL neutrino beamline (top) and HPWF experiment (bottom)

of each accelerator lab had total control over what experiments were done. In
16th century Japan, the first Shogun required the feudal lords from each region
to spend some number of months in Edo, the new capital of Japan. In that way
revolts would be less likely, as some member of the clan’s family was always under
the watchful eyes of the shogun. In a similar way, Fermilab was to be a “user’s
paradise” where physicists could come and perform their experiments in any of
three experimental areas, one for mesons, one for protons., and a neutrino area at
the end of a mile long decay pipe and shielding berm. A 15 foot diameter bub-
ble chamber was placed at the end of the neutrino beamline, and experimental
halls placed ahead of it. FNAL-E-0001, a neutrino experiment run by Harvard,

Pennsylvania, Wisconsin, and Fermilab was assembled there.
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FIGURE 6. A dimuon event from the HPWF experiment

The top half of figure 5 shows the neutrino beamline [40], and the bottom
shows the layout of the HPWF detector. The HPWF experiment was the first
neutrino experiment to use a calorimeter as both a target and detector, followed
by a highly magnetized muon spectrometer [41, 42]. The calorimeter was a stacked
array of liquid scintillator detectors with 4 spark chambers in between for parti-
cle tracking. The muon spectrometer consisted of 4 magnetic coils with spark
chambers sandwiched in between. The calorimeter was designed to measure the
characteristics of the hadron shower, while the muon spectrometer would measure
the momentum any muons produced in charged current interactions by their de-
flection in the magnetic field. The neutrino beam was produced in a similar way
as in the Brookhaven experiment ten years earlier, though with a much higher 300
GeV proton beam energy.

Charged current events were identified by a muon in the muon spectrometer,
and neutral current events were identified by a hadron shower in the calorimeter

with no muon in the spectrometer. The HPWF experiment started data taking in
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early 1974. They presented some initial results at the same conference Iliopoulos
bet his case of wine, including an observation of a charged current event with two
muons in the final state instead of the usual one. Although not known at the time,
the second muon was likely the result of the decay of a charm quark produced in
the neutrino interaction [43].

After the Gargamelle discovery of the neutral current, the HPWF experiment
announced a confirmation of their signal. (although there was a brief period of con-
fusion when the signal went away due to a misconfiguration of their detector [33].)
As they continued running, they eventually measured 14 more “dimuon” events.
Figure 6 shows a diagram of the HPWF detector and one of the dimuon events
[44, 45]. The events were consistent with a new particle with a mass somewhere
between 1 and 4 GeV. It was not clear at the time however, whether this particle
was a charm quark, or some kind of neutral heavy lepton. In the intervening time
between the proposal of charm quarks and the discovery of the neutral current by
Gargamelle, Howard Georgi and Sheldon Glashow had come up with an alternative
model for electroweak unification that involved introducing a neutral heavy lepton
instead of a neutral current [46]. In order to distinguish between charm and this
other proposed mechanism for creating dimuons, HPWF would have needed to be
able to determine which muons came from the leptonic vertex, and which came
from the hadronic vertex. The detector did not have the resolution required to do
SO.

A second electronic neutrino detector was built by the Caltech-Fermilab
group, shown in figure 7 [47|. Like the HPWF detector it had an iron and scin-

tillator based calorimeter, followed by a magnetized muon spectrometer. The
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FIGURE 7. A dimuon event from the Caltech-Fermilab experiment

spectrometer was a bit different from HPWF in that the magnet and spectrome-
ter were not interleaved, but separate elements. A toroidal magnet immediately
followed the calorimeter, which was then followed by a series of spark chambers to
measure the displacement of the muon’s tracks by the magnetic field. The Caltech-
Fermilab group was the first ancestor of a long line of experiments extending to
the experiment discussed in this thesis, NuTeV. One could loosely say that the
lineology goes something like: Caltech-Fermilab begat CFR, begat CEFNRR, begat
CCFRR, begat CCFR, begat NuTeV. This dynasty of neutrino experiments took
data over the course of 20 years with more or less the same detector configuration
— scintillator calorimeter followed by magnetized muon spectrometer.

The Caltech-Fermilab group was able to confirm the HPWF dimuon sig-

nal with their observation of 8 dimuons in 1976. They too however were unable
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to distinguish whether these events were emanating from the leptonic vertex or
the hadronic vertex. The identification of these events with charm came with a
more detailed examination of the interactions at Brookhaven and Fermilab. The
Brookhaven bubble chamber experiment used a 7 foot bubble chamber at the
Brookhaven AGS accelerator. They recorded 100 neutrino interactions, and one
was consistent with the production of a charmed baryon. The Caltech-Brookhaven
group, using the Fermilab 15 foot bubble chamber, also observed 64 events in a
peak centered at 1850 GeV in the mass spectrum of neutrino events which pro-
duced a K° 7+ 7~ [48]. This was perfectly consistent with both what was seen at
SLAC in 1976 [49], HPWF and the Caltech-Fermilab experiments. Dimuons were
produced from the production of charm quarks.

The HPWF (now HPWFOR with the addition of Ohio State and Rutgers)
collaboration had substantially upgraded their detector, adding an iron target
section with spark chambers for particle tracking in the calorimeter, and an 8
meter wide, high angle muon spectrometer to record the momentum of lower energy
muons [50]. They also modified their beamline to sign select the pions and kaons
in the secondary beam, allowing them to effectively select neutrino or antineutrino
beams illuminating their detector. Using this detector, called NEULAND, they
observed 199 dimuon events from neutrino scattering, and 44 dimuon events from
antineutrino scattering [51]. With their wide angle spectrometer they were also
able to make a first observation of 6 trimuon events events with 3 muons in the
final state. These events can be produced in several ways, most likely being the

decay of a pion or kaon in the hadronic shower accompanying a dimuon, but also
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from production of a J/1, or a bottom quark. Bottom quarks were discovered by
a Fermilab experiment led by Leon Lederman later that year [52].

The HPWFOR collaboration was the first to attempt a measurement of the
strange quark content of nucleons. It had been observed that charmed particles
preferentially decayed to strange particles. It stood to reason then that significant
charm production from scattering off nucleons implied that they had a signifi-
cant strange component. They looked at the struck quark fractional momentum
(Bjorken x, which will be discussed in more detail in the next chapter) as mea-
sured from dimuon production in both neutrino and antineutrino data, and found
that antineutrinos had a softer momentum spectrum than neutrino data. This
was consistent with the picture that the antineutrinos were scattering from the
low momentum quark “sea”. The ratio of the total dimuon cross section to the
total charged current cross section is a good “back of the envelope” way of esti-
mating the size of the strange sea. The HPWFOR collaboration measured these
ratios for both neutrino and antineutrino generated dimuons. Their dependence
on incident neutrino energy is shown in figure 8 (the z axis scale ranges from 0

to 200 GeV). The threshold behavior due to the charm mass is clearly visible in
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how the points increase, then flatten out as a function of increasing energy. They
also measured ratios of dimuon events with neutrino energy above 80 GeV (i.e.
safely above the threshold for making charm) to inclusive charged current events
for a measurement of the overall size of the strange sea relative to the nonstrange
quarks. The ratios are shown in table 1. Since its now known that 90% of charm
production in antineutrino mode originates from scattering off the antistrange sea,
the top number is a reasonably good estimate of the overall size of the strange and

antistrange seas. It is in good agreement with measurements we have today.

TABLE 1. Dimuon cross section ratios measured by the HPWFOR, collaboration

Ratio Value
S — oputp)
5 = A | 00760027
e % 0.099 + 0.035
oy ()

Dimuon production at this time was not the exclusive domain of Fermilab. A
few months after the HPWF dimuon discovery results were published, Gargamelle
published a charm candidate event where the charmed particle decays semileptoni-
cally with a positron [53], lending further support that charm was being generated.
As the 400 GeV CERN SPS became available in 1977, several detectors came on-
line to take advantage of it. Gargamelle was moved from the 25 GeV CERN PS
to the new SPS, and began taking data right away. They saw 117 dimuon events,
and were able to determine that there was missing energy in the charm decay, im-
plying that a neutrino is also produced [54]. Unfortunately Gargamelle developed

an irreparable leak in 1978, bringing an end to a very successful run [55].
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A new electronic detector also began operation at CERN in 1977 by the
CERN, Dortmund, Heidelberg, Saclay (CDHS) Collaboration [56]. This detector
was designed somewhat differently than the experiments at Fermilab in that there
was no segregation between the muon spectrometer and the calorimeter. Magnet
sections were placed throughout the length of the detector so that its acceptance
for muons would be increased. Instead of spark chambers it used hexagonal drift
chambers, with the wires in different planes either vertical or £60° from vertical
[57].

A drift chamber is essentially an array of parallel wires under high voltage,
placed inside a gap between a pair of separated grounded plates (figure 10). The
gap separating the wires and the ground planes is filled with a gas, like argon,
helium, etc. When a charged particle passes through the gas, it creates a trail of
ions. Those ions are accelerated towards the nearest wires generating an electric
signal. That signal is used to measure the position of the particle track in the
direction perpendicular to the direction of the wires. A scintillator detector is
usually used with drift chambers to provide a starting time, so that the time it takes

for the ions to drift to the wires can be used to give a more precise measurement
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of the position. In the CDHS detector, (as well as others, such as the NuTeV
detector) the scintillators then provide a dual function, the size of the pulses are
proportional to the energy deposited, and the timing is used to start the clock
for measuring the drift times in the drift chambers. Drift chambers are usually
used in pairs to measure both dimensions of the charged particle track’s position.
There is an ambiguity with the simple drift chamber shown in figure 10 though:
It is not always possible to tell which side of a wire the track went through. This
can lead to multiple solutions when trying to reconstruct the particle’s track. The
ambiguity can be resolved if there are chambers placed to measure in more than
two directions. One way this is done is to place chambers rotated at some angle to
resolve the ambiguity. CDHS solved this problem by having hexagonally shaped
chambers rotated at 60° angles from each other, so that track positions could be
measured along 3 axes.

The CDHS experiment ran through the early 80’s recording an as yet un-
matched sample of 10,381 neutrino induced dimuons, and 3,513 antineutrino in-
duced dimuons [58]. Their neutrino energies ranged up to 300 GeV, sign selected
in a limited way using a horn beam. CDHS used two methods of producing its
neutrino beam. The first was a narrow band beam which momentum selected the
secondary particles within a narrow range, thus producing a neutrino beam with a
predictable energy depending on where the interaction took place in the detector.
This had the advantage of making kinematic reconstruction easier, since the in-
coming momentum of the neutrino was more or less known, but the disadvantage
of a much lower neutrino rate. CDHS saw only 660 neutrino and 257 antineutrino

induced dimuon events with this narrow band beam. The other beam used was
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FIGURE 10. Cartoon of a drift chamber in action. A charged particle (arrow)
passes through the chamber and produces ions, which are then accelerated towards
the wires. The scintillator shown would be used to set the start time for measuring
the ion drift time

the “wide band” beam, which used a horn to focus the secondaries toward the
target. This sacrificed quality for quantity, as there was no momentum selection.
Both beams were sign selected, though the wide band antineutrino beam had a
very high (> 10%) neutrino contamination.

CDHS used the narrow band events and 2000 of their wide band events
to debug their reconstruction software. With their large dimuon sample they
were able to determine that the strange quarks carry about half (52 + 9%) of
the momentum of up or down quarks in the quark sea. They were able to fit
the Bjorken z distribution of the antineutrino dimuons with the same shape as
was determined by their total charged current sample for highly inelastic events
(those events would also likely have produced charm, just not necessarily charm

that decayed semileptonically). They then used the shape from that distribution
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FIGURE 11. The CDHS tetramuon event, longitudinal and cross sectional views

to determine that about 48% of the events in neutrino mode came from scattering
off the strange sea (they assumed the strange and antistrange seas were the same).
CDHS’s high statistics and good angular acceptance also allowed 76 trimuon events
and a single tetramuon (4 muon) event to be recorded.

The trimuon events were explained as mostly originating from the generation
of a pair of charm quarks instead of the usual single charm quark, with a less than
10% chance that they could be due to the production and decay of a bottom quark.
The tetramuon event contained two positive antimuons and two negative muons
[59]. A diagram of the event is shown in figure 11, looking from the sides of the
detector on the left, then looking at the event from the beam axis on the right. It
is interesting to see the explanations given in the original 1978 paper for what this
event could be, shown in figure 12. The left half of the figure is probably somewhat
optimistic given that the total energy of the event, 91.4 + 7.3 GeV, is about half
of the now known mass of the top quark, ~ 173GeV. No tetramuon events have

been reported in any of the neutrino experiments performed since CDHS.
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FIGURE 12. Fanciful, and more realistic explanations of the tetramuon event

Another detector took data at about the same time as CDHS, run by the
CHARM collaboration (for CERN, HAmburg, Rome, Moscow, not the quark fla-
vor). The CHARM detector was situated directly behind the CDHS detector. Tt
had a magnetized calorimeter constructed out of 78, 2 inch thick marble slabs
held in a magnetized iron frame. Unlike CDHS, CHARM had a magnetized muon
spectrometer at the downstream end of its detector as well. Although CHARM’s
main purpose was to look for neutrino oscillations, during its run it recorded 495
v induced dimuons, and 285 7 induced dimuons. Their properties were consistent
with past measurements.

While neutrino physics at CERN took a short hiatus for the construction

of the LEP ete™ collider program, the CCFR family of experiments at Fermilab
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FNAL-E-XXX Name Proposed Run End p*p~ Reported
E-021 Caltech-Fermilab 1970 1975 8
E-356 CFR 1974 1979 1
E-482 CFNRR 1976 1978 100
E-616 CCFRR 1979 1980 1
E-701 CCFR 1981 1982 852 v, 68 U
E-744 CCFR 1983 1985 2159 v, 610 T
E-770 CCFR 1985 1988 2568 v, 702 ¥
E-815 NuTeV 1990 1997 5139 v, 1380 ¥

TABLE 2. The CCFR neutrino experiment dynasty with dimuons reported

was quite active studying deep inelastic neutrino scattering. These experiments
provided measurements of electroweak parameters, nucleon structure, and of course
charm production via dimuon events. Table 2 summarizes the experiments and the
number of opposite sign dimuons measured in each. The “]” in some of the dimuon
entries indicates that experiment’s data was combined with the later experiment.

The detector used for the bulk of these measurements is essentially the same
detector used for the NuTeV experiment, discussed in much more detail in chapter
3. The original detector of the Caltech-Fermilab group had changed quite a bit
by the E-616 CCFRR experiment. The layout for the E-616 detector is shown in
figure 13 [60]. The separate magnet and muon spectrometer had by this time been
replaced by the more integrated spectrometer with spark chambers in between
the toroidal magnet sections. The calorimeter was a repeated sandwich of iron
plates, with liquid scintillators for measuring the energy of any hadronic showers
in the event, and spark chambers for locating the tracks of particles produced in
the interaction. The figure shows an example of a dimuon event in the detector.

Although aesthetically pretty, spark chambers are somewhat “high maintenance”
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FIGURE 13. The E-616 detector, with a dimuon event faintly seen in the cross-
sectional view at top
way of recording the characteristics of an event. Like bubble chambers they are
primarily a visual means of recording events, and reconstruction of event kinemat-
ics requires a substantial amount of human effort. Their spatial resolution is also
not very good, which limits their accuracy. After the E-616 and 701 experimental
runs, the CCFR group replaced their spark chambers with drift chambers, which
could be digitally read out with greater precision.

In the E-744 data analysis CCFR extracted the strange and antistrange quark
distributions independently for the first time [61]. Their measured zs(z) and 235(x)
distributions plotted as a function of Bjorken x are shown in figure 14. They found

that the strange and antistrange seas are consistent within errors, however the
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FIGURE 14. E-744 strange (left) and antistrange (right) sea extractions. Both
are plotted with the total (2g(z)) sea distributions, scaled to the same size for

comparison.

strange sea appeared to be a touch larger at low = than the antistrange sea. This
was attributed to a possible deficiency in the charm mass threshold behavior in
the cross section model they used.

After the continuation of data taking in the E-770 Run, two more analyses
were performed on dimuon events: one based on the simple quark model that
had been used in all past measurements [62], and another utilizing some new
calculations that included, to first order, some of the contributions from gluons
in the charm production cross section (more on that next chapter) [63]. Both
measurements found that the strange and antistrange seas were consistent within
errors, however the uncertainty due to the mixed neutrino and antineutrino beams
makes those errors large.

CCFR was not the only game at Fermilab in terms of neutrino scattering.

Another neutrino experiment, E-531, was run from 1979-1980 to try and see if v,,’s
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FIGURE 15. The E-531 detector

oscillate into v,. The general idea was to put a detector in a muon neutrino beam,
and watch for the production of tau’s rather than muons. In order to do this a
detector with very good spatial resolution was required, as any prospective tau
would decay after travelling a microscopic distance in the detector. E-531 did this
by placing plates of nuclear emulsion — essentially thick photographic plates, at the
front of the detector as a target. When an interaction happened in the emulsion
the tracks would be preserved in it, allowing measurements of the event vertex
to microscopic accuracy [64]. Figure 15 shows a layout of the detector. Behind
the emulsion layer they had a drift chamber based tracking detector to record
when events happened in the emulsion, and provide a general estimate where to
look to find the more detailed vertex from of the interaction in the emulsion itself.
After the run, the nuclear emulsions were pulled out of the detector, developed and
scanned, and computers matched up the drift chamber tracks with scanned dots in
the emulsions. E-531 did not see any evidence of muon neutrinos changing into tau

neutrinos, however they were able to provide measurements of the production and
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decay characteristics of 122 charmed particles created in their emulsion [65]. Some
of their measurements are still the only data available for neutrino production of
charmed mesons.

During the late 80’s and 90’s three neutrino scattering experiments were ex-
ecuted at CERN to study electroweak and neutrino oscillation physics: CHARM
IT [66], NOMAD [67], and CHORUS[68]. CHARM II was designed to study elec-
troweak interactions between muon neutrinos and electrons. To do this they em-
ployed a low density target so that they could more easily distinguish between
scattering with electrons and hadrons by the shape of the resulting particle shower.
The light target allowed the shower to propagate further, making it easier to use
the width of the shower, narrow for electrons, and wide for hadrons, to determine

whether the event was from electron or nuclear (hadron) scattering. The detec-
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tor is shown in figure 16. They used an array of 2 inch thick glass plates as a
low mass target, held together in a magnetized frame like the original CHARM
detector. Following each glass plate they had scintillators and an array of 352,
1 cm wide streamer tubes for particle tracking. The streamer tubes were sort of
like small tubular spark chambers, shaped like coaxial cables with gas as an in-
sulator. When a charged particle passed through the scintillators, a high voltage
(4.3 kV) pulse would be applied to the outside of the tube, which would create
streamers, like sparks, along any tracks through the tube. The sparks would create
a pulse on the inside wire that could be measured, giving a position measurement.
Like drift chambers, arrays of streamer tubes measure position in one direction
and must be used in (at least) pairs to get both directions. Like its predeces-
sor CHARM, CHARM II also had a muon spectrometer following the calorimeter
based on 6 toroidal magnets with drift chambers for tracking in between. CHARM
IT recorded 4111 v, and 871 7, induced dimuon events, and measured the size and
shape of the strange and (assumed equal) antistrange seas.

The CHORUS experiment, shown in figure 17, was designed to look for
v, — v, oscillations like the Fermilab E531 experiment. Also like E531, CHO-
RUS employed nuclear emulsions to try to resolve any tau vertices in their target.
Their detector design, was similar to E531, however instead of using drift chambers
to track particles emanating from the emulsion detectors, CHORUS employed scin-
tillating fiber detectors. Scintillating fibers are just “wires” of flexible scintillator.
In the CHORUS case they were pasted together into ribbons, then attached to a
CCD. If a particle interacted in one of the fibers, the resulting light traveled along

its length, and was converted to an electronic signal by one of the pixels in the
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FIGURE 17. The CHORUS detector

CCD. The fibers used by the CHORUS experiment were 0.5mm wide, providing
very good position resolution for matching tracks up with hits in the emulsions.
Following the fiber detectors was a scintillator based calorimeter, and magnetized
muon spectrometer using drift chambers and streamer tube arrays for tracking.
CHORUS is expected to significantly improve on the charm production and decay
measurements of E531, however gargantuan task of scanning the emulsions is still
underway.

The NOMAD detector ran at the same time as CHORUS, in the same neu-
trino beam, and was also designed for a v, — v, oscillation search. The detector
is shown in figure 18. The target was at the very front of the detector, constructed
from iron and arrays of 18.5 cm wide scintillator strips. The bulk of the detec-
tor was placed inside a 0.4 Tesla dipole magnet, with drift chambers forming the

“active target”. These were followed by an array of TRD, or transition radiation
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FIGURE 18. The NOMAD detector

detector modules. A transition radiation detector consists of two different mate-
rials, each with different dielectric constants. When a relativistic charged particle
crosses the boundary between the two dielectrics the sudden change in the electric
field causes detectable photons to be emitted. The number of photons emitted
is proportional to the relativistic boost of the particle that travels across the di-
electric boundary, so that TRD’s coupled with another calorimeter can be used to
identify the particles travelling through the detector. Following the TRD’s in the
NOMAD detector was a stacked array of lead glass blocks as an electromagnetic
calorimeter. Lead glass is used as a Cerenkov radiation detector. When a charged
particle exceeds the speed of light in a medium, it emits light that can be detected
by a photomultiplier. Following the magnetized active target region is an array of
iron plates and 18 cm wide scintillator paddles for measuring the energy of neu-

tral hadrons. Those hadrons would interact in the high density iron, and energy
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measured in the scintillators. Following that is a toroidal magnet and set of drift
chambers to measure the momentum of any muons resulting from the interaction.

NOMAD (as well as CHORUS) ran with a 95% pure neutrino beam, and mea-
sured the overall level of the strange sea with a sample of 2829 dimuon events|69].
Like many of their predecessors without a pure neutrino beam, they relied on a
transverse momentum dependent algorithm to determine which muon came from
the weak vertex and which from the charm decay. Using this algorithm they
determined that 2714 events were from neutrino scattering, and 115 were from
antineutrino scattering.

Table 1.2 summarizes neutrino experiments that have measured opposite
signed dimuon events. The early measurements concentrated on establishing that
opposite sign dimuons were in fact due to charm production, and gave first looks
at the size of the nucleon strange component. As the intensities of neutrino beams
increased, so did the number of dimuons seen in neutrino detectors. Most of the
experiments listed used neutrino and antineutrino beams with relatively high levels
of impurity, so that either symmetry between the strange and antistrange seas
needed to be assumed, or semi-accurate algorithms based on the event kinematics
needed to be used to try to determine whether a dimuon originated from a neutrino
or antineutrino event. With high statistics samples of both better than 99% pure
neutrino and antineutrino beams NuTeV has been able to use the charge of the
observed muons to determine which originated from the weak vertex, and which
originated from the charmed particle decay. This allows more precise determination
of event kinematics. Further, a priori knowledge whether the event originated by

neutrino or antineutrino scattering allows independent determination of the sizes
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‘ Experiment  Date Dimuons SS Beam Strange Ret’s ‘
Gargamelle '72-'75 117 no level [54]
HPWF T4-"75 14 no no [44, 45]
Caltech- s
Formilah 74-"75 8 no level [47]
s s 199 v
HPWFOR  ’76-'78 e both level [51]
CENRR  '77-'78 100 10 10 [70]
N 10381 v ~ 99% v o
CDHS 77-'83 35137 o 80% 7 LO,s=73 [58]
on s 852 v
CCFRR 80-'82 68 7 yes level [71]
ron + 495 v ~ 91% v o
CHARM 8283 00 ~ 07, s=3, po 72]
. 5043 v O, ~NLO
CCFR 8588 o 1o oex edvp, (616263
FMMF 1988 393 no level [73]
- qilv  927%v —
CHARM II 8691 "o 7 o0 LO, s =3 [74]
v s 5139 v 99.9% v LO, NLO
NuTeVe 9697 yaghy 99.7% v §=3, 5#3 [75]
CHORUS  '94-'97 10718_1/ 94% v level,s =5 [76]
420 v
NOMAD 94798 2711@; 04% v LO, level [69]

TABLE 3. Summary of neutrino experiments measuring dimuon events. For each
experiment, the date it took data, number of dimuons recorded, whether or not a
sign selected beam was used, what strange sea measurements were performed (if
any), and references to their dimuon analysis are listed. In the “Strange” column,
“level” indicates only the overall level was measured, LO or NLO indicates the
order in a; of the measurement,”s =37 or “s # 57 whether or not the strange and
antistrange seas were assumed equal, and “p,”, indicates that a kinematics based
algorithm was used to determine the muons from the leptonic or hadronic vertices.

*HPWFOR took data with both a “Quad Triplet” mixed v/7 beam, and a sign selected beam

®*CHARM cut 7 dimuons which had E,_charm > 2E,_ieptonic to increase purity

“Results with v statistics around 13,600 events are expected soon [77]
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and shapes of the strange and antistrange seas, so that they need not be assumed
identical. This data then provides the best opportunity so far to study whether

there is a difference between the strange and antistrange seas.

1.3 What to Expect in this Thesis

This thesis is organized in five chapters: The first you have just read. The
second attempts to provide some necessary theoretical background for understand-
ing neutrino deep inelastic scattering, structure functions, charm production and
QCD, with further details scattered throughout subsequent chapters as necessary.
The following chapter covers the NuTeV experiment, beamline, detector and elec-
tronics, along with some of the details of data taking. The fourth chapter describes
the NuTeV Monte Carlo software models and the extraction of the forward dimuon
cross section used in the NLO analysis, discussed in detail in chapter 5. A series of
appendices immediately follows, and then the bibliography. At the very end there

is a blank page..



45

CHAPTER II

SOME THEORY

2.1 The Standard Model

“The Standard Model” is the name particle physicists have given to the
theory which to date has successfully described the fundamental components of
matter and their interactions with each other. In it, everything in the universe is
either constructed from or interacts by means of particles. These particles come in
two varieties, fermions and bosons. To be overly simplistic, one could say fermions

are what everything is made of, and the bosons are what holds them together.

Force Relative Strength | Mediator | Mediator Mass
Strong 1 gluon 0
Electromagnetic 1072 photon 0
W+ W= 80.4 GeV
—5 )
Weal 10 2 91.2 GeV
Gravity 10742 graviton 0

TABLE 4. The four known forces and their mediators.

Table 2.1 summarizes the four known forces in nature, and their associated
bosons which mediate those forces [78]. The forces are classified by their strength
at distance scales around that of an atomic nucleus. The strongest force is the aptly
named “strong force” which binds together the particles that make up atomic nu-
clei. It is mediated by a massless particle called the gluon. The behavior of gluons

will be discussed in more detail a bit later, when we talk about Quantum Chro-
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modynamics, the theory of the strong interaction. The next strongest force is the
familiar electromagnetic force, mediated by the massless photon. The electromag-
netic force is the union of electricity and magnetism, which in turn has been unified
with the “weak force” in the Standard Model. The weak force is mediated by the
exchange of either charged W bosons, or the uncharged Z° boson. W exchange is
referred to as a “charged current” weak interaction, and Z° exchange is referred
to as a “neutral current” weak interaction. All fermions interact via weak inter-
actions, but only those with charge are able to interact via the electromagnetic
interaction. The weak force is not the weakest force however, at subatomic dis-
tances gravity is by far the weakest of the four. Gravity affects all the different
kinds of particles, but its affect upon them is minuscule compared to the other
forces at the distances investigated in accelerator experiments.

This perhaps seems backwards. Why is it in everyday life gravity seems
to be the strongest of the forces, governing even planetary and galactic motion?
Why isn’t gravity on the top of the list? Part of the reason is that both the
electromagnetic and strong interactions are in some sense too strong for their own
good, finding ways to cancel out their effects by balancing out their respective
charges very quickly. A person and a chair both contain a tremendous number
of electric charges, but because the charges are for the most part paired up into
stable, neutral atoms, people generally do not become permanently bound to their
chairs when they sit down, and end up only fighting the force of gravity when they
stand back up again. By the same token the color charges in atomic nuclei also

cancel each other out, with the strong interaction being so strong, that if one tries
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separating quarks from the proton or particle they are bound in, it turns out to
be much easier to create particles out of the vacuum in order to cancel out the
resulting bare color charges.

With the strong and electromagnetic forces more or less out of the picture,
we are left with the the weak interaction and gravity. The weak interaction does
not have “charges” that may cancel in the sense of the previous two forces. Being
higher on the list one would then expect it to be stronger than gravity. It is, but
because the bosons which mediate it have large masses the range of the weak force
becomes short, constrained more or less the distance of an atomic nucleus. Adding
a mass to the particle which mediates a force modifies the familiar %2 dependence
we see in the electromagnetic force with an e~/ factor, where a becomes smaller

the larger the mass of the boson is. So that more or less leaves gravity as little

guy left over after the teams have been picked.

Lepton | Charge (e) Mass
e -1 0.511 MeV
Ve 0 <3 eV
Py 1 105.7 MoV
v, 0 <0.17 MeV
T -1 1777 MeV
Vs 0 <18.2 MeV

TABLE 5. The six leptons

The other half of the way we’ve divided up the universe, the fermions, come
in two kinds: quarks and leptons. The quarks feel the strong interaction, the
leptons do not. There are six known types of each, divided into 3 “generations”.
The leptons are summarized in table 5. Each of the three generations of lepton

consist of a charged lepton and neutrino pair. Each pair, or “doublet”, shares the
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same characteristic called “lepton number”, which is conserved in all interactions.
Of the charged leptons, only the electron is a stable particle. Both the muon and
tau decay, with the muon lifetime around 2 microseconds, and the tau lifetime (an
incredibly short) 3 x 1073 seconds.

The neutrinos are somewhat different beasties than their charged partners.
They are uncharged leptons, so therefore only feel the weak interaction. Because
of this they interact only very rarely with matter. So rarely in fact that on average,
a 35 GeV neutrino can travel through 1000 Earths before interacting [79]! Within
the Standard Model the neutrinos are stable massless particles. Experimentally it
is unknown whether the 1 and 7 neutrinos decay like their charged partners, and
all direct measurements of neutrino mass to date have yielded results consistent
with zero. There is now compelling evidence however that transitions between
the neutrino flavors do occur[80, 81, 82], which imply that the neutrino masses,
though small, are not exactly zero. These transitions are consistent with the idea
that the neutrino mass eigenstates and flavor eigenstates are different, causing
the flavors to mix. This mixing leads to oscillatory behavior between neutrino
flavors. Depending on when you look, a neutrino produced as a v, can behave like
a v, then again like a v, later. The extent to which this is true and the details
of neutrino oscillations are currently a very active field of study, which we will
make no attempt to summarize here. In this thesis we are primarily interested in
neutrinos as sophisticated hammers rather than neutrinos as objects of study.

The other group of fermions are the quarks, summarized in table 6. Quarks
are the particles which make up hadrons, like protons, neutrons, and pions. One

can approximately say that protons are constructed from two up quarks and a
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Quark | Charge (e) Mass
up +2/3 1.5-4 MeV
down —1/3 4-8 MeV
strange —1/3 80-130 MeV
charm +2/3 1150-1350 MeV
bottom —1/3 4100-4400 MeV
top +2/3 173000 MeV

TABLE 6. The six quarks

down quark, and a neutron is constructed from two down quarks and an up quark.
Nobody has ever observed a quark by itself. Because of the nature of the strong in-
teraction which binds them together, quarks will always be bound to other quarks.
There are two kinds of hadrons that the quarks form: baryons and mesons. Baryons
are bound states of 3 quarks or 3 antiquarks, and mesons are bound states of a
quark-antiquark pair. Quarks are electrically charged, but also carry a “color”
charge. Unlike the two charge polarities in electromagnetism, The strong charge
has three different polarities, called color in analogy with the primary colors. To
make a baryon, three quarks, one of each color, bind together to become “color
neutral”. For a meson a color and its anti-color bind together to become color
neutral. Hadrons that will be referred to in this thesis and their quark makeup are
summarized in table 7. Mesons and Baryons are grouped together in the top and

bottom halves of the table respectively.

2.2 Charged Current Deep Inelastic Scattering

Neutrinos are excellent tools for illuminating the structure within protons
and neutrons. As far as we know neutrinos are without structure themselves, and

act like point projectiles. Since they are uncharged and do not feel the strong in-
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Hadron Mass Mean Lifetime Quark Makeup
7t~ | 0.140 GeV 2.603 x 1078 s ud,du
70 0.135 GeV 8.4 x 10717 s (uw — dd)/v/2
Kt K~ | 0494 GeV 1.234 x 1078 s us, us
—0 0.893 x 1071 s (short -
KK 0.498 GeV 0.530 x 108 s Elong)) sd, sd
Dt . D~ | 1.869 GeV 1.057 x 10712 s cd,ed
DD | 1.865 GeV 0.415 x 10712 s o, od
D¥.D,; | 1.968 GeV 0.467 x 1072 5 Cs, Cs
proton | 0.938 GeV stable uud
neutron | 0.940 GeV 887 s ddu
A, 2.284 GeV 0.206 x 10712 udc

TABLE 7. Hadrons referred to in this thesis

FIGURE 19. Cartoon of charged current event as observed in detector, with
measured quantities shown. An unobserved neutrino with energy FE, comes in
from the right, and interacts with a nucleon, producing a muon with momentum
p,, at an angle of 0, and a hadronic shower with energy Fp,q

teraction, they only interact weakly with the protons and neutrons in a prospective

target. As we will see, this can allows the structure of the particles struck by the

neutrinos to be studied in a unique way.
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2.2.1 Charged Current Deep Inelastic Scattering Kinematics

A charged current interaction in the NuTeV detector looks somewhat like
the cartoon shown in figure 19. In the figure, an unobserved high energy neutrino
interacts inelastically with one of the stationary protons or neutrons in the de-
tector, breaking it apart, then converting to an outgoing muon. When a charged
current event like this occurs in the Nu'TeV detector, two kinematic quantities are
measured. They are the momentum vector of the outgoing muon (p,. 0,. ¢,), and
the energy deposited in the detector by the hadron shower (Eyap).

We will want to understand the cross section for these events, but before
doing that we need to define some useful kinematic variables. The neutrino (or
antineutrino) enters along the detector axis (z axis) carrying 4-momentum k and
interacts inelastically with a hadron sitting at rest (4-momentum p) in the target.
4-vectors for the initial state would be (note that we are following the particle

physics convention where ¢ = h = 1):

k = (E,0,0,E,) (2.4)

p = (M,0,0,0) (2.5)

Here M is the mass of the struck hadron and FE, is the energy of the incoming

neutrino. FE, ideally can be reconstructed from measured quantities:

El,: ,/pi+mi+EHAD (26)
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The square of the center of mass energy, s, would be:

s = (k+p)? (2.7)

= 2ME, + M? (2.8)
We will give the outgoing muon 4-momentum k’. In the lab frame, this is:
k' = (E,.p,sinb, cos¢,,p,sinb,sind,, p,cosb,) (2.9)

The momentum transferred to the hadronic system would be q = k — k/. The

momentum transfer squared, ¢2, is then:

¢ = (k—k)? (2.10)
= (B, — E,,—p,sinb, cos ¢,, —p,sinf,sin¢,, £, — p, cosf,)?* (2.11)

= 2E,(p,cosb, — E,) +m?

2 (2.12)

This is often used as Q* = —¢*:

Q* =2E,(E, — p.cosb,) —m,, (2.13)

At high FE,, as is the case with NuTeV, the mi term can be safely neglected. Doing

SO:

Q*> = 2B,(E,— E,cos0,) (2.14)

6
= 4F,E,sin’ 5" (2.15)



One could further simplify this with the small angle approximation:

Q*~ E,E,0;

The energy transferred to the hadronic system, v is:

_ p-q
]/ o [—

- E,-E,

= FEgap
The invariant mass of the hadronic system squared, W2, is:

w2 = (p+a)
= M?*+2M(E, - E,) + ¢

= M?+2Mv — Q?

23

(2.16)

(2.17)
(2.18)

(2.19)

(2.20)
(2.21)

(2.22)

For a heavy particle, like any of the charmed mesons, to be produced in the

hadronic shower, W2 would need to be greater than the mass squared of that

particle.

The inelasticity, y is defined as:

T |
g.‘.
R FIL

=
$

Eyap
Ev

(2.23)
(2.24)

(2.25)
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FIGURE 20. A Feynman diagram of CC DIS

An event with y = 0 would pass no energy to the hadronic system and therefore be
elastic, an event with y = 1 would pass all the neutrino’s energy to the hadronic

system, so would be completely inelastic.

2.2.2 CC DIS Cross Section and Structure Functions

In this thesis we are investigating events which were the result of inelastic
charged current interactions of muon neutrinos with protons and neutrons. In
charged current neutrino scattering, the incoming neutrino interacts with the nu-
cleon via a W boson (which is charged, hence “charged current”). A diagram of
a charged current interaction is shown in figure 20. The incoming neutrino with
four-momentum k exchanges a W with momentum q in interacting with the proton
or neutron. This inelastic interaction breaks the nucleon into n particles labeled
P1 — Pn and, conserving charge, converts the muon neutrino into an outgoing muon

with momentum k’.
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We want to understand the cross section of these events[83, 84, 85]. It is
usual to calculate a cross section by starting with Fermi’s Golden Rule:

[M?

d:
7T 7%

dr (2.26)

Here M is the invariant scattering amplitude, ® is the flux of the incident particles,
and dI' is a differential slice of final state phase space per incident particle. The
flux factor @ is given by:

O = 2A(s,m2, M?) (2.27)

Here the “triangle” function A(a,b,c) is given by:

A(a,b,c)z\/a2+b2+02—2(a-b+a-c+b-c) (2.28)
In the rest frame, and following the very good approximation that m,, is zero:
b =4ME, (2.29)

The final state phase space is the product of all possible kinematic configurations

of the final state particles, namely the muon and particles in the hadron shower:

d3k/ n / n

dl' = (2m)*6* [k kK — ! 2.30

(27)%2E, er:[ o) 32E’ (2m) ( TP ;g) (2:30)
,LL hadron shower momentum conservation

Each of the components that make up dI'" are bracketed in equation 2.30. There

is a differential factor for the outgoing muon and all combinations of outgoing
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particles in the hadron shower, a delta function to enforce momentum conservation,
and a statistical factor S. S includes a combinatorial factor of 1/5! for each group
of j identical particles in the final state.

The last and most interesting component of the cross section is |M|?. This
is the invariant scattering amplitude, and it is here where the physics of the CC
interaction lies. At the most fundamental level, the interaction can be factored into
a weak vertex, propagator for the W boson, and a hadronic vertex. The matrix

element M is then:

1
M = V2G (K )y (1 = °)w(k) Tr (X[ |p, o) (2.31)
EW vertex M‘%V hadronic vertex
propagator

where v and 7 are spinors representing the incoming neutrino and outgoing muon
respectively, the v*(1 — ;) is the V-A weak interaction, where 7* is one of the

usual Dirac gamma matrices:

7P = (2.32)

No= (2.33)

where the 7 in the 7/ gamma matrices ranges from 1 to 3, and the o'=% are the

Pauli spin matrices. +* is the product of the four gamma matrices:

0 1
7 =iyt = (2.34)
10
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The weak current, JV°®* transitions the initial nucleon state |p,o) to the final
hadronic state (X|. The superscript and subscript o’s indicate a sum over all four
possible values, 0-3.
The cross section is proportional to the square of square of M, which can be
written:
IM|? = %Laﬁwaﬁ (2.35)

QQ
M2
MW

where L,sWe? are tensors describing the leptonic and hadronic vertices respec-

tively. Because the neutrino and muon are point particles, the leptonic tensor is

easily written down:

Lag = [P(k)7a(1 = 75)u(K")] [E(K)5(1 = 25)v(K)] (2.36)

= 8lkokly + kgkiy — (k- k' — M) gap F i€aprsk k"] (2.37)

where €,4,5 is the totally antisymmetric tensor. It is +1 for €y103 and all even per-
mutations, -1 for all odd permutations, and zero if any of the indices are the same.
The F in equation 2.37 is subtraction for neutrino-nucleon scattering, addition for
antineutrino-nucleon scattering.

We don’t at this point want to make any assumptions about the structure
of the hadronic vertex. The most general form for the hadronic tensor assuming

only Lorentz invariance is:

a3 caByo @B
af af3 pp 1€ p'yq5 q-q
W=t e = g We s
@B B (B B o
r°d’ + 1% i(p"q” — p’q
W5+ ( e )WG (2.38)
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Here the W’s are Lorentz scalars dependent on @Q? and v. They are called structure
functions and describe the structure of the target that the neutrino or antineutrino
is interacting with. Several of these structure functions can be eliminated upon

evaluating L,z W

— The Wy term of LQBWaﬁ becomes: eamgmk"s%W& This will be

zero, since ¢ = k — k/

— Both the W, and W5 terms will be proportional to the mass of the outgoing

muon, so can be safely neglected at NuTeV’s energies.

This leaves W;_3 which when contracted with L,s gives the following differential

cross section[86:

*

do?® G2 E (o 0* (o 0
o E K WQ()COS2§+2W1()sin2§

Qv or (1 + %) Ey

+ (%) Wy ® sin? %l (2.39)
Here Q? and v are as defined in equations 2.10 and 2.18 respectively, 6* is the CM
muon scattering angle, £, and F, are the incoming muon-neutrino and outgoing
muon energies. G is the Fermi constant, the coupling constant for the weak inter-
action, where Gr/(he)® = 1.166 x 10°GeV =2 [87]. The =+ in equation 2.39 is + for
neutrino scattering, and — for antineutrino scattering. The cross section and struc-
ture functions are also different depending on whether neutrinos or antineutrinos
interacted with the nucleon. This is indicated with the v(7) superscripts.

In charged lepton (e or p) scattering, the Wj term would disappear, as it

comes about from the interference between the vector and axial vector weak cur-
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rents. Since parity is conserved in electromagnetic interactions, which dominate
in deep inelastic electron and muon scattering, this term would vanish.

In 1969, Bjorken suggested that the structure functions should depend on a
single “scaling variable” at very large values of Q2 and v [86]. This removed the
explicit dependence on @2, which was equivalent to saying the scattering occurs
from free point particles. As @2 increases, the boson in the interaction is able
to resolve smaller and smaller distance scales. The cross section’s dependence on
@Q? would indicate that substructure existed to be resolved. A free point particle,
however would have the same cross section no matter how close one looked, no

matter the Q2. For free point particles then:

2 2
point Q . Q
2W = p 0 (1/ —QM) (2.40)
2
point _ 5, & 2.41
Ws (” 2M> (241)
oin Q2
These can be re-arranged to:
2 2
point Q . Q
2MW7 = 2M1/5 <1 2MU> (2.43)
point QQ
vW, = 0 (1 — 2MI/> (2.44)

wrent — 51— @ 2.45
e 2Mv (245)
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In scattering off Dirac point particles, the structure functions become merely
functions of a single variable proportional to the ratio of Q2 and v. This scaling

variable is defined as:

QQ

r = g (2.46)
Q2
= (2.47)

In the limit where Q% and v are large (with large being > 1GeV) the cross

section, 2.39, can be re-expressed with the following substitutions:

MWYP(Q? ) — () (2.48)
W@ ) = FP(a) (2.49)
yWEPQ ) - FP(a) (2.50)

cos" — 1—2 (2.51)

Giving:
do?@) B G2ME, (1—y— Mscy)Fu(v)( )+y_2[2 FV(U)( )
dedy T Y 2L, "2 o g Lt
+y (1 - %) [xF;@(x)@ (2.52)

Here for the moment we're also dropping the propagator <1 J[1+ ﬁ—;]) term, a
w

reasonably good approximation for fixed target experiments like NuTeV, where Q?
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FIGURE 21. o{ vs E, from FNAL-E-0001 and FNAL-E-0815. The red points
and line are from E-815, superposed on top of the original FNAL-E-0001 plot. The
errors on the E-815 data are smaller than the point size.

rarely tops 100 GeV2, let alone MZ2,. We can also safely drop the %ﬁy term ahead

of Iy ®) (). The total cross section is found by integrating over x and y:

2
+y (1 _ %) eFP(2))| (2.53)
_ GF# /0 e EF;@W) 4 é(%ﬂ”@(m)) + %(xFé’(p)(x))} (2.54)

This leads to a prediction: The total neutrino cross section is proportional to the
energy of the incident neutrino. This was confirmed by the Gargamelle Bubble
chamber at CERN in 1972[88], and FNAL Experiment 0001 in 1973[40]. A plot of

FNAL E-0001's measured total neutrino cross section[89] as a function of energy



62

is shown in figure 21. NuTeV'’s total neutrino cross section measurement is super-
posed on the original figure (red points, NuTeV’s errors are smaller than the size

of the points). Scaling is still valid after 30 years!

2.2.3 The Quark Parton Model

Following Bjorken’s lead, e-p deep inelastic scattering experiments at SLAC
looked for and found scaling behavior in the structure functions in the late 60’s
and early 70’s [90, 91]. Upon seeing some of the first SLAC results, Richard
Feynman adapted a model of hadron structure he was developing for hadron-
hadron interactions to the electron-proton case. In Feynman’s model, a proton
was made up of point like “partons”, each carrying a fraction of the proton’s
momentum, z [92, 93, 94]. The model utilized the “infinite momentum” reference
frame, where the proton was boosted to near infinite momentum relative to the
incident particle. The advantage of this reference frame is that the partons are
slowed down through time dilation to such an extent as to prevent interactions
between them. They then can be treated as free particles, and one can begin to
consider probing them without necessarily requiring detailed understanding of the
forces binding them together. The infinite momentum frame becomes reasonable
to use at energies greater than 1 GeV, where the scaling behavior was seen in the
SLAC experiments.

Although with the confirmation of scaling it became clear that nucleons had
substructure, at that time it was unclear what the nature of Feynman’s partons
really were. The quark model[29, 30, 95] had been in circulation for several years,

and very successfully gave order to the zoo of hadrons and mesons discovered in the
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50’s and 60’s, but was still viewed with some degree of skepticism. The quark model
constructs a proton out of 3 spin 1/2 particles called quarks, seemingly violating
the Fermi exclusion principle. To avoid this problem a new quantum number, color
196, 97, 98] was invented. In a proton, each of the 3 quarks would carry a different
value of the 3 possible color quantum numbers, allowing them to bind together in
the same nucleon. Only “color neutral” particles can exist, hadrons, where the 3
primary colors would cancel to become “color neutral”, and mesons, where a color
would match up with its “anti-color” to become color neutral. There also was (and
continues to be) no experimental evidence for unbound free quarks. To explain
this, the concept of quark confinement, that the binding between bound quarks
actually increases one tries to them apart, was introduced. If one imagines slowly
trying to pull a pair of quarks apart, the potential energy increases linearly. It
eventually increases to such a level that it becomes more energetically advantageous
to pull quark-antiquark pairs out of the vacuum, which then combine together
with the original quarks into mesons. Leonard Susskind describes some of the
early theoretical work on quark confinement in the context of quark-antiquark

production in electron positron collisions[99]:

Feynman’s theory of the process was very simple. He would put his
hands in front of his face, almost touching, Then he would quickly
draw them apart. While doing this he would make a sound something
like “Brrrrrrrrrp.” 1 interpreted this to mean that each outgoing quark
would radiate a pair, which would almost keep up with their parents.
Then one of the newly produced quarks would mate with its parent,
producing a meson...”

Quark confinement may have explained why unbound quarks were not seen,
but this seemed to contradict the scaling behavior seen experimentally. The con-

cept of asymptotic freedom [100, 101] solved this problem by showing that the
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strong coupling effectively disappears at short timescales, as in the case of the
infinite momentum reference frame, which allows the quarks to behave like free
particles within the nucleon. The stage was then set. In 1974 the charmed J/v¢
meson, predicted to exist by the quark parton model, was jointly discovered by
groups at Brookhaven and SLAC [102, 103]. This confirmation brought general
acceptance of the quark parton model as a description of nucleon structure.

How then are partons, at this point assumed to be quarks, distributed inside
the nucleon? To answer this we start by looking at elastic scattering of point spin
1/2 particles. Elastic scattering of point particles depends only on the center of
mass energy and the total angular momentum of the system. In the case of elastic
neutrino and antineutrino scattering off spin 1/2 point particles, there are two
possibilities for the total angular momentum: 0, and 1. Neutrinos are always left
handed, and antineutrinos are always right handed. The v*(1 — ~%) operator in
charged current weak interactions (i.e. in eq. 2.31) projects out left handed parti-
cles, or right handed antiparticles. This is the V-A, “Vector minus Axial vector”,
structure of the weak interaction, where v* corresponds to a vector coupling, and
v*~5 corresponds to an axial vector coupling. This means the weak interaction vi-
olates parity: If you reflect a left handed quark in a mirror, making a right handed
quark, it can no longer interact via the weak interaction. This is different from the
electromagnetic interaction which is a vector (v*) coupling and conserves parity.
The V-A structure for weak interactions gives the 4 helicity possibilities shown in

figure 22.
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FIGURE 22. Possible helicity configurations for v and 7 scattering

Total spin =C

Total spin =1

The total cross sections for each of these cases are, for total spin zero:

do®  do”® G*LME (2.55)
dcos@*  dcosO*  w(l+ QM3 )> .
and for total spin 1:
do do™ GLME 1+ cos0*\’
_ — > (2.56)
dcos@*  dcost@*  w(l+ Q?*/Mj,)? 2
We can apply the substitution in eq. 2.51 to eq. 2.56:
do"®  do™1 G*ME 2
dy dy  w(1+ QM) t=y) (250

The above equations give the cross section for neutrino interacting with a
generic spin 1/2 particle, however we want to scatter off quarks. To do so we
introduce the idea of a parton distribution function. A parton distribution function

¢i(x) is defined in the simple quark parton model to be the probability that a



66

struck quark of flavor ¢ has the momentum fraction x of a hadron’s momentum.
The momentum distribution of the struck quark is given by xg;(z). Following what
we found in the generic case then, the differential cross section for neutrino quark

scattering would be:

do"% G%:ME,
; 2.58
dedy ~ w(1+ Qg ) (2.58)
Similarly for neutrino scattering off antiquarks:
dO'VE G%MEU 2
- 1— G. 2.59
Making the total cross section for neutrino scattering:
vIN 2 ME
da GpME,x (2.60)

dxdy - (1 + Q%/M3,)? ;[qz(:ﬂ) + (1 —1)%g(z)]

Here the ¢;’s would be defined as pdfs for that particular nucleon (typically a

proton). Antineutrino scattering follows in an analogous way:

do"V  GIME,x B
drdy m(1+Q2/M3,)? Z i) + ()] (2.61)

We can use the y dependence of these two expressions to determine the quark

composition of the structure functions in equation 2.52. In doing so we find:

20 Fy N — Qquf(”)N + 27N ()] (2.62)

2

1

BN = 2zxq:<">N + 23,7 ()] (2.63)

rFy N = 2zxq;’<”>N — a7, " (w)] (2.64)
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One can immediately see in the simple quark model, where the scattering is exclu-

sively off free spin 1/2 partons, the Callan-Gross [104] relation:

This relation was confirmed in early experiments at SLAC[105], demonstrating that
scattering was in fact occurring off spin 1/2 quarks. The Callan-Gross relation is
slightly violated however: Interactions between the quarks can give them transverse
momentum, which causes them to act like spin-0 particles. This violation of scaling
is one of the pieces of evidence that lends support to quantum chromodynamics,
the very successful theory of strong interactions.

Charged current weak interactions change the flavor of the struck quark.
Charge conservation then constrains which quarks contribute to the structure func-
tions for neutrino and antineutrino scattering. To conserve charge at the quark
vertex, neutrinos may only scatter from d, s, @, and ¢ quarks, and antiquarks may
only scatter from u, ¢, d, and 5 quarks. The structure functions for neutrino-proton

scattering therefore become:

F¥(z) = 2z[d(z) + s(z) +u(z) + ¢(z)] (2.66)
cFy"(x) = 2zx[d(z) + s(z) —u(x) — ¢(x)] (2.67)

For antineutrinos:
FP(x) = 2xfu(x) + c(z) + d(z) + 5(x)) (2.68)

eFYP(x) = 2zfu(r) + c(z) —d(z) —5(2)] (2.69)
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The neutron structure functions are found in an analogous way, we apply strong

isospin invariance which demands:

d"(z) = uP(x) (2.70)
uh(z) = d*(x) (2.71)
d'(z) = @(z) (2.72)
w(x) = &'() (2.73)

To find the parton content of structure functions for a nuclear target (N) we will
assume that the nucleus in question is isoscalar, that there is an equal number of
protons and neutrons. This is not unreasonable for most nuclear targets, including
iron, the main component of NuTeV’s target. Assuming an isoscalar target, and
using the symmetries in eq’s (2.70-2.73) we obtain the structure functions for a

nuclear target:

FYN(z) = zfu(z) + d(z) +a(z) + d(z) + 2s(z) + 22(2)] (2.74)

eFYN(z) = xfu(z) +d(x) —7(z) —d(z) + 2s(z) — 2¢(x)] (2.75)

Here all the parton distributions above are those as defined for a proton. For

antineutrino scattering:

FyN(z) = zfu(z) + d(z) +7(z) + d(x) + 25(z) + 2¢(z)] (2.76)

eFyN(2) = 2fu(z) +d(z) —a(z) — d(z) — 25(x) + 2c(z)] (2.77)
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Structure functions in charged lepton scattering are derived in a similar way,
however as mentioned earlier xF3 vanishes because the electromagnetic interaction,
which dominates in charged lepton scattering, conserves parity. The electromag-
netic interaction is also sensitive to the quark’s charge rather than flavor, so the
structure functions are modified by factors of the quark charges squared. F; for

an isoscalar target in charged lepton scattering is:

R = 2 afule) + (@) + d(a) +d(z)] + ga(s(z) + 5(@) + ga(e(a) + () (278)

Here the % comes about from the average between proton and neutron structure
functions in assembling the nuclear structure function. In comparing the neutrino

and lepton structure functions, one can find an interesting relationship:
IN _ O N
FyY = —F" — —as(x) + zzc(x) (2.79)
The strange and charm contributions to F, are small, so:

FIN ~ %F;N (2.80)

This approximate % factor provides a simple, but more importantly testable,
connection between charged lepton and neutrino structure function measurements.
Figure 23 compares F; for iron at similar QQ? values from a muon-nucleon scattering
experiment performed by the EMC collaboration [106], with that from a neutrino-
nucleon scattering experiment performed by the CCFR, collaboration [107], scaling

the EMC data by %. The agreement is not perfect, but reasonably close. This ap-
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FIGURE 23. CCFR (v — N) [, vs EMC (p— N) I, x2 vs x

proximate % relationship between charged lepton and neutrino structure functions
is one of the important pieces of evidence which points to spin 1/2, fractionally
charged quarks as nucleon constituents.

The shape of F5 also tells us something about the constituents of the nucleon
[108]. Figure 24 shows what F, might look like with increasingly sophisticated
models of nucleon structure. On the top is the simplest case, where the nucleon
is constructed of 3 noninteracting quarks of equal mass. F» would then be a delta
function at x = % If we were to introduce some means for the quarks to interact
with each other, the quarks would then be able to re-distribute momentum between
themselves, which would cause this delta function to be smeared in x as shown in

the center of figure 24. This picture still does not match the measurements shown
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FIGURE 24. Cartoon of Fy. The expected Fy for noninteracting (top), bound
valence quarks (middle), and with sea contribution (bottom)

in figure 23 however. We must finally introduce a “sea” of low momentum quarks
spontaneously generated and destroyed within the nucleon as shown on the bottom
of figure 24. This implies that there are two groups of quarks in the nucleon:
More or less permanent “valence” quarks, which provide the nucleon’s physical
characteristics like charge and spin, and a constantly fluctuating, low momentum

component called the “sea”. The pdfs can reformulated to reflect this:

U = Uy + U (2.81)
d = d,+d, (2.82)
us = Ty (2.83)

dy = d, (2.84)
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Here the “v” subscript refers to the valence component, and the “s” subscript refers

to the sea component. Protons and neutrons do not have net strange or charm

quantum numbers, so there is no strange or charm valence distribution. Applying

these to the structure functions:

Fy™ ()

v Py (x)

= zluy(z) + dy(z) + us(z) + ds(z) + Us(z) + ds()
+ 2s(z) + 2¢(x)| (2.85)
= zfuy(x) + do(x) + us(z) + dy(x) — Us(7) — dy()

+ 2s(x) — 2¢(x)] (2.86)

If for the moment we assume quark and antiquark seas are equal for each

flavor:

Fy(x)

vFy (x)

= z(up(x) +dyp(x) + 2[us(x) + ds(z) + s(z) + c(z)])  (2.87)

= zuy(z) + dy(x) + 2s(z) — 2¢(x)] (2.88)

For antineutrinos:

Fy™ (x)

vl (x)

In this case:

= 2 (uy(x) + dp(x) + 2Jus(x) + ds(x) + s(z) + c(x)])  (2.89)
= zfu,(z) + dy(z) — 2s(x) + 2¢(x)] (2.90)
FV@) = V() (2.01)

= z[V(z)+ S(z)] (2.92)
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Here V() would be the total valence distribution and the S(z) would be the total

sea distribution. If one averages xF¥™ (z) and 2 FYN (z):

eFYN(z) + o FyN (2)

oY (z) = 5 (2.93)
= zfuy(z) + dy(2)] (2.94)
= zV(x) (2.95)

The averaged Fj is the total valence quark distribution. The parton distribution
functions are the probability of finding a particular quark at a momentum fraction
x. A proton is composed of two up quarks and one down quark, so when integrating

over all x:

/01 uy(x)de = 2 (2.96)

1
/ d,(z)dz = 1 (2.97)
0
The integral of F3 should then be:
1
/ F¥(2)dz = 3 (2.98)
0

This is called the Gross Llewellyn-Smith[109] (GLS) sum rule. The GLS sum rule
can be determined from measured structure functions, and the values obtained
are close but not quite 3. The current world average for the GLS sum rule is
2.64 £ 0.06 [85]. It is now known that there are corrections dependent on the
strong coupling a which pull the value obtained by the quark parton model down

by approximately 0.34 [94]. These corrections make determining the GLS sum rule
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a useful tool in measuring a,. F3(x) is measured, parameterized, and integrated,
and the required QCD corrections are used to determine the value of a4[110]. We
will discuss «, further in the next section.

The difference in £ between proton and neutron scattering provides another
useful, measurable, sum rule. Following the example of equation 2.66 for the
structure function of the proton and using isospin symmetry to convert it for the

neutron:

Fy"(x) = 2z[u(z) + s(z) + d(z) + ()] (2.99)
Subtracting the two and applying equations 2.83 and 2.84:

Fy™(z) — FyP(x) = 2zu(z) +d(z) — d(z) —u(x)] (2.100)

= 2zfu,(x) — dy(x)] (2.101)

Integrating this and dividing by 2x:

1 F2un _ F2VP
—dr=1 2.102
/0 2x o (2.102)

This is called the Adler sum rule [111], and has been measured in neutrino scat-
tering in hydrogen for F,” and deuterium for Fy™ to obtain a value of 1.01 4 0.20
[112].

An analogous sum rule for charged lepton scattering is the Gottfried sum

rule:
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Here the [(%)2 — (é)? factor comes from the up and down quark charges. When
this was measured in muon scattering however, the measured value was 0.240 +
0.016 [113], quite a bit different from the expected % The difference between mea-
surement and the expectation was explained if the up and down seas, assumed to
be the same in the derivation of the Gottfried sum rule, were in fact different. This
is the first instance where sea distributions assumed to be the same by symmetry
arguments in fact turned out to be different.

A final sum rule we want to consider is the integral of F5 in neutrino scat-
tering. F5 is essentially the momentum weighted sum of all the quark flavors in
the nucleon. If the quarks carry all of the nucleon’s momentum, the integral of
F5 should be 1. If we look again at figure 23 more closely however, we can see
that even by eye the integral of Fj is not 1, but more like 0.5. This means that
something other than the quarks carries half the nucleon’s momentum. The miss-
ing momentum would have to be carried by uncharged particles, or they would
contribute to the charged lepton scattering structure functions. The particles in
question must also not directly experience weak interactions, or they would con-

tribute to the neutrino scattering structure functions. These “missing” particles

are gluons, the carriers of the strong force.

2.3 Scaling Violation and Ry

One of the fundamental predictions of scaling is that the structure functions
should be independent of Q2. This is only approximately true. One of the ways
this scaling violation manifests itself is by breaking the Callan Gross relation (eq.

2.65). The derivation of the Callan Gross relation assumed that the spin % quarks
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were noninteracting. With roughly half of the nucleon momentum taken up by the
carriers of the strong force however, its quite clear that they are interacting. These
interactions can impart angular momentum to the quarks, making them behave as
if they were spin zero particles.

We want to “patch up” the structure functions to take this effect into account.
Scaling violation in the Callan Gross relation is typically expressed in terms of a
“longitudinal structure function”, Ry. Ry is defined as the ratio of the longitudinal

cross section to the transverse cross section:

Ri(z,Q?) = Z—; (2.104)
{1 + 4Z\éf;2:c2] Fg(l’, QQ) - 2£UF1(CL’, QQ)
_ S2F o ) (2.105)

Here the fact that the structure functions are no longer independent of Q? is
indicated in the structure functions’ dependence on z and Q2. “Longitudinal”
and “transverse” refer to the polarization of the interacting virtual W boson in
the infinite momentum frame. A longitudinally polarized W boson has m, = 0
(scalar), and transversely polarized W has my, = +1 or my = —1 (right or left
handed polarization). Longitudinally polarized bosons are not able to interact
with spin 1/2 partons and conserve helicity. This is the case in the simple quark
parton model where Ry approaches zero and the Callan Gross relation applies.
Conversely if the boson were transversely polarized, it would not be able to interact
with a spin zero parton and conserve helicity. If the target were exclusively made
from spin zero partons, Ry would then be infinite. Figure 25 shows the level to

which the Callan Gross relation is violated for several values of Q?, utilizing a
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FIGURE 25. Callan-Gross violation vs x at different Q2. As @Q? increases, The
Callan-Gross assumption becomes more accurate

parameterization of Ry from fits to charged lepton scattering data [114]. The line
at 1 indicates perfect agreement between F, and 2zF;. At small Q? the structure
function ratio deviates considerably from 1, but at higher Q? the ratio approaches
unity. This is asymptotic freedom at work. At short distances (high Q?) quarks
act like free spin 1/2 particles, but for longer distances they are able to interact,
and the Callan Gross relation is increasingly violated at lower and lower Q2. One

can re-express the Callan-Gross relation including Rp:

2.2
1+4]\lm

20 (z,Q%) = Tg%fy(x, Q?) (2.106)

which approaches equation 2.65 as Ry, goes to zero (also implying large Q? so that

(2415421;)2 — 0 as well).
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Using 2.106, the total cross section in equation 2.52 can be reformulated in

terms of Fy, xF3, and Ry:

do"™  GLME
- 2
iy (1)

2B,

M 2
(1_y_ﬂ+%

AM2q?
e 1)
1+ RL(.T, Q2)

B, @) £y (1-4) eFP(@,@1)] 2107

Alternatively, one can invert equation 2.106, and express the cross section in terms

of 2z Fy, xF3, and Ry, (it all depends on what you want to measure):

dov @) G2MFE ([(1 Mxy) 1+ R(z,Q?) . y? .
- 2 —Y- AM2g2 9
dxdy . <1 n z\% > 2F, 1+ ok 2
w

20 F' P (2, Q%) £y (1 - %) 2 FY®) (z, Q2)> (2.108)

Reformulating the cross section like this allows one to maintain the intuitive-
ness of the simple quark parton model definitions of the structure functions while
incorporating the effects of the interactions between them in the form of R;. We
will use both these equations in different ways, with the first being used to describe
the inclusive CC cross section. In both cases Ry is usually taken from external

lepton scattering data.

2.4 LO Charm Production

One can learn a considerable amount of information about nucleon structure
from the inclusive cross section discussed in the previous few sections, however
additional information can be obtained through study of noninclusive cross sec-

tions, where a particular final state is selected. A useful noninclusive cross section,
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FIGURE 26. Charged current charm production. v production at left, 7 at right.

especially since it is a primary subject of this dissertation, is the charged current
charm production cross section.

Figure 26 displays the Born level Feynman diagrams for charged current
neutrino charm production. As in figure 20, the muon neutrino (on the right,
analogous antineutrino scattering is shown on the left) interacts with a quark in
the nucleon via a W boson, converting into a muon. In the final state, in particular
we want to select a charm quark. In order for a charm quark to be produced and
for charge to be conserved at the hadronic vertex, the quarks “struck” by the W
can only be a strange or down quark (or bottom, but the distribution is very small,
so can be ignored). In antineutrino scattering, an anti-charm quark is produced,
so the only nucleon constituents that may participate are the anti-down and anti-
strange quarks. Examining the properties of charged current events which produce
a charm quark in the final state then gives a direct way of examining the strange
and down nucleon distributions for neutrino scattering, and anti-strange and anti-
down distributions in anti-neutrino scattering.

charm quarks are not produced in equal probability from neutrino scattering
off down or strange quarks. When we refer to a “down”, “strange”, or “bottom”

quark, we are referring specifically to that flavor’s mass eigenstate. In the Standard
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Model however, the quark mass eigenstates are not the same as the eigenstates of
the weak interaction. We could ignore this fact in inclusive scattering because
we did not care what kind of quarks were produced in the final state, and the
translation between the mass and weak eigenstates is unitary. In the noninclusive
case however, we will need to be able to “convert” between the two bases. To do
this a rotation matrix called the “CKM” matrix, after Cabibbo, Kobayashi and

Maskawa [115, 116] is used. The conventional way of defining the CKM matrix is

as follows:
d/ ‘/ud Vus Vub d
s = Vea Ves Ve S (2-109)
b Viae Vis Vi b

The current values of the V,, matrix elements with their 90% confidence level

errors|78]:

0.9745 4+ 0.0006  0.224 + 0.003 0.0037 % 0.0008
0.224 4+ 0.003 0.9737 & 0.0007 0.0415 & 0.0025 (2.110)

0.0094 £ 0.0046  0.040 = 0.003 0.9991 + 0.0001

Note that this is close to being a diagonal matrix. The elements involved in
charm production are emphasized in bold. The amplitude for d — ¢ production
is proportional to V.4, the amplitude for s — ¢ is proportional to V., and b —
¢ is proportional to V. Probabilities go as the amplitude squared, so all else
being equal, this means that a charm quark production from strange quarks is
|Ves|?/|Vea|?, or approximately 19 times more likely than from down quarks. Charm

production from strange is approximately 550 times more likely than from bottom
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quarks. This preference for charm quarks to be produced from strange quarks
in neutrino deep inelastic scattering makes the events where they are produced a
unique sample in which to study the strange (and antistrange) components of the
nucleon.

The cross section for charged current charm production can be extracted
from the total cross section. A first step in determining the charm cross section is
pulling out the parts of the structure functions that produce charm. Starting with

2z F} for the proton:

20FY? (2, Q%) = 2z[d(z, Q%) + s(z, Q%) +u(x, Q%) +¢(z,Q%)] (2.111)
= 22[(|Vaal® + [Veal® + Vi) d(z, @°) +
(IVisl® + Vsl + Vs s (2, @) +
(1Vaal® + [Vis|* + Vi [*)u(, Q%) +

(IVeal* + Ves[* + [V [*)e(, Q%)) (2.112)

Here we’ve expanded out the different CKM matrix terms for each parton type.

We then cross out any of the pieces that do not produce charm:

2w BT (2,Q%) = 2a(|Vaal® + [Veal® + Waad(z, Q) +
(Wl + Vil + W) (2, Q%) +
(Wl + Vael? + WP, Q) +
(Vaal? + |Visl? + |Vt (, Q)] (2.113)

= 2u[|Viald(z, Q%) + [Ves|*s (2, Q)] (2.114)
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—ch . . .
o BTN (2, Q%) is the same in neutrino mode:

2FTII (5 QF) = wFYT (5 Q) = 20| VialPd(w, Q) + |V (5, Q1))
(2.115)
However for antineutrinos the sign on xFy” _Ch‘"m(x, Q?) will flip, since the anti-
charm quark is produced off the down or strange sea quarks, which are negative

in 27" (2, Q?) (see equation 2.77).

2.4.1 Slow Rescaling

In the kinematics discussion at the beginning of this chapter, we assumed
the masses of the partons involved in DIS were negligible. Charm quarks, however
do not have a negligible mass at the energies relevant for the NuTeV experiment.
The J/W¥ meson, a bound state of a charm and anti-charm quark, for example has
a mass of about 3.1 GeV, and the DT meson, a bound state between a charm
quark and a d quark, has a mass around 1.9 GeV. It is clear that some kind of
threshold should exist that governs whether it is kinematically possible to produce
a heavy charm quark in an interaction. As mentioned on page 53, W?2 should at
least be as large as the mass of the particles produced for energy to be conserved.
A threshold is applied to the cross section in the form of a step, or theta function.
The theta function is a construct similar to a delta function, such that ©(> 0) is
1, and ©(< 0) zero. For bare charm quark production the cross section should be
multiplied by ©(W? — m?2). This is referred to as “fast rescaling”[117]. (We will
modify this threshold slightly a bit later).

To see how scaling is affected by the final state quark mass we start with

the 4-vectors of the interacting boson and quark, illustrated in figure 27. In the
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&p

FIGURE 27. The hadronic vertex. A W boson with momentum ¢ interacts with
a parton with momentum &p, producing a charm quark with momentum p’.

figure, a W boson having momentum ¢, interacts with a quark having momentum
&p, producing in this case a charm quark with momentum p’. The variable £ is a
more general parton scaling variable, analogous to Bjorken z, but instead includes
a “rescaling” factor to account for the production of a massive quark like charm.
This is referred to as “slow rescaling” [118, 119, 120]. Finding ¢ begins with the

squared center of mass energy :

s = (¢+¢&p)° (2.116)

= ¢ +&-p+ & (2.117)
Which in the lab frame (see equations 2.4,2.5,2.15,2.18) is:

s’ = —Q% + 26 Mv + £2M? (2.118)
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s’ is invariant, and in the W - partonic center of mass frame would need to be

greater than the mass squared of the quark produced:

EM?+26Mv — Q? = & (2.119)
= m? (2.120)

2My — Q* ~ m? (2.121)
5%2—622 ~ m (2.122)

%—1 ~ g—j (2.123)

£ ~ :p<1+g—§> (2.124)

Here we've neglected the £2M? term. Like Bjorken z, £ is constrained between 0
and 1, so £2M? is typically small compared to the other terms, especially at low x
and high Q2. If in addition Q? were sufficiently high that the charm mass can be
considered small, & reduces to the usual Bjorken z.

If one were to not neglect the £2M? term, and include the initial quark mass

as well, the expression for £ would be [121]:

Q> —m; +m? + A(—Q% m?,m?)

Efull = 2@2 (é N \/m)

Here m; refers to the initial quark mass, either that of a d or an s quark, and the

(2.125)

A(...) is the usual triangle function, defined in equation 2.28. The struck quark
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masses are small, around 6 MeV for down quarks, and 100 MeV for strange quarks,

and can be safely neglected. In doing so one finds:

Efull = X (1 + g_§> (1 - %) (2.126)

Which reduces to equation 2.124 if we neglect the typically small "’“";]\24 ® term. The

behavior of the slow rescaling variable with the different approximations is shown
in figures 28 and 29. The left plot in figure 28 plots the % ratio as a function of x
for a Q* value of 2 GeVZ. at this Q?, and at high values of z, the values of &,y with
and without the initial mass term begin to deviate substantially from the simple
expression in equation 2.124. This deviation gets smaller as Q? increases, shown
in the right hand side of the figure, where the ratio is plotted for a fixed x value
of 0.2 versus ). Figure 29 shows the effect of the initial quark mass by looking at
the ratio of equations 2.125 and 2.124 at both low (left, 2=0.2) and high (right,
x=0.8) values of z, plotted vs Q. The left plot is more relevant for investigating
the strange sea, and shows neglecting the strange quark mass makes only a sub

1% level mistake. This difference is smaller at lower values of &.
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FIGURE 29. % vs @ for both low and high x values. The black curves are eq.
2.125, red ignores the initial quark mass. Left plot is for x=0.2, right is for z=0.8
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2.4.2 The Charm Cross Section

We now have the tools we need to construct the total charm cross section.

Starting with equation 2.108 and introducing slow-rescaling:

vp 2
dgcharm _ GFME ; l:(l oy M-Ty> F;p_C}me(f,Q2)+
dedy o (1 LA ) 2
2
y_Q_I vp—charm 2
T ae X (£Q°) +
y\ vp—charm
o(1-9) ferr e e

We substitute out Fy”~ "™ (¢, Q?) using a slow rescaled version of equation 2.106:

do—cylfarm _ G% ME

- 2
Iy
w
2
ry

x—yQQSFf”*Ch“m(f,QQ) + (ﬁ - —) Fypcharm ¢ QQ)] (2.128)

M 1 R > —charm
(1-0-522) (L1488 aemr e

Q2

26 & 2

Here we've assumed Ry has the same behavior for charm production as for the
inclusive cross section. Gathering together terms and substituting in equation

2.115:

do"?

charm — 2G%ME£
dédy 02 >2

<l—y— M:L’y) (1+RL(§,Q2)) L

2F 1+ 258 3

(IVeal?d(€, Q%) + Ve Ps(€, Q%)) (2.129)
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Applying isospin symmetry for the neutron cross section and adding it in to con-

struct the cross section for an isoscalar nucleus:

vIN
dgeharm

G2 ME¢ y

ddy

p)
7r(1+%)

G2 ME¢

D)
7T(1+]§§V)

Mazy\ [ 1+ R.(£, Q% ry
(28

(|‘/;d|2[d(§a Q2) + U(é-, Q2)] + 2|‘/;s|28(£7 Qz)) (2130)

2F 1+ 208 3

<1_y_Ahw><1+Rm&Q%)+§g

(IVea?[do (€, Q%) + uu(€, Q%) + ds(€, Q%) + (€, Q%)) +

2|Ves|s(€. Q%)) (2.131)

Here the valence and sea quark distributions are explicitly shown to emphasize that

charm production can occur off the valence quarks in neutrino scattering. (Indeed,

approximately half of neutrino induced charm is from the valence quarks). The u

quark parton distributions do not indicate charm production from up quarks, but

that the down distribution in the neutron is the same as the up distribution in the

proton. As before all parton distributions are defined in terms of the proton. In

antineutrino scattering only the seas are involved:

40 hurm GEMES May\ (14 R(£,Q%) ) | =y
dédy 2\ 2 (1_y_ 2E> T
™ (1 + ]\32 ) Q?
w

(1Veal?[ds (&, Q%) + 71, (€, Q)] + 2|Ves|*5(€, Q%)) (2.132)
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In antineutrino charm production, scattering occurs predominantly off the
antistrange quarks, since the valence d distributions are not involved, and scatter-

ing off the d sea is suppressed by the |V 4|? factor.

2.4.3 From Charm to Observables

What has been calculated above are cross sections for bare charm quark
production. Quarks are extremely modest creatures, and desperately require to
be associated with other quarks in order to cover up their nakedness. The pro-
cess of acquiring, producing, and attaching to one or more quarks to produce a
color neutral hadron is called “hadronization”, or “fragmentation”. If we did not
care what kind of final state hadron was produced, the cross section for inclusive
charmed hadron production would be equal to the cross section for charm quark
production. Generally however, some kind of energy cut needs to be applied to
candidate charm events distinguish them from unwanted background events. The
fragmentation process is energy dependent, and that energy dependence will need
to be included in the cross section.

In the simple quark parton picture we are currently following, fragmentation
is applied to the cross section by multiplying a parameterization of the probabil-
ity a charmed hadron keeps a ratio z of the parent quark’s momentum, called a

“fragmentation function”. This more or less empirical function accounts for the
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momentum lost to the charm quark by “grabbing and dragging along” the quarks
needed to become an observable hadron. Including the fragmentation function,

the LO cross section becomes:

dO_E(U)N da_u}(Lﬁ)N

— Dcharm 2.1
dédydz acay PV (2.133)
do_g(ﬁ)N ldUV}EP)N

= [ Leharm p()g 2.134
dédy 0 “dedy PP (2.134)

The “D” subscript indicates a charmed hadron rather than bare charm quark.
D(z) is the “fragmentation function”, and z is defined to be the ratio of the initial
quark’s momentum carried by the observable hadron. it is Lorentz invariant, and
reduces to the ratio of the charmed hadron’s energy over the energy transferred to

the hadronic system in the lab frame:

, = Pp°P (2.135)
q-p
Mpp_iap
— fDlab 2.136
D ( )
Ep_ia
~ Dl (2.137)
14

where p is the nucleon momentum, and ¢ is the momentum carried by the W boson.
z ranges from zero to 1, and the distribution D(z) will have a shape peaking closer
to 1 (keeping all of the parent quark’s momentum) the larger the mass of the

parent quark.



FIGURE 30. D,(z) for charm and bottom quarks. The distribution for charm is
softer (red) than bottom (blue).
Many parameterizations for D(z) exist, the two most used by neutrino scat-

tering experiments are the Peterson [122], and Collins-Spiller [123] parameteriza-

tions. The Peterson function is:

ST — (2.138)

1—z

Here N is a normalization factor, defined such that [y D,(z)dz = 1. ¢, defines the
shape of the function, with a value of zero corresponding to the hadron keeping all

of the initial quark’s momentum. ¢, can be related to the heavy quark’s mass:

(2.139)
mg

92
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FIGURE 31. D(x) from Peterson and Collins-Spiller parameterizations. Peterson
is in red, Collins-Spiller in blue. Both are from fits to CCFR data.

Here mg corresponds to the heavy quark (i.e. charm) and m, the light quark
bound to it. Figure 30 shows the Peterson fragmentation function with epsilons
corresponding to what might be expected for a charm quark (e, ~ 0.15) and for a
bottom quark (e, ~ 0.016). The heavier bottom quark peaks closer to 1.

The Collins-Spiller fragmentation function was proposed because the asymp-
totic behavior of the Peterson function as z — 1 supposedly did not satisfy require-
ments imposed on it by dimension counting rules. Collins & Spiller reported that
the Peterson function behaved like D,(z) ~ (1 — 2)?, however dimension counting
arguments suggested instead it should behave like D,(2) ~ (1 —2) as z — 1. In

fact the Peterson function should satisfy the dimension counting arguments, with
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Dy(z) ~ @ The CCFR and NuTeV collaborations however have come to use

the Collins-Spiller parameterization because it tends to provide a better fit to their

data [124, 75]. The Collins-Spiller parameterization is:

n

(2.140)

As in the Peterson function, N is a normalization factor enforcing [y D.(z)dz = 1,
and €. controls the “hardness” of the fragmentation function, with a smaller €. also
corresponding to the hadron keeping more of the parent quark’s mass. €, is similar
to €, in that it is also inversely proportional to the heavy quark mass squared, but

instead of being a ratio to the light quark mass squared, it is defined to be:

k2
€ = ( 72’> (2.141)
maq

Here (k%) would correspond to an average squared transverse momentum, or the
“size” of the hadron in momentum space. Figure 31 compares the Peterson and
Collins-Spiller functions for charm with €, and €, from CCFR’s measurements.

We have until this point neglected “fast rescaling”. As mentioned at the
beginning of the previous subsection, we need to apply thresholds on the cross
section which require there be sufficient energy available for a charmed hadron
to be produced. This condition is imposed as a multiplicative theta function:
O(W? — m%), where again the “D” in mp is a generic label for whatever hadron
is produced.

All the cross section pieces are then in place to calculate the probability of

producing an observable charmed hadron. Unfortunately, large, coarsely grained
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FIGURE 32. A Feynman diagram of a neutrino induced dimuon event.

detectors such as that employed by NuTeV are unable to distinguish between
charmed hadrons and any of the other non-charmed particles produced in the
hadron shower. Approximately ten percent of the time however, charmed hadrons
decay semi-leptonically such that a muon is produced. Muons travel large distances
through detectors, so provide a very clear signal by which one can distinguish charm
produced events from charged current events as a whole. This second muon will
have a charge opposite from the muon produced at the electroweak vertex. These
events are called “dimuon” events, an example of a neutrino dimuon event is shown
in figure 32.

The dimuon cross section is the charmed hadron cross section multiplied by
the semileptonic branching ratio for that hadron. Because we cannot distinguish
what type of charmed hadron is produced however, we must use an averaged
semileptonic branching ratio, averaged over all produced charmed hadrons. This

average is found by convolving the neutrino energy spectrum, measured hadronic
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production fractions, and the individual semileptonic decays for those hadrons

together:

B.=Y / P(E) fi(E) B,_idE (2.142)

Here the sum is over all charmed hadron types (D°, D%, D A.), P(FE) is the incident
neutrino energy distribution, f;(E) is the energy dependent production fraction for
each hadron, and B,,_; is the semi-muonic branching ratio for each hadron. In prac-
tice, for most charmed hadrons B,,_; is known very poorly, and equivalence between
muon and electron production is invoked so that B._; may used instead. Even the
B._; ratios are not known so well however, and often it is more advantageous to
include B, as a parameter when performing fits to data.

With the addition of B,, our charmed hadron cross section becomes a dimuon

cross section:

da}u)(v)N da",&U)N
_ Deharm (), 2.14
dédydz acay P (2.143)

As no measurements indicate to the contrary (with emphasis on “no measure-
ments”), and no reasons from the theory to assume otherwise, it is assumed that

both fragmentation and B, are the same for neutrino and antineutrino scattering.

2.5 NLO Charm Production

In calculating cross sections in the previous two sections, we relied on on the
intuitive, but slightly naive simple quark parton model (albeit enhanced with an
empirical Ry term). Using it, it is possible to describe NuTeV data quite well,

however measurements of quark masses and parton distributions really only have
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meaning within that scheme. Because the value of Ry is nonzero for example,
we know that the force carriers play an important role in nucleon cross sections.
We also know from integrating F, that half the nucleon momentum is carried
by gluons. When measuring the parton distributions in the simple quark parton
model however we do not fully account for the presence of gluons, and so the quark
distributions extracted really are a sort of amalgam of quarks and gluon related
effects. We have gone as far as we can with this simple model, to understand
better what is going on inside the nucleon we will need to take on a more complete

model.

2.5.1 Quantum Chromodynamics

Quantum Chromodynamics, or QCD, is the theory of the strong interaction,
which binds quarks together. In QCD, quarks carry one of 3 possible charges,
referred to as color charges in analogy with the 3 primary colors. The three colors,
or a color and its anti-color combined (baryons and mesons respectively) produce
a color singlet state is no longer able to interact directly via the strong interaction.
The strong interaction occurs between colored objects by means of the exchange of
a gluon. Gluons are massless, spin-1 bosons which themselves carry color, allowing
them to interact with other gluons. Gluons can carry one of nine possible color
combinations, 8 of which interact. In terms of group theory, the strong interaction
follows SU(3) symmetry, where the SU(3) means 3 ® 3 = 8 @ 1, or that 3 colors
combined with 3 anti-colors gives you 8 color states, + 1 color singlet. The 8
interacting quark color combinations are: rg, b, gb, g7, b7, bg, %(r? — bb), and

%(r? + bb — gg). The noninteracting color singlet gluon is: %(r? + bb + 2g7).
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FIGURE 33. Quark-quark interaction in QCD. Colors in the figure show the colors
of the quarks, curved arrows to the side show how color flows in the interaction.

Figure 33 shows a diagram of a quark interacting with another quark via the strong
interaction, with arrows indicating how color flows in the interaction.

QCD is a field theory, and as such is defined by a Lagrangian density:
Locp = (i, D" 5 L o 2.144
QC’sz:¢f(/VYM _mf>1/)f_1 a uv ( : )

Here the sum is over all quark fields, D* is the covariant derivative, m; quark
masses, and F* the field strength tensor. On the surface, the QCD Lagrangian is

very similar to the QED Lagrangian:

— 1.
Lopp = 3 V7, D" = my)y — 1F" F (2.145)
f
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FIGURE 34. Some diagrams which are combined in charged particle scattering

However an important difference lies in the field strength tensors:

P = 9PAY — YA (QED) (2.146)

Ef = OPAL— Al 4 g U ALAL(QCD) (2.147)

The last term in the QCD field strength tensor indicates that unlike photons,
the gluons are able to interact with each other. This self interaction gives QCD
profoundly different behavior than electromagnetic interactions, but it is this dif-
ference that makes QCD so successful at describing both quark confinement and
asymptotic freedom.

To get a better idea how this difference between QCD and QED works,
we will need to briefly discuss loop diagrams and renormalization. We will start
by looking at QED[108, 125]. In calculating the amplitude for a process in a field
theory like QED, all possible ways that the electrons may interact must be included
in the calculation. Feynman diagrams are used as tools to represent the terms in

this expansion. For example figure 34 shows some of the Feynman diagrams that
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must be summed to calculate the measured cross section. The simplest case is the
exchange of a single photon (left). It is however also completely possible for the
photon to briefly split into an electron-positron pair which then recombine into a
photon again (middle). This can happen however many times (right). There is
a bit of a problem with the middle and rightmost diagrams though, in order to
calculate the amplitude corresponding to those diagrams, one must integrate over
the momentum of the internal loops. There is no restriction on the momentum
inside those loops, so that integral must range from zero to infinity. The correction
due to the middle diagram is proportional to:

I(¢?) o /OO dp” _ 200 ! 2(1 — 2)log (1 — M) dz (2.148)

3w Jmz p? w Jo m?

Here we are deliberately labeling o with a subscript zero to indicate that the value
applied at the vertex of each diagram in the series is different than the one which
is measured (which would be resulting from the sum of all these diagrams). The
problem with I(g*) comes from the fact that it is logarithmically divergent. This
and all subsequent loop diagrams are infinite. There is a way to get around this
however, via a process called “renormalization”. In renormalization the infinity in
the upper limit of the fn(’;: %2 integral is temporarily replaced with a finite cutoff
M. « is then redefined to suck up the logarithmic dependence on this cutoff.
That “renormalized” « is the one we measure. This seems fundamentally weird
on the surface, however some level of reassurance should come from the fact that
whatever mathematical tomfoolery is going on here allows physical quantities to

be calculated, and, in the case of QED, predictions can be made that agree with

experimental measurements to 8 decimal places.
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A consequence of renormalization is that the electromagnetic coupling, o
becomes dependent on @2, and a reference energy scale p which was added to

remove the dependence on M. This dependence goes like:

a(Q?) = o) 2.149
@)= e (@) (2.149)

including the contribution from one loop. a(Q?) is referred to as a “running cou-
pling constant”, because of its dependence in Q2. In QED, the coupling increases
with increasing Q2. Increasing Q? is equivalent to looking at smaller and smaller
distance scales. At low Q? the effect of the loop diagrams, called vacuum po-
larization, is strongest. This can be envisioned as being like a cloud of virtual
electron-positron pairs surrounding the electron being probed in an interaction.
Like a dielectric, this cloud “screens” the bare electron charge at large distance
scales. As we probe deeper, penetrating this cloud at higher and higher Q?, the
effective coupling increases. We would then be seeing more of the bare electron
charge.

Something here should also be said about this “reference scale” pu. Its pres-
ence is perhaps a bit worrisome. It may seem as if we have introduced an arbitrary
free variable. The rules of the game however are that any observable quantity
must be independent of the reference scale. The scale merely selects how impor-
tant higher order loops are in the calculation. Calculating the Feynman diagrams
to all orders is impossible to do, and the scale choice is then limited to something
near the @Q? of the problem under study. If a calculation is performed only up to
certain order, and there is a strong dependence on this p scale, then that is an

indication that higher order diagrams need to be included in the calculation [126].



102

FIGURE 35. Some diagrams which are combined in quark scattering

Examining the scale dependence of an observable is a way of examining the level
of certainty that that order of calculation may have on the observable.

The purpose for this whole discussion of QED is intended to illuminate some
of the important characteristics of QCD. Recall from equation 2.147 that the dif-
ference between QCD and QED is the presence of the g, f*°Al' A% term, the self-
coupling of the gluons. This self-coupling changes the sorts of diagrams that must
be summed from what we've seen in QED. Figure 35 shows some of the diagrams
summed to calculate quark scattering in QCD. Like QED, we have the simple
exchange of a gluon (left), then also like QED, we can have gluons splitting into
quark-antiquark pairs and recombining (middle). Were these diagrams all there
was, we would have a theory which behaved exactly like QED, with charge screen-
ing, etc. There is the diagram on the right however. The effect of the gluon-gluon
coupling is opposite from the vacuum polarization diagram — it anti-screens the

bare charge. As one looks at larger and larger distance scales, more and more
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gluon loops appear, which effectively magnifies the charge. This gives the observed
behavior of quark confinement. As we look at smaller and smaller distance scales,
at higher and higher @2, the coupling grows small. This is asymptotic freedom.

Including diagrams with up to one loop the QCD running coupling is given
by:

2y _ as(p?)
) T 55— ny) oa( @) .

where the ny refers to the number of flavors participating in the interaction. More
than 16 would be needed to make the coupling behave like QED, up to the energies
we have been able to reach, there are at most 6.

The running coupling expression is typically redefined in terms of a scale
which sets the boundary between QCD’s “confinement” behavior, and its “asymp-

totic freedom” behavior:

—127
A2 o = 12 2.151
Qcp = K XP <(33—2nf)as(u2)) (2.151)

making the running coupling as:

127

_ Q2
(33 — 2ny) log(AéCD )

a,(Q°) = (2.152)

The value of Agep defines the behavior of QCD, and can be obtained from
measuring a,(Q?) at different energies. Figure 36 shows the decrease in a,(Q?)

as a function of energy [87]. The current world average for a, at Z' mass is

0.1187 £ 0.002, and Agep = 217135 MeV.
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FIGURE 36. The running of a,(Q?) with increasing energy scale. (1/QZ labeled

as u in figure) Data points are experimental measurements.
2.5.2 Factorization and Cross Sections

Having gone over some of the features of QCD, we need to work our way
back to the problem at hand, using QCD to calculate the cross section for charm
production. This may be done using perturbation theory for Q* safely above Agep
—i.e. above around 1 GeV?. The cross section in terms of the structure functions
described in, for example, equation 2.52 is still completely correct in QCD, however

the construction of the structure functions themselves must be generalized [94]:

2
(Vh (.T QQ) _ Z /1 dg HVZ < ’ 632 ’ IZJQC’O[ ( 2)) (Zsi,h(é-;,ufa/'ﬂ) (2153)

i=q,q,G
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2 2
F2(Vh)(l', QQ) = Z /1 df H;/Z (E Q_z’ %7a3(”2)> (bi,h(guufv/ﬁ) (2‘154)

R £ p
14 , 2 2
AV = 5 [ME (55 0] o) 159

These structure function definitions utilize the factorization theorem [127]: that
the long distance dependence of the cross section may be factorized apart from the
short distance dependence.

This makes sense intuitively, things which are happening quickly can do so
without the slow parts of the interaction knowing what’s going on. In that case
short and long distance processes should be incoherent, shouldn’t mix, so there
are therefore no cross terms which would prevent the slow and fast processes from
factorizing. In the structure functions above, the short distance pieces are con-
tained in the hard scattering terms: H)* (% %227 Z—z, Ozs(uz)), and are calculable
using perturbation theory. The ¢; (&, ps, p?) are parton distribution functions,
and include all the “non-perturbative” long distance scale pieces of the cross sec-
tion. The parton distributions are not calculable in perturbation theory, so must
be determined from experimental measurements. The stream of labels and scales
included in equations 2.153-2.155 are meant to highlight various features of the
structure functions and pieces thereof. The superscript “V” for each structure
function indicates that they are different depending on what sort of vector boson
is interacting — the structure functions for photon scattering will be different from
those for W or Z scattering. The “h” superscript indicates that the structure func-
tions are different for whatever hadron is struck 1i.e. a proton or neutron. The

sum is over all quark and anti-quark flavors is as in the simple parton model case,

however now the gluon is also included (“G”). The hard scattering term H)?()
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depends on z and Q?, and of course a,. Both the hard scattering term and the as-
sociated parton distribution functions are dependent on the renormalization scale
1 as well as an additional “factorization” scale, ur. The factorization scale controls
the cutoff between what is considered to be a short distance scale contribution,
and included in HY?(), and what would be a long distance scale contribution, and
included in with the parton distribution functions. Often u and pug are set to be
equal to keep things simple.

The parton distribution functions, despite the necessity of determining them
from experimental measurements, are themselves not observables. The convolu-
tions in equations 2.153-2.155 tie the parton distribution functions together with
the hard scattering terms to produce the observable structure functions. Experi-
ments are performed to measure the structure functions, and parton distribution
functions are extracted using hard scattering terms calculated at a desired order of
as. The resulting parton distribution functions (pdfs) are then only usable when
convolved with hard scattering terms calculated at that order. The hard scattering
terms may be for different processes, but must always be calculated at the same
order in o, and with the same assumptions about the factorization scale fiy.

Different ways of dividing the structure functions into the hard scattering and
pdfs are referred to as different “factorization schemes”. At lowest order in ay, the
pdfs are delta functions in (1 — &), independent of scheme, and we recover the
structure function definitions of the simple parton model used earlier. At higher
orders though, there are several factorization scheme choices one can make. Two
of the most commonly used schemes are the DIS [128] and MS [129] schemes. The

DIS scheme tries to preserve the definition of F, to be the same at all orders of ay,
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but does so at the expense of making 2z F; and zF; more complicated. The M S
scheme defines the pdfs in terms of the creation and annihilation operators for the
partons in question. The makes M S much simpler to perform calculations in, and
it is therefore more often used. The two schemes are equivalent, and should yield
the same answer up to what one hopes are small higher order corrections. The
calculations used in this thesis all follow the MS scheme.

The usefulness of the pdfs as measured in a particular scheme and at a
particular order in «g is not limited to the Q? at which they were measured.
Parton distribution functions measured at any Q% may be evolved to any other Q?
by solving what are called the DGLAP (after Dokshitzer [130], Gribov and Lipatov

[131] and Altarelli and Parisi [132]) equations:

d d
MQd—Aﬂ@yh(x’“Q) = > /1 @ =t <£7as(ﬂ2)) d;n(&, 1) (2.156)

j=q3,G"" S S

where pp has been set equal to p. These are a series (the subscript i in ¢;; on
the left hand side stands for gluons, or any active quark or antiquark flavor) of
coupled integro-differential equations which govern the x4 dependence of the parton
distribution functions. The P;;’s are the QCD splitting functions, and represent
the probability of producing parton type ¢ from type j. They are calculated per-
turbatively to the particular order of o, one is working in.

Pdfs can be be determined from measurements at a particular Q2, then the
DGLAP equations are solved numerically to find the value of the pdfs at any desired
Q?. Typically they are described by parameterized functions at a particular scale

Qo, then evolved and compared to experimental measurements at various Q? via
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the appropriate cross section calculations. The parameters for these functions are

determined by the best fit to thousands of data points from dozens of experiments.

2.5.3 The NLO Charm Cross Section

The charm cross section is calculated in a similar way as in the simple parton
model [133, 134, 135]. For simplicity, we will define F*@™ structure functions as:

f’lcharm = Flcharm’ tharm = %FQE}LGTT}’L, 3?hmﬂm = %Fgcharm. We may then define the

Feharmog more or less simply:

charm aS(MQ) ldé’/ q/ e £ g/ £
g — o) + ) [V ) ) 4 HEE ) o

(2.157)

Here £ is the usual slow rescaling variable, and ¢(), g() are pdfs for the quarks
and gluons respectively. The quark distribution is similar to what was done in
the simple parton model case, and for neutrino scattering off an isoscalar nucleus

would be:

q(&, 1%) = [Veal? [do(€, 1%) + uo(€, 1?) + ds (€, p?) + us(€, 1))

+2| Ve |* s(€, p1?) (2.158)

And for antineutrinos:

G(&, 12) = |Voal? [do(&, 1?) + us(€, 1)) + 2| Vi |? 3(€, 1?) (2.159)

Here as usual we've assumed both isoscalar invariance and that the up and down

seas are the same as their anti-partner seas. The hard scattering terms, H} and
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al

|
0l




110

HY are calculable in perturbation theory, and represent the first order QCD con-
tributions initiated off quarks or gluons respectively. The Feynman diagrams in
figure 37 represent those which are included in the charm cross section calcula-
tion. The topmost diagram labeled “Leading Order” is the Born term, ¢(&, u?) in
equation 2.157. In this case “leading order”, or “LLO” means no gluon vertices,
or the case we considered in section 2.4. Although the same Feynman diagram
represents both the LO charm cross section and the Born term in the NLO cross
section, they are not equal, by virtue of the fact that the pdfs in the two cases
are not equal. The two sets of diagrams classified as “Next To Leading Order”
represent the terms in the structure functions with one gluon vertex, or first order
in a,. The “gluon initiated” diagrams are those included in the HY(¢', u?) hard
scattering term, and the bottom “quark initiated” diagrams are those included in
the H}(¢, u?) hard scattering term. Figure 38 shows the components of the NLO
charm cross section as a function of x, along with the simple parton model cross
section (labelled “LO”). Note the difference between the Born curve in green, and
the LO term in purple. This is essentially the difference between the quark pdfs
at LO and at NLO. Also note that the total NLO cross section and the LO cross
section are very similar. This is because those total cross sections were what was
fit to data to determine the pdfs. If those fits were at all correct, one would expect
the total cross sections to be fairly similar!

We now have the bare charm cross section at NLO, and again we must clothe
this poor charm quark to form an observable charmed hadron. Fragmentation

beyond LO however is not as simple as it was in the simple parton model case. In
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FIGURE 38. NLO charm cross section components versus x

the NLO case we have:

) 0(?) e T, £ L
F2 =ales) D)+ S [VE 1 (e 0 oG )+
HIE.1.0) 9(5.4%) D) | (2:160)

Here we now have to convolve the fragmentation function with the hard scatter-
ing terms in the cross section over all possible virtual charmed quark momenta,
represented by ( = %. Note that at LO, without the ay terms we return to
the multiplicative application of the fragmentation function as we had done earlier
(equation 2.133).

Figure 39 shows the differential NLO charm cross section #Zdz plotted

as a function of z. Included in the plot are the Born, gluon initiated NLO, and
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FIGURE 39. NLO charmed hadron cross section versus z

quark initiated NLO components of the cross section. As one might expect the z
dependence of the Born piece is exactly as it is at LO, but the z dependence of
the two NLO pieces have somewhat different behavior. Most disconcerting is the
negative dip they have at high z. Figure 40 attempts to show how this comes about
in terms of the LO and gluon initiated NLO diagrams. On the top of the figure we
have the Born level diagram labelled “L.LO”. Next to it we have the ( distribution for
that diagram. At LO, the charm quark is produced collinearly with the interacting
W-boson in the W-parton CMS frame, so the ¢ distribution is a delta function at
the maximum value. When this is convolved with the fragmentation function D(%),
the usual distribution as in figure 31 results. Similar goes for the “SUB” term,
which also is collinear with the incoming W, but as one might suspect from the

name, is negative. Finally we have the gluon initiated term, for which the charm
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FIGURE 40. Cartoon explanation of why we have a negative bump at high z

is not necessarily collinear with the W. This makes the ¢ distribution, although
still peaked at the collinear end, now have a finite width. The effect of this is to
produce a D(z) distribution after the convolution that is peaked at lower z than
the LO and SUB cases. The three pieces are added together, producing the z
distribution shown at the bottom, which results in an undershoot from the three
pieces having z distributions that don’t exactly line up.

This negative undershoot can cause trouble when generating Monte Carlo.
Often what is done is a random value of z is thrown, and the cross section as a
function of z, proportional to the probability of obtaining that value of z, is used to
determine whether that throw should be kept or not. The negative dip would lead

to a negative probability for z’s in that range however. The integral over z of the
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FIGURE 41. Transverse momentum of LO and NLO diagrams

cross section does properly lead to a cancellation of the collinear divergence that
the subtraction term removes, so the solution to this problem is to evaluate the
cross section in piecewise integrated bins with a width such that negative weights
occur. As the Monte-Carlo needs to model the acceptance for a particular event,
as long as those bins are small enough that the bins are insignificant compared to
the resolution of the detector, we are saved.

The transverse momentum due to the diagrams with gluons in them are of
concern with respect to event acceptance. Figure 41 shows how the transverse
momentum is different in the LO and NLO cases in the center of mass frame
between the W boson and the struck parton. At LO, there are only two bodies
interacting, the struck quark and boson. That results in a charm quark at rest in
that frame (though called collinear with the W because of the boost to get to that
frame). A gluon-W interaction is shown in the NLO case. There a gluon splits into
a quark-antiquark pair, one of which interacts with the W boson. The splitting
between the quark and antiquark pair imparts transverse momentum to the charm
quark in the CMS frame. Whether or not the decay products from this charm

quark are accepted due to applied energy cuts in the actual measurement depends
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on how much transverse momentum there is. Transverse momentum is in some
sense “lost” when the system is boosted to the lab frame, so that more transverse
momentum means less probability of an event passing energy cuts. The collinear
case, with zero transverse momentum, has the best chance of being accepted.

A quantity related to transverse momentum is rapidity:

1 E +p

ne = 7 log
2 E—p”

(2.161)

Here pj refers to the particle momentum in the same direction as the frame in
which its evaluated. The symbol 7). is used rather than the usual y for rapidity to
avoid confusion with the inelasticity. Rapidity is a useful quantity to work with as
it transforms well between different reference frames. The log also tends to smooth
distributions, making it easier to work with in a Monte-Carlo (though the log of a
singularity is still a singularity!).

Event acceptance depends on both fragmentation z and on the 7. of the charm
quark. Producing an NLO cross section differential in both of these variables
(and Bjorken z, and y) however leads to an over-constrained problem, leaving
singularities in the resulting do /dx dy dz dn. cross section. This difficulty is solved
in a similar way as the negative dip problem in the fragmentation distribution [136].

Both z and 7, are integrated within bins large enough to bulldoze away any
singularities, but small enough so as not to be visible within detector resolution.
Figure 42 shows an example of the cross section at fixed neutrino energy, x and
y, plotted as a function of rapidity and fragmentation z. Along the back wall, at
most negative (negative thanks to an unfortunate z axis direction choice early on

in the calculation) rapidity is the collinear limit, where p, is zero. There we can
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see the familiar shape of the fragmentation function vs z. The leading order case
would only have this function along the back wall, with zero extent away from
collinear rapidity. Here in the NLO case, as we pull away from the back wall, we
are increasing the transverse momentum component, the cross section gets smaller
quickly, but also prefers smaller values of z. We will see more of the effects of this

when we discuss event acceptance in a later chapter.

2.5.4 Some Words About CCFR... .

About 10 years prior to this analysis, the CCFR collaboration performed the
first NLO QCD analysis of v and 7 charm production [63, 135]. At that time NLO
QCD calculations for this process were in their infancy, and as a result several
approximations had to be taken in the CCFR analysis. As the work documented
here has benefited greatly from the iterative discussions and work on both the
experimental and theoretical sides since then [135], it is appropriate to discuss the
approach taken in the CCFR analysis, and compare it to what is done now.

The CCFR analysis was based on the newly-published ACOT [134] calcula-
tion, where it was argued that the Born diagram and gluon initiated NLO diagrams
were a sufficient approximation for the full NLO charm production cross section.
The NLO quark initiated diagram, being multiplied by a factor of a, ~ 0.1 was
assumed to be be small compared to the NLO gluon initiated diagram. In the
gluon case however, the large size of the gluon pdf would effectively cancel that
factor.

The diagrams included in the CCFR calculation were then the top two rows

in figure 37, with an additional “subtraction” term that removed the collinear
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singularity in the gluon initiated diagram. (We did not go into the technical
details of the calculation, but the calculation we use has this subtraction term as
well, as well as two more in the quark initiated diagrams. A singularity occurs in
the gluon initiated diagram when the charm quark is collinear with the W boson in
the W-parton CMS frame. The subtraction term removes this singularity, as well
as the double counting between that case and the Born diagram  which always is
collinear with the W boson.).

Fragmentation was handled as it is at 1.O, as a multiplicative term to the total

cross section. The CCFR analysis used re-weighted semiinclusive ( digy) Monte-
Carlo generated with a LO cross section [62], and therefore did not have the p,
dependence that an NLO model would have. To correct for the effects of p, at

NLO, an acceptance correction was applied to the gluon-initiated term in the NLO

cross section:

Wiwinoerx = [ @ — V@ flew’+ AfY @w' (2.162)
—_———
born subtraction gluon NLO

Here the f’s are the pdfs, w’s are hard scattering terms, and the ® indicates
the convolution over &'. A is the acceptance factor applied to the gluon initiated
diagrams in the cross section. A constant value of 0.6 was used, which was the
average acceptance calculated from fixed points ranging from z values of ~ 0 to

0.15 and Q? from 1 to 5000 GeV? [124].



119

CCFR also described the strange sea in terms of external level and shape
parameters applied to already evolved sea pdfs. In the CCFR case:

+ zd(z, p°)

ws(x, p?) = Ay(k)(1 — 2)* 2u(z, pr°) .

(2.163)

The factor A, is a normalization factor which forced the level of the total sea quark
distributions be unchanged with shifts in the size of the strange sea. Technically,
applying the (1 —x)® factor to = dependent solutions to a set of integro-differential
equations (eq. 2.156) is an approximation, resulting in an effective re-definition of
what the fitted parameters mean. One strictly would not be able to use the fitted
k and a parameters as fitted in the case of equation 2.163, and apply them to a
properly evolved sea, defined at a single @)y scale.

The following is a summary of the improvements in the NLO charm model

since the CCFR analysis, now applied in this NuTeV analysis:

All diagrams in figure 37 are now included in the cross section calculation.

— Fragmentation is now properly convolved with the NLO terms (equation

2.160)

Charm p, dependence is now directly included in the cross section

Pdf definitions are all applied at an initial Q3 scale, then evolved using nu-

merically solved DGLAP evolution equations
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Add these model improvements to the large antineutrino sample, and very
pure sign selected beams, and we should be able to have some useful things to say
about the strange and antistrange seas. We’ll start seeing how to do that in the

next chapter.
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CHAPTER III

THE NUTEV EXPERIMENT AND DATA SAMPLE

3.1 Overview

A very specialized environment is needed to examine the physics outlined
in the previous chapter. There are two parts to the construction of this environ-
ment. To study neutrino scattering, neutrinos are of course required, and that is
provided in the form of a particle beam of neutrinos. To examine the incredibly
small timescales involved in deep inelastic scattering the neutrinos need to be very
energetic, 10’s to 100’s of GeV. How the neutrinos were produced and controlled
in the beam for the NuTeV experiment is explained in the beamline section of this
chapter.

The second part of this specialized environment is the target that the neu-
trinos interact with, and detector to record that interaction. As neutrinos only
interact with matter via the aptly named weak interaction, they do not do so very
often. This means a neutrino experiment requires either a lot of neutrinos, or a
lot of material in the target. NuTeV did both. The target material must also be
instrumented adequately so the interaction can be recorded with enough informa-
tion so as to decipher the physics processes which occurred. The detector section
below describes the NuTeV neutrino detector, which also served as the target for

the neutrino interactions.
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3.2 The Neutrino Beam

The beam of neutrinos which interacted with the NuTeV detector began life
as a beam of 800 GeV protons in the TeVatron. Figure 43 shows schematically the
path these protons took from their small bottle of hydrogen gas to their untimely
demise in the NuTeV beryllium oxide target. The gas was ionized inside the
Cockroft-Walton accelerator. Despite what one might expect, the electrons were
not stripped from the hydrogen atoms right away, but instead ionized to have a
negative charge. A DC potential then accelerated the H~ ions to an energy of 750
keV. From the Cockroft-Walton, the ions were inserted into a 500 foot long linear
accelerator, which accelerated them to an energy of 400 MeV. The electrons were
then stripped from the hydrogen ions, making them bare protons. The protons
were then inserted into a the “Booster” synchrotron accelerator, which accelerated
them to an energy of 8 GeV.

When NuTeV ran in the 1996-97 fixed target run, the protons were then in-
serted from the booster into the “main ring”. The aging main ring was the original
high energy accelerator at Fermilab, and was replaced by the “main injector” after
the fixed target run. The main ring accelerated the protons to 150 GeV, and then
handed the protons off to the TeVatron. The TeVatron remains, at least of this
writing, the world’s highest energy particle accelerator. During the NuTeV run,
the TeVatron accelerated protons to 800 GeV. Since then the performance of the
accelerator has improved considerably, and it is now able to achieve energies in the
upper 900 GeV range.

Once the proton energy was ramped up to 800 GeV in the TeVatron, protons

were extracted out and directed into the neutrino beamline. The neutrino beamline
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Beam Dump

FIGURE 43. Where NuTeV’s neutrinos came from, the path particles took from
H~ ions in the Cockroft-Walton, to protons in the TeVatron, to neutrinos en route
to the NuTeV detector.
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at Fermilab was one of 3 beam lines constructed for fixed target experiments. Its
layout is shown in figure 44, with protons originating from the switchyard at the
bottom of the figure. The neutrino beam cuts through the center of the figure,
reaching the NuTeV detector towards the top. The NuTeV test beam is also
highlighted just to the right of the neutrino beamline. The KTeV experiment also
shared the neutrino beamline, located towards the lower left of the figure.

The NuTeV detector was necessarily very large, and this large size brought
with it the disadvantage of having cosmic rays interact within the detector volume
frequently. Under certain circumstances cosmic rays could be mistaken for real
neutrino interactions. In order to reduce the background due to these cosmic rays,
the protons were not extracted from the TeVatron ring continuously, but in five
short bursts called “pings”. The pings concentrated the beam into a short time
period, minimizing the chance of a cosmic ray interacting in the detector at the
same time.

Figure 45 shows a sketch of the TeVatron magnet current and an accompa-
nying plot of the number of protons in the beam over time. The TeVatron ran
in one minute cycles, during each of which the TeVatron was filled, ramped up to
energy, then dumped to the fixed target experiments. The proton occupancy plot
shows the TeVatron initially full, then dumping beam in steps during the five pings
(called “fast spill”), then slowly dribbling out beam at the end in “slow spill”. Slow
spill was used for the NuTeV calibration beam, as well as the other fixed target
experiments running at the same time. Figure 46 shows a schematic of the neu-
trino beamline proton intensity, with the timing of the pings and slow spill. Figure

47 shows the shape of individual pings both before and after they were widened
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FIGURE 44. Diagram of fixed target beams. The neutrino beam is highlighted in
blue, and the calibration beamline is highlighted in pink. The NuTeV detector is
shown in black in the LabE/F enclosures.
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FIGURE 45. TeVatron magnet ramp and proton occupancy versus time

during the early part of the run in 1997. The more Gaussian shaped pings sent too
high intensity beam to the detector at their peak, causing readout electronics to
saturate due to multiple interactions per ping. The pings were widened to spread
the beam out over a bit more time and reduce detector downtime by about 66%
[137].

With beam extracted from the TeVatron, most of it was directed down the

neutrino beamline towards the NuTeV target. A schematic of the neutrino beam-
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FIGURE 46. Timing of pings and slow spill

line is shown in figure 48. The schematic shows both beam monitoring devices and
magnets. In the figures, triangles are dipole magnets, which changed the direction
of the beam, convex or concave lens shapes are quadrupole magnets, which focused
or defocused the beam. Quadrupole magnets focus a charged particle beam along
one axis and defocus it along the other. Whether a quadrupole is shown as a
convex or concave lens is determined by whether it defocused or focused along the
beam x axis.

Several of the devices used to measure the characteristics of the beam are

b2

also shown in figure 48. The circles with a pair of “(” shaped lines in them are
beam position monitors (BPMs), essentially capacitors aligned with the beam axis

passing between the plates. The difference in the induced charge between the
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FIGURE 47. The shape of the NuTeV pings, as measured by the beam toroid,
both before and after widening in early 1997

two plates would determine the beam position, and their sum the relative beam
intensity. BPMs are typically used in pairs, each of the two measuring the position
in the x or y direction. The four highlighted BPMs were devices constructed by
the University of Oregon machine shop.

The squares with lined circles in the middle of them represent “SWICs”,
or “Segmented Wire Ionization Chambers”. These measured the cross sectional
intensity profile of the proton beam along the x or y axis. SWICs consist of a
series of wires placed within a gas chamber held at a high voltage relative to the
body of the device. As the beam passes through the gas, it ionizes it, and a charge

is induced in the wires, allowing measurement of the beam profile. The presence
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of the gas both enables the measurement, but also causes smearing in the profile
measurement, due to dispersion within the gas.

The hatched circles with cross-like shapes attached to them are the “SEEDs”,
or “Secondary Emission Electron Detectors” [138]. These detectors were used to
measure the beam profile more directly, and were used as a means of calibrating
the SWICs. The SEEDs were related to the SWICs, except there was no gas inside
to disperse the charge. In their case the charge was induced directly on the wires
themselves. This allowed finer measurement of the beam profile, but did so at the
expense of the wires. To reduce damage on the wires from the beam, the SEEDs
were dipped in and out of the beam periodically throughout the run.

The highlighted pill-like shapes at the bottom of the left and top of the right
half of figure 48 are beam toroids, discussed in some detail in appendix A. These
devices were toroidal coils placed coaxial with the beam to measure the beam
current. They were used as a “beam gate” for the NuTeV experiment, as well
as to calibrate the intensity measurements of the other beam monitoring devices,
as the beam current can be determined from first principles. There were three
toroids placed in the beamline, two (one active, one spare) in front of the target
to measure the intensity of the proton beam, and one placed in the secondary
beam. The secondary beam toroid was called the “air toroid”, because unlike the
two in the primary beam it was not placed under vacuum. The air toroid was a
relic from an old experiment, and was both too large and too leaky to be trusted
under the beampipe vacuum. It was placed coaxially with a ceramic section of the
beam pipe in order to measure the intensity of the secondary beam. The air toroid

however had numerous problems. The halo from the secondary beam interacted
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with both the air in between the air toroid and the ceramic pipe, and the readout
electronics, mounted on the exterior casing of the device itself. This led to rather
confusing behavior. The secondary beam would flip sign depending if the beam
was placed in neutrino or in antineutrino mode. The signal in the air toroid, in
principle based on the secondary beam current, was then also expected to flip sign.
Instead, the air toroid measured the signal of the electrons being stripped off the
air between it and the beamline, producing a signal, though somehow related to
the beam intensity, which was always the same sign. As if this were not enough,
the beam halo interacting with the electronics caused the amplifiers to arbitrarily
shift gain settings, causing strange jumps in the output signal. Because of these
features, the air toroid was never used, and it is only mentioned here as a kind of
warning to anyone who may have the bright idea to try such a thing in the future.

Just ahead of the NuTeV target in figure 48, is a tiny rectangle, representing
a “SEM”, or “Secondary Emission Monitor”. The SEM was a cylinder coaxial with
the beam, with foils placed in the beam. As the beam passed through the foils,
it would knock electrons off them and the resulting charge was a measurement of
the beam intensity. The NuTeV pings however sent a large pulse (~ 10'3 protons)
through the foils in a short time. There are only so many electrons available to
be knocked off the foil, and as a result the SEM intensity measurement saturated
during the higher intensity pings. Figure 49 shows the intensity measurement
from the primary beam toroid vs that from the SEM. Saturation is clearly seen
beginning at ping intensities greater than about 1.5 x 102 protons.

The purpose of the beam was to deliver neutrinos and antineutrinos to the

NuTeV detector. The first step in this was to drive the proton beam into a target,
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FIGURE 49. Saturation of the neutrino beamline SEM. The x axis is the SEM
intensity measurement, the y axis is the measurement from the primary beam
toroid. We see saturation beginning to occur roughly above 1.75 x 10'? protons.
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FIGURE 50. The NuTeV target “cave” under construction in 1995. The beam
magnets were placed on carts which were rolled into place via the train tracks.

resulting in a beam of all sorts of hadrons, whose decay products included the
neutrinos and antineutrinos NuTeV detects. As a result of the large number of
protons striking this target it became very radioactive. Because of this, in addition
to the concrete enclosure that housed the entire the beamline, the target region
was enshrouded in a steel “cave”, highlighted in figure 48. Figure 50 shows a
photograph of the construction of the cave during the summer of 1995, prior to
NuTeV running. This cave prevented radiation from reaching the outside of the
beam enclosure.

Immediately after the target, and also housed inside the cave, was the main

improvement NuTeV had over its predecessors: the “SSQT” or “Sign Selected
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FIGURE 51. The Sign Selected Quadrupole Train. Correct sign secondaries are
bent and focused toward the detector, while wrong signs and neutral particles are
driven into a beam dump.

Quadrupole Train” [139]. Shown in figure 51, the SSQT included a dipole magnet
which steered one sign of secondary particles into a beam dump, and the opposite
sign in the direction of the NuTeV detector. Neutral particles, unaffected by the
dipole, as well as protons and higher mass particles, were driven into a second
dump. The net effect of this “sign selection” in the secondary beam, was that
NuTeV had the ability to choose whether highly pure v,’s or 7,, beams would be
directed toward the detector.

After sign selection, the neutrino beam was formed much the same way as
was the beam for the Columbia-Brookhaven experiment that discovered the v, in
the early 60’s (page 13). The correct sign secondaries were steered and focused
towards the NuTeV detector, then left to coast down a “decay pipe”. There, the
beam particles, mostly pions and kaons, were given a chance to decay, producing

a beam of muons and muon neutrinos (or their anti-partners, depending on the
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FIGURE 52. The USS Princeton circa 1947. U.S. Navy photo

SSQT polarity). At the end of the decay pipe was a long length of shielding.
Its purpose in immediate terms was to stop any remaining pions and kaons, but
also to remove the muons from the decay beam. This was achieved by about a
half mile of concrete and steel. The steel used in this long shielding berm, was
actually the steel plating from the aircraft carrier USS Princeton, shown in figure
52. Incidentally, ribs from the Princeton are also what the “Broken Symmetry”
sculpture at the north entrance to Fermilab is constructed from.

The long berm of steel, dirt, and concrete filtered out almost all of the muons,
resulting in a neutrino beam which passed through Lab E. Interactions of the neu-
trinos with material in the berm also created a background sample of muons called
“straight through muons”. This more or less uniform background of predominantly

straight muons provided a useful tool for aligning and calibrating elements in the

NuTeV detector.



136

N
(@]

[&]
U

neutrino
mode

—_
o
N

E,xd$/dE, (/10° POT)
o 3

50 100 150 200 250 300 350 400 450 500

E, (GeV)
o _ antineutrino
10 ? o . \h mode
10 ;, Lo
E ==
r

50 100 150 200 250 300 350 400 450 500
E, (GeV)

E,xdo /dE, (/10° POT)

FIGURE 53. The NuTeV neutrino and antineutrino flux. Both plots show the
small impurity due to the wrong sign backgrounds.

Figure 53 shows the flux of neutrinos or antineutrino in the beam reaching
the NuTeV detector, plotted versus energy. There are two peaks in the energy
distribution, the lower originating from pions in the decay beam, the higher en-
ergy peak from the Kaons in the beam. The figure also shows the “wrong sign”
backgrounds in each polarity. The purity of the neutrino beam was 99.9%, and
was 99.7% for the antineutrino beam.

By the end of data taking, NuTeV took 1.43 x 10'® protons on target in
neutrino running, and 1.72 x 10'*® protons in antineutrino mode. Figure 54 shows

the integrated protons on target as a function of time from the NuTeV data logs.
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FIGURE 54. NuTeV protons on target

3.3 The NuTeV Detector

The NuTeV detector sat approximately half a mile from the primary target.
The detector itself served as both the target and means of detecting the neutrinos
and antineutrinos directed towards it. Neutrinos only interact with matter via the
weak interaction, so the detector needed to include a large amount of material to
maximize the probability of a neutrino interacting within it. This material took

the form of the almost 700 tons of steel composing the target calorimeter. The
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FIGURE 55. The traditional NuTeV detector graphic, showing a cartoon of a
charged current event.

traditional cartoon of the NuTeV detector is shown in figure 55, with a cartoon of
a charged current event depicted within it.

The NuTeV detector had two parts, the frontmost of which was the target
calorimeter [140]. This part of the detector served two purposes: It was the target
in which the neutrinos interacted, and it measured the energy and position of
the hadron shower produced by the interaction. Hadron showers produced in the
calorimeter would likely be contained within it, however any muons that would
be produced could require as much as 10-20 times the length of the calorimeter
to be completely contained within. Muons penetrate long distances in materials,
because for the most part they only lose energy through ionization. (As opposed to
electrons, which, because of their much smaller mass, makes them ~ 40,000 times
more likely to lose energy through bremsstrahlung, drastically shortening their

range.) This penetrating behavior allows muons to present very clean and clear



139

FIGURE 56. Photo of side of NuTeV detector

signatures in the detector, but it also makes it difficult to contain them for energy
measurements. Rather than extend the calorimeter into Warrenville, a magnetized
muon spectrometer was placed at the rear of the detector. The muon spectrometer
consisted of three toroidal magnets with drift chambers interspersed between them.
The momentum and sign of the muons could be measured by the direction and
amount that they were bent by the magnetic field. Figure 56 shows a photograph
of a side view the NuTeV detector. In the foreground is the calorimeter with power
supply and data acquisition racks below. Behind the ladder in back was the toroid

spectrometer.
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Photo of detector counter-DC sandwich. The diagram shows two

scintillator modules followed by one drift chamber. A scintillator module consists

FIGURE 57.

of a scintillator, sandwiched between a pair of water bags, which are sandwiched
between two two-inch steel plates. Photomultipliers are shown on the ends of the

scintillators.
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FIGURE 58. A photograph of a disassembled scintillator counter, with waveshifter
bars laying on top.

3.3.1 The Target Calorimeter

The target calorimeter served as both the target for the neutrino interac-
tions, and the means by which the event location and hadronic shower energy was
measured. It was approximately 60 feet long, with a 10 x 10 foot cross section. Its
construction was fairly simple, based on a repeated array of 42 scintillator/drift
chamber modules, shown in figure 57. Each module included a pair of liquid scintil-
lator counters, followed by a drift chamber (both x and y planes). The scintillators
consisted of a lucite framework filled with Bicron 517L liquid scintillator oil, and
were used both to measure deposited energy and for event timing. To balance
the pressure from the scintillator oil, each scintillator was supported by a pair of
water bags, which were in turn supported by 2 inch thick steel plates. Figure 58
shows a photo of a disassembled scintillator, and figure 59 shows the structure of
a scintillator in more detail. The full length of the calorimeter contained about 28
feet of steel, corresponding to 522 radiation lengths.

The scintillator counters were essentially large, flat boxes held together by

transparent lucite ribs along their length. Because the lucite ribs were not active
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themselves, the scintillators were offset from each other slightly so that the ribs
would not line up along the neutrino beam axis. The scintillator had two active
fluors, the first of which radiate ultraviolet light when excited by the passage of a
charged particle [141]. The UV light would then be picked up by a second fluor,
which would radiate blue light. Blue light has a longer attenuation length than UV
light in the scintillator material. The surface of the lucite box was covered with
reflective material and made light tight. Photons which reached the outer edge of
the scintillator were picked up by a set of “wave shifter bars”, plastic bars doped
with yet another fluor, that emitted green light when excited by the blue photons.
This green light was picked up more efficiently by the four phototubes mounted
on the corners of the scintillators. Ten stage Hamamatsu 2154 phototubes were
used, with green-extended photocathodes. The cathodes were held at a voltage
of about 1400 volts, and were about 20% efficient at converting a photon into
a photoelectron. Each photoelectron was multiplied to about a million electrons
within the photomultiplier tube.

Straight through muons were used to determine the efficiency of the calorime-
ter scintillators. As minimum ionizing particles, the muons deposited a roughly
constant amount of energy along their path as they pass through the calorime-
ter. Figure 60 shows the average response of a scintillator as a function of where
these muons passed through it. You can see the peaks near the corners, where the
photomultipliers are mounted, and the minimum at the middle of the scintillator.
The signal from a minimum ionizing muon track in the center of a scintillator
corresponds to about 30 photoelectrons. Nearer to the phototubes that signal is

approximately doubled.
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FIGURE 60. Average response of a calorimeter scintillator to the passage of muons
as a function of track position

A drift chamber was placed after each pair of scintillators in the calorimeter to
measure the position of charged particle tracks [142]. Each drift chamber included
two planes, one for a position measurement in x, the other in y. Each plane was
divided into 24 parallel 5 inch wide cells, filled with an even mixture of argon and
ethane gas. A cross section of one of the cells is shown in figure 61. The cell
walls are made from copper-clad G10, with 19 evenly spaced cathode strips. The
I-beams at the borders of each cell are held at -4500 volts, and supply voltage to
the strips. The strip voltage is stepped down incrementally via voltage dividers to
maintain a uniform electric field inside the cell.

When a charged particle passed through a cell, it left behind a trail of ions

and electrons in the gas. The electrons drifted (hence the name “drift chamber”™)
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FIGURE 61. A NuTeV drift chamber

at an approximately constant velocity of 52.4 pum/ns. The time that the ions
took to induce a signal on the wire was measured and used to determine the
position of where the particle went through the cell. The start time was defined by
the scintillators upstream. (The scintillators are fast devices, with very fine time
resolution measured in nanoseconds, while drift chamber velocities are such that
the drift times are measured in hundreds of nanoseconds.)

Once the electrons got close to one of the sense wires, the rapidly increasing

electric field there accelerated them and caused them to initiate a cascade of elec-
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tron showers. This amplified the total charge from the track, making the signal
easier to measure. In the calorimeter drift chambers, there are two sense wires,
one on each side of the field shaping wire. This was so it was possible to tell the
difference between a track that passed on the left or right of the cell.

The electric signals from the sense wires were amplified and discriminated,
producing an ECL logic pulse. This logic pulse, along with a pulse from the
scintillators ahead of the drift chamber was fed into a TDC (“time to digital
converter”) to determine the electron drift time and therefore position of the drift

chamber “hit”.

3.3.2 The Toroid Spectrometer

After the calorimeter came the toroid muon spectrometer, shown if figure
62. This was a series of three toroidal magnets with drift chambers in between
for position measurements. The layout of the back end of the NuTeV detector is
shown in figure 63. After each toroid coil was placed an array of single wire drift
chambers, followed by an additional array of drift chambers at the very back of
the detector (called the “blue cart”).

The toroid drift chambers were slightly different from the chambers in the
calorimeter. Instead of three wires, they had only one sense wire in the middle
held at +1900 volts. This necessitated the presence of a pair of drift chambers
(called “u-v” chambers) tilted at a 5 degree angle so that the ambiguity between
hits on the left or right side of a cell could be resolved by following fitted muon

tracks.
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Each of the three toroid magnets were divided into eight 8 inch thick toroid
“washers”. The washers had an outer radius of 70 inches, with a 5 inch hole in
the center. A cross sectional view, from the neutrino beam’s perspective is shown
in figure 64. Each of the washers were split forming top and bottom halves, with
space in the middle to allow a Hall probe to be inserted to measure the magnetic
field. There were four copper coils at about 90 degree intervals wrapped around
the iron washers. Current applied to the coils magnetized the washers to provide a
1.5 Tesla magnetic field. This field gave about a 2.4 GeV transverse kick to muons
which passed through all 3 coils. The toroid polarity could be flipped so that
muons from neutrino interactions or anti-muons from anti-neutrino interactions
would be focused in the spectrometer.

Early in the run, one of the coils on the left side of the second toroid (from
the neutrino’s perspective) developed a short, and had to be disconnected. The
change in the magnetic field as a result is shown in figure 65. The figure shows
the ratio of the toroid field with only 3 coils vs the full 4-coil field. The greatest
effect was in the region of the burnt-out coil, on the left of the figure. This map
was incorporated into the NuTeV analysis software when determining the energy

of muons displaced in the toroid.

3.3.3 Other Detector Features

A large detector like the one discussed above is very sensitive to cosmic rays.
Some of these events, especially those at low angles on the horizon can masquerade
as neutrino events, and set off NuTeV’s triggers. NuTeV built a large “veto wall”

in front of the detector consisting of a large steel plate and a series of scintillators
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FIGURE 62. A photo of the NuTeV toroid
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FIGURE 63. The layout of the toroid coils (large marshmallow shapes) and the
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1.

to detect these events [143]. The purpose of the large steel plate was to filter out
low energy “beam halo” particles, and the scintillators would flag events which
originated ahead of the detector. A hole was left in the middle so that the NuTeV
calibration beam could still reach the detector unimpeded. Figure 66 shows the
NuTeV veto wall in its final painted form. The fact that University of Oregon
colors were chosen is merely a happy coincidence.

A “decay channel” was placed ahead of the NuTeV detector to try and ob-
serve the decay of proposed neutral heavy leptons, should they exist [144]. These

particles were expected to behave like neutrinos, but with a large mass. If they
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FIGURE 67. The NuTeV Decay Channel helium bags. The NuTeV detector is
beyond the edge of the photo to the lower right.
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were produced at some point at the primary beam target upstream, their decay
might have been observable in the NuTeV detector. A series of helium balloons,
with drift chambers in between, was placed in the space ahead of the NuTeV detec-
tor to provide a low density region in which to observe such a decay. The purpose
of the low density region was to minimize the background from normal neutrino
scattering events. One would then look for a pair of tracks originating from a
vertex located inside one of the helium bags, indicating the possibility that one of
these particles decayed within it. A photograph of the helium bags. looking away

from the NuTeV detector, toward the neutrino beam is shown in figure 67.

3.4 The Calibration Beam

Two fundamental improvements set NuTeV apart from its predecessor, CCFR.
The first was the sign selected beam, discussed already above. The other improve-
ment was NuTeV’s continuous calibration beam. The separate beamline used for
the calibration beam is highlighted in pink in figure 44 on page 125. A schematic
of the beamline itself is shown in figure 68. Protons struck an aluminum target
during slow spill, after the fast spill neutrino pings. The resulting secondary parti-
cles were focused by the quadrupoles immediately following the beam dump, then
passed through a series of collimators and dipoles which selected for particle type
and momentum. The calibration beam had the ability to project electrons, muons,
or hadrons over a wide range of energies to the NuTeV detector. Once the particles
were selected, they passed through a spectrometer to measure their energy, shown
in figure 69. This energy measurement was compared to the measurement by the

NuTeV detector to determine how accurate the NuTleV detector was.
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FIGURE 69. The NuTeV calibration beam in relation to the NuTeV detector.

3.5 Event Triggering and Data Acquisition

Any particle physics experiment requires some number of conditions to be
met before it makes sense for its measurements to be recorded. Usually digitization
of those measurements requires some finite amount of time, during which the de-
tector is effectively blind. In this case its best to only begin the digitization process
when its likely something worth digitizing has happened. One typically assembles
a collection of fast devices with which to make some preliminary measurements of
what is happening in the detector, and use them to tell the data acquisition system
to start recording after certain conditions are met. This is called “triggering” the

detector, and the devices and accompanying logic would be called the “trigger”.

3.5.1 Phototube Permutations

Scintillators and phototubes can provide fast signals which are often well

suited to trigger a detector. The scintillators in the Nu'TeV calorimeter, coupled
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Name Source Amplification | MIP
LOW 1 PMT x1 2
COMBINATION LOW > 4 counter PMTs x1 8
HIGH COMBINATION LOW x 10 80
SUPERLOW > 8 PMTs =10 0.2

TABLE 8. Summary of the types of signals combined from the calorimeter PMTs.
The “MIP” column indicates the number of ADC counts for a minimum ionizing
muon.

with more in the veto wall and upstream were essential components in the NuTeV
trigger. The sorts of events that were sought in the NuTeV experiment however
included particles which either deposited large (hadron showers) or small (muon
tracks) amounts of energy in the scintillators. Different combinations of phototube
signals were therefore assembled to expand the dynamic range of the calorimeter.

Figure 70 shows a schematic of what happens to the signals from each of the
four phototubes on a counter. Four variations of the phototube signals were used
for triggering and energy measurement: LOW, COMBINATION LOW, HIGH,
and SUPERLOW. The simplest of the four was the LOW, which was merely the
unamplified signal from a single phototube. There were 84 x 4 = 336 LOWs. The
COMBINATION LOW (C.L.) was the sum of the signals from all 4 phototubes in
a counter. There were 84 C.L.’s. The HIGHs took the same phototube sums as
the C.L.’s and amplified them by 10. The SUPERLOWSs were the digitized sums
of 8 phototube signals, with each phototube separated by 10 counters. This sum
was then attenuated by a factor of 10.

Table 8 summarizes the 4 signal types, and the average number of ADC
counts that would be seen from the passage of a minimum ionizing particle, like a
muon. The amplified HIGH channels were used to measure the energy deposited

by muons. A typical hadron shower however could deposit as much as 100 GeV in
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a single counter, saturating the HIGHs. The LOWs were usually used to measure
the hadronic shower energy, though occasionally for large showers that occurred
near one of the phototubes, the SUPERLOWSs were required.

Different combinations of the C.L. signals were assembled into four types of
logic events. These “bits” were combined to construct the dozen or so different
triggers used by the NuTeV experiment. The simplest of the bits was the Sbit,
taken from a C.L. signal which was amplified by a factor of 100, then passed
through a discriminator with a 150mV threshold (corresponding to about a quarter
MIP). The Shits were intended to flag whether at least one muon passed through
a particular counter. Similar to the Sbits, Thits took the C.L. signal through a
higher 450mV threshold. The Thits were designed to distinguish between a single
muon track and a hadron shower.

The two remaining bits were designed to flag the presence of hadronic showers
in the calorimeter. The Nbit took the sum of eight consecutive C.L. signals without
amplification, and ran it into a discriminator with a 55 mV threshold. These sums
of 8 counters progressed through the calorimeter such that in the middle of the
detector each counter would contribute to eight Nbits. The other shower indication
bit was the NCbit. This looked at sets of four consecutive counters, requiring that
the Thits fired in at least two, and the NBIT including those counters plus the
four upstream also fired. The NCbits were intended flag a shower with some

longitudinal extent in the calorimeter.
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3.5.2 Event Triggers

In addition to forming the logical components of each of the triggers, the
different bits were also recorded by the NuTeV data acquisition system for trigger
efficiency and diagnostic purposes. Twelve different trigger events were defined
by different bit combinations added to external information such as timing events
from the TeVatron, scintillators placed upstream of the detector and in the Veto
wall, and the beam gate discussed in appendix I. The triggers were non-exclusive,
so that any particular event usually had more than one of the triggers flagged. The

different triggers were as follows:

Trigger 1 This was the charged current trigger. All the data events in this thesis
(inclusive charged current and dimuon) fired trigger 1. This was designed to
flag charged current events which originated in the calorimeter, and had a
muon pass through the toroid. One of two conditions needed to be met for
this trigger to fire: 1.) hits in at least two of the last four counters, and hits
in two toroid gaps. 2.) hits in at least two of the last four counters, hits from

at least two counters upstream, and hits in just the first toroid gap.

Trigger 2 This was the neutral current trigger, and also the most active of the

neutrino event triggers. This looked only for hadronic showers, so was set off

if any of the NCbits fired.

Trigger 3 This was the calorimeter exit trigger. It looked for short charged current
events that were not able to reach the toroid, either because the muon ranged
out in, or escaped from, the calorimeter. It required that sixteen of the Sbits

(not necessarily consecutive) fired in the calorimeter.
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Trigger 4 This was actually a redundant charged current trigger, used to test
trigger 1 efficiency. It used different logic devices than trigger 1, and sets
of counters slightly upstream of the trigger 1 requirements. It also used
a slightly stricter gap requirement than trigger 1 such that every trigger 4

should also be a trigger 1.

Trigger 5 This was the calibration beam trigger, flagged during slow spill and
when a pair of scintillation counters upstream of the detector in the calibra-
tion beam line detected a particle en route to the detector. Since this was
for detector calibration, no requirement from the calorimeter or toroid was

made.

Trigger 6 This was the straight-through muon trigger, which was designed to flag
muons produced from charged current events in the berm upstream. These
events typically produced muons which traveled the length of the detector.
The trigger required a hit in each target cart, and hits in the same quadrant
of each of the toroid gaps. The toroid quadrant requirement selected for
muons which were of higher energy, and therefore left relatively straight

tracks through the detector.

Trigger 8 The cosmic ray trigger. This was designed to look for cosmic ray muons
which traversed a significant portion of the detector. It required at least 40

semi-consecutive counters and hits in the first toroid gap.

Trigger 9 This was the neutral heavy lepton trigger, designed to trigger when

tracks reached the front end of the calorimeter.
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Trigger v events 7 events
1 2,574,783 914,886
5,445,024 2,804,981
4,306,217 3,065,412
~ 17,000,000
1,712,591 735,222
1,334,675 1,616,637
10 189,855 183,794
11 785,040 153,461

O O Tt W N

TABLE 9. Number of events from each trigger (non-exclusive)

Trigger 10 'This was the in-spill pedestal trigger, set up to trigger the detector
randomly during the spill so as not to be correlated with neutrino beam.
This activated the data acquisition electronics to measure their pedestals, or

zero values when no events should be present.

Trigger 11 This is the toroid shower pedestal trigger. It was designed to fire when
events showered catastrophically in the toroid. The intent was to trigger
the detector on events where something happened in the toroid, but nothing
happened in the calorimeter, so that pedestals in the calorimeter while the
beam was active could be measured. It was later found that regular charged
current events with larger than usual energy loss in the toroid were also able
to fire this trigger. This led to trouble for the first Dimuon analysis, discussed

in 3.8.2 starting on page 169.

Trigger 12 This was a pedestal trigger which sampled while the beam was inactive.
This was set to fire about 10 times right after the beginning of each 60 second

TeVatron cycle.



161

Table 9 shows the number of events associated with each trigger during the
NuTeV run. In addition to the triggers three “gates” defined when the data ac-
quisition system was allowed to accept triggers and record data to tape. These

were:

Fast Gate This corresponded to fast spill, or during the pings. It was defined by
the TeVatron “T'11” ping times and the presence of beam indicated by the

beam gate.

Slow Gate This indicated that slow spill was in progress, and was defined by timing

signals from the TeVatron.

Cosmic Ray Gate This was active when the beam was not, for 5 seconds each spill.

This was used to measure the background due to cosmic ray events.

When the gates were active, and a trigger fired, the electronic signals from the
various components of the detector were converted to digital form, and recorded.
There were generally five sources of digital information from the detector: 1) ADCs,
Analog to Digital Converters from the phototubes, 2) TDCs, Time to Digital Con-
verters for the drift chambers, 3) Trigger and phototube bits, 4) Beam monitoring
data for magnet settings and EPICURE beam monitoring device data [145], and
5) Slow monitoring data, like temperatures and high voltage settings.

NuTeV used 11 bit LeCroy 4300 FERA ADCs to digitize the various signals
produced by the calorimeter phototubes. These were read out by means of a
CAMAC bus system. The TDCs were custom made boards placed in racks in the
Lab E detector hall. They had a 4 nanosecond time resolution, and were able to

store 32 events in their buffers for each spill. The buffers were read out by the
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DAQ system at the end of each spill. The VME system wrote the data in the
form of several ZEBRA [146] banks. Different branches of the data stream would
be written in different banks: Beam monitoring data, CAMAC ADC and scaler
data, TDC readouts, slow monitoring data, and calibration beam monitoring and
chamber data. The ZEBRA banks were written to exabyte tapes, typically at a
rate of about two 5 gigabyte tapes per day. Approximately 600 of these data tapes

were written over the course of NuTeV running.

3.6 _The NuTeV Cruncher: e815_analysis

The NuTeV data (and GEANT based McNuTeV detector simulation which
we'll discuss in the next chapter) are “crunched” into a usable form by a package
aptly named “e815_analysis”!. E815_analysis reads in the ZEBRA banks writ-
ten to tape by the NuTeV DAQ), unpacks them, reconstructs measured energies
and positions, and calculates physical parameters for each event. The output of
e815_analysis is usually an HBOOK file containing histograms and ntuples, or a
DST which is further processed by PHDST, the DST reader and physics analysis
package. In this analysis e815_analysis has been used to generate ntuples which

were processed with the fitting software described in the next chapter.

3.7 Event Reconstruction

As the ZEBRA banks are unpacked, the data within is used to determine

what was measured in each component of the detector. The TDC bank gets

'E815_analysis can claim descent from a smaller program: “CNFCRAP”, which stood for
“Completely Non-Fancy Cosmic Ray Analysis Package”. CNFCRAP was renamed e815_analysis
once NuTeV began taking neutrino data, because “CNFNUAP” did not have sufficient pizazz.
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transformed into an array of drift chamber hit locations and times and the ADC
bank becomes an array of phototube pulse height information. These data are used
to calculate the characteristics of the particles which interacted in the detector.
The following is a listing of the variables used in this analysis and how they are

obtained:

RUN,EVENT The event and run number are recorded in the header of each
event. They are useful for example, to flag blocks of data that was taken

when something may have been wrong with the detector or beam.

LTRIGB This is a logical array containing the trigger bits for an event. Since this

is an analysis of charged current events, LTRIGB(1) is required to be set.

TORPOL Toroid polarity, either +1 or -1, and is found from a small database

based on the run log.

PLACE This is intended to indicate in which counter the event started. PLACE
is defined to be the most upstream of the upstream pair of counters with

more than 4 MIPs of energy deposited in them.

SHEND Short for “shower end”, although not used in any cuts, it is used in the
definition of the shower energy. SHEND is defined to be the first counter
downstream of PLACE followed by three consecutive counters with less than

four MIPs of energy deposited in them.
VERTZ This is the physical position of the center of the PLACE counter

VERTX,VERTY These are the x (horizontal) and y (vertical) locations of the

event vertex. These are defined by following the tracks back to their most
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upstream hits, rejecting those out of time and not ending near PLACE (“not
near PLACE” is defined to be 4 chambers). The event vertex positions
are then the weighted average positions of the track endpoints one chamber
upstream of PLACE. The weights are taken from the two counters adjacent

to each chamber.

TIMMU1, TIMMU2 These are the Sbit times associated with the drift chamber
hits of muon track 1 and 2. The “zero” time for a track is near 236 TDC

counts.

CHARG1,CHARG?2 These are the reconstructed charges of muons 1 and 2. They
are based on the direction of curvature of the track in the muon spectrometer.
If there is more than one muon track reconstructed, muon 1 is defined to be
the highest energy muon with a charge one would expect from the primary
charged current interaction (in neutrino mode this would be -1, antineutrino
mode +1). Muon 2 is then the muon with opposite charge (or if the muon is
the same charge, its the one with lower energy. A muon must pass through
the toroid for the charge to be determined. If a dimuon event only has one
muon pass through the spectrometer its charge is used to determine whether
its muon 1 (primary) or 2 (charm decay). The other muon is the other muon,

and is assumed to have opposite charge.

EMUL,EMU2 These are the reconstructed muon energies. There are two pieces
that contribute to the muon energy. If the track reached the muon spec-
trometer, the momentum calculated from the curvature of the fitted track

is placed in the variable EMUFF1 (or 2). The portion of the muon energy
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within the calorimeter is calculated in different ways depending if there is
one or more tracks. If there is more than one track, the energy is calculated
based on the muon track length using range tables from reference [147]. In
the case of one track, the counter pulse heights are used to directly measure
the energy back to SHEND. From there, parameterization of the average en-
ergy loss for a minimum ionizing particle is used to calculate the energy lost

within the hadronic shower.

EMUFF1,EMUFF2 The energies of the muon at the front face of the steel in the

muon spectrometer. See above.

XFF,YFF These are the extrapolated x and y positions of the track at the front

face of the muon spectrometer.

STEEL This is a number from 0 to 1 of the fraction of the toroid steel that a
muon track passes through. The fitted track is followed and this number is

calculated based on its shape.

THETAVR,PHIVR These are the calculated polar coordinates of each muon track

at the event vertex

GAP1,2,3 These are flags based on toroid drift chamber hits indicating whether
the track passed through each of the three toroid gaps. The code setting

these flags is listed in the appendices on page 402

EHCC3 EHCC3 is the transverse position corrected hadronic energy deposited in
the scintillator counters from PLACE to SHEND-5, with the muon contri-

bution subtracted out.
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These variables are used first in event selection, and then to construct the physics

parameters used in this analysis.

3.8 Data

The NuTeV data was taken over the period of 1 year, from August of 1996
through August of 1997. During that time approximately 3.15 x10'® protons were
taken on the NuTeV target, producing 2,574,783 v and 914,886 7 trigger 1 events.

Figure 71 shows a good example of a trigger 1 charged current event from
the NuTeV event display (see for example figure 19 on page 50, and figure 20 on
page 54). In the figure, the neutrino beam enters from the left, and interacts,
producing a hadronic shower (black blob of X’s) and muon track (sequence of
black X’s trailing off to the right). Each “X” signifies a hit in one of the drift
chambers. Two views of the detector are shown, the y view shows the detector
view as if one were standing on its east side, the x view shows the detector as if
one were hovering over the top, looking down. The series of blue lines indicate the
layers of scintillators and drift chambers, and the three toroid coils, with the drift
chambers in between and behind can be seen in the rear half of the detector. The
red lines above the y view are the scintillator pulse heights from the highs. One
can see the spike from the hadron shower, then the near constant stretch of pulse
heights as the muon travels through the detector. The green dots below the pulse
heights indicate which Sbits fired for that event. On the very top of the display,
in addition to the run and event information are the triggers which fired for that

event, and to the right, estimates of the hadron and muon energies. Figure 72



167

Run: 5917 Event: 115614 Date: Fri Mar 7 02:07:08 1997 EHADO : 69.96 Cav

triggers: [ LRI o]0 [1][22] 23] EMUL:  34.68 Gev

ICATE: 1

y-view

FIGURE 71. A charged current event in the NuTeV event display

X-view

shows another event display with a neutral current event. In this case there is only
a hadron shower, and no muon. Figure 73 shows an example of a cosmic ray that

had interacted in the detector.

3.8.1 The dimuon split

Immediately after data taking, it was determined that the full sample of
trigger 1 events was too unwieldy to use in the dimuon analysis. The compressed
ZEBRA data files consume approximately 75 Gigabytes of disk space, which was
rather large at a time when a 9 Gigabyte disk was the norm. To simplify analysis,
a subsample was stripped out of the full trigger 1 sample. This subsample, the

“dimuon split”, was chosen to include likely dimuon events, but be done with
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Run: 5917 Event: 1264ald Date: Fri Mar 7 03:12:45 1957 EHADO: 63.71 CaV
triggers: (1G] EIEIEIEIE]RY )23 EMUL:  6.11 GeV
ICATE: 1

Ry
] |

FIGURE 72. A neutral current event from the NuTeV event display

cuts loose enough so that legitimate dimuon events wouldn’t be removed from the
sample. The conditions imposed on events which were passed to the dimuon split

were:

10 < PLACE < 82

-60” < VERTX,VERTY < 60”

— At least 1 track be present in both views in the calorimeter chambers

— 10 counters must have > 1.3 MIPs, allowing for a 2 counter gap.

This brought the trigger 1 sample down to a more manageable 193,033 v and
51,032 7 dimuon split events. If one now applies the analysis cuts below to both

the split sample and the full sample as a check, indeed no usable events were lost
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Run: 5916 Event: 71709 Date: Thu Mar 6 13:42:55 1997 EHADO: 6.26 CaV
triggers: [ 1]z ] GIE]FIEIE]RARY 3] EMUI:  2.00 GeV
TGATE: 1

I
1

y—wew

xX-view

FIGURE 73. A cosmic ray background event

in the dimuon split sample. An example of a dimuon event is shown in figure 74.
Both muons are seen tracking back from the hadron shower through to the back
of the spectrometer. The muon from the leptonic vertex was focused (the more
straight of the two muons), and the muon from the charm decay, of opposite sign,

was ejected from the spectrometer.

3.8.2 The 5% split

Because of the dimuon event sample’s relatively low statistics ( 1% of inclu-
sive charged current events), the full trigger 1 sample was not needed to normalize
the dimuon sample with sufficient precision. A “5% split” of all trigger 1’s was ex-

tracted so that a normalization sample could be readily available on disk. Splitting
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Run: 5865 Event: 92961 Igate: 1 Date: Mon Feb 3 21:27:33 1997 EMy1: 134.91 GeV
Triggers: + HE 9 |10[11f12] 3] EHDNC: 65.13 GeV
PLACE: 53

CEXIT: 1

SHEND: 48

| | | | || || VERTX: 21.60 cm

[N i i onn L]
i nn i nHnnnn g UL L T vERTY: 53 25 am

;
&N
I HE| L [

i
|

FIGURE 74. A textbook example of a dimuon event.

out this sample was simple, every 20th event was written out in the split stream.
Because pedestal events were still needed to set the zero levels of the electronics,
however, all pedestal triggers were passed through to the split stream as well, but
without the prescale. This led to a problem however, discovered only recently.
Trigger 11 was intended to flag events where a neutrino interaction happened
in the toroid spectrometer. These events were called “toroid pedestal” events, be-
cause the calorimeter would in principle be empty, and pedestals could be measured
under “beam on” conditions. The event displayed in figure 75 is an example of
such an event. It turned out however that legitimate trigger 1’s with perhaps more
muon energy than usual would also fire trigger 11. Since trigger 11 events were

also passed into the 5% split without a prescale, the 5% split became a 5% trigger
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Run: 58385 Event: 34498 Date: Fri Feb 14 05:22:14 1397 EHADO 0.00 GaV
Triggers: [1]2]E]&EIEIFIEIEI B s EMU1:  —201.66 Gev
IGATE: 1
[ A | tear bk CO T I R R RO B T | 1 e
|| I Il I
y—view - - -

X—-view

FIGURE 75. A proper trigger 11 event

1 + 100% split of trigger 1’s which also fired trigger 11. Figure 76 shows one of
these perfectly legitimate trigger 1’s which also set off trigger 11.

This trigger 11 event excess in the 5% split affected the normalization in the
previous NuTeV dimuon analysis. Because firing trigger 11 tended to happen for
larger muon energies, the effect was y (inelasticity) dependent, so that not only
was the overall normalization affected, but also the relative normalization between
neutrino and antineutrino dimuon events. This normalization change affects both
the strange sea measurement as well as the measurement of the difference relative
to the antistrange sea. In this analysis the full sample is used to eliminate the
trigger 11 problem, and the forward dimuon cross section will be re-extracted,

described in detail in the next chapter.



Run: 6014 Event: 19577 Igate: 1 Date: Fri May 2 23:59:35 1997 EMu1

Triggers: |[IEHIENEN 5 | s IRl & [ o [1olf¥Y :2]13] EHDNC:
PLACE:

CEXIT:

SHEND:
“”l VERTX:
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FIGURE 76. An example of a reasonable CC event masquerading as a trigger 11

event.

3.9 Data Cuts

The detector’s ability to reconstruct events and the validity of calibrations

and MC models require limits, or “cuts” be applied on many of a candidate events

parameters. The two classes of data and MC events (inclusive and dimuon) require

different sets of cuts, with the inclusive cuts being a subset of the dimuon cuts.

Dimuons are further classified by how many of the muons were reconstructed in

the muon spectrometer, indicated by whether their charge was reconstructed or

not. Table 10 lists the cuts applied to each class of event. These same cuts were

applied to both data and McNuTeV Monte-Carlo.
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The philosophy guiding the cuts displayed in table 10 can be expressed in

two statements:

1. For the dimuon sample to be properly normalized to the inclusive sample,

all events should be a subset of the inclusive sample.

2. All events must have at least one muon reconstructed in the toroid. This
is so charge may be used to identify which muon is the primary muon and

which is the muon from charm decay.

It turns out however that rule #1 is bent in the dimuon case to increase
statistics. Some of the energy that would otherwise be in the hadronic shower is
taken away by the charm decay muon. This would effectively shorten the hadronic
shower on average [148], so that a slightly longer fiducial region can be defined
for dimuon events. This increases dimuon statistics by about 7%. Increasing the
dimuon fiducial region does not affect dimuon normalization as long as the same

fiducial region is selected in the Monte Carlo, and it is.

3.9.1 Description of cuts

trigger 1 Trigger 1 is the charged current trigger, so all inclusive and dimuon

events must have set off trigger 1

badruns This removes runs and/or event blocks where known hardware failures

rendered the data useless. Code is included in appendix C.0.6.



TABLE

Cut

Inclusive

Dimuon

chargl # 0.and.
charg2 # 0 charg2 = 0

trigger 1

badruns
15<place<81

50" box

60" radius
[timmu1-236]<9
emul>5 GeV
10<ehce3<300 GeV
20<enuvis<400 GeV
20<place<80
chargl = torpol

60" pl FF radius
ul 80% steel

ul gap cut
5<emuff1<400 GeV
phivrl< 27
emu2>5 GeV
[timmu2-236|<9
charges opposite
60" p2 FF radius
u2 80% steel
phivr2< 27

NN N N NN N NN NN N

Ll SO

LUl
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10. Cuts applied to the inclusive event samples, and for both toroid
analyzed and calorimeter range-out/exit muons
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15<place<81 This ensures the event happened 3 counters downstream of the front
counter (counter 84) in the calorimeter, and that the event happened far
enough upstream of the toroid that the hadron shower is contained within

the calorimeter.

507 box Requires both vertx and verty be between -50” and +50”. This also is to

ensure hadron shower containment within the calorimeter.

60" radius This is the transverse radius cut on vertx and verty. This rounds off
the corners on the 50” box. It removes events which would tend to produce
muons passing outside the good field region in the muon spectrometer, or

miss it entirely.

|timmul1-236] <9 This is the timing cut on the primary muon (a similar cut is used
for the secondary muon from the charm decay). This is to remove “double”
events, where a second event may have happened, or was in the process of
happening while data was being read out. The units of this cut are in ADC

counts, with each ADC count corresponding to 4 nanoseconds.

80% steel psteell/2, defined in appendix C.0.5 must be greater than or equal to
0.8, indicating that 80% of the muon’s path in the muon spectrometer was

in the steel.

emul>5 GeV Both muons must be energetic enough to extend beyond the hadronic
shower. This cut is somewhat redundant with the requirements on the muon

track in the toroid.
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10<ehcc3<300 GeV The hadronic shower calibration is very poor below an energy
of 10 GeV. The upper limit is applied to remove grossly misreconstructed

hadronic energies.
20<enuvis</400 GeV This is the energy range that the neutrino flux is valid.

chargl = torpol The primary muon must have the proper sign. This cut is also
applied for the dimuons, even though it is possible for the charm decay muon
to have been reconstructed well. Those events however would tend to either
be dimuons from wrong sign events, or from low y events not present in the

charged current sample.

60" FF radius A 60” radius cut on the position where the muon tracks cross the
plane of the muon spectrometer front face. This ensures the muon enters

where the spectrometer magnetic field is well understood.

gap cuts The requirement that at least one view of the muon track be recon-
structed and pass through at least two consecutive gaps in the muon spec-
trometer. The routine gapper.F (appendix C.0.7) takes the encoded bits and
applies the cut. This guarantees a good muon track fit, and good muon

momentum measurement.

5<emuff1<400 This is to ensure that the muon have sufficient energy to pass

through the entire toroid.

phivr1< 2r This removes grossly misreconstructed events.
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Run: 5900 Event: 191440 Date: Mon Feb 24 17:37:35 1957

EHADO: 10.35 GeV
triggers: [1|BG] ] E]ls]FE]IE] Ry [s] EMUI: 6.1l GeV
IGATE: 5

|.|IJ|I LI T I T O TY T N o T T BT |
m L]

FIGURE 77. A calibration beam electron event

y-view

x-view

3.10 Detector Calibration

The detector was calibrated throughout data running by muon, electron,
and hadron beams. The electron beam was used to study the difference between
short ranged electron-generated showers versus those generated by hadrons. This
information was primarily used in the v, — v, oscillation search [149], and in
the sin(fy ) analysis [150] for background studies. A calibration electron event is
shown in figure 77. Electrons are thousands of times more likely than muons to lose
energy through bremsstrahlung, making their range very short in the calorimeter.

In the event shown in the figure, the electron only reached the 3rd counter before

being totally absorbed.
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Calibration Beam hadrons, mostly pions were used to measure the scintillator
phototube response to hadronic showers in the calorimeter. A typical calibration
hadron event is shown in figure 78. Hadrons with energies ranging from 5 to 190
GeV were momentum analyzed upstream in the calibration spectrometer, before
striking the front of the NuTeV detector. An example of calibration beam hadron
event is shown in figure 78. Figure 79 shows the hadron energy response as a
function of the momentum measured by the calibration beam spectrometer. The

energy resolution of the calorimeter was found to be:

o 0.86+0.01
EHAD Vv EHAD

+0.022 4 0.001 (3.164)

For a typical 50 GeV hadron shower this would correspond to an energy resolution
of about 14%.

Both calibration beam and straight-through muons (figures 81 and 80 re-
spectively) were used to calibrate the phototubes in the calorimeter. The position
dependence shown in figure 60 on page 144 was obtained by measuring the photo-
tube response as a function of straight through muon track position. These “muon
maps” were obtained for each of the 84 scintillator counters in the calorimeter, and
were used correct out the position dependence of the pulse height determined en-
ergies. These muons were also used to propagate the hadron calibrations measured
at the front of the detector back through the rest of the detector.

The calibration beam muons were also used to study detector pulls and
smearing in the calorimeter and toroid. Figure 82 shows the measured energy
loss in the calorimeter for calibration beam muons, as a function of total energy.

Muons of energy ranging from 12.5 to 190 GeV were used to study energy response,
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Run: 5633 Event: 58362 Date: Tue OcT 28 21:10:27 1895 EHADO- 158 78 CaV

Triggers: II”ZIE'EHE“ 7|8 ||lD||11||12||13| EMUL: 6.11 Gey

|‘||IIIHHJ. N IGATE| | |s

FIGURE 78. A calibration beam hadron event

and 50 and 100 GeV muons were scanned in a grid pattern over the spectrome-
ter magnets to calibrate the energy response to better than 1%. The momentum

resolution % was found to be 11%.

3.10.1 Dimuon range-out study

The calibration muons were also used to check the muon range method of
determining energies for dimuons which ranged out in the detector. As mentioned
above, the energy of single muon tracks is determined by counter pulse heights,
but when a second muon is present, this is impossible, since one cannot tell which
fraction of a counter pulse height corresponds to which muon. The best that can be

done then is to use the range of the muon, the distance it travels, as a measurement



180

o
&)
RN
SR TN
1O
e \/ 1%
ORI % N
XRXRARRIS -
L IRIKKAS,
RIRIXXKKS N 4O
QI
XXX 4 — O
SRR
SIRSIIEKL . m
QSR D

- SRS @) i

O —~ 19
. —_ C — <

O 1

(@) R -

& = 2 1o
O RS i
» — . B % 0o

O O c Bl @)

=
O - - O
— _ 0~

> O c 1

(@) Z 0O 1O

. = Z 400

e ﬂ o o —

O o _

(- O 5 1O

Ll = 1©
o 0O ]

C 4

O 13

= 4

O 1O

18
H L2RRRRRRKK -
2 RRRIEKKN |
I B 7 I 7 | 7 O
N ~— ~— (O)) 00 ™~ (@)
&) o (O)) (O)] (O (0)]
. . . . . .
— — O O () O
wnjuswow /Abisuj

p (GeV)

FIGURE 79. The hadron calibration. The green shaded region is the error on the

overall hadronic energy scale, 0.43%.

of the muon’s energy. Calibration beam muons with energies low enough that they

“range out”, or stop inside the calorimeter can be used to check the range method

of determining energy loss. From figure 82, it can be seen that the energy for such

muons need to be less than about 14 GeV.

Only one set of calibration muon runs, those with energy 12.5 GeV barely

satisfied this condition. The energy of these muons as measured by the calibration

beam spectrometer was compared to the energy obtained from the muon range in

E815_analysis was modified to force it to use the range algorithm

the detector.

even when one muon was present. Figure 83 shows the results of a comparison
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Run: 6014 Event: 19756 Igate: 1 Date: Sat May 3 00:00:36 1997 Emyul: 125 .35 GeV
Tr"igger's:l 1 | 2 | 3 | 4 | 5 lm 9 |10|11|12|13 EHDNC: 4.53 GeV
PLACE: 84
CEXIT: 1
SHEND: 84
A G 207 o
1 III IIII 1 i i 1
IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII minmnmn

o 1 M M M M VERTY: 4.83 cm

y-view

X-view

FIGURE 80. A “straight through muon” event,

between the calibration beam data and Monte-Carlo. The calibration beam data
has a 2% shift relative to the MC. This difference is taken as a systematic error in

the range out muon energy calibration in this analysis.
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Run: 5600 Event: 118221 Date: Sun Oct 20 21:36:328 1956 EHADO - 377 CaV
triggers: (121« ] BRFIBE]EoRR]Rs] EMUL:  51.12 Gev

IGATE: -]

FIGURE 81. A calibration beam muon event
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FIGURE 82. The most probable (top) and mean value (bottom) of muon energy
loss in the calorimeter based on pulse heights.
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Top is testbeam, bottom is GEANT MC
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FIGURE 83. Reconstructed muon energies for 12.5 GeV calibration beam muons
(top) and Monte-Carlo simulated muons (bottom). The mean energies show a 2%
shift.
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CHAPTER IV

MONTE CARLO SIMULATION AND THE FORWARD DIMUON CROSS
SECTION

Extracting physics from data taken in a particle physics experiment can be
a complicated business. The data that is taken is typically a collection of events
for which some finite number of attributes, like kinematics, timing, location, etc.
are recorded. Those attributes are recorded by a detection system whose ability
to measure them is limited. These limitations can be due to the geometry of the
detector, noise and inefficiencies in electronics and detector components, particles
like neutrinos that escape undetected, the list goes on and on. The effects of an
experiment’s limitations can have a complicated effect on what is measured versus
the physics that produced the events in the first place.

The way particle physicists usually take these complicated effects into ac-
count is by trying to create a simulation of the physics and detection environment
which reproduces what is observed in the experiment. Fundamentally the simula-

tion of an experiment requires the convolution of two elements:

[physics| @ [experimental effects| ~ [data] (4.165)

The [physics| piece typically includes as variables the quantities that are to be
measured, such as particle masses, coupling constants, etc. Those quantities would

be varied to provide the best agreement to the data, which when found becomes
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the measurement of those quantities. The [experimental effects| piece includes the
limited resolution, noise, and efficiency effects due to the detection environment.
Any uncertainties due to data statistics and in physical constants or corrections
applied in the simulation translate into uncertainties in the measurement.

The probabilistic nature of the processes like those studied in particle physics
suggest that an analogous approach be taken in simulating those processes. The
convolution of the probability that a particular event occurs with all the experi-
ment related corrections and efficiencies is usually impossible to describe in a sen-
sible analytical expression. The numerical technique of Monte Carlo integration is
therefore used to evaluate the convolution between physics and experiment.

In a Monte Carlo simulation, event characteristics are generated (“thrown”)
according to probability distributions describing the distribution of kinematic quan-
tities and types of incoming particles, the cross sections for generating the process
being measured (and for generating background events) as well as inefficiencies and
changes in the detection environment. There are two equivalent ways that this is
done, the first, “darts Monte Carlo”, follows the rejection method of generating
random numbers. In the simulation a prospective set of event characteristics are
thrown, usually with a uniform, flat distribution, and a random number is com-
pared to the probability of those characteristics occurring. If the the probability
is greater than the thrown random number, the event is kept, if not it is thrown
out and a new event is thrown. The second method is “weighted Monte Carlo”,
where all events are kept, however a weight is applied based on the probability of

each event occurring. Due to the organic evolution of the Monte Carlo (MC)
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packages throughout the CCFR family of experiments up to the current experi-
ment, NuTeV, both methods are used in software for this analysis. This is not
necessarily a bad thing.

A large collection of MC events are generated so that they may be processed
in the same way as the real data. In the case of this analysis, events were generated
with a full detector simulation such and recorded in even the same file format as the
actual data. This way the same analysis software could be used for both data and
MC processing, reducing the probability of mistakes. (Or at minimum mistakes
due to processing would be more likely to cancel.)

A very inefficient way of determining the measurement quantities embedded
in the data would be to re-run MC samples with different values to find the pa-
rameter values that provide the best fit. A better way is to assume (as is usually
the case) that the [experimental effects| piece of the convolution is decoupled from
the [physics| piece, and re-weight a single MC sample. When re-weighting MC, a
large sample is generated and processed as would the data. Any changes in the in-
put parameters under study are applied to the sample by multiplying the weight of
each event by the ratio of probabilities from the initial parameters which were used
to generate it and the new ones. This can actually be done for either darts MC
or weighted MC, (where usually each event in the darts MC has an initial weight
of 1), however because less likely regions of phase space are often underpopulated
in darts generated MC, biases dependent on the initial generation parameters can
be introduced. It is therefore often safer to re-weight weighted MC. Even with
weighted MC however, if the variables being determined somehow affect kinematic

quantities that are subject to analysis cuts, (which strictly speaking means the
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factorization of [physics] @ [experimental effects| would not be not perfect), one
must also be careful that the values used to generate the initial MC sample do not
bias the result.

In order to determine the physics parameters which best fit the data, both
processed MC and data events are assigned to bins in relevant kinematic variables,
and then an extreme value of some kind of quality of fit parameter is found such
that the fit quality between the two is maximized. In the limit that Gaussian
statistics may be applied, this quality of fit parameter can be the x2, which would

be minimized:

) (NMC _ NDATAY?
X = Z (oMOY2 § (g DATA)2

2

(4.166)

Here the sum is over all bins, NPAT4 is the number of data events in each bin i,
NMC is the number of MC events (or normalized sum of weights) in each bin, and
the oM and o474 are the uncertainties in each bin for MC and data respectively.
A search is performed in parameter space to find the minimum 2. Frequently a
software package such as MINUIT [151] (the case for this analysis) is used to search
for the minimum, and calculate the statistical errors from the fit. In the case of
a 2 fit those errors are defined to be where the x? surface is 1 unit from the
minimum.

A more general technique for determining the best values of physics pa-
rameters is the “Maximum Likelihood Method”. A function, called a “likelihood
function” is defined to be the product of probabilities that the data in each bin
came from the parent distribution described by the Monte Carlo (or vice versa) in
that bin:

L=]]PF (4.167)

i
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Where P; is the probability bin ¢ has the number of data events it has with respect
to the probability distribution defined by the MC. The probability distributions in
this case need not be Gaussian (however if they were, this would be equivalent to
the x? method above). The game then is to try and maximize this quantity. £ can
be a very large number, so typically the quantity that is maximized is log £. If a
minimization software package like MINUIT is used then —log £ is minimized.
For cases where the number of events in bins are small, Poisson statistics is
more appropriate than the Gaussian approximation. In this case the probability

that a bin 7 has a number NM¢ MC events and NPAT4 data events is:

(NMOYWPEE e
The likelihood function is then:
(NMOYNETE e
(NMOYNPATA e
= Y (NP4 1og NMC — log(NPAFAT) — NMO) (4.171)

)

Here the log( NPAT4 1) term has been crossed out, because in finding the minimum
only differences in log £ are of interest. Since the data never changes, that term is

just a constant that can be removed. This leaves:
—log £ =Y (NMC — NPATAlog NMC) (4.172)

as the expression that is minimized when fitting to the data.
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The general procedure then is to run a lot of MC events, process them like
the data, assign a set of kinematics bins for each and populate them, then begin
an minimization process where weights in the MC are re-weighted as a function of
the parameters under study until a minimum value for the log likelihood is found.
For this analysis this will only be a first step.

This is an NLO analysis of dimuon events (the first complete NLO analysis of
dimuon events). The differential cross section code which describes neutrino charm
production at NLO requires a two dimensional integral (c.f. equation 2.160) which
is slow to calculate. In the fitting procedure above, several tens of thousands of
MC events must be re-weighted for each prospective set of parameters being deter-
mined. On a typical processor currently available, a single round of re-weighting
takes on the order of 24 hours to complete. A well behaved fit typically takes
several hundred rounds before converging to a believable minimum. Therefore
performing a direct fit with the NLO cross section can take several months if not
a year or more to perform. This does not include the additional fits required to
determine systematic uncertainties, etc.

Instead in this analysis, NLO fits to an extracted cross section table for
dimuons are performed. These NLO fits may be accomplished in several hours
time. This cross section is extracted by first performing fits to data at LO, and
extracting the resulting dimuon cross section in a model independent way [75]. The
NLO model is then fit to this cross section data, and then MC using that model
and the fitted parameters is generated. The MC is compared to data to verify a
good fit. As a final check, the cross section table will be re-extracted from the

NLO MC, and that the table was indeed model independent will be verified. The
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remainder of this chapter will document the LO dimuon model and the extraction
of the cross section table. The following chapter then will discuss the NLO fits to

the table, and resulting physics.

4.1 The NuTeV Monte Carlo

NuTeV has assembled two Monte Carlo packages to describe its data. One is
a “fast” MC, called “numonte”, originally descended from MC code used by CCFR,
and its predecessors. Numonte contains all the primary physics of the interaction,
as well as an extensive set of parameterized smearing functions used to simulate
the effects of the detector environment on the interactions under study. In this
analysis only the physics generation part of this software package is used.

The second MC package, called “McNuTeV”, takes the generated parti-
cles and kinematics as an input and simulates their behavior in a GEANT [152]
based simulation of the full detector. This simulation software tracks the particles
through the detector, simulating energy loss, multiple scattering, etc, as well as
electronic noise and inefficiencies in detector elements. Fvents generated in nu-
monte are transferred to McNuTeV via an ASCII based interface called “McPipe”.
Each event which is simulated is written in the same data format as the raw data
was taken in, then processed the same way. In this case, following the convolution

expression in equation 4.165, [numonte] ® [McNuTeV| ~ [datal.

4.1.1 Numonte & Flux

The dimuon analysis requires two MC samples for both neutrino and an-

tineutrino modes. One sample simulates the full inclusive charged current data
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sample, and is used for normalization, and the other the dimuon MC. Numonte
was originally designed to generate the inclusive sample as a “darts” MC, and the
dimuon mode was added later to enable more efficient analysis of dimuon events
(rather than the equivalent, but tedious, running about 100 times more inclusive
MC than the desired number of dimuon events, and pulling out the dimuons from
that sample). The dimuon MC is weighted MC. Discussion for now will be limited
to the total cross section and inclusive event generation, then what modifications
have been made to include the dimuon cross section.

The probability of a particular interaction happening in the detector is pro-
portional to how many neutrinos are passing through it multiplied by the cross

section for producing that interaction:

do(E,, z,y)

P(Elnvma‘/ywr?y) X q)(EwV;mV;/) dl’ dy

(4.173)

Where V,,, and V, are the vertex positions transverse to the beam axis, £,, x and y
are as defined in chapter 3. In numonte, neutrino energies and vertex positions are
thrown according to the measured flux, then Bjorken x and y are thrown against
the cross section. Subsequent observable kinematics, like the momentum vector of
the outgoing muon(s), energy of the hadron shower, etc are calculated from these
variables.

The flux is measured from data using what is called the “fixed v” method
[153]. This uses the sample of charged current events with low hadronic energy to
come as close to directly measuring the neutrino flux as possible. Charged current
events with low hadronic energy are those that transfer the least momentum to

the hadronic system, so are those for which the outgoing muon carries the greatest
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percentage of the original neutrino’s momentum. A further advantage of this
method is it uses a largely independent sample from that which is used to measure
the cross section, as the hadronic energy of this sample is mostly below the cut
applied for the cross section analysis. A disadvantage of this method is that it is
only capable of measuring the energy dependence of the flux and not the overall
level. That must be determined by the normalization of the total cross section
(o) relative to external measurements. Additionally, the very small v, component
to the flux cannot be determined with this method (at least not in the NuTeV
detector), and must be found by beam simulations. Fortunately in charged current
analyses the v, component to the flux is not a factor thanks to the requirement
that at least one muon be reconstructed.

The fixed v method comes about in the following way — starting with equation

2.107, which is repeated here so the reader won’t have to flip through a million

pages:
2(E2
do¥®) _ GiME 1_y_Mxy y_2 1+% "
dxdy o2 \? 2F 2 | 1+R;
I+ 3=
144 y v\v
(1)o7

Where again the + is “+” for neutrinos, and “—" for antineutrinos. These events

2
are low v, which means low Q?, which means the propagator (1 + A?—;) term may
w

be safely dropped, since it will be nearly 1. Substituting v/E in for y:

E do*™  GIME
dedv 7

1Y Mazyv — v? [1+ 2
1+ Rp

£ omz T ome
o 2 (1 _ i) F”@] 4.174
2 E ok Tr's ( 7)
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Cancelling the duplicated factor of E on both sides and shuffling terms a bit:

do*®  GZM v V2 14+ 2z pry
=L K- (R FaF)+ (( L — Fy Fxk;

dxdv T E 2F? 1+ Ry, v
(4.175)
With terms now organized by factors of %. For convenience define:
1+ 22 Mg
1+R= v — 4.176
+ [ P (4.176)
We can then re-write things as:
do'®  GZLM v v?
Jody = - [FQ — E(FQ F J}Fg) Y (F2 + l‘Fg + RFQ)] (4177)

Integrating over x then gives:

do”@
- /FQ—— /FQ:F/Q;F?, — /ng/ng,—/RFg

(4.178)

Where all the integrals are over z, ranging from 0 to 1. The bracketed “A”, “B”,
“C™’s are approximately independent of v. Multiplying in the flux, ®(FE), allows

this to be expressed in terms of the number of events:

d]\;(VE> o(E) (A + EB - @c> (4.179)

For small v, the flux is then approximately proportional to the derivative of the
number of events with respect to v, however there is an energy dependence from

the full expression in parentheses above.
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FIGURE 84. Measured E®(FE) vs E in GeV for neutrino and antineutrino beams.
The x axis is in GeV.

This is traditionally re-arranged in terms of %:

dN(F) v (B v (B [, R
- :@(E)AllJrE(Z)—@(Z— T )] (4.180)

To obtain the flux this is inverted:

®(E) /OVO v dv (4.181)

where the integral is up to a value of 1, which is small to minimize correlation

with the data sample, but large enough such that there are adequate statistics for

a believable determination of the flux. %E,E) is determined by subdividing each
neutrino energy (£) bin in v bins. <§> is the average value of £, corrected for

scaling violations within the v = 0 — 1 range.
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neutrino mode flux vertex distribution antineutrino mode flux vertex distribution
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FIGURE 85. Measured vertex distributions for v (left) and 7 (right) beams

The flux used in this analysis was determined for the NuTeV cross section
measurement [154], with vy cut of 20 GeV. It is measured in 23 neutrino energy
bins, ranging from 20 GeV to 550 GeV. The bins have widths such that approxi-
mately the same number of events are included in each. Figure 84 shows E®(E)
plotted vs E in GeV for both neutrino (in blue) and neutrino (red) beams. (Its a
bit more intuitive to look at plots of EF®(FE) rather than just ®(FE), as the cross
section is proportional to E. Multiplying the flux by E then makes it look more
like what one sees when looking at the data.) The peak due to the © component
of the secondary beam can be seen around 70 GeV, and the kaon peak around 175
GeV. The plot has been adjusted for the differing bin widths. Figure 85 shows
the energy averaged vertex distributions of both beams (left is neutrino, right is

antineutrino) as seen at the front face of the detector. (It is not a mammogram.)
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4.1.2 Numonte & BGPAR

In numonte, the neutrino energy and event vertex are thrown according to
these measured flux distributions. This gives half of equation 4.173. To get the
other half, Bjorken x and the inelasticity y are thrown against the total cross sec-
tion #‘C’ly [155]. This is essentially the total cross section from equation 2.107. A
parameterization of the NuTeV cross section measurement from neutrino and an-
tineutrino scattering in the NuTeV detector steel is used. The structure functions
are parameterized by an extension of the Buras-Gaemers (“BGPAR”) parton distri-
bution function parameterization [156]. The original 9 parameter Buras-Gaemers
description has been extended to a more general 20 parameters described below
(142, 157].

In the NuTeV enhanced BG parameterization, the up and down valence
distributions are described by:

ru,(7,Q3) = ua" (1 —2)® + AV (1 — 2)F) (4.182)

v

vdy(7,Q3) = d%zu,(z,Q3)(1 — ) (4.183)

Where the E;_4 exponents and AV, describe the u valence distribution, and the
softer d valence distribution is tied to that by a fixed (1 — z) factor. Evolution
is through a simple logarithmic function of Q?. The parameterization does not
provide a perfect description of the parton distributions at all values of Q?, however
the fits using this model describe NuTeV data quite well within the limits of its

x and Q? range. Evolution in Q? is accomplished by modifying the E,’s in the
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following way:

Ey, = FEy+s by
By = FEy+s by
Ey = I3+ s k3

E1 = E40 + S E41 (4184)

Where s describes the evolution:

s (%)

log (i%)

Q2 is set to 12.6 GeV?, close to the average value of Q? used for the fit, but actually

(=]

s = log (4.185)

O N

chosen somewhat by tradition for the CCFR family of experiments. (It was the
mean Q? for E616/E701.) AZ sets the evolution scale in an analogous way to Agep,
discussed in chapter 2 on page 103.

In equations 4.182 and 4.183, u?* and d'?* describe the overall size of the
valence distributions and are found by an application of the GLS sum rule (e.g.

see equation 2.98 on page 73):

/leFg(:r,QQ) dr = 3 (1—%;@2)) (4.186)
- 3 [1- A12 __ (4.187)
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A; and A, are valence normalization factors. Breaking this up in terms of u, and

d,:

/01 run(z, Q)dr — 2 (1 AL A j 2) (4.188)

Cs() [os(3)

2
0

1 A A
rd,(z,Q*)dr = |1— L 22 5 (4.189)
l [t )

There is also a constraint from the quark charges:

<+§> /01 zd,(z, Q%)dz + (—%) /01 vuy (2, Q?)dzx —

A A
11— - 2 (4.190)

o5 () fon (3]

Where equations 4.188 - 4.190 set the overall levels of the valence distributions.

The quark sea is described by:

ru(x) = zd(x) = 2(/£1+ 2)335(33) (4.191)
_ 2(H1+ 5 [AS(1—2)"5 + ASy(1—2)"%]  (4.192)

where the parameter x controls the relative normalization between the strange
quark sea and nonstrange quark sea. AS, ASy, ES, ESy are parameters determined

as follows:

ASQ = ASZQ + ASQl log Q2 (4193)

ESy; = ESy + ESy log Q (4.194)
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Where ASyy, ASa, ESyy, and ESy; are free parameters determined by the fit to

the total inclusive CC sample. ES and AS are:

S __AS>
ES = Ll (4.195)

AS.
SQs — (E52+1)(%E52+2)

SO, — AS
AS = (ES+1) (7%52“2)

(4.196)

SQ- and SQj3 are first and second moments from the sea distribution with S@Q,,

defined as follows:

1
SQn:/O 2" xS (z, Q*)dx (4.197)

where z5(z, Q?) is as in eq. 4.192. This may seem circular, however these moments
are determined at leading order QCD. Assuming a 4-flavor (at typical NuTeV Q?
values, up, down, strange, charm are really all one need to worry about) and SU(3)

gauge theory (i.e. QCD), the first and second moments are specified by:

3 1
SQQ - ZD22 + ZDIQ (4198)
3 1
SQg - ZD23 + 1D13 (4199)
The D,,’s are:

Dy = Spe 0427 (4.200)
Di3 = S3e 0007 (4.201)

Doy = [(1—0.429)(Sy + Viz) — 0.429 G] €707 s
10.429( S5 + Vig) + 0.429 Gy] — Vgy 70427 8 (4.202)

(4.203)
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Doz = [(1—0.925)(S3 + Viz) — 0.288 (i3] e= '8 s

+1]0.925(S3 + Vi) + 0.288 Gig] e %009 5 — 145 70667 5 (4.204)

Where the numerical values in equations 4.200-4.204 are from table 1 in reference
[156], s is as defined by equation 4.185, Ss, and Sz are free parameters determined

from the fit, and Vg and Vi3 are:

Veo = uB(Ey+1,Ey+ 1)+ AVRB(Es + 1, B, + 1)) +

di'B(EL + 1, By + 2) + AVaB(E3 + 1, Ey + 2)] (4.205)
Vas = ul[B(Ey+2, By + 1)+ AVaB(Es + 2, By + 1)) +

d'B(Ey + 2, By 4+ 2) + AVLB(Fs + 2, By + 2)] (4.206)

These are evaluated at Q = Qy. B(m,n) is the Euler beta function:
1
B(m,n) = / 2™ (1 — o) ld (4.207)
0

The G5, and G5 in equations 4.200-4.204 are the second and third moments of the

gluon distribution, with G5 constrained by the momentum sum rule:

Gy + /1 1 Tfﬁ%@& [o(@, Q2) + do(2,Q2) + S(2,QN)de =1 (4.208)

and (G is left free as a fit parameter.
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Parameter Value Error
A 0.583  0.017
A 0.295 0.013
A, 0.17 0.03
FEio 0.5333 0.0025
FEi -0.028 0.011
FEog 2.61 0.015
FEyy 1.31 0.045
AVs 637.0 75.0
Es 4.56 0.14
Ey 12.5 0.35
ASo 1.06 0.11
ASy 1.76 0.25
E Sy 185.0  20.0
E Sy 8.4 8.0
S 0.1625 0.0013
S 0.0159 0.0004
G 0.031  0.003

TABLE 11. Parameter values from NuTeV structure function BGPAR fit [154]

The strange component to the sea distribution is described by:

_r
2(k+2)
K AS

— ES+a
= 2(/{+2)ES+1(ES+Q+1)(1+$) (4.209)

IC) ; vd(z) (1-2)° (4.210)

rSS(x, Q%)

r describes the relative normalization of the strange to the nonstrange seas. The
exponent « affects the relative shape between the strange and nonstrange seas. The
BG parameterization assumes that the strange and antistrange seas are equal. In

order to fit for the strange and antistrange seas separately within the BG model,
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the neutrino and antineutrino data are taken as separate data sets tied together
with a common charm mass, semileptonic branching ratio and fragmentation shape
parameter e.

The up and down seas are assumed the same in the original BGPAR prescrip-
tion, which has been shown not to be the case experimentally. A parameterization
of the measured asymmetry between the @ and d distributions by FNAL ES66

[158, 159] is used to correct for this difference in the form of the ratio d/u:

— 1

J(dfu) = MAX(0.1, 1 — (2.7 — 0.1410g(Q?) — 1.92)) (4211)

Where the MAX() function caps the ratio at 10%. The modified up and down seas

(@ and El) are constrained so that their total is unchanged:

ul

_, _ U+
= — 4.212
YT d- fd/a) (4212)
— ~  u+d —
d = d——=———f(d/u 4.213
e ) (4.213)
(4.214)
The up and down valence distributions are also corrected:
/ Uy
= 4.215
YT T S(d ) (4.215)
, dy +uyd(d/u) (4.216)

d =
v 1+ 6(d/u)——

Uy +dy

where 0(d/u) is parameterized as:

§(d/u) = 0.12079 — 1.3303z + 4.98292° — 8.44652° + 5.7324x" (4.217)
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Strictly speaking, in LO QCD, the Callan Gross relation (c.f. page 67) should
hold. The NuTeV MC however includes an empirical correction to incorporate the
effects of gluons in the cross section. This correction is in the form of a parametrized
longitudinal structure function as described in section 2.3. The parameterization
is based on a fit to SLAC electron deep inelastic scattering data [114] and is given

as follows:

0.0635 0.5747 0.3534
Rp(z, Q%) = ——22_0(z, Q?) + _ 1218
2@ Q) 10g(06.204) &) Q? Q*+0.04 ( )
where O(z, Q?) is:
2 2
. Q 0.125
O(r,Q%) =1+ 12 (1 . Q?) <x2 N (4.219)

The degree of violation of the Callan Gross relation is shown in figure 25 on page
77.

Corrections for higher order effects also take the form of a “higher twist”
correction to the total cross section. Higher twist effects are due to interactions
between the quark struck in the interaction and the other “spectator quarks” also
present in the nucleon. These effects are nonperturbative, and are suppressed by a
factor of (é) %71. The 7 in the exponent is the “twist”, named as such because of
its relation to the order of spin (“twist” kind of like “spin”) operators included in
the operator product expansion formulation of deep inelastic scattering [160, 161].
The lowest meaningful value of twist for QCD operators is 2, and terms of greater

than leading order in QCD all have twists of 4 or higher. Those pieces have a

greater effect on the cross section at low @2, and at high . The higher twist
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FIGURE 86. The NuTeV F, measurement with BGPAR fit superposed. Only the
black points were used in the BGPAR parameterization. The points from CCFR
and CDHSW are included for comparison purposes only. (plot courtesy Martin
Tzanov)
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FIGURE 87. The NuTeV z F3 measurement with BGPAR fit superposed. Only the
black points were used in the BGPAR parameterization. The points from CCFR
and CDHSW are included for comparison purposes only. (plot courtesy Martin
Tzanov)
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effects are modeled by employing a parameterization which rescales x in a similar
way to slow rescaling in charm production. The following parameterization is used

to correct for higher twist effects[162]:

Q> + Bur
=r —-— 4.22
t—E&ur =T oL — (4.220)
with the parameters:
Agr = 1.187+0.035 (4.221)
Bpyr = 0.33£0.02 (4.222)

resulting from a fit to charged lepton DIS data. Utilizing all of these correc-
tions, the flux and BGPAR pdfs were simultaneously fit to the NuTeV measured
structure functions F,, and zF;. The ability of the BGPAR model to describe
the NuTeV structure function data is shown in figures 86 and 87. The BGPAR
parameterization is based on only the NuTeV data shown in the figures.

The charged current cross section is also corrected for electromagnetic radia-
tive effects to 1 loop in QED, including the Feynman diagrams shown in figure 88.
The effect of the electromagnetic radiation on the final state is typically to increase
the measured hadronic energy over that of the bare process. For example, when
the muon radiates a photon, as in the top left of the figure, its momentum will
be lessened, and that photon will initiate an electromagnetic shower which in the
NuTeV detector will be added into the energy of the hadronic shower. The radia-
tive corrections are those of Bardin [163], evaluated in a table binned in Bjorken

x and the inelasticity y, which are then interpolated. They are calculated and
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FIGURE 88. Feynman diagrams of both initial and final state QED radiative
corrections
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Radiative correctizons, Enu=100
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FIGURE 89. Total CC QED radiative corrections for neutrino (left) and antineu-
trino (right) cross sections, plotted for E, = 100 GeV.

applied as multiplicative factors to the uncorrected “Born” cross section:

doy_ oop
do |: dz ldy ] . dOBorn (4 223)

dx dy - dx dy

dUBorn
dx dy

Where the bracketed piece is the applied correction. Figure 89 shows the magnitude

of the QED radiative corrections as a function of y for different values of x.
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4.1.3 Inclusive dimuon production

Dimuon events are a subset of the total charged current cross section, with
the distinguishing characteristic of having an additional muon of opposite charge
to the primary muon from the weak vertex. When generating inclusive MC, a
throw is performed against the ratio of the dimuon cross section to the total cross
section. If passed, roughly 1% of the time, and energy thresholds for producing a
charmed meson are also passed, a dimuon event is generated. In inclusive charged
current event generation (darts MC) the dimuon event replaces the “single muon”
charged current event that would have otherwise been generated and is given a
weight of 1.

Table 12 outlines the construction of kinematic variables in generating a L.O
dimuon event. The neutrino energy and event vertex in the detector are deter-
mined from the flux, and x and y are determined from the total cross section. The
momentum vector for the muon originating from the weak vertex is calculated from
these quantities (with a flat ¢, distribution assumed), and the total momentum
available for the hadronic system is then determined from momentum balancing.
For inclusive charged current events, this is the end of the story, and the hadronic
shower is generated with that momentum. If charm is generated however, kine-
matics are generated in the hadronic CMS frame, with a boost of ¥ = Ej.q/ VIV2.
The type of charmed particle generated is selected by throwing against the follow-
ing production fractions [164]: 29% for charged D’s, 64% neutral D’s, and 7% D;

mesons. A, production is not simulated. The charmed meson is assigned a
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momentum of Pp = 2 - Ppae, Where Ppa, 18 /W2/4 — M3. (Here and in table

12, the subscript “D” is a used as a generic label for any of the charmed mesons).
z results from a throw against the fragmentation function (e.g. equation 2.140 on
page 94).

The charmed meson is assumed to remain collinear with the W boson in the
LO model. Additional transverse momentum that would originate from higher
order diagrams and nonperturbative effects is added based on external measure-
ments, as the NuTeV detector is unable to fully resolve the details of the hadronic
vertex. The amount of “p, smearing” imparted to the charmed particle relative
to the W boson direction is determined by looking at the transverse momentum
between the pair of charmed mesons produced in ¢¢ events in fixed target proton-
proton scattering. The momentum perpendicular to the axis defined by their center
of momentum vector can be measured, and used to set the magnitude of this p;
smearing. The LEBC-EHS experiment at CERN [165] measured the transverse
momentum spectrum of 29 ¢¢ events produced in 360 GeV fixed target proton-
proton scattering. Their measured distribution of p? was found to fit a function
of the form:

do

— x e 7L (4.224)
dp?

with @ = 1.14+0.3(GeV/c)?. This function and measured smearing was used by the
CCFR experiment in their dimuon analyses. The NA14/2 experiment at CERN
also measured the p? distribution from more than 1000 measured c¢ events from
40 - 160 GeV proton scattering [166]. Their p? distribution and a fit of the same
form is shown in figure 90. The fit gives a width a = 0.98 £ 0.06, completely

consistent with the value used in past analyses, but with better precision.
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McKinem.F E,, vertex thrown against (anti)neutrino flux
x,y from throwing darts against d;l—zy
Q*=2%xM,*xE,xxxy

L, =E,*(1—y)

Epad = By * y

0, = En —Mp*x*y—mi/(Q*E,,)

¢, thrown flat (0 — 27)

Meson type thrown according to ref. [164]
° W2:Mj+2*Mp*E,,*y*(1—x)

o P,= /E2—m]

® Phaa =\ Efpg — W?

e P, =P,*sinf, xcosg,

o P, =P, «sinb, xsing,

o Puz:\/(P;%_PEm_Piy)

® Phrade = =P

chrm_gen.F

omrel qer|

L4 Phady = _Pmuy
_ 2 2 2
® Phrod: = \/Phad_Phadx_Phady

e throw z against fragmentation function

[ ] PD = Z % PDmaa:

e Fp=,/P}— M3}

e Additional p; smearing applied to D

e boost Pp to the lab frame, v = Ejq/vVIW2

gfrag_ccfr.F

ourel] N SIUOIPRE]

chrm_dk.F e Use 3 body decay to break D into observables
(muon + hadron + invisible neutrino)

ourer] qery

TABLE 12. Definitions of dimuon kinematics as used in analysis and MC codes
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A throw against this p, smearing function is performed and the charmed
meson’s momentum vector is rotated (with absolute magnitude unchanged) rel-
ative to the W boson axis such that the final vector has the thrown transverse
momentum. The ¢ distribution is assumed to be uniform.

With the kinematics of the charmed meson completely determined in the
hadronic center of mass frame, the meson is then boosted back to the lab frame

where it is semileptonically decayed according to PDG branching fractions [78].



Mode 1997 PDG [167] | 2005 PDG [79]
D — Ko 0.067 £0.008 | 0.091 % 0.009
D — (Kn)yuv | 0.03240.004 | 0.038 %+ 0.005
D — v 0.0057 & 0.0022 | 0.0038 % 0.0019
D — Kiuv 0.03240.003 | 0.035 % 0.003
D — popv 0.003 4 0.007 | 0.003 % 0.008
DY = Kuv 0.0321 £ 0.0018 | 0.0320 & 0.0017
DY — (Kom)uv | 0.016+0.009 | 0.018 % 0.008
D° — wpv 0.0037 & 0.0006 | 0.0024 % 0.0004
DY — K*py | 0.0134 4 0.0022 | 0.0131 % 0.0017
D, — nuv 0.025£0.007 | 0.025 % 0.007
Dy — 1/ pv 0.0088 & 0.0034 | 0.0089 % 0.0033
D, — duv 0.020 £ 0.005 | 0.020 & 0.005
Dy — v 0.004 £ 0.002 | 0.005 & 0.002
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TABLE 13. Charm semileptonic decay modes modeled in numonte. In neutrino
mode the muon charge is positive, negative in antineutrino mode.

The type of charmed meson, D*, D° or D, is determined by throwing against
measured production fractions. At that time a throw is also performed against
the semileptonic branching fractions for that particular charmed meson, shown in
table 13. The kinematics are thrown assuming the charmed meson broke up via
a standard weak decay [168], resulting in the momentum vectors of the remaining
uncharmed meson, a neutrino, and a muon. The muon then is the second muon
in the dimuon event, the neutrino slips away undetected, carrying some amount of
the original D meson’s energy with it (figure 91), and the remnant meson becomes
a part of the hadronic shower. The average energy of the decay muon versus that
of the parent charmed meson is shown in figure 92. The angular spread of the
charmed meson momentum relative to the W boson momentum vector is shown
in figure 93, and the amount that the weak decay of the charmed meson scatters

the observable final state decay muon is shown in figure 94.
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FIGURE 91. The fraction of the charmed meson’s energy lost via the undetected

neutrino from the weak decay
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FIGURE 92. The average decay muon energy as a function of the energy of the

parent charmed meson
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D angle relative to W in lab frame
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FIGURE 93. The angular spread of the D meson momentum vector relative to the
direction of the W boson in the Lab frame. This is another way of displaying the
p1 smearing shown in figure 90
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FIGURE 94. The angular spread of the charm decay muon relative to the direction
of the charmed meson in the Lab frame
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4.1.4 m— K background

Dimuons can be produced from two sources in numonte. The first, is the
semileptonic decay of a charmed particle, the events targeted in this analysis. The
second is a background to this desired process, and occurs when a pion or kaon in
a typical charged current hadronic shower decays semi-muonically before being de-
stroyed through interactions within the target. These events occur predominantly
with lower muon energy, and are one of the reasons why a cut on the energy of
the charm decay muon must be applied. Knowing the characteristics of this back-
ground is important in order to measure the size of the charm generated dimuon
component correctly. The model used has two parts, one from the decay of a pri-
mary meson at the hadronic vertex, the other from the decay of secondary pions
or kaons generated within the hadronic shower. We model both pieces of the back-
ground from empirical parameterizations based on simulation in the vertex case,
and measurements in the shower case [169, 170].

The m— K decay background parameterization from vertex pions and kaons is
based on simulating the hadron shower using the LUND [171] Monte-Carlo coupled
with Particle Data Group predictions for the semileptonic decay of each particle
type in the hadronic shower. The parameterization used, a function of the hadronic

energy, decayed muon energy and Bjorken z, is as follows:

B
dPy_pirak _ < A ) (1 _ L )26—0}3% (4.225)
dE,» E,» Enap
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The parameters A, B, and C' are Bjorken x dependent expansions:

A= Ay + Az + Ayz? (4.226)
B = By + Bizx + Boa?® (4.227)
C= Co + Cll' + CQCL’Q (4.228)

where z is reset to 0.025 if x < 0.025 and to 0.65 if x > 0.65. The A;, B;, and C;’s

themselves are expansions in multiples of log(Erap/30):

B FErap o (Erap
A; = ai+ aplog ( 20 ) + a9 log ( 20 ) (4.229)
E )
E E
Ci = Cijo t+ Ci1 lOg ( §8D> + Cio 10g2 ( §3D> (4231)

where the a;;, b;j, c;; are parameters resulting from the CCFR fit to the LUND
results, shown in table 14.

To model the m — K background originating from the decay of mesons in
the hadronic shower, a parameterization of the measured rates for £, > 4 GeV

muons from CCFR hadron test beam data is used:

A Ps_pikak _ ( Ay

A2 2 EM
) (1 — £> e——EHfDAS(A4 + As ) (4.232)
Enap

Erap

The parameters A; are determined from an expansion in hadronic energy:

E E
A; = a;1 + applog ( I;SD) + a5 log? ( §SD> (4.233)
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‘ ‘ neutrino ‘ antineutrino ‘
A; ;0 ;1 ;2 ;0 ;1 ;2
Ap | 10.063  -1.5887 0.11658 10.171 -1.7365  0.14722
A | -3.3512  11.4168 0.0 3.4393  -0.60418 -0.19621
Ao | 1.1309 -0.74166 0.0 -0.36881 -0.43144 0.0
B; bio bi bio bio bi bio
By | 1.4709 0.11446 -0.011556 | 1.4438 0.11772  -0.00963
B 0.3 0.0 0.0 0.3 0.0 0.0
Bs -0.3 0.0 0.0 0.0 0.0 0.0
C; Cio Ci1 Ci2 Cio Ci1 Ci2
Ci | 3.8336  0.58488  -0.17086 3.4293 0.60418 -0.19621
Cs | -1.4510 0.32336 0.0 -1.3544  0.34998 0.0
Cs 0.0 0.0 0.0 0.0 0.0 0.0

TABLE 14. Parameters used for vertex m — K model

The values for the a;; parameters used to model the shower generated m — K
background are listed in table 15. The average probability of making a m — K gen-
erated dimuon compared to a charm produced dimuon within the BGPAR model
as a function of decay muon energy is shown in figure 95. The 7 — K background
becomes a significant component of dimuon events at low FE,,, eventually domi-
nating at extremely low £,,. The m — K background for neutrino scattering is
larger relative to antineutrino scattering due to the large contribution of the va-
lence quark distributions. The valence distributions are Cabibbo suppressed in
charm production, which is why the charm curve is not enhanced to the same

degree as the m — K curve in neutrino mode.

4.1.5 Noninclusive dimuon production MC

Dimuon events, whether originating from charm or from the decay of pions

and kaons, only make up about 1% of the total charged current event sample. When
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FIGURE 95. 7-K parameterization in v (top) and 7 (bottom) modes vs E,5. The

x axis in both plots is in GeV
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;1 ;2 ;3
Ay 1.3604  -0.09049 0.0
Ay | 3.7356 -0.24801 0.0
As | 3.4547  -0.75553 0.0
Ay | 5.5783 1.8321  0.3805
As | -0.40785 -0.10043 0.0
Ag 2.95 -0.02936 0.0

TABLE 15. Parameters used for shower generated m — K model

generating Monte Carlo events to compare to dimuon data, it is usually much
more efficient to generate dimuons without the extra 99% overhead. Numonte
also provides the ability to exclusively generate dimuon events as weighted MC as
opposed to sporadically during inclusive event generation.

In this case, event generation proceeds as it would for inclusive charged cur-
rent event generation, with F,, and vertex thrown against the flux, and x and y
thrown against the total CC cross section. For each event that passes the required
energy thresholds to produce a charmed meson (or in the case of 7 — K decay,
pion or Kaon), dimuon event kinematics are generated, and the event is assigned
a weight:

U}tgu

wtee = (4.234)

Wtiotco
Here wty, represents the probability of producing a dimuon event, and wi;ncc is

proportional to the inclusive cross section. For m — K decay events wiy, comes

Poikdk

d S .
from the —& -~ parameterizations above. For LO charm wty, is:
I3

dUch,arm
W T e ay

(4.235)
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where B, is the averaged charm semi-muonic branching ratio, described in section
2.4.3, on page 90. The fragmentation function is not included in the weight.
Instead z is thrown against the fragmentation function D(z). The charm cross
section is essentially that of equations 2.131 and 2.132 on page 89, but without

assuming isoscalar symmetry. For neutrino mode then:

dacharm o 5 M-Ty 1+ RL(& Qz) Yy
dédy (1+ 2{(1—?;— 2E>( 1+4]\42§2 )—F?
M2,
2 ( 0(57Q2) +d8(£ QQ)) +N(u’v(§7Q2) +u5(§7Q2))
[Ved| y +
2|Vesl*s(€, Q%) (4.236)

. . GLME
here two modifications have been made: The factor of —— has been removed.
The normalization convention within numonte is that the cross sections are mul-

tiplied by a factor of Also the relative (nonequal) number of neutrons and

GLME ME
protons in the NuTeV target is taken into account by the factors of Z (atomic
number), A (atomic mass), and N = A — Z. The strange quark distribution is
assumed to be the same in protons and neutrons. The values used for Z, A, and

N are based on averages measured in samples taken from the steel plates in the

NuTeV detector:

= 23.403
N = 26.215

= 49.618
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Antineutrino mode is similar, but without the valence component:

dogiorm 3 Mazy\ (1+Rp(£,Q%) )\ | zy
- gl ) 2
M,
[|%d|22d5(€7@2) ZNU5(§7Q2) +2|‘/CS|28<£,Q2)‘| (4.237)

Figure 96 shows the wtce distributions for typical numonte runs in both neutrino

and antineutrino modes. At high x, wtcc converges to:

wtee MELY |Vcd|2B6M (4.238)
x(uy + dy)

~  |Vl*B. (4.239)

~  0(0.005) (4.240)

since the seas largely disappear at high x. The bottom plot of figure 96 shows the
average x dependence of wtce, and the neutrino curve converges towards a constant
value near |V,4|?B, at high z. Charm production in antineutrino mode does not
have a valence component, making wtcc approach zero at high x in antineutrino
mode. Rather than just being a peculiarity of the Monte Carlo, the behavior of
neutrino wtce at high x demonstrates that in fits, that region in phase space is
what constrains V.4 and B, (or if an external V,, is assumed, just B.).

The NuTeV dimuon data is described quite well with the leading order BG-
PAR model outlined above. The BGPAR model may be thought of as a physics
motivated empirical parameterization of the NuTeV data. In analyses where only
a good description of the NuTeV data, such as the cross section extraction de-

scribed later in this chapter, an accurate parameterization of the cross section, no
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FIGURE 96. The values of wtcc for typical neutrino and antineutrino MC runs.
The bottom plot is the dependence of wtce on . One sees neutrino mode converg-
ing towards |Vop|? B, at high x, while antineutrino mode goes to zero.
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matter what the internal structure might be, is all that is necessary. The BGPAR
model however is really only expected to be useful in the phase space region of the
NuTeV data, where the model parameters are determined. For example, the Q?
evolution of the parton distribution functions is approximate. The BGPAR model
is also a leading order model, with only a minimal description of the substantial
gluon contribution to nucleon structure. In order to interpret the dimuon data in
a way that may be better applied to other experimental situations, a more general
NLO QCD model must be used to describe the data. This is described in the next

chapter.

4.1.6 McNuTeV

Generating the kinematics and calculating the cross sections of Monte Carlo
events is of course of fundamental importance when trying to reproduce the data,
however it is useless without a good simulation of the effects due to the detector
environment on each event. There are two ways detector related smearing can be
imparted to numonte-generated Monte Carlo. The first is through numonte itself,
which includes an extensive library of smearing routines based on data taken with
NuTeV’s calibration beam. The measurement of dimuon events however is very
dependent on the ability of the NuTeV analysis software’s ability to reconstruct the
second muon track, so a more detailed simulation of what happens in the detector
in each event is needed. For this reason the second method of imparting detector
effects to events was created, called McNuTeV.

McNuTeV is a GEANT [172] based “hit level” simulation of the NuTeV

detector. GEANT is a library of routines used to model the passage of particles
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through the different materials a detector might be constructed out of. Using the
GEANT library, one virtually builds the detector within the simulation by defining
volumes of the different materials in the code. One then tells it to propagate
whatever particles one desires (and often as important, those one doesn’t) through
the detector volumes, simulating interactions along the way. These interactions
include processes like multiple scattering, bremsstrahlung, pair production, etc.
The particle interactions used in McNuTeV are best listed by going through the

entries in the card file used to control it:

MULS 2 Turns on multiple Coulomb scattering using Moliere theory
HADR 1 Turns on hadron interactions.

BREM 1 Bremsstrahlung scattering,

ANNI 1 Electron-positron annihilation

PAIR 1 Pair production

DCAY 1 Allows particle decays

PHOT 1 Photoelectric effect

COMP 1 Compton scattering

RAYL 1 Rayleigh scattering

MUNU 1 Nuclear interactions
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LOSS 1 Energy loss with restricted energy loss fluctuations
DRAY 1 Delta ray production

PFIS 1 Photon fission

In all of these flags the “1” (and in the case of “MULS” the 2) used as
an argument indicates that any generated secondary particles will in turn also
be propagated through the detector. To prevent this geometrically increasing
collection of particles from severely bogging down the computer simulating them,
minimum energy thresholds are set to tell it when it can stop. At that point the
particle is no longer propagated through the detector, and the leftover energy is
then added to the total. These energy thresholds should be set low enough so that
the final track lengths and observables are not affected, but high enough so that
GEANT doesn’t spend an undue amount of time propagating millions of particles
with energy too low to affect the results. The cuts used in this analysis are shown
in table 16. The entire configuration file for McNuTeV is listed in appendix B.0.1.

Although McNuTeV has a plethora of physics processes to apply to the par-
ticles moving through the simulated NuTeV detector, it does not have any of the
particle physics machinery to generate NuTeV events. This lends some flexibility,
for example when simulating calibration beam events, one essentially just needs to
tell McNuTeV something like “go make a muon with this energy there, and then
do it 10000 times”. An example of McNuTeV’s flexibility is shown in figure 97,
where McNuTeV was instructed to place 2 25 GeV hadron showers at the top of
the detector, a 7 GeV shower in the middle, with a 4 GeV muon at the bottom.

Shown is the y view of a NuTeV event display after the particles were propagated
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Cut Value

gammas 1 x107* GeV
electrons 1 x107* GeV
charged hadrons 1 x107* GeV
neutral hadrons 1 x107* GeV
muons 1x 1072 GeV
electron bremsstrahlung 1 x107* GeV
electron delta rays 1 x 107 GeV
muon delta rays 1 x 107 GeV
muon produced et e~ pairs | 1 x 107 GeV
time of flight cut 0.00204 GeV

TABLE 16. McNuTeV GEANT particle energy cut values

Run: 5886 Event: 126 Igate: 1 Date: Fri Oct 29 19:35:31 19650 |[gmyul: 9999.90 GeV
Triggers:[ 1] 2]3]4]s]e]7]a]o]10]11]12]13] EHDNC: 32.83 GeV
PLACE : 55

CEXTIT: 18

‘ ‘ ‘ || SHEND:: 52
el I“. R ! IIII II“II! !! I!I!IHI!I IIII ! ! h ! VERTX. _1-95 e

[T| VERTY : -66.99 cm

(
Wt I

i
b, il
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FIGURE 97. An MC event demonstrating the power and flexibility of McNuTeV.

through the detector, and the resulting data file processed and displayed via the
NuTeV event display. The effects of multiple scattering are evident in the sar-
castic upward-going displacement of the 4 GeV muon. This functionality may be
activated in McNuTeV by including the flag “GUKINE 37" in the card file. The
implementation of “GUKINE 37" events instigated the hardwired subtraction of
40 years from the timestamp in McNuTeV data files to prevent confusion with real

data.
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Manually instructing McNuTeV to place various particles in the detector
may be useful at times, but in order to simulate real data, this process must
be automated, and tied into the physics generator in numonte. The connection
between detector simulation and physics simulation is achieved through an ASCII
interface called “McPipe”. As events are generated in numonte, the kinematics of
final state particles, as well as event weights and variables necessary for physics
analysis are written to a sequential ASCII McPipe file. McNuTeV then reads in
this file, and propagates the events through the detector. The outputted data files
from McNuTeV are in a format which is identical to the real data files, however
an extra data bank (called the “truth bank”) is added which includes the original
kinematic variables and unsmeared position and momentum values of the particles
involved in the interaction. The weight and physics variables brought in via the
McPipe file are written to the truth bank as well.

In addition to physical smearing effects as particles traverse the NuTeV de-
tector, McNuTeV also includes the digitization and inefficiency effects of the elec-
tronics recording the events. When a particle passes through the volume of a drift
chamber or scintillator in the simulation, the code calculates the signal that should
have been read out via the electronics, applying relevant corrections for phototube
efficiencies, rounding errors from ADCs, and so on. These signals are dependent on
when the event happened over the course of data taking, due to hardware failures,
temperature variations or drifts in the electronics. A perl script called McWrapper
is usually used to run McNuTeV in such a way that the events are distributed
within different runs as they are in the real data. McWrapper is called for either

neutrino or antineutrino modes for the desired total number of events. It then
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calculates the number of events to be simulated for each NuTeV run number, and
calls separate McNuTeV jobs for each event block. For each run McNuTeV uses the
measured characteristics of the electronics and detector based on monitoring per-
formed throughout the duration of the experiment. The outputted MC data files
are then placed in a single “McWrapOut” directory, which can then be combined

into a single file to be analyzed in the same way as the data.

4.1.7 3-m hadronic shower model

Although the event kinematics are determined in numonte, exactly what goes
on within the hadronic shower is not. Numonte generates a momentum vector for
the hadronic shower as a whole, but does not specify what particles are produced
within it (except of course, in the case of charm production). This is fundamentally
because the NuTeV detector is unable to resolve these particles individually, and
records the shower as a stream of drift chamber hits with an associated deposition
of energy in the calorimeter. In order to simulate a hadronic shower in McNuTeV,

O 7*, and 7, are created with randomly distributed momenta such

3 pions, a w
that the total is that of the total hadronic shower vector passed from numonte.
Although this 3 pion model balances the total charge of the hadronic shower,
the ratio of energy lost due to hadronic interactions to electromagnetic interactions
is not necessarily correct. The weights of each event are adjusted so that the energy

lost by the 7 component matches that of a LUND [171, 148] simulation of hadronic

showers.
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FIGURE 98. The correction rescaling the weights of events as a function of 7°
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This probability from the LUND simulation was found to fit:

E.o

Enap

E.o Eyo \2
> — 48423 — 79213 + 30774 ( ) (4.242)

7DLU]\U) <
HAD Erap

The weight of each MC event multiplied by their normalized ratio:

PLUND( 2L )

Epgap

( )
c EHAD

(4.243)

Figure 98 shows the magnitude of this correction, as a function of Ei#op
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4.1.8 Drift Chamber Efficiency

The drift chambers as modeled in the McNuTeV Monte Carlo are 100 percent
efficient. In order for this MC to better represent the slightly inefficient drift
chambers in the data, drift chamber hits are removed according to the measured
drift chamber cell efficiencies on a run by run basis.

These efficiencies were measured using the tracks of muons created by neu-
trino interactions in the shielding berm upstream of Lab E. These events, called
“straight through muons” or just “trigger 6’s”, are an independent data sample
not directly used in any physics analyses. As they are essentially a constant back-
ground of straight tracks passing through the entire detector and are very easy to
reconstruct, they are therefore very useful as a tool to monitor the detector for
changes in the drift chamber behavior. The technique for measuring the efficien-
cies then is to track these muons through the detector, and tally up the locations
of chamber cells which are missing along the length of the tracks. The numbers
of these straight through muon events are high enough that this can be done on
a run by run basis, providing an empirical record of when chamber cells are dis-
abled, inefficient, or when chambers were removed from the detector during the
run for repair. This information is then used in post-processing the NuTeV Monte-
Carlo to make it better match the data. When McNuTeV data is run through the
processing software, e815_analysis, drift chamber hits are removed according to
random throws against these measured efficiencies for each run.

Figures 99 and 100 represent these measured efficiencies. Table 17 explains
the color schemes for the figures. (Note that the scale to the right of each figure

is actually the “inefficiency”, or 1-efficiency, chosen to emphasize the differences
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near 100% efficiency. See table 17) Figure 99 shows the average efficiencies of
the drift chambers throughout all of NuTeV data taking. The vertical axis is
chamber cell number, ranging from 0 to 23. The horizontal axis is chamber number,
where calorimeter chambers range from 0 to 43, with #43 towards the front of the
calorimeter, and 1 right before the muon spectrometer. Numbers above 43 are drift
chambers in the muon spectrometer. Note that the most efficient drift chambers
were placed in the spectrometer. The plots in figure 100 are the average inefficiency
for each chamber as a whole (x axis), plotted by run number (y axis). Run numbers
increase with time, so one can see how the efficiency of chambers changed as data

taking progressed.

| Efficiency. Plot Color Code

Color approx efficiency range
Black 0 - 58%
Blue 58 - 82%
Red 82 - 93%
Pink 93 - 96.8%
Green 96.8 - 98.7%
Blue 98.7 - 99.4%
Yellow 99.4 - 99.7%
White 99.7 - 100 %
(can also mean run was missing)

TABLE 17. Legend for DC Efficiency plots (figures 99 and 100)

4.2 MC Energy and Flux Corrections

The MC is not perfect, and several small corrections need to be applied
to force muon and hadronic energy smearing to agree with measurements from

the NuTeV calibration beam. Additionally, the neutrino flux was extracted with
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a slightly different set of kinematic constraints than is required for the dimuon
analyses (for example the flux was extracted with a harder cut on the primary
muon and more restrictive gap cut), so the inclusive data and MC samples are

used to empirically correct the flux.

4.2.1 Muon energy correction

The magnetized steel washers in the McNuTeV simulation of the muon spec-
trometer were defined slightly wider than was later found from direct measurements
of the detector. The effect of this is to artificially increase the MC muon energy.

There are three more or less equivalent ways one can remedy this situation:

1. Change the widths of the washers in the McNuTeV software to reflect the

measured value.

2. Use the McNuTeV widths when calculating the muon energies in the recon-

struction software.

3. Don’t change anything in the software, and apply a muon energy correction

post-reconstruction.

Of the three, the last was chosen, so that pre-existing McNuTeV MC would not
need to be regenerated, and to minimize confusion within the reconstruction soft-
ware. The (at most) 2% level correction that is applied to McNuTeV muon energies

is of the form:

E, —rec—correct—washer
C(EM—FF—gen) - < pFE ! h > (4244)
<E,u7FF7recfwidefwasher> E

n—FF—gen
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FIGURE 101. The correction applied to reconstructed F,,_pp e as a function of
E, rrp_gen- The x axis scale is in GeV.

where C is a function of the true muon energy within the spectrometer region,
E,_rr_gen, and is applied only to the portion of the muon energy reconstructed
by the muon spectrometer (E,_pp_re). The portion reconstructed within the
calorimeter is subtracted from the total muon energy, then the remainder is scaled
by C, and the calorimeter part is added back in. Figure 101 shows the magnitude

of this correction as a function of the true muon energy within the spectrometer.

4.2.2 Hadronic energy corrections

The hadronic shower smearing model in GEANT does not completely repro-
duce the energy smearing as measured from the NuTeV hadronic test beam data.
A correction is applied in addition to the electromagnetic/hadronic energy correc-
tion mentioned above, to simultaneously shift the mean and width of the smeared
hadronic energy produced by McNuTeV to match a parameterization of test beam

measurements.
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Both the mean and width may be simultaneously adjusted through the fol-

lowing transformation:[148]:

E..= Egen [

rec

WTB ( Erec

- M M. 4.24
W]\/[C Egen ]WC> * TB] ( 5>

where Fg., refers to the unsmeared energy, .. is the raw smeared energy from
McNuTeV, and the W’s and M’s refer to the widths and means of the McNuTeV
(MC) and parameterized calibration beam (TB) distributions.

The means and widths are dependent on generated hadronic energy, and are

parameterized according to the following functions:

log(B - Egen)

- D 4.246
By 4 C (4.246)

= Aexp[B(Eyen+ C)] + + F (4.247)

Egen

The parameters for each TB and MC curve are shown in table 18. Equation 4.245

A B C D F
My | 8538 | 0.03207 | 181.9 | -0.02805 N/A
Mrp | 2.592 0.0157 | 98.76 | -0.006912 | N/A
Whye | 0.1989 | -0.01176 | 70.05 | 0.9378 0.0793
Wrp | 0.09966 | -0.01075 | 18.13 1.248 0.04832

TABLE 18. Parameters for McNuTeV Hadronic Energy Correction

is applied to the hadronic energies during event reconstruction, and limited so that
for energies Eye,, < 12 GeV and Ege,, > 200 GeV, the M’s and W’s are evaluated at
12 and 200 GeV respectively. The functions described by the parameters in table

18 are shown in figures 102 and 103
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4.2.3 Flux Corrections

The final correction to MC is the empirical adjustment to the flux to correct
for the difference in kinematic cuts between this analysis and cuts used for its
initial extraction.

This is found by binning data and MC events from the full inclusive sample
in neutrino energy and vertex position. The correction is used to correct the flux
for the dimuon sample. In each MC bin the weights are rescaled so that the overall
shape matches the data. After applying the energy corrections and analysis cuts,
E, is divided into the 23 bins shown in figure 84 on page 195. Since the flux is also
vertex dependent, the transverse vertex position is also divided into a 10 by 10
grid along the x and y axes. Within each (F,, vertx, verty) bin, the ratio, %T‘“C“ is
calculated from the inclusive sample after energy corrections and cuts are applied,
and used to rescale the dimuon MC flux. This function is interpolated linearly
between the bins for each event’s vertex position and energy. The correction as a

function of reconstructed neutrino energy is shown in figure 104.
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4.2.4 Inclusive Data/MC Comparisons

One million each of v and 7 inclusive CC MC events were generated in
numonte, processed through McNuTeV, had the above energy corrections and cuts
from table 10 applied, and compared to the total inclusive data sample. After cuts,
379304 v MC events, and 399807 7 MC events survived to be compared to 886004
v and 255045 7 data events. The MC samples were normalized to the inclusive
sample by scaling the number of MC events to be equal to data for each polarity.

Figures 105-111 compare the distributions of the observable variables between

data and MC for both v and 7. Each pair of plots compares the total distributions

data

and displays a ratio plot (574

— 1). The variables plotted are defined as follows:

E,1: The energy of the muon from the weak vertex

Eyap: The reconstructed hadronic energy. The energies due to any muons present
are subtracted out by assuming the energy loss for the muons as 1 MIP within

the length of the shower.

E,;s: Total reconstructed neutrino energy, I/, + Epap. If a second muon is present

E,» is also added.
vertz, verty: The transverse x and y positions of the event vertex
0,1: The opening angle relative to the beam axis of the muon from the weak vertex

E,rr: The muon spectrometer component of the primary muon energy

The yellow band in each plot indicates the magnitude of systematic uncer-

tainties, described in detail in section 4.5.2.
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FIGURE 110. Comparisons of the reconstructed muon angle, 6,;, in data vs MC
for the inclusive data sample, for both neutrino (top) and antineutrino (bottom)
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red, above ratio plots, showing data/MC-1. The shaded regions are the systematic
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4.3 LO MC(C-data fitting

With acceptable reproduction of the data by the inclusive MC sample achieved,
one may then work towards fitting the BGPAR based dimuon model to the dimuon
data. The dimuon data and MC were processed using the same corrections as the
inclusive sample, and dimuon cuts as outlined in table 10 on page 174. The surviv-
ing events for each sample were then placed into a series of bins, whose populations
were used to define a likelihood function via equation 4.172. The fit procedure, a
discussed at the beginning of this chapter, was then a search for the set of physics
parameters which produced the lowest value of —log(L), and therefore provided
the best fit to data.

In the fit, The parameters allowed to vary were the charm mass m,., strange
sea via K, a (see equation 4.210), the antistrange sea via ®, @, Collins-Spiller
fragmentation parameter ¢, and the semi-muonic branching ratio B.. The strange
and antistrange seas were not constrained relative to each other, so net strangeness
was allowed to deviate from zero. Neutrino and antineutrino data were essentially
treated as independent data sets tied together with the same m., B., and e.

To fit MC to data, one must first start with an initial sample of MC to re-
weight. This sample should be generated with parameters that do not bias the
sample through elimination of events via threshold effects like slow rescaling. This
means that the charm mass in this seed sample should be below where the final
value is expected to be, and epsilon should be for a harder fragmentation function.
On the other hand one does not want to be too far away from the eventual final
values of the fit, so that the re-weighting corrections remain relatively small. The

initial values for the dimuon MC sample were then chosen to be: mec = 0.9,
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e = 081, B. = 0.092, Kk = § = 0373, a = @ = 2.5. The initial values of
the branching ratio and strange sea parameters are less important to the final
outcome of the fit, so were chosen to match the LO CCFR values [62] used in the
inclusive sample BGPAR fit. 1300196 v dimuon MC events and 819989 7 events
were generated for the fit. After kinematic cuts were applied, these samples were
whittled down to 224343 v events, and 130310 7 events.

After a dimuon MC sample is generated and processed, the next step in
assembling the likelihood function is determining the normalization of the dimuon
MC relative to the data. Unlike the inclusive sample, the dimuon MC sample is not
normalized relative to the dimuon data, as the overall number of dimuon events is
important in determining physics parameters like the size of the strange sea, semi-
muonic branching ratio and charm mass. To properly normalize the dimuon MC
to the dimuon data, dimuon MC event weights must be rescaled by the following

expression:

/ inclusive_MC _run
wteey, pe = wiccy,_pc - Ny - R (4.248)
ima_

_run Ninclusive_JWC

where Ny, and Njyausive_vrc are the total number of inclusive data and MC events
after cuts, and Nyjmu_vrc_run aNd Nipelusive e _run are the pre-cut numbers of Mc-
NuTeV generated MC events for the dimuon and inclusive samples respectively.
Each event in the normalized dimuon MC and the data are then assembled
into a binned three dimensional grid in F,;, x,;s and z,s. Five bins in F,;;,
4 bins in z,, and 7 bins in x,;; were used in both neutrino and antineutrino
modes. An alternate 4-dimensional scheme with additional binning in y,;, was

tried, however because z,;s is dependent on y,;s, this resulted in several of the 4-D
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v 14

Evis Luis Zvis Em's Lyis Zyis
34.83 | 0.00011 | 0.0188 || 31.70 | 0.00014 | 0.024
82.44 | 0.027 | 0.088 | 74.63 | 0.019 | 0.106
121.64 | 0.050 | 0.147 || 96.79 | 0.035 | 0.163
164.92 | 0.080 | 0.217 | 134.60 | 0.056 | 0.232
196.30 | 0.113 | 0.313 | 172.64 | 0.078 | 0.328
233.01 | 0.156 | 0.870 | 207.08 | 0.107 | 0.808

399.63 | 0.208 393.31 | 0.149
0.305 0.218
0.973 0.991

TABLE 19. Boundaries on bins in LO fit

bins becoming unpopulated in data or MC, making it difficult for fits to converge.
Different numbers of bins along each axis were also tried, with the above chosen
to maximize the total number of bins while keeping a reasonable number of events
in each bin.

The bin boundaries were determined along each of the 3 E,;s, T,is and zy;s
axes by sorting the data in that variable and dividing it into equal populations.
The bin boundaries in the fit for both neutrino and antineutrino modes are shown
in table 19. For each polarity, two arrays with this binning were maintained, one
for data and one for MC. The data arrays were filled once at the beginning of a
fit. When a data event was assigned to a particular bin, that bin in the data array
is incremented by 1.

The fit process would proceed with MINUIT searching for its best fit by
varying the parameters to minimize — log £. With each prospective parameter set,
all the MC events were re-weighted by the ratio of the new cross section to the old

cross section, then the MC arrays were re-filled. Each MC event is placed in its
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appropriate bin, which was incremented by the rescaled weight for that iteration.
After all the MC events were re-weighted and placed in their appropriate bins, £
was calculated, and the cycle continued until a minimum was found. For a typical
fit this process could take a few hundred iterations.

The results of this procedure are shown in figure 112. The fit achieved a >
of 111 for 106 degrees of freedom. Agreement between LO MC run with these fit

parameters and data is good, and is shown in figures 113-127 in the next section.

4.4 LO MC-data comparisons

A minimum likelihood and good x? are not the only measure of the quality of
fit between data and MC. The agreement between different kinematic and physics
distributions should be checked as well. Figures 113-127 compare several kinematic
distributions for data and MC run with the parameters resulting from the LO BG-
PAR fit. The variables plotted are the reconstructed versions of quantities defined
in chapter 2.1, including the measured quantities: £, E,2, the reconstructed en-
ergies of the muon from the weak vertex (u1), and that from the charm vertex
(12), Egap, the reconstructed hadronic energy, and ¢; and 65, the reconstructed
muon opening angles. Also included are several “visible” quantities derived from

the reconstructed energies and angles:

Evis = FEgap+ B+ B (4.249)
0,12 = arccos|cos b,y cosl, +
sin 6,1 sin 6,0 sin(¢u1 — 2] (4.250)

2 = 2B B[l —cos(0,1)] (4.251)

Vs



EIGENVALUES OF SECOND-DERIVATIVE MATRIX:
0.1619E-01 0.4875E-01 0.5304E+00 0.8297E+00 0.1015E+01 0.1228E+01

0.3332E+01

COVARIANCE MATRIX CALCULATED SUCCESSFULLY

FIRST
RIVATIVE
.12983E-01
.23941E-01
.24192
.20071
.36965E-02
.82893E-02
.92581

FCN= -8.454941 FROM MIGRAD STATUS=CONVERGED 226 CALLS
EDM= 0.37E-04 STRATEGY= 2
EXT PARAMETER STEP
NO. NAME VALUE ERROR SIZE DE
1  mc 1.3982 0.21225 0.92315E-02 O
2 eps 1.5938 0.24286 0.77443E-02 -0
3  kappa 0.34582 0.62558E-01  0.30274E-02 -0
4  kappabar 0.29637 0.37692E-01 0.30984E-02 O
5 alpha 2.0253 0.80796 0.64030E-01 O
6 alphabar 1.5456 0.45479 0.67861E-01 O
7 Bc 0.12144 0.10529E-01  0.30723E-03 -0
ERR DEF= 0.500
EXTERNAL ERROR MATRIX. NDIM= 50 NPAR= 7 ERR DEF= 0.500

0.459E-01
-0.171E-01 0.591E-01
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o
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FIGURE 112. The output from the LO BGPAR fit using MINUIT. Listed are the
7 fit parameters, the estimated statistical errors, then below is the error matrix
(elements including and below the diagonal), and the correlation matrix.
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where ¢, 2 is analogous to 0,12, and p,1 22, Pu1,2y, Pu1,2- are the vector components

of each of the two muons (1,2). Also plotted below are the variables E,pp1 and

E

wrr2, Which are the muon energies as reconstructed in the muon spectrometer

(i.e. without the portion deposited in the calorimeter). The plots show histograms

of each variable in data and MC superimposed on each other. The errors on the

histogram bin values represent the statistical errors of each bin, and a shaded band

indicating the effect of various systematic uncertainties like energy calibrations,

model uncertainties, etc. is also shown. A full listing of these systematics and

their effects will be discussed in section 4.5.2.
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FIGURE 113. Total reconstructed neutrino energy, F,;,, in data vs MC for the
LO dimuon sample, for both neutrino (top) and antineutrino (bottom) modes.
Plotted are both absolute comparisons, with data in black, and MC in red. above
ratio plots, showing data/MC-1. The shaded regions are the systematic errors,
and the x axis is in GeV.
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FIGURE 114. Reconstructed hadron shower energy, Egap in data vs MC for the
LO dimuon sample, for both neutrino (top) and antineutrino (bottom) modes.
Plotted are both absolute comparisons, with data in black, and MC in red. above
ratio plots, showing data/MC-1. The shaded regions are the systematic errors,
and the x axis is in GeV.
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MC in red, above ratio plots, showing data/MC-1. The shaded regions are the
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FIGURE 120. Reconstructed opening angle from the charm decay muon, in data
vs MC for the LO dimuon sample, 6,2, for both neutrino (top) and antineutrino
(bottom) modes. Plotted are both absolute comparisons, with data in black, and
MC in red, above ratio plots, showing data/MC-1. The shaded regions are the
systematic errors, and the x axis is in radians.
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in data vs MC for the LO dimuon sample,

for both neutrino (top) and antineutrino (bottom) modes. Plotted are both abso-
lute comparisons, with data in black, and MC in red, above ratio plots, showing
data/MC-1. The shaded regions are the systematic errors, and the x axis is in

GeVZ2.
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in data vs MC for the LO dimuon sample,

for both neutrino (top) and antineutrino (bottom) modes. Plotted are both abso-
lute comparisons, with data in black, and MC in red, above ratio plots, showing
data/MC-1. The shaded regions are the systematic errors, and the x axis is in

GeVZ2.
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MC in red, above ratio plots, showing data/MC-1. The shaded regions are the
systematic errors, and the x axis is in GeV.



270

4.5 Forward Dimuon Cross Section Table

If the goal of this analysis were to extract parameters within the BGPAR
model, we would be able to finish here now with some level of discussion of the
physics implications of these results. Before NuTeV, analyses of dimuon events
had indeed stopped here. Doing so however is perhaps not very useful outside of
the context of neutrino deep inelastic scattering. For one thing the parameters
obtained really only have meaning within this leading order BGPAR model. This
means for example, that the strange and antistrange seas extracted here do not
account for the substantial gluon component to the nucleon. The charm mass also
was extracted with the kinematic assumptions of a leading order model. Anyone
who wanted to try to use the BGPAR numbers to make predictions would need
to use this BGPAR model, which may give entirely inappropriate results at the
energy scale they are working at, or material they are working in.

Ideally this situation could be remedied by publishing the data, and allowing
people to fit it with their favorite model themselves. This extreme is also danger-
ous, as it requires some knowledge of the experimental environment for such fits
to be believable. A middle path though is to distill the data into a table of cross
section values which have been corrected for experimental effects. This distillation
must be done in such a was as to be independent of the model used to extract the
cross section. The advantage of doing this is the data is presented in a way that
makes it possible to fit a computationally expensive model to the extracted cross
section, and detailed knowledge of the detector environment is not required. The
disadvantage of doing this is that some of the flexibility afforded by fitting the raw

data is lost in the process.
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What follows here is an extraction of the forward cross sections of neutrino
and antineutrino induced dimuons, originally done in references [75, 148]. The
prior analysis has been updated here, providing a model independent cross section
upon which to base the NLO model analysis discussed in the next chapter.

Fundamental to extracting a model independent cross section from the NuTeV
data is the understanding that neutrino experiments like NuTeV do not directly
measure charm production. What is actually measured is the production of dimuon
events, which result from the unobservable production of a charmed particle. The
characteristics of charm production may be studied, but only through the window
provided by a particular model of how the charmed quarks hadronize and decay
semileptonically to make the observed dimuon events. To break up the [physics]

® [experiment| expression in equation 4.165, it might look like:

[physics]

charm cross section ® fragmentation ® decay ® [experiment]

) (4.257)

7 — K decay

Where the background contribution due to m — K decay has been inserted.

Using the LO parameters extracted in the previous section requires following
the assumptions in the “fragmentation” and “decay” pieces in expression 4.257.
Of these how the the fragmentation piece is applied is dependent on the order in
o at which the charm cross section calculation is performed. So as not to subject
potential users of the measured cross section to a particular set of model choices,
and (more importantly) bias the NLO analysis which follows, the cross section

of neutrino dimuon production, rather than the charm cross section is extracted.
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That is, 4.257 becomes:

[physics]

| dimuon cross section| ® [experiment]

/!

(4.258)
m — K decay

Here the model for producing dimuons is effectively assumed to be a black box.
In doing this the only corrections necessary to apply are those due to detector ef-
fects ([experiment]) and the background from 7 — K semileptonic decays. Both of
these pieces are understood through external means: [experiment], or the smear-
ing due to the detector environment, is known through extensive study of the
NuTeV detector with its calibration beam. The kinematics of the particles from
the calibration beam were measured independent from the detector, which allowed
direct measurement of the biases and smearing in detector measurements. In other
words, the calibration beam data provided a direct measurement of [experiment].
The m — K decay model, outlined earlier in this chapter, is based on an external
empirical measurement from semi-muonic decays of CCFR test beam hadrons and
predictions from the LUND model.

In measuring the dimuon cross section, any model dependence then only
occurs in those effects which cross the “®” boundary, by means of, for example,
things like kinematic cuts. Assuming the dimuon cross section model is reasonable,
any model dependence that leaks into the final measurement should then be a
second order effect, happening whenever it affects whether an event passes or fails
a cut. The model is ensured to be reasonable by requiring that a good fit to
data be achieved. If the [experiment| piece is well understood through calibration

beam studies, as well as the contribution due to m — K decay, then a good fit
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to data guarantees the cross section model be reasonable, whether it be based
on BGPAR, NLO QCD. The effect of cuts can also be limited by only using data
where acceptance is large, so that the effect of cuts are relatively small (multiplying
a small model difference by a small effect from cuts). An energy threshold on the
muon from charm decay is therefore applied. A 5 GeV cut is both large enough so
that the muon track extends sufficiently beyond the hadron shower, while being
small enough not to eliminate all the data. With the application of this cut, the
cross section measurement becomes a “forward dimuon cross section”.  the cross
section of charm induced dimuon events such that the muon from charm decay has
energy greater than 5 GeV.

Measuring the forward cross section and unfolding the experimental effects
and m — K background from it involves defining sets of bins in both “generated
space”, i.e. the unsmeared variables in the [physics] piece of 4.258, and in “vis-
ible space”, the smeared version of those variables after the convolution with
lexperiment|. Bins in x, y, and E, in both visible and generated space are defined
such that projections in each of the 3 axes contain an equal number of events. The
cross section is computed using the BGPAR fit parameters at the weighted center
of each of these bins in generated space. An unfolding correction is then applied
which both cancels out to first order the model dependencies in the computed cross
section, and conveys the statistical fluctuations of the data to the cross section ta-
bles. This correction is found by using the mapping between generated and visible
space to sum up the visible space bins which have the greatest contributions to

each generated bin.



274

The dimuon cross section is evaluated in generated space such that:

N “utX D.
il Z o )] - /71/ dz d) x
dzx dy (z,y,E)q Ni,LO fit Y Bu2>5 GeV
N “utX
[dU(Vu — L )] (4.259)
du dy dz (z,y,E);i—LO fit

here the extracted cross section for bin (z,y, F); is shown on the left, and the in-
tegral [ -5 gev dz dS) represents the Monte Carlo integration over fragmentation
(2), and the semileptonic decay (€2) with the condition that the decay muon has

N,# term ahead of the
i,LO fit

energy (in generated space) greater than 5 GeV. The
integral is the unfolding correction for that bin. The following describes how the
unfolding term is calculated:

For neutrino and antineutrino data, the cross section table is defined in 3 F,,,
3 y, and 5 x bins in generated space. The data and MC are also divided into 11

E,, 9y, and 9 x bins. A mapping matrix is generated with the MC:

M, = (4.260)

N;
where N is the sum of the weights of MC events in visible space bin (2y;s, Yvis, Euvis);,
and ./\/Z-j is the sum of the weights of events contained in (Zy;s, Yuis, Evis); and gener-
ated space bin (z,y, F);. In each bin the contribution due to the 7 — K background
in each bin is subtracted out. The data half of the unfolding correction D;, or the

number of data events corresponding to the generated bin 7, is:

Dz’ = ZMijfordered : Dj (4261)

jec
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Where the sum has been limited to be only over the visible bins up to a certain
coverage fraction C. The sum is ordered from the largest elements in M;; to
the smallest until the desired coverage fraction is reached. Limiting the sum by
coverage reduces the effects of smearing from fluctuations in the detector and the

undetected charm decay neutrino. The coverage fraction as:

N
N;

N(C)

c=>Y (4.262)
J

If C reaches 1, all visible bins are included in the sum. The denominator of the

unfolding correction is also the result of a sum up to a chosen C:

N; =" Mijorderca - Nj (4.263)
jec
Where like D; the sum is up to the same coverage fraction C. C should be small
enough to minimize correlations between the extracted table bins, but large enough
so that there are sufficient statistics to extract the cross section.
The error on each cross section point is proportional to the number of events

mapped into that bin:

1 |do(v,N — p ptX)
VN dx dy ;

5 = (4.264)

This is not the complete description of the error however. The bins in the extracted
table are correlated depending on the level of coverage used in the unfolding cor-
rection. Although perfectly calculable, the covariance matrix which describes the

inter-bin correlations would be difficult to work with (a 90 x 90 element matrix).
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To ease use of the extracted table, the effective number of degrees of freedom are

calculated for each bin as a measure of its significance:

ZjEC Mijforde'red : -/\[]

DOF; =
Yjee N

(4.265)

As the coverage fraction C increases, DOF; decreases, approaching zero as C — 1.
When performing a y? fit to the cross section, one treats the bins as statistically
independent. In this case, a good fit is obtained when the 2 is near 3, DOF;
minus the number of parameters in the fit. This is effectively the same as rescaling
the errors by the inter-bin correlations.

The dimuon cross section was extracted using the BGPAR fit performed in
the previous section. The table values are included in appendix IV. In the following
pages, plots 128 and 129 show the cross section table points for each E, and y bin
plotted as a function of x. Also shown are the effective degrees of freedom for each
point in figures 130 and 131, the unfolding correction for each bin in figures 132

and 133, and the acceptance due to the F,5, > 5 GeV cut in figures 134, and 135.
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FIGURE 128. Extracted v mode dimuon cross section table plotted vs x for each

E, and y bin. Points are shown multiplied by
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FIGURE 129. Extracted 7 mode dimuon cross section table plotted vs x for each
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FIGURE 130. Effective degrees of freedom for v table points plotted vs x for the
same F, and y bins shown in figure 128
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FIGURE 131. Effective degrees of freedom for 7 table points plotted vs x for the
same F, and y bins shown in figure 129
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plotted vs x for the same £, and y bins shown in figure 128
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4.5.1 Checks on the fitter and cross section

Several checks can be performed on the fitter and cross section table to test
for biases. To look for biases in the fit code itself, a series of “fake data” samples
using the MC can be generated, , then fits performed against them, treating them
as data. The resulting fit variables are compared with the ones which were used
to generate the fake data to see if there is any bias in the fit procedure.

Figures 136-142 show the results of fits to 50 fake data sets generated from
MC based on the BGPAR fit above. The data sets were generated by treating
the MC as a parent distribution from which fake data events were selected. The
same number of events as in the data were randomly pulled out of the parent
MC sample from both neutrino and antineutrino modes, by selecting events whose
weights passed a random throw. The usual 7 parameter fits were performed on each
fake data set, with the values and statistical errors for the indicated parameters
shown in each figure. The shaded band shows the central value and error of each
parameter used to generate the random fake data sets, and the solid point to the
right of each plot shows the average value of the 50 fits, with the error bar being
from the standard deviation of those fits. The plots show there are no significant
biases in the fitter itself. The RMS in the spread of the re-fit also points matches
well with the statistical error on the original fit.

The table extraction procedure can be tested by extracting tables from each
of these fake data sets. After fitting each data set, the dimuon cross section tables
are extracted for a range of coverage fractions C. x?’s from these fits are compared
to the calculated DOF appropriate for that coverage. Figure 143 shows the y?

values for the fits plotted on top of the curve for the total estimated DOF for
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FIGURE 136. Fake data pull study m.. Points are central values and errors for
each individual fit, the shaded band is the value and error of m, used to generate
the fake data, and the point to the right is the average of all 50 fake data fits with
the error being their RMS.
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FIGURE 137. Fake data pull study €. Points are central values and errors for each
individual fit, the shaded band is the value and error of € used to generate the fake
data, and the point to the right is the average of all 50 fake data fits with the error
being their RMS
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FIGURE 138. Fake data pull study k. Points are central values and errors for
each individual fit, the shaded band is the value and error of m, used to generate
the fake data, and the point to the right is the average of all 50 fake data fits with
the error being their RMS
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FIGURE 139. Fake data pull study & . Points are central values and errors for
each individual fit, the shaded band is the value and error of & used to generate
the fake data, and the point to the right is the average of all 50 fake data fits with
the error being their RMS
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FIGURE 140. Fake data pull study a. Points are central values and errors for
each individual fit, the shaded band is the value and error of a used to generate
the fake data, and the point to the right is the average of all 50 fake data fits with
the error being their RMS
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FIGURE 141. Fake data pull study @. Points are central values and errors for
each individual fit, the shaded band is the value and error of @ used to generate
the fake data, and the point to the right is the average of all 50 fake data fits with
the error being their RMS
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FIGURE 142. Fake data B, pull study. Points are central values and errors for
each individual fit, the shaded band is the value and error of B. used to generate
the fake data, and the point to the right is the average of all 50 fake data fits with
the error being their RMS

the cross section table with the spread in the curve indicating the RMS from the
individual fits. The band and the curve overlap within C=55% to about 95%.
indicating coverage fractions anywhere within that range should return the proper
errors in the fit. A coverage fraction of 60% is chosen to minimize correlation
between the bins, while staying in the acceptable coverage range.

Pulls or biases upon fitting the fake data tables can also be checked. Figures
144-148 show the results as a function after C of re-fitting the extracted cross
section tables. Because fits to the cross section tables are not constrained as well
as fits to the raw data, ¢, and B. must be held constant. The table re-fits are

performed on m., k, B, a, and @. The figures show the average values of the fits

at each coverage fraction plotted on top of the line and error band indicating the
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FIGURE 143. DOF vs coverage fraction C (line) and range of x*’s from the 50
fake data tables (band). The two overlap within the range of C=55-95%, indicating
coverage fractions anywhere in that range are acceptable. A coverage fraction of
60% is chosen to minimize the correlation between bins.



291

average re-fit vars vs coverage
17 E
16 [ [ 0 0 1 | 1 1 | | ‘| o
15
1.4
1.3
1.2

mc

0.4 0.5 0.6 0.7 0.8 0.9 1
cov

FIGURE 144. Average re-fitted m,. vs coverage fraction. The points are the
average results from the fits to the 50 extracted tables from fake data. The line
and shaded band is the average value and error of the parameter used to generate
the tables fit.

average parameters from which the tables were generated. All 5 re-fitted param-
eters are well within the error band of the generating parameters, indicating no
significant bias in the table extraction procedure.

One test of model independence in the cross section table is reextracting
it using a model based on an external pdf set, and comparing it to the internal
BGPAR model used above. A fit was performed using the CTEQSL pdf set [173],
and a table was extracted. Figures 149 and 150 compare the two resulting tables.
Very little difference is seen between the two extracted tables.

Of course extracting the cross section with different pdf sets is not a complete
test of the model independence of the table extraction procedure, but its a good
start. A much better test will be demonstrated in the next chapter, where the

table will be re-extracted using the NLO model described there.
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average re-fit vars vs coverage

FIGURE 145. Average re-fitted k vs coverage fraction. The points are the average
results from the fits to the 50 extracted tables from fake data. The line and shaded
band is the average value and error of the parameter used to generate the tables

fit.
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FIGURE 146. Average re-fitted & vs coverage fraction. The points are the average
results from the fits to the 50 extracted tables from fake data. The line and shaded
band is the average value and error of the parameter used to generate the tables

fit.
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average re-fit vars vs coverage

FIGURE 147. Average re-fitted a vs coverage fraction. The points are the average
results from the fits to the 50 extracted tables from fake data. The line and shaded
band is the average value and error of the parameter used to generate the tables
fit.
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FIGURE 148. Average re-fitted @ vs coverage fraction. The points are the average
results from the fits to the 50 extracted tables from fake data. The line and shaded
band is the average value and error of the parameter used to generate the tables
fit.
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FIGURE 149. v table extracted based on CTEQ5 pdf set and BGPAR. Points are
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4.5.2 LO Fit and Table Systematic Errors

The accuracy of the extracted cross section is dependent on the quality of
fit between MC and data. Through knowledge of the [Experiment| portion of the
convolution in equation 4.258, and of the m — K background, a good fit to data
constrains the cross section. The uncertainties on these pieces however translate
directly to systematic uncertainties on the cross section measurement. These sys-
tematic uncertainties in the cross section are determined by re-extracting the cross
section while varying those quantities upward or downward by =+ one standard

deviation. The uncertainties considered are as follows:

m-K background The uncertainty on the size of this background is 15% for neutrino
data, and 21% for antineutrino data [169, 170]. Each is taken separately and

the table is extracted at the extremes for each.

E,rr scale The uncertainty on the muon momentum measurement for muons
which pass through the toroid spectrometer was determined to be about

1% [140]

Eyap scale The uncertainty on the hadronic shower energy measurement in the

NuTeV calorimeter was measured to be about 0.5% [140]

E,» rangeout Described in the previous chapter, the uncertainty on the muon

energy for muons which range out in the calorimeter was found to be 2.5%.

Ry (20%) The uncertainty on the measurement of Ry is 20% [114]. This has a
minimal effect on the table measurement, however is still an error on the LO

charm production parameters, so is evaluated.
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Me € K R « a B, S~
Central Value 1.39 | 1.59 | 0.346 | 0.296 | 2.03 | 1.55 | 0.1214 || 0.00128
Statistical Error | 0.21 | 0.24 | 0.063 | 0.038 | 0.81 | 0.45 | 0.011 | 0.00062
v m-K (15%) 0.07 | 0.30 | 0.016 | 0.021 | 0.04 | 0.00 | 0.007 || 0.00016
7 m-K (21%) 0.00 | 0.08 | 0.001 | 0.014 | 0.00 | 0.25 | 0.001 || 0.00039
E, s scale (1%) 0.05 | 0.12 ] 0.022 | 0.017 | 0.25 | 0.06 | 0.007 | 0.00050
E,5 rangeout 0.12 [ 0.25 | 0.022 | 0.016 | 0.02 | 0.18 | 0.005 | 0.00014
Enap scale (0.5%) (| 0.01 [ 0.07 | 0.009 | 0.004 | 0.06 | 0.02 | 0.001 | 0.00010

Ry, (20%) 0.07 ] 0.02 | 0.008 | 0.005 | 0.42 | 0.26 | 0.002 | 0.00007
MC statistics 0.02 | 0.01 | 0.006 | 0.004 | 0.03 | 0.02 | 0.001 | 0.00006
Flux norm 0.00 | 0.00 | 0.000 | 0.002 | 0.00 | 0.01 | 0.000 | 0.00006

Total Systematics || 0.17 | 0.43 | 0.037 | 0.035 | 0.49 | 0.41 | 0.011 | 0.00068

TABLE 20. BGPAR fit parameters and the itemized effects of systematics. Also

shown in the far right S~ column is the integrated momentum weighted strange-

antistrange asymmetry

MC statistics Finite resources require that only a finite number of MC events may
be run to do any analysis. This systematic error is estimated by dividing the

MC samples used for the measurement into two parts, extracting the table

with each half, then taking the difference divided by v/2.

Fluz normalization The relative normalization between neutrino and antineutrino
fluxes was determined in the NuTeV inclusive cross section measurement to

be 0.7% [154].

Each systematic was evaluated and the results included in table 20. Shown
are the central values of the fit, statistical errors, then an itemized list of the impact
of each systematic effect. Figures 151 and 152 show the dimuon cross section points,
with a shaded band indicating the total systematic error superimposed on top. The

systematic errors in almost all bins are smaller than the statistical errors.
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cross section vs x, neutrino mode
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CHAPTER V

NLO FITS AND PHENOMENOLOGY

The dimuon data has been condensed into the forward dimuon cross section
table, and now may be used as a tool to learn something about nucleon structure.
To do this a model must be provided to work back from the observable dimuon
data through the semileptonic decay and fragmentation to the production of the
charmed quark. Through this model, the distribution of strange and antistrange
quarks inside the nucleon can be measured.

The determination of the strange and antistrange pdfs is at some level de-
pendent on the model chosen. Therefore, a model that as completely as possible
describes the physics occurring within the nucleon will be used. This model should
also be of global use. An NLO QCD (first order in ay) charm production cross
section calculation, based on the commonly used M S factorization scheme is such
a model. Moving from LLO to NLO brings in the significant contribution of gluons
into the model, allowing for a more physically realistic description of the kine-
matics and the inner-workings of the nucleon. A pdf set based on global fits to
external data will also be used. An advantage of using pdfs from a global fit is that
they are based on data spread over a large range of Q? from different processes,
and so are generally applicable to other physical situations, like for example, those
expected in experiments at the Large Hadron Collider. (There are disadvantages
as well, namely that for NuTeV one must correct these proton pdfs for the nuclear

environment in which the nucleons are held, but that will be addressed in detail
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shortly.) The net product of using the NLO model and external measurements
is that the measurements we perform on the table should be useful outside the
context of neutrino deep inelastic scattering.

The cross section table we will be performing our NLO fits on is defined
as the cross section of dimuon events such that the muon from the semileptonic
charm decay has energy greater than 5 GeV. In order to measure the character-
istics of charm production with this cross section we must assemble the following

components:

docharm(Me, 8,3 d
Teharm(TMe, 5,) DN(A,2,Q%)  Bo- Au(me,¢) —fitks —2 (5.266)
dxdy dxdy |- scev
where 972 represents the measured dimuon cross section table described
dzdy | B12>5GeV

in the previous chapter. The charm production cross section is embodied in

docharm (mc 7575)

oy , dependent on the charm mass, strange and antistrange seas. Con-

volved within the charm cross section in the form of corrections to the pdfs are
nuclear corrections, AN (A, x, Q?), which correct the proton based global pdfs for
nuclear effects. B, is the semi-muonic branching fraction, representing the average
branching ratio to muons for all produced charmed mesons. A,2(m, €) represents
the acceptance for the 5 GeV cut on the charm decay muon. This acceptance
correction must be determined by MC simulation at each of the table bin values,
and requires an NLO cross section dependent on z, y, fragmentation, and the
transverse momentum of the charm quark. Such a cross section code has been

incorporated into the NuTeV physics Monte Carlo.
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5.1 NLO Enhancements to Numonte Dimuon Model

The NLO QCD charm cross section has been discussed in section 2.5.3. The
DISCO [136] cross section code has been implemented in numonte to provide the
acceptance effects from fragmentation and the additional charm transverse mo-
mentum within the NLO model. DISCO is based on a calculation of the cross
section within the MS factorization scheme, and is differential in the variables &, v,
fragmentation z, and charm rapidity 7.. In order to keep the cross section a pos-
itive definite quantity, and to smooth out collinear singularities, the cross section

is integrated in bins of z and 7. such that:

Z(i41) Ne(j+1) dUcharm / !
ODISCO =
n

————— ., 5 dzdn, 5.267
(1) () d¢ dy dz' dn, ( )

Here the 7’s and j’s refer to the boundaries of individual bins in z and rapidity.

As discussed in the previous chapter, in the LO BGPAR dimuon model, frag-
mentation is modeled through throwing “darts” against the fragmentation func-
tion. Using DISCO however, both z and 7, are thrown, then each event is weighted
as:

. B,
9DIsco * De (5.268)

wtece =
Wtiorco

This time generating the dimuon events exclusively as weighted Monte Carlo. This
is necessary because it is computationally very expensive to find the maximum
cross section value to set the upper limit on throws, and the repeatedly throw
darts against the opgco cross section.

Constructing kinematics begins in a similar way as in the leading order case,

following the outline in table 12 on page 212 up to the transition to the hadronic
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center of mass frame. At that point, code generating the NLO kinematics replaces
the code in gfrag_ccfr.F. Ideally fragmentation z and 7. should be thrown uniformly
within their kinematic limits in order to avoid biasing the Monte Carlo. This is
done for z, but because the rapidity distribution is so sharply peaked at near
collinear rapidity, the majority of the events are thrown near the collinear limit,
and the weights are then adjusted for the resulting bias. This is done so that
the majority of the events occur where the weights are large, to maximize the
efficiency of the integration that is performed when generating a Monte Carlo
sample. Rapidity is generated through the following procedure:

The bounds on rapidity are defined in the lab frame as:

2

Ne—min = %log l%x(g — x)] (5.269)
2 _

Ne—maz = %log l%x(l — x)] — %log E — ﬂ (5.270)

with the usual definitions of Bjorken z, and slow rescaling variable £ (see section
2.2.1 starting on page 51). The full range of rapidity is evenly divided into Ny
bins. It should be noted at this point that the convention here, thanks to an
unfortunate z axis direction choice early on in calculations, is that more negative
rapidity is more collinear. This is perhaps opposite of what one might be used to.
However, this convention is preserved throughout the analysis. (The preference
being that any confusion that occurs be on the part of the reader of this thesis
rather than by the person performing the analysis.)

With the limits on rapidity defined, a throw is then performed between 0

and 1. If this throw is greater than 0.5, the value of rapidity will be thrown within
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FIGURE 153. How rapidity is generated in the MC. The top plot shows the
number of events thrown between the more collinear (0) and backwards going (1)
rapidity. The black histogram is the raw number of events, while the superposed
red histogram is the bias corrected rapidity distribution for comparison. The bot-
tom plot shows the raw number of events in each rapidity bin, rescaled by the
expressions in equations 5.271-5.272. Note that it is flat, indicating no bias, and
that the errors in the collinear bins are small.
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FIGURE 154. The average weight as a function of fraction of bins in the near
collinear “half sample”. A bin fraction of 0.05 means half the events are thrown
within the lower 5% of rapidity, while 0.5 means half the events are thrown within
the lower 50% of rapidity, equivalent to throwing uniformly. Note the increase in
statistical error as the fraction increases.

the most collinear 5% of the rapidity bins. If there are fewer than 20 rapidity bins,
the most collinear rapidity bin is chosen. If the primary throw is less than 0.5,
rapidity is thrown uniformly within the remaining 95% of the rapidity bins. An
additional weight is then applied to the event weight, wtce, to compensate for the

bias introduced:

Whey = —— 008 (5.271)

'LUtoff—col (5272)

where wt,, corresponds to the weight given to the more collinear bunch, bounded
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by bin number Njomae, and wiyfr_co is the weight given to the remaining off-
collinear bunch. Figure 153 illustrates the two groups of bins, plotted as a function

of “relative rapidity”, defined to be:

Mo per = — e lemin (5.273)

Ne—maz — Me—min

for illustration. 7._,q is zero at the collinear limit, and 1 when the charmed
particle’s momentum vector points opposite to the W boson in the W-parton CMS
frame. In the figure, the top plot shows two histograms, the more blockish one
being the raw numbers of events thrown for 40 rapidity bins, and the curve being
the n._,¢ distribution, to show where weights are largest. The bottom plot in the
figure shows the raw number events after the weights from equations 5.271-5.272
are applied. The fact that this is flat shows that any bias from this throwing scheme
is removed, and the benefit can be seen in the smaller error bars where the rapidity
distribution is largest. Another way to see the benefit of this scheme is shown in
figure 154. This shows the average event weight as a function of the width of
the “collinear 50%” bin, for MC samples generated with the same statistics. The
rightmost edge of the plot, a width of 50%, is equivalent to throwing rapidity
uniformly throughout its range. As the width gets smaller, moving to the left, the
average becomes more precise, shown by the decreasing error bars.

Once z and 7, are thrown, the kinematics of the charmed meson may be
constructed. The rapidity, initially defined in the lab frame, is boosted to the

hadronic CMS frame:

., = nlog(y + /72— 1) (5.274)
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where v = Ejpqq/VW?2. The total momentum of the charmed meson is scaled by z,
and then the magnitude of the charmed meson’s momentum vector in the collinear
direction can be written in terms of the rapidity:

e¥le — 1
.= —Ep———
p D o T

(5.275)

The transverse component is then calculated from p, and the total momentum.
This transverse momentum is part of what is measured in experiments like LEBC-
EHS and NA14/2; used earlier for parameterizing nonperturbative and higher order
transverse momentum smearing. In generating NLO charm events the contribution
from NLO smearing is subtracted from the nonperturbative p, smearing distribu-
tion. Once the kinematics of the charmed meson are determined, then it is decayed
in the same way as in the LO case to produce an observed decay muon with the

hadronic shower.

5.2 NLO acceptance

With the DISCO code in place in the MC, it may then be used to determine
A, 2(me, €). The smearing effects due to the detector environment have been cor-
rected out of the forward cross section, so that they need not be simulated when
determining the acceptance. Such smearing effects would require simulation of the
full kinematic range in F,, x, and y. Instead, only the acceptance at the centers
of each E,, x, and y bin needs to be determined, greatly reducing the CPU time

required. This acceptance, through its dependence on fragmentation and rapidity
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at NLO, depends on ¢, the fragmentation shape parameter, and the charm mass.
Therefore acceptance corrections must be calculated not only for each bin point,
but also for the different possible ¢ and m,. values.

To calculate A, a large number of charm induced dimuon events are gen-
erated with F,, x, and y from each of the table bin centers, and for a range values
of m,, and e. The acceptance is then the number of dimuon events which have a
charm decay muon with energy greater than 5 GeV divided by the total number
of dimuon events run. For the purpose of fitting, a grid in m, and ¢ is defined,
and the acceptance values for all table bins is calculated for each m. and e point.
The grid is defined with values of m. and € close enough together so that inter-
mediate values may be determined by linear interpolation. The values of the grid
points used in this analysis were for charm mass (in GeV): (1.10, 1.25, 1.40, 1.55,
1.70, 1.85), and for Collins-Spiller e: (0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.9,1.2,1.5,2.0,2.5).
20000 dimuon events were generated within each of 20 z by 40 7. bins for each of
the 90 cross section table bin points. This corresponds to approximately 1 x 10!
MC dimuon events generated to produce the NLO acceptance grid.

Figures 155 and 156 show the oprsco cross section, equation 5.267, and
the raw acceptance convolved with it to calculate A, for two of the dimuon cross
section table bins as a function of rapidity and z. The cross section and acceptance
histograms are multiplied together and integrated over z and rapidity to obtain
the acceptance correction for each table bin. In figure 155 we see the acceptance
approaching zero as z — 0, and as rapidity becomes more anti-collinear (with
charm momentum pointing backwards in the W-parton CMS frame). At the higher

energy point in figure 156, we see the off collinear component of the cross section
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(nonzero rapidity) becoming larger thanks to the higher Q2 scale. As Q* decreases
(or equivalently m, increases) there is less transverse momentum available for the
charmed quark, causing the rapidity distribution to become more collinear (or
another way of saying it is to become more leading-order like). This means all else
being equal, the smaller the charm mass, the larger the off collinear component of
the cross section, which makes acceptance smaller.

All else is not equal for the higher energy point in figure 156 though. Cer-
tainly the rapidity distribution has a larger off collinear component, but the higher
energy gives better acceptance, now saturating at about 0.95. There is also now a
rise at off collinear rapidity and low z. Its better to think of this rise looking from
low z to higher 2, i.e. as a dip as z increases, and the backwards going component
at high rapidity gains strength. At this E,, even a stationary (z — 0) charmed
hadron in the W-parton CMS frame is boosted enough to have a significant number
of decay muons pass the £, > 5 GeV cut in the Lab frame, giving the relatively
high acceptance in the lowest z bins. At high rapidity and finite z though, the
momentum vector points opposite to the boost to the lab frame, so that for z ~ 1
and rapidity ~ 1 none of the muons pass the cut.

Figure 157 shows the projection along the z axis of the cross section and
acceptance shown in figures 155 and 156, for the same cross section table bins. The
distributions on the upper row are convolved with the acceptance curves below
them in the figure to obtain the acceptance correction for each bin. Although
the z distributions are very similar, the acceptances as a function of z at the
two different E,’s are quite different. The acceptance at high E, will be higher.

Similarly, figure 158 shows the z acceptance distributions for the low F, table point
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FIGURE 157. z acceptance for high and low E, table bins. The top two plots show
the average z distribution and the bottom plots the raw acceptance for two table
points: (E,=88.3, =0.101, y=0.324) on the left, (E,=247.0, z=0.101, y=0.324)
on the right.Both are plotted as a function of z.
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The top two plots show the

average z distribution and the bottom plots the raw acceptance for two values of
e: € of 0.5 on the left, and ¢ = 1.5 on the right. Both sets of distributions on the
left and right correspond to the (E,=88.3, 2=0.101, y=0.324) v table point, and
are plotted as a function of z.
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with two different values of €, one harder (left two plots) and one softer (right two
plots). Although the raw acceptances as a function of z are virtually the same, the
z distribution of the softer € has a peak at lower z, pulling in a greater contribution
from lower z, and lower values of acceptance.

Figure 159 is similar to figure 157, but is a projection along the rapidity axis
rather than z. The left and right columns again are for high and low values F,. At
higher E,, the rapidity is slightly shifted more to off-collinear rapidity, however still
strongly peaked near zero, where the raw acceptance is higher. This dominance
of near collinear rapidity at NuTeV @? is why a leading order model is able to
describe the data reasonably well. The three curves in each set of plots in figure
160 are the rapidity distributions at different charm masses. The raw acceptances
for each charm mass are nearly the same, however the rapidity distribution for low
charm mass pulls in a greater contribution from lower acceptance values of higher
rapidity. The net result is lower overall acceptance with lower charm mass.

Figure 161 shows acceptance corrections as a function of fragmentation e
and charm mass for a sampling of four table points. There is a decrease with
increasing (softer) €, and to a lesser extent, decreasing acceptance with decreasing
charm mass. These points form a two dimensional grid in rapidity and z which is
linearly interpolated to find the acceptance correction appropriate for a particular
value of € and m..

Figures 162 and 163 compare acceptances from the DISCO-based NLO model
and acceptances determined at LO with the same fragmentation ¢ and charm
mass. The effect of rapidity is seen in the lower acceptance values for each table

point at NLO. The relatively small difference between the leading order and NLO
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acceptances is due to the sharply collinear distribution of the rapidity distribution
at NuTeV Q?’s. At higher values of Q? the rapidity distribution would be spread
out over a wider range, making the LLO model less appropriate for describing charm
physics in, for example, environments like that of collider experiments. This is one
of the reasons why it is important to perform this analysis with a model that is

applicable for both situations, despite the fact that to a either LO or NLO may

describe the NuTeV data.
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5.2.1 Charm Semi-muonic Branching Ratio

The charm semi-muonic branching ratio, B., scales the weight given in the
cross section by the average rate that each type of produced charmed meson decays
semileptonically with a muon in the final state. As discussed back around page
96, the value of B. depends on both the semileptonic decay rate for each type of
charmed meson as well as their relative production rate. The rate of production
of each charmed meson is energy dependent. It is therefore important when using
an external value for B, that it be for an energy range appropriate to NuTeV. In
our fits below, a value of 0.099 + 0.012 is used, based on a re-analysis of 125 charm
events measured by FNAL E531 [164, 124]. More precise values of B, are available,
however they include significant contributions from charmed hadrons produced at
energies less than the F, > 20 GeV cut used in this analysis. Another emulsion
based neutrino scattering experiment, CHORUS, recently performed a measure-
ment of charm semileptonic decay events, and determined B, to be 0.102 £ 0.016
(stat) £0.010 (syst) for events with E, > 30 GeV [174]. Figure 164 summarizes
all other measurements of charm branching ratio, with the E531 number and the

fit from the LO fit from the previous chapter highlighted for comparison.

5.3 NLO inclusive charm cross section model

After the acceptance corrections are determined, the computationally expen-
sive DISCO cross section code is no longer needed. Only a cross section differential
in x and y is needed when fitting the cross section tables. The integration over z
and 7. eliminates an integral in the calculation, making the code for determining

docharm (mc )558

T ) considerably faster than DISCO. This in addition to only needing to
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The E531 value, used in this analysis, is highlighted in blue.
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evaluate the cross section at the center values of each table bin makes NLO fitting
to the cross section table a less painful endeavour than a fit to the raw data. Code
based on the calculation in reference [133] is used to calculate the cross section in
fits [135]

As discussed in section 2.4.2 starting back on page 88, the cross section is
a sum of the charm contributing pieces of the three structure functions. These
structure functions are the result of a convolution between a hard scattering term
and the parton distribution functions, as described in section 2.5 on page 96. At
NLO, there is a component dependent on the gluon pdf and a component dependent
on the quark pdfs. The quark pdf component can be represented as a sum of all
quark pdfs which can produce charm (or anticharm in the case of antineutrino
scattering) multiplied by the appropriate CKM matrix elements squared. In section

2.5 it was found for an isoscalar target in neutrino scattering:

q(&, 11%) = [Vl [do(&, %) + (&, p2) + ds (€, 1) + us(€, 1))

+2|Ve|* s(€, %) (5.276)

And for antineutrinos:

q(&, 1) = Vel [ds(€, 157) + (€, 12)] + 2| Ve? 3(€, 17) (5.277)

The NuTeV target however is not exactly an isoscalar target, which would have
the same number of protons and neutrons. In this more general case then, for

neutrino scattering, derived in a similar fashion as in the isoscalar case in chapter
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2, without now assuming an isoscalar target:

[Zdy(&, 1) + Nuy (&, p2) + Zds(€, 12) + Nug(E, p?)]
A

+2|Vi|* (€, 1%) (5.278)

q(&, 1) = [Veal?

and similarly for antineutrino mode:

[Zd,(&, 1°) + Nuy (€, p?)]

1 +2|Ves? 5(€, 1%) (5.279)

6(57 /uz) = I‘/cd|2

here although not an isoscalar target, isoscalar symmetry is assumed, in that the d
quark distribution in the proton is the same as the u distribution in the neutron. 7
is the average atomic number of the target, N the number of neutrons per nucleon,

and A the atomic mass. A survey of the NuTeV steel found:

= 23.403
N = 26.215

= 49.618

5.3.1 Nuclear Corrections

If the pdf set used in this analysis were based on iron,, as it was in the
BGPAR case, adjusting up and down quark distributions according to the numbers
of protons and neutrons in the target would suffice to account for the nuclear
makeup of the target. Externally measured pdf sets are used here however, and

these pdf sets are typically defined as the pdf distributions for the proton.



324

Fermi
Motion

Antishadowing

x=0 x=1
Shadowing

EMC

FIGURE 165. A cartoon of the the nuclear environment’s effects on Fy(x). Shown
is the ratio of Fy(z) for a multi-nucleon nucleus divided by Fy(z) for deuterium
plotted as a function of . There is a suppression at low x due to shadowing, an
enhancement at moderate x, another suppression at moderate to high x, followed
by an enhancement at high x due to nucleon Fermi motion.

Scaling says that at high enough (2, the partons within a nucleon, and
hence nucleus, should behave like free particles. For the most part this is true.
One would then expect upon measuring F3'(x) in scattering off different types of

A
5
) b)
F2

nuclei, that the ratio would be 1 for all z. (FP, where “D” refers to deuterium,
is typically used in the denominator because it is the simplest nucleus containing
both a neutron and proton) The real situation however is sketched in figure 165.
This behavior is now well established experimentally, as discussed below, but not
well understood theoretically.

At low z there is a suppression of the multi-nucleon Fj! (?—j; below 1) called
the “shadowing” region. This behavior was seen from the first deep inelastic scat-

tering experiments in the 1970’s and is believed to come about when the interact-

ing boson fluctuates into vector meson states (The model is called “vector meson
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dominance”). The intermediate vector mesons tend to interact strongly with the
nucleons on the outer shell of the nucleus, which effectively “casts a shadow” on
the interior nucleons, reducing the overall cross section [175].

Throughout the 1970’s, and into the early 1980’s, it was believed that nuclear
shadowing was the only violation of scaling behavior in the structure functions,
and that at higher z they would behave as expected for free quarks. In 1983
however, the European Muon Collaboration (EMC) at CERN found a surprise
deviation from free quark behavior when measuring the structure functions in
muon scattering off hydrogen, deuterium, and iron targets [176]. When they looked
A
5

F:
at Fp

they found that instead of the flat line one would expect for free quarks,
there was a downward sloping curve from moderate to high values of x. This
suppression of the bound nucleon F5 is now appropriately called the “EMC effect”.
Many models for the the EMC effect exist, usually having to do with nuclear
binding effects or changes to the quark confinement behavior within the nuclear
environment.

Beyond the “EMC” region, at extremely high z, the F, ratio rises significantly
above 1. This rise is due to “Fermi motion”, or that the nucleons are themselves
moving within the nucleus. When defining Bjorken x it was assumed that the
nucleon was at rest, giving a maximum value for  of 1. Within the nucleus however
the nucleon could have nonzero momentum, allowing = (albeit infrequently) to be
greater than 1. (Imagine the extreme case of the struck nucleon being slung at
some high momentum towards the incoming boson, while the rest of the nucleus

slightly wobbles away from it, then on top of that have the interaction happen

with a quark in that nucleon with a high value of z. In that case it is possible to
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have a quark momentum greater than the nucleon momentum were it to be at rest
relative to the nuclear center of mass.) When taking the ratio of I, for a large
nuclear target to that of a proton, there is a component that, although small, is
nonzero as x — 1, divided by something approaching zero (and which is exactly
zero at x=1). This causes the ratio to blow up, hence the enhancement at high x
84].

The simplest way to correct for the nuclear environment’s effects on the
scattering cross section is to make use of the measured ratios of Fy for the target
versus that for deuterium. One could fit existing data with some kind of empirical
parameterization, and use that to modify F; for the proton to match the NuTeV
target. There is no evidence that Ry is sensitive to nuclear effects [175], so for
charged lepton scattering at least, the F5 ratio could be used to correct the total
cross section. There is also evidence from the BEBC experiment at CERN [177]
that neutrino scattering has the same shadowing/EMC/Fermi motion behavior as
charged lepton scattering. This approach has been used in the past by both the
CCFR and NuTeV collaborations when comparing the application of external pdf
sets to their measurements [153].

Recently however, several groups [178, 179, 180, 181] have taken a card from
those who do global fits to determine parton distribution functions, and have
produced sets of “nuclear parton distribution functions”, or npdfs. The nuclear
contribution to the scattering cross section results from a convolution with the

bare nucleon pdfs, i.e with the structure functions looking something like:

fA(xa Q%) = w(2, Q%) ® foe(r, Q%) @ Nyy(A z, Q%) (5.280)
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FIGURE 166. Nuclear correction to the valence quark distributions for three values
of Q?
i.e. a convolution between a hard scattering term w(z, @?), the bare nucleon pdf
fos(2,Q?) and a nuclear component N, (A, z,Q*). What is typically done to
find NV, ,(A, z, Q%) (or sometimes the combination of f, ,(z, Q%) ® N, 4(A, z,Q?))
is to assemble the world’s deep inelastic scattering data off various nuclear targets,
usually in the form of % ratios, and to fit a parameterization of N, (A, z, Q?)
assuming a particular pdf set.

In this analysis the npdfs from de Florian et al [179] will be used. They are
the first npdfs extracted at NLO in QCD, and include both dependence on atomic
mass A and Q?. The corrections are provided in the form of an interpolated table

in A, z, and Q? for valence and sea quarks, and gluons of the form:

RyglA,a, Q) = Lol @) O Nug A0, @) (5:281)

foo(z, Q?)

Figures 166-168 plot R, ,(A, z, Q?) for valence, sea and gluon distributions for three
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values of typical NuTeV Q2. As one would expect, the magnitude of the nuclear
corrections begin to approach 1 as Q2 increases. The valence quark distributions

A

have the familiar structure seen in 2%, however the sea and gluon distributions

have a different shape, most notably a virtual absence of the EMC effect. This
says that applying a simple nuclear correction along the lines of a global % to
both the neutrino charm cross section (stemming from ~ 40% valence, ~ 60% sea)
and antineutrino charm cross section (100 % sea) would be a bad idea, especially
when the goal is to understand the difference between the strange and antistrange
distributions.

The rather busy figure 169 compares the de Florian nuclear corrections to
corrections from Hirai et al [178, 180]. The Hirai nuclear corrections are based
on a leading order fit, and have slightly different assumptions regarding the EMC
effect and shadowing. They also have a correction for the strange sea, though its

likely not very well constrained. The Hirai npdfs will be used to get some idea of

the systematic uncertainty due to the nuclear corrections.

5.3.2 Strange Sea Modeling

The primary goal of this analysis is to use the forward dimuon cross sec-
tion to measure the strange and antistrange seas within an NLO QCD framework.
Thus far the layers separating the observed dimuons from the underlying physics
have been peeled back from the acceptance corrections, charm fragmentation
and decay, cross section model, nuclear effects, and now down to the parton dis-
tributions themselves. The cross section table fits will be based on the CTEQ6M

pdf set [182]. Tt was the first of the major pdf sets to include estimates of the pdf
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uncertainties, and results from from an NLO fit to world deep inelastic scattering
data over a large range of Q2. The pdf set is treated as an external measurement
of the gluon and nonstrange quark distributions.

During the fit process the strange and antistrange seas are varied. In previous
dimuon measurements this has been done by defining the strange sea to be a
modification of the up and down seas by a level and (sometimes) a shape parameter

like:

o [Tz, Q%) +d(z, Q%)
2

s(z,Q?) = k(1 — ) (5.282)

where k scales the overall size of the sea, and a affects the shape of the strange
sea relative to the nonstrange sea at the Q? of the experiment. A s of 1 and « of
0 would indicate an SU(3) symmetric sea, i.e. that there is no difference between
the strange and nonstrange quarks in the sea.

In QCD however, the evolution of parton distribution functions is governed
by the integro-differential DGLAP equation (equation 2.156 back on page 107).
One cannot modify the shape of a pdf with an arbitrary function of x and still
expect the result to be a solution to the DGLAP equation. In other words, the
values of k and a obtained by fitting with equation 5.282 would only be applicable
near the Q? for which they were measured in, and could produce an incorrect sea
much beyond that scale.

A more appropriate way to describe the strange sea would be to define the
parameterization at a particular scale, @)y, then use the DGLAP equations to

evolve the pdfs to the values of Q? appropriate for the measurement. The strange
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sea would then become:

. 2\ 7 2
s(z,Qf) = k(1 — z)° [u(x’ Q) ; diz. QO)] (5.283)
and a similar function for the antistrange sea could be defined:
- 2 | 7 2
§($, Qg) _ E(l _ :E)a lu(m, QO) —2|_ d(.r, QO)] (5284)

where § and @ serve the same function as k and « in the strange sea. Technically a
few rules should be followed however. The first of which is that because the proton
does not have net strangeness, the integral over all x of the difference between the

strange and antistrange seas should be zero:

/Ol[s(ac, Q2) — 3(z, Q2)]dz = 0 (5.285)

This can be achieved by constraining one of the parameters such that this integral,
the strange flavor sum rule, is zero. With the parameterization above, this leads
to a fairly inflexible model with which to look for differences in the strange and
antistrange seas. A more general parameterization, based on one used by the

CTEQ group is as follows [183]:

sHe.Q) = K- [u(e QF) + d(z. Q7)) (5.286)
s (2,Q3) = s'(z,QF) tanh {fi_(l —x)* 7 (1 — x%)] (5.287)
s = THE o T8 (5.288)

2 2
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where k7, a™, and v, as well as their counterparts K, a, and 7y~ control the size
and shapes of the singlet s*(z, Q%) and nonsinglet s~(z, Q?) strange distributions.

The strange flavor sum rule:

i sz, Q2) — 5z, Q2)|dz — / ' (2, Q) dz = 0 (5.289)

in this parameterization is enforced for a particular ( k%, o™yt k™, a7,y7) pa-
rameter set by numerically solving for the xy which zeroes out the integral. In
code this is done through a simple search routine when the pdfs are initialized.
The interval from z = 0 to = 1 is divided into ten evenly spaced points where
equation 5.289 is evaluated. The two points where the integral changes sign is then
in turn divided in to ten more points, and the process is repeated until the desired
precision is achieved. This likely sounds incredibly inefficient, however compared
to the cross section calculation itself, it does not consume a significant amount of
CPU time.

One last condition must be satisfied in the trip to full QCD compliance. The
strange and antistrange seas are being modified within an already consistent pdf
set. One of the rules that must be followed for the DGLAP equation to apply is

that the total momentum distribution of the parton distributions must sum to 1:

U= 3 ol @)+ ome. Qe + [ 2g(r. Qe (5.290)

flavor i

N /o1 > lraile, Q)) + 2g(z, Qp)ldr +

nonstrange i

/01 rst (2, QF)dr + /01 rg(z, QF)dx (5.291)
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where the xs™(z, Q%) term has been pulled out of the quark momentum sum for
emphasis. To conserve momentum in the fit, when xs*(z,Q3) changes it must
do so either in a way that doesn’t change its integral, or the quark or gluon
distributions must be changed to compensate. Constraining the zs*(x, Q3) integral
is not really desirable when trying to measure the strange sea, and the other
quark sea distributions cannot be changed without external constraints. The gluon
distribution however provides wiggle room here [184]. The gluon distribution is
very large (about half the proton’s total momentum), and the uncertainty on
its measurement is also large (of order 10%). Since any deviation in zs™(z, Q2)
during the fit is expected to be small, a small amount of momentum may safely be
“stolen” from the gluon distribution to preserve momentum conservation. When
establishing the pdfs for a particular set of strange parameters, both the integral
of zs™(z, Q2) and of xg(x, Q?) are evaluated, and the gluon distribution is rescaled
by the amount required to maintain the momentum sum at 1. In practice, in
all the fits performed in this way, never more than a fraction of a percent of the
gluon momentum is required to compensate for any change in the total strange
and antistrange sea momenta.

Before proceeding to discussing fits and results, it should be noted that al-
though achieving full QCD compliance is the moral and upstanding thing to do
from a theoretical standpoint, it may not necessarily be the best thing to do from
an experimental standpoint. Any experiment is limited in the range in x that it
may measure. In order to evaluate the integrals required to determine the various
QCD sum rules, assumptions must be made for the behavior of the pdfs beyond the

reach of the experiment. These assumptions may introduce biases in the measure-
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ment by that experiment. In the fits that follow, not only are the fits performed
with the QCD compliant scheme outlined above, the ability to go back to less

sophisticated schemes has been preserved for their flexibility.
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de Florian et al vs Hirai et al
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FIGURE 169. Comparison of the de Florian et al [179] nuclear corrections with
the Hirai et al [180] nuclear corrections. The bold curves are from de Florian, the
lighter curves are from Hirai. Hirai also includes a separate strange sea correction
which roughly follows that of the gluon.
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5.4 NLO table fits

All of the pieces required to perform fits to the dimuon cross section are now
in place. Figures 170 and 171 show an example of an NLO fit to the cross section
tables. Essentially all of the fits discussed below result in similar agreement with

the table data points.

5.4.1 NLO Systematic Uncertainties and Fragmentation

Uncertainties on the table fits come from three sources. The first is due
to statistics, thanks to the finite amount of data used in constructing the cross
section table. The second is from systematic effects in extracting the table, such
as uncertainties in energy calibrations, the m — K background, etc, as described in
section 4.5.2 on page 296. The final source of uncertainty comes from the external
ingredients in the model fitted to the table, be it from physics parameters, or
parton distribution functions.

One weakness of condensing the dimuon data into the dimuon cross section
tables is that some information is lost in the process. In the leading order fits, we
were able to fit for the charm mass, fragmentation epsilon, strange sea parame-
ters and the charm branching ratio simultaneously. In fitting to the cross section
table, for example, charm fragmentation only comes into play via the acceptance
corrections, so is not well constrained in a table fit.

External measurements are used for m, and B, in the table fits. The world
average for charm mass is 1.20 £ 0.10 GeV [78], which is much more precise than

can be achieved with fits to the NuTeV data alone. A fit allowing m, to float
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FIGURE 172. Data/MC zvis comparisons for ¢ =0.3 (top),0.6 (middle), and
0.9(bottom). MC is in red, data in black. There is an excess at higher z,;; with the
low, harder e value, moving towards an excess at low z,;; with the softer ¢ = 0.9
plot.
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FIGURE 173. x? vs epsilon for both the z,;, distribution and from the data fitter.
These curves are used to assign an uncertainty on e (“eps” on the x axis) of 0.3.
however, is performed below. As mentioned in the previous section a value of
B.=0.099 £ 0.012 from a re-analysis of FNAL E531 data [164, 124] will be used in
this analysis.

For charm fragmentation, € is determined by performing a series of fits at fixed
values of €, generating a sample of Monte-Carlo with each, and then comparing

each sample to data directly. Figure 172 shows comparisons of the 3 ¢ runs with

E,o

m in the tOp most

data. There is a slight excess of events at high z,,; =
¢ = 0.3 plot, while there is an excess of lower z,;; events at the lower ¢ = 0.9 plot.

Figure 173 shows the results of two methods of finding an appropriate € from the
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FIGURE 174. AS~ vs m. and e. The horizontal line is the best fit €, and dotted
lines the estimated uncertainty. The contours represent the shift in S~ from fits
at each € and m, value. The thin contours corresponds to a AS™ of 3o (statistical
errors only), the thick contour is 1o from the minimum S~. The strange asymmetry
is moderately insensitive to €, and very insensitive to m..

fits. The two curves represent the Ay? for just the z,;; distributions, and the Ay?
from the 3 dimensional grid in E,;,, Y, and z,5 used in the LO fit procedure.
The two curves agree, and based on these a value of ¢=0.6 is chosen for fitting,
and the uncertainty estimated to be 0.3, based on a generous Ax? = 4, or 2 o.
This uncertainty estimate becomes a systematic error on our measurement.

Figure 174, without giving away the answer, shows a contour plot of the

effect on the strange asymmetry measurement of varying both € and charm mass.
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FIGURE 175. The variation of a typical acceptance point as a function of QCD
scale. The x axis is the square of the factor that the scale is multiplied by, and
the solid curve with points is the acceptance evaluated at each scale. The vertical
dashed lines indicate the range of scales included in the uncertainty for that point,
and the horizontal dashed lines show the uncertainty. A vertical line is drawn at
1 for reference.

A series of 88 fits were performed on a grid of 8 charm masses ranging and 11
values of e. The black and dotted lines indicate the central value and the assigned
uncertainty for e, and the blue contours show the Ax? of 0.5 (thinner line) and 1.0
(thicker line on top). The asymmetry measurement essentially is insensitive to the
charm mass , and is only slightly sensitive to e. Were the asymmetry measurement
more sensitive to fragmentation, the value of and uncertainty on ¢ would need to
be determined with more care, requiring a considerable expenditure of both CPU
resources and time.

A final source of uncertainty in the NLO fit comes about by nature of the fact
that the calculation necessarily must truncate the expansion in a,. This truncation

results in a dependence on the QCD scale p?, which is chosen here to be Q2 + m?.
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Traditionally the uncertainty due to this scale choice is evaluated by looking at
the dependence of observables when varying the scale p by a factor of 2 up or
down. Figure 175 shows how a typical acceptance correction point is affected by
the change in scale. The acceptances change by about 2% over the factor of 2
range in scale.

In addition to the effect on the acceptances, the cross section itself is depen-
dent on the scale. When determining the total systematic effect on the measure-
ment due to the QCD scale, both the effect on the acceptances and on the cross
section are taken into account. The scale dependence on the measurement is small,

and included in the systematic tables for each fit below.

5.4.2 K, a Approximate Evolution Fit

Traditionally measurements of the strange sea have involved applying an ex-
ternal level and shape parameter to a pre-evolved nonstrange sea. Over the limited
@Q? range of a typical neutrino experiment, this is a reasonable approximation. The
parameter values may only apply near the Q2 range of the experiment measuring
them however. We include this fit for two reasons: 1. It is easy to do, as it does
not require formal QCD evolution code to construct the strange seas. 2. As we
will see further below, the asymmetry is reasonably close to what is obtained with
more formal techniques.

In this fit we define the strange and antistrange seas to be modified versions

of the average between the up and down seas:

s(z,Q*) = k(l—x)” it

2, Q%) ;E(I’ @) (5.292)
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Parameter Value
1.20 GeV
0.60
0.596 £+ 0.028
0.521 +0.026
1.34 +0.49
1.54 £ 0.46
0.099

Do e AR a3

(¢}

TABLE 21. k a approximate evolution fit results. Bold parameters are varied in
the fit. Only statistical errors are shown.

| ul@, @) +d(z,Q*)
2

3(2,Q%) = R(1—ux) (5.293)

The strange flavor sum rule, that [; s(z, Q%) — 3(z, Q?)dx = 0, is also allowed to
be broken. The fit results are shown in table 21. This fit achieved a x? of 34.1 out
for 39.8 degrees of freedom. The momentum weighted strange asymmetry, defined

as:
1

[z5(z, Q) — 25(x, Q?)]dx = / rs~ (2, Q%)dx (5.294)

0

s@)=[

0

is 0.0023 £ 0.0006 (stat). This number has been used as a sort of shorthand to de-
scribe the overall magnitude of the asymmetry between the strange and antistrange

seas [185].

5.4.3 k, a QCD Evolution Fit

One of the reasons why prior dimuon analyses have used a parameterization
scheme as was used in the fit above, is that it does not require full blown QCD evo-
lution code. A pdf set based on interpolated values in x and Q? could in principle

be used to fit in this way. Performing a fit that evolves the pdfs properly however
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Parameter Value
1.20 GeV
0.60
0.415 +£0.031 £ 0.063
0.332 +0.030 £ 0.072
0.87 £ 0.68 +1.47
1.09+£0.714+0.30
0.099

QIQzlmmnS

&

TABLE 22. k a QCD evolution fit results. Bold parameters are varied in the
fit. The first error is the statistical error, the second is the total systematic error,
including both table systematics and external measurement errors.

requires numerically solving the DGLAP equations (equation 2.156 on page 107)
for the different prospective strange and antistrange seas tried throughout the fit.

The CTEQG6M pdf set is accessed via the LHApdfvl [186, 187] code, which
serves as a wrapper for the CTEQ evolution code, EVLCTEQ. Out of the box,
EVLCTEQ did not allow for the strange and antistrange seas to be different,
however a version which does [188] was patched into the LHAPDF package to allow
different strange and antistrange seas. The LHApdf package was also modified to
allow substitution of strange and antistrange seas at initialization. LHApdf could
then evolve s(x) and 3(x) to whatever scale the fitter required.

In this fit, the parameterization was identical to the previous fit, except now
defined at the CTEQ @y of 1.3 GeV, and using this hybrid LHApdf+EVLCTEQ
evolution package. The nonstrange pdfs (including the gluon sea) were left un-
changed from the CTEQ6M default. The starting values of the fit were usually set
to the CTEQ default (k =% = 0.4, a = @ = 0) so that the evolution code could

be checked with the standard CTEQ6M pdf set at initialization.
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Table 22 shows the results of this fit, with the parameters allowed to vary
highlighted in bold. The correlation matrix for the fit is (parameters in order:

R,R,Q,Q):

1.000 0.001 0.781 0.001

0.001 1.000 0.001 0.806
(5.295)

0.781 0.001 1.000 0.001

0.001 0.806 0.001 1.000

The 2 for this fit was 36.9 out of 39.8 effective degrees of freedom. The effect of
systematic uncertainties on each of the strange sea parameters and on S~ is shown
in table 23. The largest systematic is due to the charm branching ratio, which
contributes roughly half the total error on the asymmetry measurement.

Figure 176 shows the strange and antistrange seas from this fit plotted on
top of each other as a function of x. As one would expect from the sign of S—,
the strange sea’s momentum distribution is larger than the antistrange sea. The
error bands of the two curves overlap, but correlations between the strange and
antistrange sea parameters conspire to keep the difference xs(z) — 25(x) positive.
The sum of the strange and antistrange seas are shown in figure 177, and the
shape of the strange asymmetry is shown in figure 178. The fits prefer a positive

asymmetry at low values of z.

5.4.4 sT, s~ QCD satisfying fit

There are additional conditions that must be imposed on the strange and
antistrange seas to perfectly satisty the requirements of QCD. The flavor sum rule

Ji 8(x) —3(x)dx must be zero, and the total momentum (equation 5.291) must also
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FIGURE 176. The rk-a QCD evolution fit s(z) and 23(z) vs x. The strange sea is
in red, the antistrange sea is in blue. Despite the overlap, the correlations between
the two are such that the asymmetry is positive.
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FIGURE 177. The k-a QCD evolution fit xs™(x) vs x.
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FIGURE 178. The r-a QCD evolution fit xs™(z) vs x. The two shaded areas
indicate the statistical errors (darkest), with the wider error band including all
table systematics and external measurement uncertainties.
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‘ Description K R a a ‘ S™ ‘
Central value 0.415 0.332 0.87 1.09 | 0.00195
Statistical error 0.031 0.030 0.68 0.71 | 0.00055
v K (15%) 0.012  0.009 0.38 0.08 | 0.00041
v m-K (21%) 0.006 0.018 0.05 0.14 | 0.00031
Emuff scale (1%) 0.007 0.016 0.19 0.01 | 0.00002
Had energy scale (0.5%) 0.008 0.009 0.15 0.04 | 0.00010
Ry, (20%) 0.011  0.018 0.06 0.02 | 0.00005
MC statistics 0.014 0.021 0.16 0.06 | 0.00000
Emu?2 rangeout 0.013 0.021 0.31 0.06 | 0.00012
Flux norm 0.002  0.006 0.07 0.00 | 0.00000
Total Table Systematics 0.028 0.044 0.58 0.18 | 0.00054
Charm mass 0.015 0.011  0.07 0.14 | 0.00006
Fragmentation e 0.009 0.009 0.25 0.06 | 0.00023
B. 0.063 0.055 1.32 0.19 | 0.00125
Total External Measurement | 0.056 0.057 1.35 0.24 | 0.00127
Total Systematics 0.063 0.072 1.47 0.30 | 0.00138

TABLE 23. k a QCD evolution fit systematics. The systematics themselves are
divided into those stemming from the cross section table, and those from external
measurements. The largest systematic (and largest single error) is due to the
uncertainty on the charm branching ratio B..

be conserved. The CTEQ parameterization:

s (@.Q)) = kT(1—2) 2 [z, QF) +d(x. Q)]

s (2.Q5) = s'(2,Qp)tanh |k (1 —2)” a7 (1 a iﬂ

o

st 4+s st — s~
5 = 5 =
2 2

satisfies these conditions in these fits with the addition of the gluon sea rescaling
scheme. The results of the fit are shown in table 24. The fit quality is good, with
a x2 of 38.2 for 37.8 effective degrees of freedom. The strange flavor sum rule

prefers to be satisfied in these fits by producing a large negative spike at low z to
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Parameter Value

me 1.20 GeV
€ 0.60

KT 0.551 +£0.126
K~ (—0.881 +0.567) x 1072
at 1.11 +0.69
a” 6.31 +4.06
~t 0.072 £+ 0.064
ol —0.102 £+ 0.080
B, 0.099
Vea 0.224

TABLE 24. Sum rule satisfying fit parameters. Bold parameters are varied in the
fit. Only statistical errors are shown.

compensate for a more gradual positive curve at moderate z. Figure 179 shows
the shape of the momentum weighted strange asymmetry as a function of x. The
crossing point for s~(x) prefers to be at an extremely low value of about 0.004.
This is below any of the cross section table points, so in principle the function
can do whatever it pleases, and therefore does. The gluon sea only needed to be
rescaled by a factor of 1.0007 (0.07% increase), certainly well within the gluon sea
errors. The correlation coefficients for the strange sea parameters are (parameters

in order: Kt ,k™,at,a” YT y7):

1.000 —0.171 0.889 —0.037 0.975 —0.252
—0.171  1.000 —0.129 —0.220 —0.182 —0.767
0.889 —0.120 1.000 0.079  0.804 —0.207
(5.296)
—0.037 —0.220 0.079 1.000 —0.057 —0.035

0975 —0.182 0.804 —0.057 1.000 —0.264

| —0.252 —0.767 —0.207 —-0.035 —0.264 1.000
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Ms ST Systematic
0.0612 | 0.00196 | central value
0.0011 | 0.00046 | statistics
0.0026 | 0.00034 | v 7K model
0.0019 | 0.00025 | 7 w-K model
0.0020 | 0.00004 | p spectrometer momentum scale (1%)
0.0014 | 0.00008 | hadron energy scale (0.5%)
0.0018 | 0.00005 | Ry in table model (20%)
0.0026 | 0.00001 | table extraction MC statistics
0.0030 | 0.00012 | decay p range out energy (2.5%)
0.0006 | 0.00005 | v, 7 relative normalization
0.0022 | 0.00023 | QCD scale
0.0064 | 0.00050 | total systematics
0.0022 | 0.00002 | Am,. = 0.10
0.0020 | 0.00021 | Aec_s = 0.3
0.0101 | 0.00111 | AB. = 0.012
0.0068 | 0.00046 | CTEQG6 PDF uncertainties
0.0007 | 0.00038 | Nuclear corrections
0.0126 | 0.00128 | total external measurement

TABLE 25. Contributions to the error in S~ and 7, for the CTEQ parameterization
fit.

The effect of the systematic uncertainties on this fit are listed in table 25.
Both the integrated asymmetry S—, and 7, the integrated ratio of the strange to

nonstrange sea:
g+
U+D

N = (5.297)

where ST is the analogue of S=: S* = [} 251 (2)dz and U and D are the momen-
tum weighted integrals of the up and down sea distributions. 7y has been measured
in almost every experimental dimuon analysis to date. With the usual symmetric

strange and antistrange seas, ST(x) is typically written as 25(z).
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spikes at extremely low = to satisfy the flavor sum rule.
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Parameter Value
mg 1.41 £0.10 £0.08 +0.12 GeV
0.60
0.436 +0.035 +0.017 £ 0.043
0.348 +0.033 £+ 0.036 £ 0.050
0.76 £ 0.67 -0.49 £1.15
1.54+0.46 £0.69+0.10 £ 0.51
0.099

Ol @ I I o

&

TABLE 26. k a m, fit systematics. The systematics themselves are divided into
those stemming from the cross section table, and those from external measure-
ments.

5.4.5 K, a, m, fit

If an external branching ratio and fragmentation shape is assumed, the cross
section table can provide enough constraint to measure the charm mass as well.
At NLO, the charm mass is a more physical quantity than at LO, as the effects of
the gluon in the form of rapidity are now included in the model. A variation of the
k a QCD evolution fit was tried where the charm mass was also allowed to vary
in the fit. The k a parameterization was chosen because it gives the same results
as 6 parameter s~ sT fit, using fewer free parameters for the strange sea. Table 26
shows the results of the fit, with the associated statistical and systematic errors.
The asymmetry resulting from this fit is virtually identical to what was obtained
with the fixed charm mass above, S~ = 0.00203 £ 0.00057 £ 0.00055 £+ 0.00121.
The quality of the fit was virtually identical to the fixed m,. version, with a x? of
36.0/38.8 DOF. (It only improves slightly: The probability in this case was 40.2%,

while for the fixed m,. fit it is 39.8%). The correlation coefficients for the strange
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| Description | m. (GeV) K R a a | S ]
Central value 1.409 0.436 0.348 0.76 0.90 | 0.00203
Statistical error 0.101 0.035 0.032 0.66 0.68 | 0.00057
v K (15%) 0.035 0.008 0.006 0.33 0.03 | 0.00040
7 m-K (21%) 0.044 0.002 0.016 0.01 0.07 | 0.00035
Emuff scale (1%) 0.011 0.006 0.016 0.18 0.02 | 0.00001
Had energy scale (0.5%) 0.027 0.005 0.007 0.12 0.01 | 0.00008
Ry, (20%) 0.038 0.011 0.018 0.06 0.02 | 0.00008
Emu?2 rangeout 0.030 0.010 0.020 0.28 0.01 | 0.00010
Flux norm 0.002 0.002 0.006 0.07 0.01 | 0.00001
All Table Systematics 0.079 0.017 0.036  0.49 0.10 | 0.00055
Fragmentation e 0.064 0.003 0.004 0.19 0.01 | 0.00021
B, 0.107 0.043 0.050 1.13 0.05 | 0.00119
All External M'mnt 0.124 0.042  0.050 1.15 0.05 | 0.00121
Total Systematics 0.147 0.046 0.061 1.25 0.11 | 0.00133

TABLE 27. k a m, fit systematics. The systematics themselves are divided into
those stemming from the cross section table, and those from external measure-
ments. The addition of the charm mass in the fit improves the systematics at the
expense of statistical errors.

sea parameters are (parameters in order: m.,k,R,q,Q):

1.000  0.000
0.000  1.000
—0.001 0.001
0.002  0.793

0.003  0.001

—0.001
0.001
1.000
0.001
0.817

0.002 0.003 |
0.793 0.001
0.001 0.817
1.000 0.001

0.001 1.000

(5.298)

As one would probably expect from looking at figure 174 the charm mass is not

very strongly correlated with the strange sea parameters. Figure 180 includes the

charm mass found here with the one in the LO BGPAR fit in the previous chapter,

as well as with measurements from other neutrino experiments measuring dimuons.
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FIGURE 180. A comparison of v dimuon charm mass measurements [61, 73, 62,
63, 74, 69, 76]. Measurements from this and the BGPAR analysis are starred at
left, NLO measurements are in red.

5.5 NLO MC-data comparisons

The results from the CTEQ parameterization fit above were used to generate

neutrino and antineutrino dimuon MC to be compared to data as a check. This

sample was then used to re-extract the forward dimuon cross section table as a

check of the table’s model dependence.

695,237 v and 601,536 7 numonte and McNuTeV events were generated,

consuming a full week’s CPU time from eight 1.5-2 GHz AMD processors. The

results are shown in figures 181-195. The NLO MC fits the data reasonably well.
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FIGURE 181. Total reconstructed neutrino energy, E,;,, in data vs MC for the
NLO dimuon sample, for both neutrino (top) and antineutrino (bottom) modes.
Plotted are both absolute comparisons, with data in black, and MC in red, above
ratio plots, showing data/MC-1. The x axis is in GeV.



357

|

1200

%

1000

|

|

800

600

%
|

400

200

|

©
o
o
"
5
o
N
o
o
N
3
8
N
X
o
w
o
8

0.25
0.2
0.15
0.1
0.05

-0.05
-0.1
-0.15
-0.2
-0.25

+

400

1l

350
300
250

200
150
100

50

50 100 150 200 250 300

0.25
0.2
0.15
0.1
0.05

}
1

_\_

-0.05
-0.1
-0.15
-0.2
-0.25

50 100 150 200 250 300
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are both absolute comparisons, with data in black, and MC in red, above ratio
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FIGURE 183. Reconstructed energy of the muon from the weak vertex, £, in
data vs MC for the NLO dimuon sample, for both neutrino (top) and antineutrino
(bottom) modes. Plotted are both absolute comparisons, with data in black, and
MC in red, above ratio plots, showing data/MC-1. The x axis is in GeV.
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FIGURE 187. Reconstructed energy of the muon from the charm decay immedi-
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data/MC-1. The x axis is in GeV.



900
800
700
600
500
400
300
200
100

0.25
0.2
0.15
0.1
0.05

-0.05
-0.1
-0.15
-0.2
-0.25

225
200
175
150
125
100
75
50
25

0.25
0.2
0.15
0.1
0.05

-0.05
-0.1
-0.15
-0.2
-0.25

363

o

E ——

E =

? —'—

E =

o — —

E, —_—

E ——

E —_

S O S O  H O A .

0 0.025 0.05 0.075 0.1 0.125 0.15 0.175 0.2 0.225 0.25
thvr2

\\\\\\\\—.—w—l‘

0 0.025 0.05 0.075 0.1 0.125 0.15 0.175 0.2 0.225 0.25

-+ ==

E ——

E —|—=|=

E —=

E —_—

S L PR B P S S T !

o 0.025 0.05 0.075 0.1 0.125 0.15 0.175 0.2 0.225 0.25
thvr2

E | ——

S L rL L N S

o 0.025 0.05 0.075 0.125 0.15 0.175 0.2 0.225 0.25

FIGURE 188. Reconstructed opening angle from the charm decay muon, 6,,, in
data vs MC for the NLO dimuon sample, for both neutrino (top) and antineutrino
(bottom) modes. Plotted are both absolute comparisons, with data in black, and
MC in red, above ratio plots, showing data/MC-1. The x axis is in radians.



364

450
400 £
350 £
300 F
250
200
150 F
100 F
50— —+——

.
!

025
02 E
0.15 F
01 [
005 F

T T

-02 F
-0.25 ————

o
4
Q
N
a
o
o
a
=4
o
N
o
o
[
o
i
N
oL
e
e
o
o
[
g
a
=3
N
o
N
IN]
a
o
N
a

140

++ n
3 _|_:|__—|: ++ 4
©F —= :':+_|_

-+
e -+
20 —— —|—=|=._|_

025 T
02
015 F
01 F
005 F

005
01
015 F
02
025 E

—

_|_

: —_ 1
—
—

! |

L L L L L L L L L L L L
0.05 0.075 0.1 0.125 0.15 0.175 0.2 0.225 0.25

o
of
9
N
o

FIGURE 189. Reconstructed muon opening angle between the two muons, 6,2, in
data vs MC for the NLO dimuon sample, for both neutrino (top) and antineutrino
(bottom) modes. Plotted are both absolute comparisons, with data in black, and
MC in red, above ratio plots, showing data/MC-1. The x axis is in radians.



365

i

1400

1200

%

1000

800

600

400

200

© T T T T T T T T T

0.25
0.2
0.15
0.1
0.05

:
+
%

-0.05
-0.1
-0.15
-0.2
-0.25

S L L L U

3

500

400

I

300

200

100

#

0.1 0.2 0.3 0.4 0.5 0.6 0.7 08

0.25
0.2
0.15
0.1
0.05

|

-0.05
-0.1
-0.15
-0.2
-0.25

© [T

0.1 0.2 0.3 0.4 0.5 0.6 0.7 08

FIGURE 190. Reconstructed Bjorken x, x,;,in data vs MC for the NLO dimuon
sample, for both neutrino (top) and antineutrino (bottom) modes. Plotted are

both absolute comparisons, with data in black, and MC in red, above ratio plots,
showing data/MC-1.
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FIGURE 191. Reconstructed Inelasticity, y,y.:s, in data vs MC for the NLO
dimuon sample, for both neutrino (top) and antineutrino (bottom) modes. Plot-
ted are both absolute comparisons, with data in black, and MC in red, above ratio

plots, showing data/MC-1.
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FIGURE 193. Reconstructed z,;; = # in data vs MC for the NLO dimuon
w2tEgap’

sample, for both neutrino (top) and antineutrino (bottom) modes. Plotted are
both absolute comparisons, with data in black, and MC in red, above ratio plots,
showing data/MC-1.
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5.6 NLO table re-extraction

With NLO MC that agrees with the data reasonably well, a final check
remains — that the cross section table is indeed model independent. Extracting the
NLO table is essentially the same as the procedure for the original table outlined in
the previous chapter, except a fit to the raw data is not performed. The McNuTeV
MC that was used for the NLO data/MC comparisons was fed into the NLO fitter
along with the raw data, and the NLO inclusive cross section was called using the
parameters from the McNuTeV run. The NLO acceptance corrections were applied
from the same tables used in the NLO table fitter. The unfolding correction was
determined in exactly the same way as in the LO BGPAR case, but using the NLO
MC. Figures 196 and 197 show the resulting NLO extracted table in red, plotted on
top of the original LO BGPAR extracted table. Figure 198 compares the strange
asymmetries resulting from fits to each of the tables. The two asymmetries agree
well, with the re-extracted table giving an S~ of 0.0017640.00043 (stat), compared

to 0.00196 £ 0.0046 (stat) from the original table.
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5.7 Discussion

The strange and antistrange seas have been measured at NLO in QCD from
the NuTeV neutrino and antineutrino dimuon data samples. This has been done
using the first complete NLO description of this process. In prior measurements the
strange sea has usually been assumed to be the same as the antistrange sea. Figure
199 compares zs*(z) from this analysis to the strange seas in three commonly used
NLO pdf sets for a range in Q?, starting at 16 GeV?, close to the average Q? for
NuTeV. Figure 200 compares the values of 1, measured over the past three decades,
with the values obtained by both the L.O fit in the previous chapter, and the NLO
fit described above!. The sum of the strange and antistrange seas then agree well
with past measurements.

If one wants to compare the difference between the strange and antistrange
seas however, the field is much more limited. The two exceptions to the s = 3§ rule
were both measurements performed by the CCFR collaboration. The first, based
on E-744 [61], measured the strange and antistrange seas independently, however
did not do any quantitative analysis. Plots of the seas are shown in figure 14,
back on page 36. They found zs(x) to be slightly larger than 23(x), however the
error bars were such that the two were consistent with each other. CCFR was also
limited by not having a sign selected beam, so that a transverse momentum based

algorithm to choose which muon was from the leptonic vertex, and which was from

!The error on the NLO measurement is larger in part because external measurements are used
for branching ratio, charm mass, etc. In the LO case, branching ratio, fragmentation e, m. and
the overall level of the strange seas are correlated, reducing the error. This is at the expense of
the branching ratio and fragmentation parameter in some sense absorbing some of the strange
sea, and charm mass not really having physical meaning outside this model. The NLO error bar
should be a more accurate representation of the uncertainty on the measurement.
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1970’s [51, B8, 71, 61, 73, 62, 63, 74, 69]. The two stars at the right of the plot are
from the LO BGPAR fit in the previous chapter (left star) and the NLO analysis
discussed here (right star).

charm was required. This algorithm would, for example, tend to pick the wrong
muon at high y or low x. Without knowing ahead of time whether a neutrino or
antineutrino interacted, mis-assigning the muons would move neutrino generated
events to the anti-neutrino side, and vice versa.

A study of the shape difference between the strange and antistrange seas

was performed in the CCFR NLO analysis [63] (see pages 35 and 117). The
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parameterization however was quite limited:

rs(r,Q?) = Ayl —x)” [xﬂ(x @) —;xa(a:, QZ)] (5.299)
w5(2, Q%) = A(1—2) [xw’ @) g“ﬂ(x’ QQ)] (5.300)

where A; to Al were constants dependent on the overall level of the strange and
antistrange seas (defined by a constant (k). The flavor sum rule was enforced by
tying A, to A’ such that [ s(x) — 3(z) was zero. This left the only degree of
freedom between the two being from the difference in o and «o'.

The result was an asymmetry consistent with zero, with an a of —0.78 +1.30
and an o of —0.32 & 0.87. In this case the strange sea was again larger than
the antistrange sea (though not significantly), though due to the (1 — ) factor’s
strength appearing at high z, the difference manifested at higher z.

The CCFR data was later re-analyzed by NuTeV [75] and combined with the
original NuTeV forward dimuon cross section. The combined data was fit at LO in
QCD using a more flexible parameterization like that used in section 5.4.2 [185].
The asymmetry in that case was found to be -0.0027 + 0.0013. The improved
NuTeV table found in the previous chapter however, would certainly shift this
number in a positive direction.

Aside from a possible future re-analysis of the combined NuTeV and CCFR
data?, the best information currently available are the results described in this

document. In these NLO fits to the cross section table, a positive asymmetry

2Given the mixed beam though, its unclear to what level incorporating the CCFR data would
improve on this measurement,
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at low x is preferred, no matter if the simple application of level and shape pa-
rameters to pre-evolved seas, or the more sophisticated, QCD sum rule satisfying
parameterization is used. Figure 201 shows the asymmetries from each of these
fits plotted on top of each other, including the total error bands. The asymmetry
has been measured three different ways, and all get very similar answers. These

answers can provide some constraint on theoretical models of the asymmetry.

5.7.1 Asymmetry and crossing point

The simplest picture of how the strange and antistrange seas come into being
has strange and antistrange quarks continually pair-produced and annihilating
from the gluon sea. If these s — s pairs only exist for a short time, then they will
not have a chance to interact. In that case the strange and antistrange seas should
be identical. If however they live long enough inside the nucleon to interact with
the valence quarks, then an asymmetry can exist [191].

One possible way for this to happen is for the strange and antistrange quarks
to live long enough that the nucleon fluctuates into a virtual pair of hadrons
(192, 193, 194]. A proton, for example, could briefly fluctuate into a A (u-d-s) and
a Kt (u3s). Here an asymmetry develops from the fact that the two particles have
different masses and because baryon number conservation prevents the opposite,
A, K~ from happening. Because the A is more massive than the K+, it would
tend to carry a larger fraction of the nucleon momentum, which would translate
to a harder strange sea — a positive asymmetry.

The positive asymmetry measured here is a bit different than what the mod-

els expect. The low-x spike of the CTEQ parameterization fit for example is clearly
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unphysical. This spike occurs because the fit has complete freedom to place the
crossing point xy anywhere it wants. The crossing point however is usually con-
strained in the various meson fluctuation models by the difference in masses of the
hadrons the nucleon is fluctuating into. The predicted crossing point values range
from an xy around 0.05 [196] to around 0.2 [193]. Several examples of predicted
asymmetries are shown in figures 202 and 203.

The dependence of the asymmetry on xy can be examined by performing fits
with fixed values of xy and solving for one of the other strange sea parameters to
enforce the sum rule. This is most easily achieved with v~. (It can also be achieved
by solving for a~, the difference being that the lever arm is at high z, as opposed
to v~ for low x. Both were tried, however the “a~" fits either failed completely,
having trouble converging, or returned with zero asymmetry.) Figure 204 shows
the effect of a forced crossing point on S~ and x2. As x increases, the asymmetry
decreases at the expense of y2, until it reaches zero. There the x? peaks at about
54.5 for 39.8 effective degrees of freedom. There is a small undershoot, where the
asymmetry goes slightly negative, and the x? gets slightly smaller — this is due to
the shape of the positive and negative bumps in the asymmetry swapping signs,
with low x going positive, and high x negative. Figure 205 shows three of the
curves at different values of zy. Asymmetry models with crossing points at high

xq are difficult to accommodate with the NuTeV data.

5.8 Some Closing Remarks

Other than a few fascinating appendices, this document now (finally) comes

to a close. The strange and antistrange seas have been measured, the strange
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sea has been found to have a slightly larger momentum distribution than the
antistrange sea. This can be consistent with theoretical expectations if the the
model in question satisfies the flavor sum rule by crossing from s(z) < s(x) to
s(x) > 3(x) at relatively low z.

Beyond this measurement then, what can be done to improve knowledge
of the strange sea and asymmetry? With the current data, certainly improving
knowledge of charm semileptonic decays and charmed hadron production rates
would go a long way. Figure 206 is a variation of figure 179, separating out the

contribution to the error from only the charm branching ratio B,., versus all the
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other errors. If B. were known very well, the error on this asymmetry measurement
may be reduced by approximately half.

The other way to improve knowledge of the strange and antistrange seas
would of course be be at a future v — DIS experiment. If at some time in the
distant future (and admittedly this is probably outright dreaming), the particle
physics community decides to ply its talents towards building a high energy muon
collider, the neutrino beams resulting from the muons decaying in the p beamline
could provide a high intensity, narrow band beam [198]. A beam like this would
eliminate the need for giant coarse-grained detectors, as has been used in NuTeV
and its predecessors. A more fine grained detector would then be able to study
charm production directly through identification of the charmed hadrons them-
selves rather than requiring the production of an obvious decay muon. Not only
would this allow better study of the strange and antistrange seas, but for detailed
study of charm production and the hadronization process. Who knows, maybe

this century...
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APPENDIX A

THE NUTEV BEAM TOROID

A.1 Introduction

A description of the NuTeV beam toroid is provided here so that some form
of documentation exists, were something like it to be used in a future neutrino
experiment. It is was very simple device, used to measure the number of protons
interacting with the primary target in addition to being an important element in
NuTeV’s triggering system. A photograph is shown in figure 207.

A beam toroid is a toroidal inductor coaxial with a charged particle beam to
measure how many particles (how much integrated current) passed by that point
during a fixed period of time. Beam toroids are part of a family of devices that
are used to monitor the characteristics of particle beams without interfering with
them. Some other examples include beam position monitors (BPMs), which con-
sist of a pair of electrode plates on opposite sides of the beam, whose proximity
to a beam offset induces a charge difference that can be measured to determine
the position of the beam in one direction. They are usually used in pairs to get
both dimensions of the transverse position of the beam. NuTeV used two pairs of
BPMs to monitor the position and angle of the proton beam immediately before
the primary target. Another interesting device, not used in NuTeV’s case (but
mentioned here to complete the resistor, capacitor, inductor set) is the resistive

wall monitor. Resistive wall monitors are breaks in the metal vacuum pipe which
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FIGURE 207. NuTeV’s beam toroid before installation in the primary beam
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p beam

FIGURE 208. A cartoon illustrating a beam toroid

surrounds the beam, replaced with a “resistive gap”. As a beam travels along the
length of its vacuum pipe enclosure, an image current is induced in the pipe of op-
posite sign. The voltage measured across resistors bridging the gap is proportional
to the image current, and therefore the beam current as well. Because they do
not have the AC complications of toroids or BPMs, resistive wall monitors can be
used to resolve the short time structure of particle beams. A disadvantage of using
these devices is that the break in the beam pipe interferes with the mirror current
that runs along it opposite to the beam, and the resulting RF noise can adversely
affect the beam. Many more types of beam monitoring devices exist, but as a full
description would more than likely be another thesis in itself, we will concentrate

on just NuTeV’s beam toroid.

A.2 Description

A cartoon of a beam toroid is shown in figure 208. Toroids are simple devices,
merely a wire wrapped around a donut shaped, highly permeable metal core, with

the hole centered on a particle beam. NuTeV’s toroid was based on a “supermalloy”
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FIGURE 209. A schematic diagram of NuTeV’s beam toroid

core — a Nickel, Iron, and Molybdenum alloy with very high permeability. Figure
209 shows a schematic of the actual toroid used to monitor NuTeV’s beam[199].
The toroidal coil was placed coaxial with an insulating ceramic section of the beam
pipe so that the vacuum surrounding the beam was preserved, but the beam’s
current was not shielded by the beam pipe’s steel. A small wire was also placed
through the coil to provide a means of calibrating the toroid with a known current.

As the particle density in the proton beam changed during a ping, a current
would be induced in the wires in the toroid coil, which was then transmitted
through a long coaxial cable to an amplifier and digitizer. The toroid data was

used for the following purposes:

— Digitized ping waveforms were recorded via the EPICURE[145] data acqui-
sition system, to be included along with other beam monitoring information

in the NuTeV data.
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— A discriminated gate pulse was sent through approximately 1 kilometer of
hardline cable to the NuTeV data acquisition system. This formed part of

the “beam gate” that activated the detector during each ping.

— An integrated signal from the toroid was passed through a voltage to fre-
quency (V to F) converter and sent down another long hardline cable to the
detector control room to provide a visual measurement of the intensity of
each ping for shift personnel. This data was also recorded in the NuTeV

data.

A schematic diagram of the various paths through which signals from the toroid
were processed and included in the recorded NuTeV data stream is shown in figure

210.
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A.3 Some toroid physics and droop compensation

A simplified equivalent circuit for the toroid is shown in figure 211. The beam
(or equivalently the calibration wire looped through the toroid) is approximated
by a current source and half of transformer coil (L;), and the toroid makes up
the other half (L;), with the coaxial transmission line approximated by a resistor
R;[200]. To understand what kind of signal to expect from the toroid given a beam

pulse i(t) we start with the EMF:

di(t) . dI(t)

- M L A.301
gtor dt t dt ( 30 )
di(t) dl(t)
() - B dt bt (A.302)
(A.303)
_Rey M Rt di
1) = e ot I /efﬁ .(d_;) dt (A.304)

A relatively simple approximation for a NuTeV ping would be a function of

the form:
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io[l —coswt] 0 <t <2t
i(t) = (A.305)

0 otherwise

Plugging this into equation A.304, one finds that the current flowing out of

the toroid would look like the following:

. . Ry
MRiigw 3 M Lyigw? -t _ 2n
77 ooz sin wt + i (€ 7 coswt)] 0<t<=

]Te_?_:(t_%ﬂ)

I(t) = (A.306)

otherwise

Where [ is the top half of A.306 evaluated at t = 2‘0—” Figure 212 displays
an input pulse of the form of A.305 with the corresponding output shape function
using the following parameters: M = 19.1 mH, L, = 1.06 H, R; = 50 Q, w =
1570 Hz, based on measurements from the actual NuTeV toroid, and an assumed
ping duration of 4 milliseconds. The output pulse has a significant undershoot and

exponential decay compared to the original input pulse. This undershoot is called
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FIGURE 213. The integral of the toroid output showing decay from signal droop

“droop”, and can complicate using a toroid to determine integrated charge in a
ping.

Figure 213 shows the effect of droop on the integrated signal from the toroid.
This decay means the integral recorded will depend on when it is recorded. This
could significantly increase the uncertainty of the beam intensity calibration should
the timing of the pings fluctuate. In addition to this, the analog output from the
toroid was used to gate the NuTeV detector. The difficulty in this case is that
the droop would force the pulse waveform below the gate threshold prematurely,
reducing the overall active time of the detector. It is therefore important to reduce

toroid droop as much as possible.
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FIGURE 214. Circuit diagram of droop compensator circuit

To find a way to reduce the toroid pulse droop we must again revisit the

EMF:

5t07"

I(t)- R,

dI(t)
dt

[+ S41)

% [I(t) + % / J(t)dt}

I(t) - Ry + Ly

di(t) . dI(t)
M dt — L dt
di(t) . dI(t)
M dt — L dt
di(t)
M
dt

(A.307)
(A.308)
(A.309)
(A.310)

(A.311)

I(t) is what is measured, and to recover the shape of the original beam

pulse, one needs only to add back into I(t) its integral scaled by %. This is easy
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FIGURE 215. Non-droop compensated and compensated test pulse waveforms

to implement electronically with a simple integrator and adder circuit. Figure 214
shows an example of such a circuit used to cancel out the droop from the NuTeV
toroid. The ratio of “straight” to “integrated” signal can be controlled by changing
the ratio of R1 and R2 shown in the figure. In practice these resistors were replaced
by a potentiometer which was tuned to remove the measured droop in the toroid
signal.

The performance of the droop compensation electronics is shown in figures
215 and 216. During data running the raw and droop compensated signals from the
toroid were digitized and recorded in the NuTeV data stream. At the beginning of
each TeVatron cycle (at T1 + 5 seconds) a test pulse with a shape similar to that
in figure 212 was injected through the toroid test loop for calibration purposes.

The pulse’s width was tuned to be similar to the width of actual pings, as was
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FIGURE 216. Non-droop compensated and compensated ping waveforms

the total integrated charge. Figure 215 shows both the uncompensated (left) and
compensated (right) amplified outputs from the beam toroid averaged over about
a dozen cycles during data running. As a check, the uncompensated curve used to
measure the toroid inductance, L, by fitting the digitized waveform with a function
of the form in equation A.306. The measured inductance of the toroid coil using
this method is 1.595 4 0.146, in perfect agreement with the documented value of
1.6 [199]. The effect of droop compensation on actual pings is shown in figure 216.
The error bars here reflect more the fluctuation between each ping than uncertainty
in the measurement. Droop compensation typically recovered approximately 400
microseconds of livetime towards the end of each ping. The recovered detector
livetime is estimated to have increased NuTeV’s total data sample by 2-3% over

what would have been accumulated without droop compensation.
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APPENDIX B

NUTEV SOFTWARE SETTINGS

Here are settings for the different NuTeV software packages.

B.0.1 McNuTeV Settings

71144815 971803
5886 5886
YFAST’

’SAVE’

30000

1 10 1000

5

0
1
2
1
1
1
1
1
1
1
1
1
1
1
1
1

.E-4 1.E-4 1.E-4 1.E-4 1.E-3 1.E-4 1.E-4 1.E-4 1.E-4. 0.00204 2.E-7
-2
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APPENDIX C

RELEVANT CODE SNIPPETS

Here we include sections of code introduced into NuTeV software to calculate

quantities used in applying cuts, corrections, etc.

C.0.2 Fixed Collins fragmentation code

SUBROUTINE FRAG_collins(ZMIN,Z)
Implicit None

¢ GIVEN A ZMIN,RETURNS A Z GENERATED ACCORDING TO THE
¢ Collins-Spiller FRAGMENTATION FUNCTION

c ZMAX IS THE MAXIMUM OF THIS FUNCTION BETEEN O AND 1,
¢ AS A FUNCTION OF EPSILON BETWEEN O AND 1.

C -— MHS 12/28/94

C
C

A VALUE OF EPSILON OF .99 RESULTS IN DELTA FUNCTION

#include <bgparam.cmn>
REAL ZMIN,Z
REAL RANUM, COLLINS
real zmax
common /keepzmax/zmax
EXTERNAL RANUM . .standard NUMONTE random number fcn
EXTERNAL COLLINS

..Maximum values for collins.F function vs epsilon from 0. to 1.
REAL ZMAX(100)
DATA ZMAX /
0 13.24,7.321,5.525,4.571,3.962,3.528,3.201,2.944,2.735,2.561,
1 2.412,2.284,2.172,2.073,1.984,1.906,1.834,1.769,1.709,1.655,
2 1.604,1.557,1.513,1.473,1.435,1.399,1.366,1.334,1.304,1.276,
3 1.249,1.224,1.200,1.177,1.154,1.134,1.114,1.094,1.076,1.058,

aO o o o o o0 o0



a o o o o o0

O o0 o o0 o o0

C

4 1.041,1.025,1.009,.9939, .9794, .9652, .9515, .
5 .9014, .8899, .8788, .8680, .8574, .8471,.8371,.
6 .8000,.7913,.7830,.7748,.7667,.7589,.7512,.
T .7224,.7156,.7089,.7024,.6961, .6899, .6838, .
8 .6606, .6552,.6498, .6445,.6393, .6342,.6292, .
9 .6102,.6057,.6012,.5967,.5924, .5882, .5840, .

REAL ZF, Y,YMAX, F, ZDELTA

DATA ZDELTA / 1.0 /

INTEGER IEPS, ICNT, ICNTMX, NTRY, NTRMX
DATA ICNT, ICNTMX / 0, 5 /

PARAMETER (NTRMX = 100)

integer iii

integer npoints
parameter (npoints=1000)
real point

logical first

save first

data first /.false./

..start of routine

if (EPS.GE.dble(.99)) GO TO 50

IEPS = EPS*100

if (zmax.eq.0.0) then
print *,’first call to frag_collins’

print *,’getting maximum for future throws...

first=.false.
ymax=0.0
do iii=1,npoints
point=1.0/iii
y=collins(point)
if (ymax.lt.y) ymax=y
enddo
ymax=ymax*1.01
print *,’0K, max is ’,ymax
Zmax=ymax

endif
ymax=zmax
NTRY = 1

YMAX = ZMAX(IEPS)*1.01

9385,
8276,
7437,
6779,
6243,
5799,

.9258,
.8182,
.7365,
.6720,
.6195,
.5759,

.9135,
.8090,
L7294,
.6662,
.6148,
.5719/

401
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Z = ZMIN+RANUM(Q) *(1.-ZMIN)
ZF = (1. - (1./Z) - EPS/(1.-Z))

COLLINS(Z)
y/ymax

y
f

IF(F.GT.1.0) WRITE(6,10) Z,ZMIN,Y,YMAX,EPS,ZMAX
FORMAT(® YMAX TOO LOW: Z,ZMIN,Y,YMAX,EPS,ZMAX=’,6(1X,G10.4))

NTRY = NTRY + 1
IF(F.LT.RANUM() .AND.NTRY.LE.NTRMX) GO TO 5

CALL GFILL(99,Z,0,1.)

ICNT = ICNT + 1

IF(ICNT.LT.ICNTMX) WRITE(6,20) ZMIN,Z,EPS

FORMAT(® FRAG: ZMIN, Z, EPS =’,3(1X,F6.4))
IF(NTRY.GT.NTRMX.AND.ICNT.LT.ICNTMX) WRITE(6,30) ZMIN,Z,EPS
FORMAT(° FRAG_collins FAILURE: ZMIN, Z, EPS =’,3(1X,F6.4))
RETURN

CONTINUE
Z = ZDELTA

RETURN

END

C.0.3 mygap.f

This code can be used to apply gap cuts:

real function mygap(i)

this is just packing the links into a simple integer
variable for each muon —— we can then do whatever
gymnastics Re: gap cuts later on...

i is the muon (link) number

of course since this is going into an ntuple the
simple integer is a real just to be confusing...
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implicit none
#include<flinks.com>
integer i,j,k

mygap=0

C so we do this for each view -- 8 bit binary --
least significant for view 1, most significant for
view 2
do j=2,5

if (link(j,i,1).gt.0) mygap=mygap+2**(j-2)
if (1ink(j,i,2).gt.0) mygap=mygap+2**(j+2)
enddo

return
end

C.0.4 epich,epi0

The McNuTeV hadronic energy corrections require one know how much en-
ergy was hadronic (F,+ + F,-) and how much was electromagnetic (E o). This

code extracts that from the truth bank.

epich=0
epi0=0
do ink=1,nkin_true
if (Ckin_true(ink).eq.’PIO ’) then
epiO=Rkin_true(4,ink)

endif
if ((Ckin_true(ink).eq.’PI+ ’).or.
& (Ckin_true(ink).eq.’PI- ’)) then
epich=epich+Rkin_true(4,ink)
endif

enddo
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C.0.5 psteell and 2

The following calculates what percent of the track went through the toroid

steel (psteell and psteel2):

[N e]

O 0O o0 o0 o0 o0 o0 o0 oo o000

VSX = tan(THETAVR(dimu_primary))*COS(PHIVR(dimu_primary))
VSY = tan(THETAVR(dimu_primary))*SIN(PHIVR(dimu_primary))
ZFF = sngl (WASHFR(1,1)) ! define z position of front face
ZBF = sngl(WASHFR(6,4) + WASHTH(6,4))

HOLRAD=6.0

PSTEEL1=HOLRAT (ZFF ,ZBF ,DUM, VERTX, VERTY, sngl (VERTZ) ,VSX,VSY,HOLRAD)

VSX = tan(THETAVR(dimu_charm))*COS (PHIVR (dimu_charm))

VSY = tan(THETAVR(dimu_charm))*SIN(PHIVR(dimu_charm))

ZFF = sngl(WASHFR(1,1)) ! define z position of front face
ZBF = sngl (WASHFR(6,4) + WASHTH(6,4))

HOLRAD=6.0

PSTEEL2=HOLRAT (ZFF ,ZBF ,DUM, VERTX, VERTY, sngl (VERTZ) ,VSX,VSY,HOLRAD)

C.0.6 Bad run/event cut

before we get going, kill bad runs! -- swiped from phdst in
’01, updated in winter of ’03.

this function takes run, cycle, and event and returns whether or not
that run/cycle combination was known to be "bad"

there are options for beam, calorimeter, toroid, dk. You set
those inputs to "true" if you care about that part of the detector

this should be maintained as an ordered if/elseif chain to try to
keep execution time to a reasonable minimum. if someone wants

to write something even better, great!

ksm, 11/18/97



badrun=.false.

cut out tapes before 199 due to trigger timing issues (GPZ)
if (runnum.lt.5436) badrun=.true.
cut runs with beam dump in wrong position (GPZ)
if (runnum.le.5351.and.run.ge.5251) badrun=.true.
cut bad run (FERA change) in both pass2 and pass3 dsts (gpz)
if (runnum.eq.5529) badrun=.true.
cut bad run (FERA change) in both pass2 and pass3 dsts (gpz)
if (runnum.eq.5542) badrun=.true.
cut runs with NC1Q6 at 1/4 current (KSM)
if (runnum.le.5578.and.runnum.ge.5574) badrun=.true.
cut run 5612 (many tubes off during run) (gpz)
if (runnum.eq.5612) badrun=.true.
cut bad run 5737 (duplicate events after cycle 1802) (gpz,hms)
if (runnum.eq.5737.and.evnum.ge.508553) badrun=.true.
cut run 5753 part with bad cart 6 HV (jmg)
if (runnum.eq.5753.and.evnum.gt.21242.and.evnum.le.22888)
& badrun=.true.
cut bad run 5833 (phantom run - see gpz log V page 302) (gpz)
if (runnum.eq.5833) badrun=.true.
toroid polarity flipped in middle of run (LdB)
if (runnum.eq.5882.and.evnum.gt.185487) badrun=.true.
cut event gt 64000 (FERA bad), reported by Jae Yu
if (runnum.eq.5916.and.evnum.gt.64000) badrun=.true.
if (event.gt.64000) kretzermc=0.
endif
if (runnum.eq.6017.and.evnum.ge.10316.and.evnum.le.11420)
& badrun=.true.
cut bad run (FERA change) in both pass2 and pass3 dsts (gpz)
if (runnum.eq.5990) badrun=.true.
cut bad run (cart 2 off) (gpz)
if (runnum.eq.6060) badrun=.true.
cut event gt 180000 (HV crate 5 off) (gpz,sa)
if (runnum.eq.6107.and.evnum.gt.180000) badrun=.true.
cut bad run (HV crate 5 off) (gpz)
if (runnum.eq.6108) badrun=.true.
cut brief time of highs 1-32 off (ksm)
if (runnum.eq.6097.and.evnum.ge.26582.and.evnum.le.41577)
& badrun=.true.
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C.0.7 Gap cut code

subroutine gapper(gapl,gap2)

implicit none

logical gapl,gap2

integer intgapl,intgap2

logical gapflix(4),gapfl2x(4),gapflly(4),gapfl2y(4)
logical bothviewsl,bothviews2

integer gaplx,gaply,gap2x,gap2y

integer i

#include <tupvars.com>

intgapl=mgapl
intgap2=mgap2

do i=0,3

gapflix(i+1)=.false.

gapflly(i+1)=.false.

gapfl2x(i+1)=.false.

gapfl2y(i+1)=.false.

if (IAND(intgapl,2#**i).ne.0) gapflix(i+1l)=.true.

if (IAND(intgapl,2**(i+4)).ne.0) gapflly(i+1)=.true.

if (IAND(intgap2,2+**i).ne.0) gapfl2x(i+l)=.true.

if (IAND(intgap2,2+**(i+4)).ne.0) gapfl2y(i+l)=.true.
enddo

gapl=.false.
gaplx=0

gaply=0
gap2=.false.
gap2x=0

gap2y=0
bothviewsl=.false.
bothviews2=.false.

do i=1,3
if (gapflix(i)) gaplx=gaplx+1
if (gapflly(i)) gaply=gaply+1
if (.not.(gapflix(i).or.gapflly(i))) bothviewsl=.true.
if (gapfl2x(i)) gap2x=gap2x+1
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if (gapfl2y(i)) gap2y=gap2y+1
if (.not.(gapfl2x(i).or.gapfl2y(i))) bothviews2=.true.
enddo

if (gaplx.ge.2.and.gaply.ge.2.and..not.bothviewsl) gapl=.true.
if (gap2x.ge.2.and.gap2y.ge.2.and..not.bothviews2) gap2=.true.

return
end

C.1 TIrrelevant Code Chunks & Snippets

program duh

continue

print *,’Ha! made you look!’
goto 10

stop

end



DIMUON CROSS SECTION TABLE VALUES

APPENDIX D

408

The following sets of tables list the measured dimuon cross section points

described in section 4.5. Each seperate table is for a different F, bin, three for v

data, and three for 7 data. The tables list the effective degree of freedom under

the x? column, the central values of y and z, and the cross section value, with

statistical and systematic errors scaled by a factor of

1007
P] .
GLME

E, ~ 88.3 GeV

)(2

Y

X

do(vyN—p ptX)
dxdy

0.65
0.40
0.42
0.43
0.64
0.57
0.44
0.44
0.48
0.63
0.55
0.44
0.46
0.52
0.58

0.324
0.324
0.324
0.324
0.324
0.558
0.558
0.558
0.558
0.558
0.771
0.771
0.771
0.771
0.771

0.021
0.057
0.101
0.167
0.326
0.021
0.057
0.101
0.167
0.326
0.021
0.057
0.101
0.167
0.326

0.449 £ 0.079 £ 0.050
0.529 4+ 0.092 £ 0.038
0.415 £ 0.067 £ 0.035
0.325 4+ 0.051 £ 0.020
0.144 4+ 0.020 £ 0.010
0.786 £ 0.111 + 0.067
0.798 £ 0.105 £ 0.060
0.783 £ 0.103 = 0.047
0.505 £ 0.064 £ 0.029
0.228 £ 0.030 £ 0.012
0.769 £ 0.113 £ 0.068
0.911 £ 0.129 £ 0.034
0.864 + 0.124 £ 0.039
0.694 £ 0.105 £ 0.032
0.217 £ 0.037 4= 0.009

TABLE 28. Revised NuTeV forward differential cross-section for v, N — p~putX.

The forward cross-section requires F,,, > 5 GeV, and is shown multiplied by

100
GIME"

The first error in the cross-section entry is statistical, the second is systematic.



E, ~174.3 GeV

)(2

Y

X

do(vyN—p ptX)
dxdy

0.65
0.41
0.36
0.39
0.57
0.52
0.37
0.35
0.36
0.52
0.57
0.41
0.41
0.46
0.58

0.324
0.324
0.324
0.324
0.324
0.558
0.558
0.558
0.558
0.558
0.771
0.771
0.771
0.771
0.771

0.021
0.057
0.101
0.167
0.326
0.021
0.057
0.101
0.167
0.326
0.021
0.057
0.101
0.167
0.326

1.158 £ 0.172 £ 0.077
0.861 £ 0.122 £ 0.069
0.854 £ 0.127 £ 0.032
0.566 £ 0.080 4= 0.034
0.255 £ 0.034 = 0.015
1.434 £ 0.217 £ 0.094
1.351 £ 0.205 £ 0.076
1.196 £ 0.190 £ 0.047
0.762 + 0.119 £ 0.038
0.281 £ 0.043 £ 0.020
1.520 £ 0.204 £ 0.072
1.240 £ 0.163 £ 0.068
1.075 £ 0.149 £ 0.062
0.842 4+ 0.130 £ 0.041
0.308 £ 0.053 = 0.015
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TABLE 29. Revised NuTeV forward differential cross-section for v, N — p~p*X.

The forward cross-section requires F,,, > 5 GeV, and is shown multiplied by

100
GIME"

The first error in the cross-section entry is statistical, the second is systematic.



E, ~ 247.0 GeV

)(2

Y

X

do(vyN—p ptX)
dxdy

0.74
0.50
0.43
0.41
0.62
0.63
0.44
0.41
0.43
0.60
0.66
0.49
0.46
0.52
0.67

0.324
0.324
0.324
0.324
0.324
0.558
0.558
0.558
0.558
0.558
0.771
0.771
0.771
0.771
0.771

0.021
0.057
0.101
0.167
0.326
0.021
0.057
0.101
0.167
0.326
0.021
0.057
0.101
0.167
0.326

1.384 £ 0.199 £ 0.086
1.430 £ 0.214 £ 0.045
1.034 £ 0.150 £ 0.043
0.762 £0.107 £ 0.047
0.283 £ 0.035 £ 0.025
1.660 £ 0.265 £ 0.079
1.557 £ 0.255 £ 0.096
1.125 £ 0.183 £ 0.051
0.727 £ 0.115 £ 0.046
0.315 £ 0.047 £ 0.027
1.679 £ 0.223 £ 0.167
1.402 £ 0.188 £ 0.087
1.109 £ 0.154 £ 0.047
0.896 £ 0.136 £ 0.076
0.305 £ 0.051 = 0.034
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TABLE 30. Revised NuTeV forward differential cross-section for v, N — p~p*X.

The forward cross-section requires F,,, > 5 GeV, and is shown multiplied by

1007
G%AiE'

The first error in the cross-section entry is statistical, the second is systematic.



E, ~ 779 GeV

)(2

Y

X

do(TuyN—ptu~ X)
dxdy

0.59
0.36
0.31
0.36
0.57
0.57
0.38
0.36
0.40
0.62
0.55
0.35
0.36
0.41
0.58

0.349
0.349
0.349
0.349
0.349
0.579
0.579
0.579
0.579
0.579
0.776
0.776
0.776
0.776
0.776

0.015
0.042
0.072
0.114
0.207
0.015
0.042
0.072
0.114
0.207
0.015
0.042
0.072
0.114
0.207

0.362 £ 0.099 £ 0.030
0.369 £ 0.103 £ 0.034
0.337 £ 0.092 £ 0.028
0.267 £ 0.071 & 0.015
0.080 £ 0.018 £ 0.012
0.444 £ 0.097 4= 0.023
0.504 £ 0.108 £ 0.045
0.556 £+ 0.120 £ 0.042
0.295 4+ 0.058 £ 0.018
0.153 £ 0.031 £ 0.014
0.539 £ 0.142 £ 0.129
0.484 +£0.114 £ 0.079
0.454 £ 0.103 £ 0.039
0.404 £ 0.097 £ 0.036
0.143 £ 0.036 = 0.015

411

TABLE 31. Revised NuTeV forward differential cross-section for 7,N — pu*p~X.

The forward cross-section requires £, > 5 GeV, and is shown multiplied by

1007
GIME"

The first error in the cross-section entry is statistical, the second is systematic.



E, ~ 143.7 GeV

)(2

Y

X

do(TuyN—ptu~ X)
dxdy

0.63
0.40
0.34
0.36
0.53
0.48
0.34
0.32
0.33
0.48
0.52
0.40
0.36
0.42
0.57

0.349
0.349
0.349
0.349
0.349
0.579
0.579
0.579
0.579
0.579
0.776
0.776
0.776
0.776
0.776

0.015
0.042
0.072
0.114
0.207
0.015
0.042
0.072
0.114
0.207
0.015
0.042
0.072
0.114
0.207

0.767 £ 0.183 £ 0.075
0.739 £ 0.180 £ 0.100
0.728 £ 0.179 £ 0.050
0.427 +0.101 £ 0.026
0.159 £ 0.035 4 0.022
1.175 £ 0.306 = 0.050
0.923 £ 0.227 £ 0.059
0.723 £ 0.176 £ 0.122
0.626 £ 0.159 £ 0.072
0.223 £ 0.056 £ 0.020
0.777 £ 0.168 £ 0.054
1.077 £ 0.239 £ 0.104
0.716 £ 0.160 £ 0.079
0.527 £ 0.121 £ 0.026
0.229 £ 0.060 £ 0.020
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TABLE 32. Revised NuTeV forward differential cross-section for 7,N — p*p~X.

The forward cross-section requires £, > 5 GeV, and is shown multiplied by

1007
GIME"

The first error in the cross-section entry is statistical, the second is systematic.



E, ~ 226.8 GeV

)(2

Y

X

do(TuyN—ptp~ X)
dxdy

0.79
0.48
0.43
0.41
0.64
0.60
0.41
0.40
0.42
0.63
0.63
0.49
0.43
0.50
0.65

0.349
0.349
0.349
0.349
0.349
0.579
0.579
0.579
0.579
0.579
0.776
0.776
0.776
0.776
0.776

0.015
0.042
0.072
0.114
0.207
0.015
0.042
0.072
0.114
0.207
0.015
0.042
0.072
0.114
0.207

1.022 £ 0.233 £ 0.145
1.037 £0.238 £ 0.141
0.713 £0.157 £ 0.113
0.452 £0.100 £ 0.042
0.278 £ 0.062 £ 0.030
1.233 £ 0.323 £ 0.405
1.040 £ 0.267 £ 0.094
0.829 £0.216 £ 0.095
0.562 +0.143 £ 0.137
0.276 £ 0.074 £ 0.040
0.912 £ 0.187 £ 0.073
1.210 £ 0.262 £ 0.102
1.009 £ 0.229 £ 0.044
0.479 £ 0.107 £ 0.048
0.184 +0.046 + 0.024
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TABLE 33. Revised NuTeV forward differential cross-section for 7,N — p*p~X.

The forward cross-section requires £, > 5 GeV, and is shown multiplied by

1007
GIME"

The first error in the cross-section entry is statistical, the second is systematic.
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