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Abstract

In recent years, neutrino experiments have begun to challenge the Standard Model as-
sumption that neutrinos are massless. There is now firm evidence that neutrinos undergo
quantum mechanical oscillations between flavours. This would imply that neutrinos pos-
sess mass and that neutrino flavours are mixed by the weak interaction. Atmospheric
neutrinos, produced by the interactions of cosmic rays in the earth’s atmosphere, can
be used to study these oscillations.

The MINOS Far Detector has been collecting atmospheric neutrino data since 1st
August 2003 using a 5.4 k'T steel-scintillator sampling calorimeter located 700 m under-
ground (2100 m water-cquivalent) at the Soudan Underground Laboratory, Minnesota.
The Far Detector is the first massive underground detector to possess a magnetic field.
This makes the separation of atmospheric v, and 77, charged current interactions possible
for the first time.

This thesis presents a study of atmospheric neutrino oscillations in the Far Detector,
based on a total detector exposure of 316 days (3.3 kT-Yrs fiducial exposure). The sep-
aration of atmospheric neutrinos from the high background of cosmic muons is outlined.
A total of 82 candidate events are observed, with an expectation of 109.9 4 21.4 events
in the absence of oscillations. Of the sclected events, 40 events have a clearly identi-
fied charge, with 27 events tagged as neutrinos and 13 events tagged as anti-neutrinos.
This represents the first direct observation of atmospheric v, and 7, charged current
interactions. A maximum likelihood analysis is used to determine the allowed region
for the oscillation parameters Am3, and sin“26;. This disfavours the null oscillation
hypothesis at the 79% confidence level. With the current low statistics, the sensitivity
of the analysis is limited. The expected future sensitivity of the atmospheric neutrino

analysis is discussed.



iii

Declaration

This dissertation is my own work except where explicit reference is
made to the work of others, and has not been submitted for another
qualification to this or any other university.

Andrew Blake



iv

Acknowledgements

I am grateful for the help and support of many people. First and foremost, I would
like to thank my supervisor, Mark Thomson, for his exceptional advice and guidance
throughout my PhD. I have been fortunate to have the opportunity of working with
such a good physicist and nice guy. There are several others who have made important
contributions to the work presented in this thesis. Caius Howcroft has played an instru-
mental role in developing the analyvsis and [ am indebted to his expert knowledge and
valued friendship. I have also received a great deal of help and support from Pat Ward,
David Ward, John Chapman, Andy Culling, John Marshall and Matt Palmer. Over the
past four vears, [ have had the pleasure of working with many people in many places.
I would like to take this opportunity to thank all those who have helped to make my
PhD a great experience. Finally, I would like to thank my family and friends for all

their support and encouragement - I couldn’t have done it without you!



In memory of Shirley Astbury



vi

We shall not cease from exploration
And the end of our exploring
Will be to arrive where we started
And know the place for the first time.

T. S. Eliot — Little Gidding



Contents

1 Introduction 1
2 Neutrino Oscillations 5
2.1 OVEIVIEW . . . o o o o e e e e e e b
2.2 Theory of Neutrino Oscillations . . . . . . .. ... ... ... ... ... 6
2.3  Neutrino Oscillation Experiments . . . . . . . . .. .. ... ... ... 10
2.3.1 Solar Neutrinos . . . . . . . . . e 10

2.3.2 SNO . . 15

ol ToamLBNE) - o 2 ¢ 2 ww 2 05 29 22 8 mew 28 ¢ wm a2 s e @ an s s 18

234 Atmospheric Neublinog o « s s w9 v v 6 9% ¢ 8 5 9 # v 45 % 2 ¢ 4 & 20

230 Puper-Ranmiokanide « sie ¢ ¢ s s v 65 559 ¥ 5 85 8 55 6 % 653 8 23

200 KIS 5 5285 % 05 5 2. 6 55 BE 85 WS E A0 R U HES ELE AN 26

2.3.7 CHOOZ . .. . . . . e e 28

2.3.8 LSND . . . . . e 28

2.4 The Current Status . . . . . . . . . . .. . 31

3 The MINOS Experiment 33
Bl MINOSUverview s o o 4 s 6 5@ ¢ 6 5 5% § 6 8 598 § 5 65 0§ 585 853 6 33
9.2 The NuMIBeatit & 2 w2 2 5 som 2 v 5 oo 2 ¢ 5 sl 2 8 5 60 8 9 8 5 3 & 3 8 8 35
3.3 The MINOS Detectors . . . . . . . . . . . 0 o ittt e 39
3.4 Beam Neutrino Physics Analysis . . . . . . . . . . .o oo 40
3.4.1 v, — v, disappearance scarch . . . ... 00000000000 42

342 v, — v, appearance search . . . . ... ... .0 L 42

3.5 Atmospheric Neutrino Physics Analysis . . . . . . . . ... L. 45

4 The MINOS Far Detector 47
4.1 Detector Overview . . . . . . . . . e e e e e e e e e 47
4.2 Detector Technologies . . . . . . . . . .. .. ... 48
4.2.1 DPlastic Scintillator . . . . . . . . .. ... Lo 48

4.2.2  M16 Photo-multiplier Tubes . . . . . . . . . ... ... ... ... al

4.2.3  Front-End Electronics . . . . . . . .. ... oo o4

4.2.4  Data Acquisition + Trigger Processing . . . . .. .. ... ... 56

4.2.5 Detector Control System: . . « v o v v v v v v o v v v v v s 37

A Dt donalityr 5 ¢35 0 253 2% 5 2 6 B9 5 25 % 53 5 B 558 HEL5 5 58



viii CONTENTS

4.3.1 Coill Currents . . . . . . . .. e e 58
4.3.2 Dead Electronics . . . . . . ... L 60
4.3.8 Busy Flectronios . . o « o 5 v« s 2 5 5 s 2 55 wm 5 5 5 mw 2 s 60

4.4 The Veto Shield . . . . . . . . . . . .o 62
5 Detector Calibration 67
5.1 Calibration Overview . . . . . . . . . . . . .. 67
52 TimingCalibration  : « < s 58 9 ¢ 58 9 6§ 56 99 56 ©9 8 § 5 $% & 4 68
5:.2:.1 Calibration Proceduire : o s 55 99 ¢ 58 99 ¢ 36 99 ¢ 4 5 ©9 & 70
b:2.2 Nleasuring the Beltaciive Tndew 5w 2 : s s s 25 2 5353 5% 5 3 72
b2 3 Howdware QNENees - : 5 v 255 2 525 #2526 5% 5538 5% § 3 73
htd TimpWalk Corveetlons: o « ¢+ 5 92 5 258 %2 5 2 5 9% 55 8 5% § 3 76
5.2.5  Strip-to-Strip Calibration . . . . . . . ... ... ... . ..... 77
h2:6 Vilidating the Calibration . : s se « s s 356 + ¢ 5 599 5 53 5 5@ & 5 79

b Tolee HelohtCalibestion, » s s s s s s s ame s s ames s ms 2355 2.60 5 82
.0, o Cahbrabion, 2 2 ¢ 3 2 2 2 6 8.8 8 55 2.5 1 1 6 B8 8 5 5 G § 5 84
5.3.2 Linearity Calibration . . . . . . . . o . oo 0o v v i e e s 84
5:3.3 Strip-to-Strip Calibration . « < & 5 ¢ v ¢ a5 ¢ v 5w s @58 ow e e s 86
hukid Brierey Culibiation. : ¢ s o ¢ 2 8 608 8 5 8 %00 8 5 5 Gof £ 5 5 Gos E & 87

6 Monte Carlo Simulation 89
6.1 Simulation Overview . . . . . . . . . e 89
6.2 Detector Simulation . . . . . . . . 90
6.2.1 Simulation of Active Detector . . . . . . . . L. 90
6.2.2  Simulation of M16 PMTs and VA Electronics . . . . . . ... .. 91
6.2.3 Data-MC Comparison of Detector Response . . . . .. ... ... 91

6.3 Cosmic Muon Simulation . . . . . . . ... . ... L o 95
6.3.1 The Cosmic Ray Flux . . . ... ... ... ... ... ...... 95
6.3.2 Simulation of Underground Cosmic Muon Flux . . . . . ... .. 98
6.3.3 Data-MC Comparison of Cosmic Muon Flux . . . . . . . ... .. 99

6.4  Atmospheric Neutrino Simulation . . . . . . ... 00000 oL L. 102
6.4.1 Simulation of Atmospheric Neutrino Flux. . . .. ... ... ... 102
6.4.2 Simulation of Atmospheric Neutrino Cross-Sections . . . . . . . . 106

6.0 Monte Carlo Samples . . . . . . . .. L 108
7 Event Reconstruction 111
7.1 Reconstruction Overview . . . . . . . . . L e e e 111
7.2 Low Level Reconstruction . . . . . . . . . . . . e 113
7.3 Reconstruction of Particle Tracks and Showers . . . . . . . .. .. .. .. 117
7.4 Reconstruction of Event Kinematics . . . . . . ... ... ... ... ... 126
7.4.1 Direction Reconstruction . . . . . . . . ... L. 126
742 Charge Beconstruetion - < . ¢ & wa o 2 s ma o 2 5 wm 25 2 2w o o 133
T4.3 Energy Reconstruction - « o ¢ & wa o o s ma o ¢ 5 ww o 5 o mw oy 137

8 Selection of Atmospheric Neutrino Events 145



CONTENTS ix
8.1 Event Selection Overview . . . .. . .. ... ... ... 145
8.2 Dataand MC . . . . . .. .o 148
8.3 Low Level Filters . . . . . . . . . . . . oo 130

8.3.1 Hardwarc Filter . . . . . . . . . . ... o 130
3.2 NowseFilter . . . . . . . . . .. e 151
8.3.3 Containment Filter . . . . . . .. ... .. . 00 153
8.4 Selection of Tracks . . . . . . . . .. oo 156
8.5 Selection of FC and Down-Going PC Events . . . . . . . .. ... . ... 158
B3] ConboimmentTals - v~ o o 2 v 50 0 mes 2 2 3 e 52032620 s 158
B8H2 Vetobhiddd Cuts . « v ¢ s wa 0 v 5w e s s maessmas s s 165
Bt Posultsi. ¢ c s o v 256 ww 00 s ww 008 w0 v s @ s o s s @a sy 171
8.6 Sclection of Up-Going PC Events . . . . . .. .. .00 o000 173
g6l Thpolopelais . :: sscvswsesawmess meossmessa 173
G672 Diminplalgs « + c s ss e v s em e s awmes s meoss@ess s 174
863 Besulbs: ¢ s s 9w ¢ 658 99 v 5 5 99 2355 99 8§ 5 % 0§55 % 88§ 5 178
8.7 Selection Efficiencies . . . . . . ... e 179
BB Wither Batkgrounds s w ¢+ 5 99 s 5 5 9% ¢ 5 5 9% ¢ 55 9 8 8355 % § 8 § 182
G0 ISCULESNIS e 5 5o oy v 5 R F 3 3 MW R 2 G BT F SR W EE BB EL S G 182
8.8.2 Nceutrino-Induced Up-Going Muons . . . . . . . . ... ... ... 182
688 TanReubtiivse « s 5 0 5 2 75 9% 5 2 6 % 5 5 5 8 § 55 5@ g 25 5 183
8.9 Systematic Uncertainties in Event Selection . . . . . . ... .. ... .. 184
BRI Selected BEvonts : s 5 2 v e o e 5 26 8% 5 3 68 8% 55 6 8 £ 55 8% 8§33 5 186

9 Neutrino Oscillation Analysis 191
0.1 AnalysisOVSIVISE 5 % 5 5 6 6.8 ¢ 5 8 @ ¢ 5 5 @6 6 5 § @ €6 5 8 & & § 5 4 191
9.2  Selection of High Resolution Events . . . . . . . .. ... ... ... ... 192

9.2.1 Determination of up/down Ratio . . . . .. ... ... ... ... 198
9.2.2 Determination of 7, /v, Ratio . . . ... ... ... .. ..., 154
9.3 Fits to Neutrino Oscillations . . . . . .. . .. ... ... . ... ... 202
9.3.1 Combined v, /7, Oscillation Fit . ... ... ... ... ... ... 209
9.3.2 Separated v, /7, Oscillation Fit . . . . . ... ... ... 213
9.4 Projected 25 kT-Yr Sensitivity . . . . . 0 o oL o Lo 216

10 Conclusion 221

A Atmospheric Neutrino Events 225
A1 Fully Contained Events . . . . . . . . . . . .. ... ... 226
A.2 Down-Going Partially Contained Events . . . . . . ... ... ... ... 228
A3 Up-Going Partially Contained Events . . . . . . .. ... ... ... ... 229



CONTENTS




List of Figures

2.1
2.2
2.3
2.4
2.5
2.6
27
2.8
2.9
2.10
2.11
2.12
213
2.14
2.15
2.16
2.17

3.1
3.2
3.9
3.4
3.9
3.6
3.7
3.8

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8

The p-p fusion chain . . . . . . ... . L. 11
The Super-Kamiokande detector. . . . . . . . ... ... .. ... .... 14
Super-Kamiokande measurement of neutrino-electron scattering. . . . . . 14
The SNO detector. . . . . . . . . . e e 16
SNO measurement of solar neutrino flux. . . . ... ... ... ... ... 17
SNO neutrino oscillation confidence limits . . . . . . . . .. .. ... .. 17
KamLAND measurement of reactor neutrino spectrum . . . . . . . . . . 19
KamLAND neutrino oscillation confidence limits . . . . . . . . . ... .. 19
Atmospheric neutrino production . . ... ..o Lo 21
Super-Kamiokande atmospheric neutrino zenith angle distribution. . . . . 24
super-Kamiokande neutrino oscillation confidence limits . . . . . . . . . 24
Super-Kamiokande neutrino oscillation L/E analysis . . . . . . .. . . .. 25
K2K measurement of beam spectrum . . . . . ... Lo oL 27
K2K ncutrino oscillation confidence limits . . . . . . . . . . . ... ... 27
CHOOZ measurcment of reactor neutrino spectrum . . . . . . . . . . .. 29
CHOOZ necutrino oscillation confidence limits . . . . . . . . . .. .. .. 29
Thie: LKD) 51808), 5 5 & 2 8 5 0.5 2 ¢ 3 68 2 § 6 G5 2 3 3 & § 23 8 & § 8 3 & 30
The MINOS neutrino baseline . . . . .. . . . .. . .. ... .. ..... 34
e NI Taciliiy <« « o ¢ s w0 0 v 8 o 008 wm o s s @0t s@aas s 36
Ry Foeusing biotll: w o ¢ 5 5 5 2 6 B8 5 86 BE 8 % 5 B E S B HEGE S 37
The NuMI beam configurations . . . . . . . .. . . .. ... .. 38
The MINOS Near Detector . . . . . . . . . . . . . . o it i 41
The MINOS Far Detector . . . . . o o 0 0 0 0 000 e e s e 41
MINOS sensitivity to v, — »- oscillations . . . . .. .. ... ... ... 43
MINOS sensitivity to v, — v, oscillations . . . . . . ... ... ... ... 44
The MINOS Far Detector. . . . ... .. . .. ... ... ..., 49
Far Detector scintillator plane. . . . . . . . . . . . . ... ... ... ... o)
Far Detector optical readout. . . . . . . . . . ... oo 32
Far Detector front-end readout scheme. . . . . . . . .. ... . L. 5h
Far Detector coil currents . . . . . . . . . . .. .. a9
FarDeteetor HV 4zips - - « o v v v 6 vw s v s wm s v 5w o 55 2 v v s 5 u 39
Ratesof'dead VA chips . ¢ s v ¢ v v v o v s ww o3 4w v v 3 s w w s 4 61

Botes ol bisyr YA PR « s s #2526 @ 5 25 5% 55 5 B £ 535 585 53355 61



xii

LIST OF FIGURES

4.9
4.10

5.1
5.2

ot o
SR JU

= W0 o ~] O

—_ = =
LI =S

o B o) B ) R 6] S 7 B O ST B N G B 1 |

o
—
15N

o
—

6.2

7.4

7.6
7.7
7.8
8
7.10
7l
12
7.13
7.14

Example of vetoed cosmic muon event. . . . . ... ... ... 64
Veto shield tagging efficiencies . . . . . 0 . o000 Lo 65
Timing calibration procedure. . . . . . . . . ..o 70
Measuring the refractive index of WLS fibre (1). . . . . . ... ... ... 74
Measuring the refractive index of WLS fibre (2). . . . . . . ... .. .. 74
Example of timing shift due to hardware change. . . . . . .. . ... .. 75
Chronology of time jumps due to hardware changes. . . . . .. . ... .. 75
Time walk delay. . . . . . . o oo o 77
Timing calibration constants. . . . . . .. ... Lo 78
Validation of calibration (1). . . . . . ... .. ... ... ... 80)
Validation of calibration (2). . . . . . . ... ... L. 80
Overall timing resolution. . . . . . . ... L0 0 81
The Light Injection Systom. « « o s « « ww 2 5 5 w2 55 wm s 5 5 wmw 2 s 83
Bistribution of BMT madis: » o « o 5 v « s 2 5 5 s 2 5 5 wm 5 6 5 mmw a5 85
Typical PMT response curve. . . . . . . . . . . vt v e 85
Relative response of scintillator strips. . . . . . . . . . . ... 87
Tuning the light output. . . . . . . . ... ... oL 92
Data-MC comparison of light attenuation. . . . . . ... ... ... ... 92
Tuning the timing resolution. . . . . . .. . ..o o oL 93
Data-MC comparison of time walk. . . . . . ... ..o 0oL 93
Cosmic ray primary spectrum - low energies . . . . . .. ... ... .. 96
Cosmie ray primary spectrum - high energies . . . . . . . oL oL L. 0%
Distribution of muon track planes. . . . . . . .. .00 0oL 100
Distribution of muon zenith angle. . . . . . . . ... ... ... . ..... 101
Distribution of muon azimuthal angle. . . . . . . ... ..o 101
Atmogpheric neutrino flux model. . . . . . L0000 00000 105
Cross-section for v, CC interactions. . . . . . ... .. ... .. 107
Cross-section for 7, CC interactions. . . . .. ... ... ... ...... 107
De-multiplexing atmospheric neutrino events. . . . . . . ... . ... .. 115
Atmospheric neutrino event topologies. . . . . . .. .o 116
Track and shower reconstruction. . . . . . . . . ..o 118
Reconstructing atmospheric neutrino events. . . . . . . . .. . . ... .. 121
Reconstruction efficiency for muon tracks (1) . . . . ... ... ... ... 123
Reconstruction efficiency for muon tracks (2) . . . . . .. ... oL 123
Event-bv-event track efficiency. . . . . . . ... ... ... 124
Event-by-cvent track purity . . . . .. .. oo oo 124
Reconstruction efficiency for vertex showers. . . . . . . . ... . ... .. 125
Reconstruction of track direction. . . . . . . . ... ... ... 128
Distribution of rmsge,, for stopping muons. . . . . . .. ... L. 129
Distribution of rms,, — rmsges, for stopping muons. . . . . . . ... .. 129
Direction reconstruction efficiency for stopping muons (1). . . . . . . . . 130

Direction reconstruction efficiency for stopping muons (2). . . . . . . .. 130



LIST OF FIGURES xiii

.15
7.16
7.17
7.18
719
7.20
7.21
7.22
7.23
7.24
7.20
7.26
22T
7.28
7.29

8.1
8.2
3.3
8.4
8.5
8.6
8.7
8.8
8.9
8.10
8.11
8.12
8.13
8.14
8.15
8.16
8.17
8.18
8.19
8.20
8.21
8.22
8.23
8.24
8.2
8.26
8.27
8.28

Distribution of rms for v, /7, CCevents. . . . . .. ... ... ... ... 131
Distribution of rms,, — rmsgewn for v, /v, CCevents. . . . . . . . .. .. 132
Direction reconstruction efficiency for v, /¥, CCevents. . . . . . . . . .. 132
Distribution of {(Q/p)/op for stopping muons. . . . . . .. ... .. .. 135
Charge reconstruction efficiency for stopping muons. . . . . . . . . .. .. 135
Distribution of (Q/p}/ow for v,/v, CCevents. . . .. ... . ... .. 136
Charge reconstruction efficiency for v, /7, CCeovents. . . .. . . . .. .. 136
Determination of muon momentum from range (1). . . . . . . .. . ... 139
Determination of muon momentum from range (2). . . . ... ... ... 139
Determination of muon momentum from curvature (1), . . . . . .. . .. 140
Determination of muon momentum from curvature (2). . . . . . . . ... 140
Determination of vertex shower energy from pulse height (1). . . . . . . . 141
Determination of vertex shower energy from pulse height {(2). . . . . . . . 141
Angular resolution for v, /7, CCevents (1). . ... ... ... . ..... 143
Angular resolution for v, /7, CC events (2). . . . . ... ... ... ... 143
Atmospheric neutrino event classes. . . . . . ..o Lo 147
Far Detector live time. . . . . 0 o o 000 oo 149
RoisaFilfer. « « « s s v s v s s s v s mw s v s wm s s awo oo w5 sy 152
Containment filter: event classification. . . . . ... ... ... 154
Containment filter: pulse height in edge regions. . . . . . ... ... ... 155
Containment filter: pulse height in fiducial region. . . . . .. . . ... .. 135
Fiducial containment of tracks. . . . .. ... . 0oL 157
Containtnent cuts: (1) Trace. . . . . .. . ... oo 159
Containment cuts: (1) Trace cut. . . .. . .. . oL 159
Containment cuts: (2) Typical background topologies. . . . . . . . . ... 160
Containtnent cuts: (2) Topology cuts for FC events. . . . . . . .. .. .. 161
Containment cuts: (2) Topology cuts for PCDN events . . . . . . . . .. 162
Containment cuts: (3) Vertex charge. . . . . . ... ... ... ... ... 165
Containment cuts: (3) Vertex charge cut for FC events. . . . . . . . . .. 164
Containtnent cuts: (3) Vertex charge cut for PCDN events. . . . . . . .. 164
Veto shield timewindow . . . . . .« o L oo Lo oo s 166
Veto shicld cfficiency vs time. . . . . 0oL 0oL 168
Data-MC comparison of vetoed events (1). . . . . . ... ... ... ... 170
Data-MC comparison of vetoed events (2). . . . .. .. ... ... ... 170
Timing cuts: (1) Distribution of TTSyp US TTSdown. « « + « « v 0 v 0 o s 175
Timing cuts: (2) rmscuts. . . . . . . ... 176
Timing cuts: (3} rms/range cut. . . .. ... Lo 177
Timing cuts: (1) 1/Fcut. . .. ..o o0 177
Event selection efficiencies vs neutrino energy. . . . . . . ... ... 180
Event sclection cfliciencies vs muon direction. . . . . .. ... ... 181
Other backgrounds - oscillated v, /7, CC events. . . . . . .. ... .. .. 183
Candidate atmospheric v, /v, CC events (1) FC event. . . . . .. .. .. 187
Candidate atmospheric v, /7, CC events (2) PCDN event. . . . ... .. 188



xiv

LIST OF FIGURES

8.29
8.30
5.31
8.32

9.1
9.2
9.3
9.4
9.5
9.6
9.7
9.8
9.9
9.10
9.11
9.12
9.13
9.14
9.15
9.16
9.17
9.18
9.19
9.20
9.21
9.22

Candidate atmospheric v, /7, CC events (3) PCUP event. . . .. .. .. 188
Selected Events: (1) X-Y interaction points. . . . . . . . .. .. ... .. 189
Selected Events: (2) Z interaction points. . . . . . . . .. ..o 190
Sclected Events: (3) Event vates. . . . . . 0 Lo 190
Sclection of high resolution sample: (1) track planes. . . . . . . ... .. 194
Sclection of high resolution sample: (2) track range. . . . . . . . ... .. 194
Selection of high resolution sample: (3) muon direction cut. . . . . . . . . 195
Selection of high resolution sample: (4) muon charge cut. . . . . . . . .. 195
Distribution of muon zenith angle: (1) combined /7, events. . . . . . . 197
Distribution of muon zenith angle: (1) separated v, /7, events. . . . . . . 197
Atmospheric neutrino up/down ratio as function of Am3,. . . .. .. .. 201
Atmospheric neutrino ¥, /v, ratio as function of Am3,. . . . . .. .. .. 201
Distribution of recconstructed neutrino cnergy. . . . . . . .. L. L. 203
L/E resolution: (1) using muon to caleulate propagation length. . . . . . 204
L/E resolution: (2) using neutrino to calculate propagation length. . . . 204
Distribution of reconstructed L/E: (1) combined v, /7, events . . . . . . 205
Distribution of reconstructed L/E: (2) separated v, /7, events . . . . . . 205
Systematic errors in L/E distribution. . . . ... ..o 207
Combined 1, /7, oscillation fit: best fit L/E distribution. . . . . . . . .. 210
Combined 1, /7, oscillation fit: confidence limits (1). . . . .. . ... .. 211
Combined v, /7, oscillation fit: confidence limits (2). . . ... . ... .. 212
Separated v, /7, oscillation fit: best fit L/E distribution. . . . . . . . .. 214
Separated v, /7, oscillation fit: confidence limits. . . . . ... . ... .. 215
25 Kt-Yr projection: combined v, /7, oscillation fit. . . . . ... ... .. 217
25 Kt-Yr projection: separated v, /7, oscillation fit (1). . . . . . ... .. 218

25 Kt-Yr projection: separated v/, oscillation fit (2). . . .. ... ... 219



List of Tables

6.

8.
8.
3
A
8.
6

8
8

8

8.

9.
9.
3
4
8.
9.
9.

9
9

1

1
2

5

7

1
2

5

6

—

MC samples generated for atmospheric neutrino analysis. . . . . . . . .. 109
Shield efficiencies (1) rate of cosmic muon tagging. . . . . . . . .. .. .. 167
Shicld efficiencics (2) rate of accidental signal tagging. . . . . . . . . . .. 167
FC/PCDN cvent selection. . . . . . . . 0oL 172
PCUP event selection. . . . 0 . 0 . 0 oL 178
Average energy of selected neutrinos. . . . . . ..o 179
Systematic uncertainties in event selection. . . . . . ... ..o 0 L. 185
Atmospheric Neutrino Event Selection Summary. . . . . .. . ... ... 186
Event selection: (1) comparison with expectation for oscillations. . . . . . 192
Event selection: (2) separation of up-going/down-going events. . . . . . . 196
Event selection: (3) separation of v, /7, events. . . .. ... ... ... . 196
Event selection: (4) separation of up/down events and /7, events. . . . 196
Systematic errors in up/down ratio. . . . . .. ... L. 200
Systematic ervors in 7, /v, ratio. . . ... oL Lo Lo 200

Systematic errors in neutrino oscillation fit. . . . . . oo . o000 0L 208



Chapter 1
Introduction

Neutrinos are among the most abundant particles in the universe. However, it is difficult
to measure their properties since their interactions with matter are so weak that they
arc able to pass through several light years of material without deviation. DPhysicist
Fred Reines appropriately described neutrinos as: “the most tiny quantity of reality
ever imagined by a human being”. This ghostly nature makes neutrino physics a dif-
ficult science. Neutrino experiments require intense sources of particles and massive
underground detectors. Physicist John Bahcall once summed up the challenge to ex-
perimenters: “this makes looking for a needle in a haystack scem casy!”. But physicists
have time and again risen to the challenge and been rewarded by a rich array of results.

The concept of the neutrino was first postulated in 1930 by Wolfgang Pauli as a
solution to a problem obscrved in measurcments of nuclear beta decay. It was believed
that beta decay was a two-body process involving a nuclear transition and the emission
of an electron. However, the electron was found to have a continuous spectrum, an
observation which appeared to violate the principle of energy conservation. Pauli firmly
believed that this law should not be broken under any circumstances and he proposed
that a third invisible particle might be emitted in beta decay in addition to the clectron
and daughter nucleus. This particle would have to be neutrally charged, very light and
interact only with the weak force. Pauli’s idea was taken up by Enrico Fermi who in
1934 published a quantitative theory of beta decay incorporating the new particle, which
Fermi affectionately dubbed the neutrino (*little neutral one™) [1].

Fermi’s theory accurately described many experimental results and provided strong

evidence for the existence of the neutrino. However, the prospect for any direct ob-
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servation of neutrinos seemed remote since the cross-section for neutrino interactions
with matter was calculated to be so small that a neutrino could casily pass through the
whole Earth without deviation. Tt was not until two decades later that neutrinos were
finally detected by Fred Reines and Clyde Cowan, two physicists from the Los Alamos
Laboratory. Reines and Cowan attempted to detect the high flux of neutrinos emitted
by nuclear reactors. Their research began in 1951 and was initially dubbed “Project
Poltergeist”. Their carly attempts were hampered by high backgrounds, but in 1956
they constructed an underground detector beside the Savannah River nuclear reactor
in South Carolina and finally observed conclusive evidence of neutrino interactions [2].
Their discovery paved the way for a new branch of study in particle physics.

In 1959, physicist Melvin Schwartz realised that an accelerator beam of neutrinos
could be produced by first manufacturing a beam of charged pions and then allowing
them to decay. This offered a powerful new technique for studying neutrino interactions.
During this time a new problem had also arisen in studies of muon decay. It was
believed that the muon decayed into an clectron, neutrino and anti-neutrino, but it was
not understood why no annihilation took place between the neutrino and anti-neutrino.
(ne proposed solution was that neutrinos might occur in two distinet flavours associated
with the clectron and the muon, with clectron neutrinos produced in beta decays and
muon neutrinos produced in muon decays. In 1962, Leon Lederman, Jack Steinberger
and Schwartz performed the first accelerator neutrino experiment at the Brookhaven
Laboratory. They showed that the neutrinos produced from pion decays interacted to
produce only muons. Here was compelling evidence that neutrinos occur in more than
onc generation [3].

By 1974, two generations of quarks and leptons had been discovered. The first gen-
eration contained the up (u) and down {(d) quarks, the electron (¢} and electron neutrino
(v.). The sccond generation appeared to be a heavier copy of the first, containing the
charm (¢) and strange (s) quarks, the muon (x) and muon neutrino (v,). The observed
number of generations soon rose to three. In 1975, a team led by Martin Perl at Stanford
discovered the tau lepton () [4], and two years later, a team led by Leon Lederman
at the Fermi Laboratory discovered the bottom quark (b) [5]. The discovery of a third
generation of quarks and leptons implied the existence of a third type of neutrino and in
2000, the tau neutrino (v, ) was finally observed by the DONUT experiment at the Fermi
Laboratory [6]. In 1990, the LEP experiment at CERN showed that only three neutrino



generations exist in nature. LEP collided electrons and positrons at the resonance of
the Z° boson and measured its decay width. The results were consistent with a three
neutrino universe [7].

Neutrinos are known to be extremely light. In the Standard Model of particle physics
they are assigned zero mass. Efforts to directly measure the mass of each neutrino
flavour have yielded only upper limits (8] [9] [10] [11] [12] [13]. However, in recent years
an indirect technique of probing the mass of neutrinos has produced remarkable results.
There is now strong evidence to suggest that that neutrinos undergo transformations
between flavours, a quantum mechanical phenomenon known as “neutrino oscillations”.
This implics that neutrinos possess mass and that neutrine flavours are mixed by weak
force. Compelling oscillation signals have now been observed in neutrinos ernitted by the
sun [14], the atmosphere [15] [16] [17], nuclear reactors [18], and particle accelerators [19].
The MINOS experiment will perform preecise measurements of neutrino oscillations using
an accelerator beam of neutrinos. The MINOS Far Detector is also being used to study
atmospheric neutrino oscillations. This detector is unique in being the first massive
underground detector to possess a magnetic field, making the separation of v, and 7,
charged current atmospheric neutrino interactions possible for the first time.

This thesis presents an analysis of the first atmospheric neutrino data collected by
the Far Detector, and represents the first physics results from the MINOS experiment.
In chapter 2, the phenomenology of neutrino oscillations is discussed and the current
cxperimental evidence for neutrino oscillations is reviewed. In chapter 3, an overview
of the MINOS experiment is pregsented and the atmospherie neutrino analysig is intro-
duced. In ehapter 4, a description of the Far Detector is presented. In chapter 5, the Far
Detector timing and energy calibration schemes are outlined. In chapter 6, the simula-
tion of the detector and data and of cosmic ray and atmospheric neutrino interactions
within the detector is discussed. In chapter 7, the methods used to reconstruct physics
events in the Far Detector are described. In chapter 8, the separation of atmospheric
neutrino events from the high background of cosmic muons is outlined. In chapter 9, the
atmospheric neutrino up/down ratio, vy / v, ratio, and ncutrino oscillation parameters
are determined, and the expected future sensitivity of the atmospheric neutrino analysis

is discussed.
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Chapter 2

Neutrino Oscillations

2.1 Overview

The current understanding of neutrinos and their interactions is encapsulated in the
Standard Model of electroweak interactions. This accommodates three generations of
neutrinos with zero mass. Each neutrino flavour is paired with a charged lepton: the
electron neutrino (i) with the electron; the muon neutrino (v,) with the muon; and the
tau neutrino () with the tau lepton. In the Standard Model, interactions of leptons are
confined within these doublets such that the number of leptons of cach flavour remains
a conserved quantity. Neutrinos couple only to the weak force and undergo two types of
interaction: the charged current (CC) interaction, in which a neutrino exchanges a W=
boson with a lepton or quark to produce its partner charged lepton; and the neutral
current {NC) interaction, in which a neutrino exchanges a Z° boson. The large masses
of these exchange bosons mean that the eross-sections for ncutrino interactions with
matter at low energies are extremely small.

There is no known symmetry of nature that requires neutrinos to be massless. In
recent years experiments have begun to challenge the Standard Model assumption that
neutrinos have no mass. There is now compelling evidence that neutrinos undergo
transitions between flavours, a quantum mechanical phenomenon known as “neutrino
oscillations”. This would imply that neutrinos possess a small but non-zero mass, and
that the leptonic flavours are mixed by the weak interaction, breaking the conservation
of lepton number for each flavour.

Evidence of neutrino oscillations has been observed in a number of neutrino sources,
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both natural and artificial. The seminal neutrino oscillation experiments measured solar
neutrinos produced by thermonuclear reactions at the centre of the sun, and atmospheric
neutrinos produced by cosmic ray interactions in the Earth’s atmosphere. In both
sources, a deficit was ohserved in the measured neutrino flux relative to the Standard
Model expectation. More recently, evidence for oscillations has also been observed in

neutrinos manufactured in nuclear reactors and accelerator beams.

2.2 Theory of Neutrino Oscillations

If neutrinos possess mass, then there exists a spectrum of neutrino mass eigenstates
| ;) (i=1,2.3). The neutrino cigenstates | v,) (a=e,u.7) that couple to the weak force
are in general not identical to these mass eigenstates, but can be expressed as a linear

combination of them as follows:

| vp) = Z Ui | v} {2.1)

=123
where U is a unitary lepton mixing matrix. For neutrino propagation through a vacuurm,
the neutrino mass eigenstates are also free particle eigenstates, and a state | ;) at

position x with four-momentum p; evolves as follows:

| vi(x)) = e | wy) (2.2)

Therefore a neutrino produced in a Havour state | v,) cvolves as follows:

va(x)) = D e PN U | i) (2.3)

i=1,2.3

Assuming that the mass states are produced with a common energy and that the
neutrino masses arce small compared to this cnergy, the phase p; - x of cach state can
be approximated as: p; - x = Ft — p;o &~ (1 /2F) L. TIf the neutrino masses my ,ma,m;
are different, then the phase of each mass state will evolve at a different rate and a
necutrino produced in an initially pure flavour state will develop contributions from the
other flavours over time. Therefore a neutrino produced as one flavour may be detected
as a different flavour at a later time. The probability that a flavour state v, transforms

into a flavour state vy after a distance L is given by:
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Plva = vg) = | (v | va(L)} [ (2.4)

Substituting from Equations 2.1 and 2.3 gives the following transition probabilities:

Am L
Plvg = vg) = by — 42; Re (U7, Uyl Us,) sin® 4};3
<]
AmZL L8]
+ zz Im (U7, Ui Uy US,) sin——7— 5

i<q

where Am is the squared mass splitting between the i* and j* mass states. Restoring
units of A and ¢ in Equation 2.5 requires the inclusion of an additional numerical factor

as follows:

L{km})
E(GeV)

The transition probability in Equation 2.5 is periodic with the distance of neutrino

Am?
i 3 A8 WL T ~
1B 7 Amii(eV7)

(2.6)
propagation. Therefore, if the neutrino mass states mix and possess different masses
then neutrinos will oscillate between flavours during flight.

The transition probabilities for anti-neutrino flavours can be obtained from the tran-

sition probabilities for neutrinos. Assuming C'PT' invariance holds:

P, = Tg) = Pluvg — va) (2.7)

Setting 1, <> g in Equation 2.5, this becomes:

P(Uy, = va;U) = Py, = vg; UY) (2.8)

Therefore, the anti-neutrino transition probabilities are obtained from the neutrino tran-
sition probabilitics by replacing the mixing matrix U7 by its complex conjugate U,
the mixing matrix is complex, then different probabilities are obtained for neutrinos and
anti-neutrinos in cases where neutrinos undergo transitions between different Havours.
This is beeause in these cases, the last term in Equation 2.5 carries an opposite sign for
neutrinos and anti-neutrinos. This represents a violation of C'P invariance.

The idea of mixing of massive neutrinos was first introduced in 1962 by Maki, Nak-
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agawa and Sakata [20], and the phenomenology of neutrino oscillations was first dis-
cussed in 1967 by Pontecorvo [21]. Henee the unitary matrix U is commonly known as
the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix. The mixing of three neu-
trino mass states can he deseribed using three mixing angles and three complex phases.
A common parameterization of the PM NS mixing matrix is given by the following

product of matrices:

1 0 0 Cl3 0 s 36_i6 €19 s12 0 gt 0 0
U= 0 o3 593 0 1 0 —5192 c1o 0 0 eiﬁ 0 (2'9)
0 —i8gn o — & 38?:5 0 iy 0 0 1 0 0 1

Here ¢;; = cos f;; and s;; = sin f;; where 6;; is the mixing angle between the #* and
gt states. The complex phase § is known as the Dirac phase and is the leptonic
analogue of the single complex phase in the quark scetor. The size of the Dirac phase
determines the extent of CP violation in the neutrino sector. The complex phases «
and 7 are known as Majorana phases and have physical consequences if neutrinos are
Majorana particles, identical to their anti-particles. The Majorana phases do not affect
the neutrino oscillation probabilities.

Neutrino oscillations can he detected experimentally by measuring the change in the
flavour composition of neutrino sources over long distances. The experimental signature
for neutrino oscillations is a flavour composition that differs from the Standard Model
expectation periodically as a function L/E. The mixing angles and mass splittings
can be determined experimentally by measuring the period of the neutrino ogcillations.
The mass splittings are determined by measuring the period of the oscillations; and the
mixing angles arc determined by measuring the amplitude of the oscillations.

The three-flavour neutrino oscillations described by Equation 2.5 can be greatly
simplified in cases of practical importance. The current empirical evidence suggests
that the neutrino mass hierarchy and mixing matrix follow a regime in which the mass
splitting | AmZ; | is much greater than the mass splitting | Am3, |; the two mixing
angles 15 and f93 arc large; and the third mixing angle #;3 is small. In this regime, the
three-flavour oscillations of Equation 2.5 effectively decouple into the following sets of

two-flavour oscillations:
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e Long Range Oscillations : Over long ranges where Am?, L/E ~ O(1), the

dominant mode of oscillations is v, uﬂ,/uf.

b

controlled by the squared mass
splitting Am7, and mixing angle #,5,. This mode of oscillations is associated with
measurements of v, disappearance in solar neutrinos and long hascline reactor

experiments. The oscillation probability is given by:

5 1.27AmE L

Py, < v, /vy) = sin?20;, sin %

(2.10)
e Short Range Oscillations : Over short ranges where Am2, L/E ~ O(1), the
dominant mode of oscillations is v, <+ v, controlled by the squared mass splitting
Am2, and mixing angle #5;. This short range mode of oscillations is associated
with measurements of v, disappearance in atmospheric neutrinos and long bascline

neutrino experiments. The oscillation probability is given by:

= A 2
o L.27TAmg, L

P(v, <> 1,) o= sin*2053 sin — 5 (2.11)

¢ Sub-Dominant Short Range Oscillations : Over short ranges, a sub-
dominant oscillation mode v, < v, /1, is permitted at a level controlled by the
small mixing angle 6,3. This mode of oscillations is associated with searches for
v, disappearance in short basgeline reactor neutrino experiments. The ogcillation
probability is given by:

2 1.2TAmi, L

Plv, <> v, /v;) =~ sin®203 sin (2.12]

Neutrino oscillation experiments have been constructed with a range of characteristic
L and F to study each of these oscillation modes and probe the different regions of
oscillation parameter space. For an oscillation experiment to be sensitive to a particular
mass splitting Am?, the characteristic L/FE of the incident neutrino flux must satisfy
L/E =~ w/Am? This ensures that the neutrino flux is sampled in the L/F region
that maximizes the oscillation probability. For cases in which L/E < «/Am?, the
oscillation probability is small and consequently flavour transitions do not take place
at a detectable level. For cases in which L/E > 7/Am?, the oscillation probability

averages to 3 sin’f and the size of the mass splitting cannot be resolved.
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2.3 Neutrino Oscillation Experiments

The detection of neutrinos is based on the observation of particles produced in charged
current or neutral current neutrino interactions. The tiny neutrino cross-section means
that intense neutrino sources and large detectors are required to obtain reasonable event
rates. Neutrino detectors must also be placed underground to provide shiclding against
cosmic radiation incident on the Earth’s surface.

A range of neutrino experiments have been constructed to study neutrino oscillations.
These experiments fall into two categories: “disappearance” experiments search for a
deficit in the dominant flavour component of a neutrino source relative to the initial
flux; and “appearance” experiments scarch for an excess in a sub-dominant flavour
component of a neutrino source relative to the initial flux. Both types of experiment
require an accurate measurement or simulation of the initial flux of neutrinos in order to
infer that neutrino flavour transformations have taken place. Both natural and artificial
sources of nentrinog are used to study oscillations. The current experimental status 1s

summarized below.

2.3.1 Solar Neutrinos

The sun is powered by a chain of nuclear fusion reactions taking place in the solar
core. These reactions generate energy and also produce an intense flux of v.. Solar
neutrinos represent the largest known flux of neutrinos incident on the Earth’s surface.
The dominant chain of fusion reactions is the “pp chain”, in which four hydrogen nuclei

fuse together to form a helium nucleus. The combined effect of these reactions is:

dp + 2¢~ — ‘He + 20, + 27 MeV

The structure and dynamics of the solar core are simulated by the Standard Solar
Model (SSM) [22]. The SSM is used to determine the rate of cach fusion reaction
and calculate the emitted flux of solar neutrinos. Figure 2.1 shows the reactions that
form the pp chain, and the energy spectrum of solar neutrinos predicted by the SSM.
The majority of solar neutrinos (> 90%) arc emitted by the primary pp interaction
p+p— d+eT + v, that initiates the pp chain. However, the energies of these neutrinos
are low (< 0.42 MeV). At higher energies, the decay B —® Be* + ™ + v, produces

neutrinos with energies up to 14.1 MeV, and the interactions ‘Be + ¢~ —7 Li + 1, and
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p+ e~ +p— d+ v, produce mono-energetic peaks at 0.86 MeV and 1.44 MeV.

The flux of solar neutrinos incident on the Earth’s surface can be measured experi-
mentally using large underground detectors. The pioneering solar neutrino experiment
was the Homestake radiochemical detector located in Lead, South Dakota [23]. Homes-
take nsed 615 tons of C,Cly to detect solar neutrinos by the inverse beta decay process:
v, +3TClL 3" Ar +e~. This process has a threshold energy of .81 MeV, making Home-
stake sensitive chiefly to ®B ncutrinos. The tiny neutrino cross-scction restricted the
interaction rate in the Homestake detector to approximately 1 event per day. The 7 Ay
was allowed to accumulate over several months and was then chemically extracted from
the tank. *"Ar is radioactive with a half life of 35 days, so the *" Ar yicld was measured
using a low background counter. The typical 37 Ar yield obtained from each run was
typically 15 atoms. However, Homestake was capable of extracting these atoms with
> 90% cfficiency. The Homestake experiment ran from 1968—1995 and consistently
measured a v, rate lower than that predicted by the SSM. The average solar neutrino
flux was calculated to be 2.56 +0.16+0.16 SNU (1 SNU = 1 interaction per 10% atoms
per second) compared with an expectation of 7.6717 SNU [24]. The observed v, deficit
became known as the “solar neutrino problem”.

A new generation of radiochemical experiments was developed in the 1980s and 1990s
by SAGE [25] and GALLEX [26] using gallium to detect solar neutrinos by the inverse
beta decay process: v, +* Ga —™' Ge + e~, This process has a threshold energy of
0.23 McV enabling SAGE and GALLEX to perform the first measurements of solar
neutrinos emitted by the primary pp interaction. Like Homestake, both SAGE and
GALLEX observed a deficit in the rate of v, relative to the SSM prediction, measuring
a v, flux of 70.8 "33 37 SNU [27] and 77.5 *52 V13 SNU [28] respectively compared
with an expectation of 12872 SNU [29] for both experiments.

A ditferent technique of solar neutrino detection was employved by the Kamiokande
experiment [30], located beneath Mt. Ikenoyama in Japan. Kamiokande used a de-
tector containing 3 kT of ultra-pure water and instrumented by 900 PMTs to detect
neutrino interactions by the clastic scattering process: v, +¢- — ¢ + v, All three
neutrino flavours contribute to this process through NC scattering, but a large addi-
tional contribution arises from v, CC scattering. This makes the cross-section for v,
approximately six times larger than the cross-section for v, and .. Neutrino interac-

tions were detected by observing the Cérenkov light emitted by recoil electrons, The
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close correlation between the direction of recoil and the direction of the incident neu-
trino assisted the separation of the solar neutrino signal from the background natural
radiocactivity. Solar neutrinos could be positively identified above an energy threshold
of 7 McV making Kamiokande sensitive chicfly to ®B necutrinos. Kamiokande collected
solar neutrino data from 1987—1995. Like the radiochemical experiments, it observed a
significant deficit in the rate of solar neutrinos, measuring a neutrino flux corresponding
to 49.6 715 129 of the SSM expectation [31].

A large scale successor to Kamiokande, the Super-Kamiokande (SKK) experiment
(see Figure 2.2} [32], has been collecting data since 1996. SKK uses 50 kT of ultra-pure
water to detect neutrino interactions by measuring the Cérenkov radiation emitted by
charged particles produced in the interactions. The large mass of the SKK detector
provides a high neutrino interaction rate enabling flux measurements to be performed
with high precision. The SKK detector is divided into two parts. An inner detector
containing 20 kT of water and instrumented with 11,000 PMTs is used as a fiducial
volume for detection of neutrino events. An outer detector containing 30 kT and instru-
mented with 2,000 PMTs is used to veto through-going cosmic muons and low energy
backgrounds. Significant improvements in water purity levels have been achieved over
Kamickande, reducing backgrounds from natural radioactivity and enabling SKK to de-
tect solar neutrinos down to 3 MeV. SKK has performed a precise determination of the
solar neutrino flux by measuring neutrino-electron scattering [33]. Figure 2.3 shows the
angular distribution of recoil electrons relative to the position of the sun. This shows a
clear forward peak from solar neutrino interactions above a flat background distribution.
A measurement of the solar neutrino flux is obtained by fitting the angular distribution.
SKK observes a significant deficit in the v, rate, measuring a neutrino flux corregsponding
to 46.5 £ 0.5 £ 1.3% of the SSM expectation [34].

Neutrino oscillations offer a resolution to the solar neutrino problem since transitions
between v, and v, /v, in solar neutrinos result in a deficit in the measured v, flux relative
to the SSM expectation. All of the experiments described above are sensitive primarily to
the v, flux and so ohserve the disappearance of v, but not the corresponding appearance
of v, and v,. Recently, compelling evidence in favour of neutrino oscillations in has been
observed in solar neutrinos by the Sudbury Neutrino Observatory (SNO) using a detector

uniquely sensitive to all three neutrino flavours.
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Figure 2.2: Super-Kamiokande uses a 50 kT water Cérenkov detector to
measure the neutrino interactions. Its large mass delivers a high interaction
rate, enabling flux measurements to be performed with high precision.
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Figure 2.3: The angular distribution of neutrino-electron scattering mea-
sured by Super-Kamiokande [33]. The peak at +1 is due to solar neutrinos.
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2.3.2 SNO

SNO is a 1 kT heavy water (D;O) Cérenkov detector (see Figure 2.4) located in Sudbury,
Canada [35]. The use of D20 to detect solar nentrinos provides a unique sensitivity to
all three neutrino flavours. Three modes of neutrino detection are possible through
three different interactions: charged current (CC) interactions (v, +d = p+p+ ¢ ),
sensitive only to v.: neutral current (NC) interactions (v, +d — n+p-+e™ ), sensitive to
all three flavours of neutrino in equal amounts; and elastic scattering (ES) interactions
(Ve + ¢ — e + 1), sensitive to all three flavours of neutrino but with reduced cross-
sections for v, and v;. The measurements of each interaction type can be combined to
obtain separate measurements of the v, flux and the », /v flux. The energy threshold
of the SNO analysis is 5 McV, making SNO sensitive chiefly to ® B solar neutrinos.

The SNO experiment is being performed in three phases, with the NC sensitivity
enhanced for each new phase of the experiment. In the first phase, NC events are
deteeted by observing the emission of a 6 MceV gamma ray following the capture of the
emitted neutron; in the second phase, 2 tons of salt (NaCl) are added to the water,
increasing the neutron capture efficiency and the gamma ray multiplicity; in the third
phase, the salt is removed and an array of ? He proportional counters are deployved in the
water to directly detect the neutrons. The experiment is currently in its third phase.
Figure 2.5 shows the results of the second phase [36]. The non-v, component of the
flux (¢,,) is plotted against the v, component of the flux (¢.). The SNO measurement
of the CC, NC' and ES interactions are plotted along with the SKK measurement of
ES interactions and the SSM prediction. All the measurcments are consistent with the
99 M expectation and with each other, and meet at a common point at which the non-v,
flux has a non-zcro value. This provides compelling evidence that a non-v, component
of the solar neutrino flux exists, and that when combined with the v, component, the
total flux is in good agreement with the SSM prediction.

The SNO measurcments of the solar neutrino flux can be used to determine the
oscillation parameters A, and 4 that control the long range v, < v, /v oscillations.
The analysis must incorporate the effects on the oscillations of neutrino interactions in
matter. As neutrinos propagate through a medium, they undergo forward scattering
interactions within the medium. All three neutrino flavours undergo NC scattering,
but electron neutrinos undergo additional CC scattering off electrons. This means that

electron neutrinos experience an additional potential in the medium relative to muon and
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tau neutrinos, modifving the mass states in the medium and altering the mixing angles
and mass splittings. This is known as the Mikheyev-Smirnov-Wol fenstein (MSW)
effect [37] [38]. The high density of electrons at the centre of the sun heavily distorts
the neutrino mass states and thercfore significantly affects the transitions between the
neutrino flavours.

Figure 2.6 shows the confidence limits for the parameters Am?, and #5 calculated
from an analysis of SNO data assuming two-flavour oscillations. The fit is consistent
with more than one region of parameter space, but favours “Large Mixing Angle” (LMA)
oscillations. The best fit point is: Am2, = 5.0702 x 1077 eV?, tan?d, = 045701,
SNO has also carried out a global analysis of all solar ncutrino experiments.  This
strongly favours LMA oscillations, excluding all other regions of parameter space at

99% confidence. The best fit point is: Am3, = 6.5753 x 10°° eV, tan®f15 = 0.4575:52.

2.3.3 KamLAND

The oscillation signal observed in solar neutrinos has been confirmed by the KamLAND
long bascline reactor neutrino experiment [39]. The KamLAND experiment is measur-
ing the flux of 7, produced by a cluster of nuclear power reactors. Assuming that CPT
invariance holds, the KamLAND v, measurements can be combined with the solar v,
measurcments to constrain the solar neutrino oscillation parameters. KamLAND mea-
sures neutrinos produced by 52 reactor cores located at 16 comunercial power stations
in Japan. The neutrinos are detected using a 1 kT liquid scintillator detector located
beneath Mt. Ikenoyama in Japan. Neutrinos are emitted by nuclear power reactors as
a result of beta decays of neutron rich fission fractions. The typical energies of these
neutrinos are F ~ 3 McV. In order to probe the mass splittings of Am? ~ 10~ %cV?
obtained from global fits to solar neutrino data, the reactor neutrinos must be detected
at propagation distances of order L =~ 200 km. The reactors are distributed at distances
of L ~ 100 — 700 km from the KamLAND detector.

KamLAND detects 7, using the inverse beta decay process: 7, +p — n+eT. The
signature of a 7, interaction is prompt scintillation light produced by the et followed
by a 2 McV gamma ray produced by the capture of the n on hydrogen. The 77, cnergy
is estimated from the measured prompt e scintillation light. The expected 7, in the
absence of oscillations is calculated using operational data provided by each nuclear

power plant. KamLAND has published an analysis of data acquired between March
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2002 and January 2004 [40]. KamLAND measures a significant deficit in the 7, flux,
ohserving 258 cvents comparcd to an expectation of 365.2 + 23.7 cvents in the abscnce
of oscillations. Figure 2.7 shows the v, spectrum measured by KamLAND along with
the zcro oscillation expectation. The measured spectrum is analysed assuming two-
flavour oscillations to determine the solar neutrino oscillation parameters Am?, and
#13. One important difference between the solar neutrino analysis and the KamLAND
analysis is that the MSW cffect has no significant influence on the propagation of reactor
neutrinos through the Earth. This simplifies the determination of oscillation parameters
by reducing the systematic errors. Figure 2.8(a) shows the confidence limits obtained
by KamLAND for Am?2, and ;5 along with the confidence limits obtained from the
global analysis of solar neutrino data. The KamLAND confidence limits are consistent
with the LMA oscillation regime and there is a clear overlap between the region of
parameter space allowed by the solar neutrino analysis, and one of the regions allowed
by KamLAND. Figure 2.8(b) shows the confidence limits obtained by combining the
KamLAND and solar neutrino data. The best fit point is: Am?2, = 7.9708 x 107° ¢V?,

- _ 0y An+0.10
tan 912 = 0.4070_07.

2.3.4 Atmospheric Neutrinos

High energy cosmic rays striking the atmosphere produce a cascade of secondary pions
and kaons whose deecay chains result in the emission of a high flux of neutrinos. These

processes can be summarised as follows (see Figure 2.9):

pHe + N —» X + at/xF
T — W+ v(D,)

pE o= e+ v (7)) + Uy {¥y)

The energies of atmospheric neutrinos lie in the range E ~ 0.1 — 100 GeV and
are sharply peaked toward lower energies, reflecting the energy spectrum of the incident
cosmic particles. Detailed simulations have been developed which model the atmospheric
neutrino flux resulting from the primary cosmic ray flux. Although uncertainties of
approximately 15% exist in the absolute neutrino flux, the simulations can be used

to predict neutrino flux ratios to within approximately 5%. By analysing the decay
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chains which produce atmospheric neutrinos, the neutrino flavour ratio is predicted to
he ¢,./d. /= 2. From geometric considerations the initial flux for each neutrino flavour
is also expected to be up-down symmetric giving @,/ dgown =~ 1.

The first mecasurcments of the atmospheric », and v, flux were performed in the
1980s by the IMB [41] and Kamiokande [42] experiments using water Cérenkov detec-
tors. Atmospheric neutrinos were detected by observing Cérenkov rings produced by
charged leptons emitted in charged current neutrino interactions. The neutrino flavour
was tagged by the flavour of the emitted lepton. Electrons and muons were separated
by analysing the topology of the Cérenkov rings. Since electrons are less massive than
muons they undergo more multiple scattering and therefore produce fuzzier Cérenkov
rings. Both IMB and Kamiokande calculated the “ratio of ratios” R between the ob-
served and predicted neutrino flavour ratios. Both experiments observed a deficit in
the v, flux relative to the expectation, measuring ratios of # = 0.54 552 70} [43] and
R = 0.60 300 T00% [44] respectively.

The atmospheric v, and v, iux was also measured using iron calorimeter detectors.
The early experiments, NUSEX [45] [46] and Frejus [47] [48], observed no evidence for
a deficit in the », flux. A more precise measurement was subsequently performed by
the Soudan 2 experiment [49]. Soudan 2 used a 1 kT calorimeter detector composed
of active drift tubes within a passive steel structure to sample the particle tracks and
showers produced by neutrino interactions. An active shield containing layers of pro-
portional tubes was constructed around the detector to tag particles entering or exiting
the detector. The signature of an atmospheric neutrino interaction was an event with
a contained interaction vertex. The v, CC and v, CC interactions were separated by
analysing the event topology, with v, CC events associated with muon tracks and v,
CC events associated electromagnetic showers. Soudan 2 observed a deficit in the v,
flux relative to the expectation, measuring a ratio of ® = 0.72 t5-15 062 [50].

Neutrino oscillations offer a resolution to the atmospheric neutrino anomaly, since
transitions between v, and other neutrino flavours result in a deficit in the measured
vy, flux rclative to the expectation. One sensitive method of detecting the presence of
neutrino oscillations in atmospheric neutrinos is to measure the zenith angle distribution
of the v, flux. The zenith angle is defined as the angle between the incident neutrino
direction and the vertical. For a detector close to the surface of the Earth, atmospherie

neutrinos are characterized by a wide variation in the propagation distance L between
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the neutrino production and detection points. Down-going neutrinos cover distances
of L ~ 20 — 500 km, whereas up-going ncutrinos cover distances of L ~ 500 — 13, 000
km. If neutrino oscillations occur at wavelengths within this range of distances, then
deficits in the measured v, flux will occur at angles where the neutrinoe propagation
distance corresponds to a high probability of neutrino oscillations. Recently, compelling
evidence in favour of neutrino oscillations has been observed in atmospheric neutrinos

by the Super-Kamiokande experiment.

2.3.5 Super-Kamiokande

SKK has performed precise measurements of the atmospheric v, and v, flux. The large
fiducial volume of the SKK detector enables a large sample of multi-GeV charged current
neutrino interactions to be acquired. These events provide a high sensitivty to nentrino
oscillations, since the emitted lepton closely follows the path of the incident neutrino,
giving an accurate measurciment of the neutrino propagation distance. The atmospheric
neutrino events are divided into a number of classes: Fully Contained (FC) events, in
which the ncutrine interaction vertex and cmitted particles arce contained within the
fiducial volume; Partially Contained (PC) events, in which the interaction vertex is
contained but one or more particles are observed to exit the detector; and neutrino-
induced Up-Going Muons (UPMU), in which neutrinos interact in the vock below the
detector to produce muons that then enter the detector.

SKK has published an analvsis of atmospheric neutrino data acquired between April
1996 and November 2001 [51]. Figure 2.10 shows the angular distribution measured the
SKK event classes and energy samples. The multi-GeV v, distributions dip to approxi-
mately half the expected flux at large zenith angles. In contrast, the 1, distributions arc
in good agreement with the expected flux. The interpretation of this data is that atmo-
spheric neutrinos undergo v, <+ v, oscillations at close to maximal mixing. The angular
distributions arc analysed to determine the parameters AmgS and &-5 that control short
range v, <+ v, oscillations. Figure 2.11 shows the confidence limits obtained by the
SKK analysis. The 90% confidence limits are: 1.3 x 1073 < Am32, < 3.4 x 1077 eV?,
sin?2053 > 0.92. The best fit point is: Amd, = 2.1 x 1073 ¢V?, 5in?20y3 = 1.0.

The SKK has published a separate L/E analysis [52]. The mean L/FE resolution is
calculated as a function of the reconstructed neutrino energy and zenith angle. Regions

with a resolution of < 70% are used in the oscillation analysis. Regions with a resolution
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of > 70% occur close to the horizon where the propagation distance varies rapidly
with zenith angle, and at low energies where the mean angle between the neutrino and
muon is large. Figure 2.12 shows the ratio between the measured L/E distribution
and the expectation for no oscillations. A dip is observed at L/E ~ 500 km/GeV,
consistent with the expectation that that oscillation probability should be periodic with
L/E. The distribution is analysed to determine the oscillation parameters Am3, and
0,3 assuming two-flavour oscillations. The 90% confidence limits are: 1.9 x 1073 <
Am2Z, < 3.0 x 1073 eV?, sin?20y3 > 0.90. The best fit point inside the physical region
is: Am2, = 2.1 x 1073 eV?, sin®20y; = 1.0. This is consistent with the confidence
limits obtained by the analysis of the neutrino zenith angle distributions. The L/FE
analysis also disfavours alternative oscillation models including neutrino decay [53] [54]
and neutrino decoherence [55] [56] that explain the distortion of the atmospheric neutrino

flux with zenith angle but do not predict any dip in the L/FE distribution.
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2.3.6 K2K

The oscillation signal observed in atmospheric neutrinos has recently been confirmed by
the K2K long baseline accelerator neutrino experiment [57]. K2K uses an accelerator v,
beam to study ncutrino oscillations. The neutrino beam is manufactured by the KEK
accelerator facility in Tsukuba, Japan. A beam of protons from the 12 GeV synchrotron
at KEK is fired onto a fixed aluminium target producing an intense flux of secondary
pions and kaons. The positively charged sccondaries are focused by a pair of magnetic
horns and then directed into a 200 m long decay pipe where they decay to produce a
98% pure v, beam with a mean energy of 1.3 GeV. The initial unoscillated », spectrum
is measured at a distance of 300 m from the proton target using a 1 k'T" water Cérenkov
detector and a system of fine-grained detectors. The beam travels 250 km through the
Earth and is then measured by the Super-Kamiokande detector. The beam is produced
in pulses, cnabling necutrino interactions in the SKK detector to be identified using
timing information. The signature of neutrino oscillations is a distortion in the neutrino
energy spectrum at SKK relative to the expectation in the absence of oscillations. The
expectation for no oscillations i8 determined by extrapolating the neutrino flux measured
by the two near detectors to the SKK detector. The beam parameters of F = 1 GeV
and L ~ 250 km provide sensitivity to oscillations of order Am? ~ 1073 oV

K2K has published an analysis of beam data acquired between June 1999 and Febru-
ary 2004 [58]. K2K measures a deficit of events at SKK, observing 107 events compared
with an expectation of 15117 cvents in the absence of oscillations. A sample of 57
single-ring p-like events is chosen to measure the energy spectrum of the beam. For these
events, the neutrino energics are reconstructed from the measured energy and direction
of the emitted muons assurning charged current quasi-elastic kinematics. A two-flavour
oscillation analysis is applied to the neutrino energy spectrum to determine the parame-
ters Ama, and 3. Figure 2.13 shows the cnergy spectrum along with the zero oscillation
prediction and the best fit to neutrino oscillations. There is a clear spectral distortion in
the measured events. Figure 2.14 shows the confidence limits obtained by the K2K anal-
ysis. The 90% confidence limits on Am3, are: 1.9 x 107 < Am32, < 3.6 x 10% ¢V* The
best fit point inside the physical region is: Am3, = 2.8 x 1073 V2, sin?26,; = 1.0. The
confidence limits obtained by the K2K experiment are consistent with those obtained

by the the SKK experiment.
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2.3.7 CHOOZ

The solar and atmospheric neutrino oscillation sectors are weakly coupled by a small
mixing angle #;5. This mixing angle can be measured by detecting the sub-dominant
ve ¢+ v, /v, oscillation mode at distances associated with atmospheric neutrino oscilla-
tions. The current generation of experiments has set an upper limit on the value of 5.
The tightest bound on €3 has been set by the CHOOZ reactor neutrino experiment [59].

CHOOZ was a short baseline reactor nentrino experiment located 1 ki from the
CHOOZ nuclear power plant in northern France. CHOOZ measured the flux of emitted
V. using a o ton liquid scintillator detector. The 7, were detected by the inverse beta
decay process 7, +p — n+et. The signature of a 7, interaction was a prompt e signal
followed by photon emissions from the capture of the n. The CHOOZ detector was
loaded with Gadolinium to enhance the efficiency of neutron capture and the energy of
the photon emissions following neutron capture.

The signature of oscillations at CHOOZ was a deficit in the measured rate of v, and
a distortion in the 7, spectrum relative to the zero oscillation prediction. Figure 2.15
shows the prompt ™ spectrum measured by CHOOZ along with the expectation in the
ahscnce of oscillations. The measured spectrum shows no significant deficit or spectral
distortion. Figure 2.16 shows the confidence limits on 613 as a function of Amz, obtained

assuming two-favour oscillations. The 90% confidence limit is sin®26,5 < 0.17 [60].
13

2.3.8 LSND

An additional unconfirmed oscillation signal has been reported by the LSND short base-
line accelerator neutrino experiment located at the Los Alamos National Laboratory in
New Mexico [61]. LSND measured a beam of neutrinos produced by a beam dump of
800 MeV protons onto a fixed target. The secondary 7~ are mostly absorbed by the
target, but the secondary « mostly come to rest and decay by 7t — p'r,. Most of the
emitted muons then also come to rest and decay by p= — eT1,¥,. Since the majority
of decays take place at rest, the nentrino beam has a well defined energy spectrum with
a maximum cnergy of £ ~ 50 MceV. LSND used a 160 ton liquid secintillator detector
located 30 m away from the beam production point to search for v, appearance.
LSND reported an excess of 87.94£22.14£6.0 7, events in the range /£ =~ 36— 60 MeV,

interpreted as being the result of 7, ¢ 7, oscillations [62]. However, other short baseline



2.3. Neutrino Oscillation Experiments

300

Events

+
e’ energy

250 -
® v signal

200 — MC

150

100

50

— 10
MeV
Figure 2.15: CHOOZ prompt e* spectrum [60]. The measured enerqy spec-
trum 1s represented by the points; the expectation in the absence of oscilla-

tions is represented by the solid line.

O

>

(3

N

£

< o'l sCL bel y
— FCbelt (corr. syst.)

Y4

S
N

0 01 02 03 04 05 06 07 08 09 1

sin? 29

Figure 2.16: CHOOZ confidence limits on sin*2013 and Am3,. The region
to the right of the line is excluded at 90% confidence. The two lines corre-
spond to different methods of obtaining the 90% confidence interval [60].



30 Chapter 2. Neutrino Oscillations

& 100 T T LI
3 s
Q i
N |
E a
< |
0 | . -
S KARMENZ b
W%ClL
1L
01 b

107 1072 107 1
sin2(20)

Figure 2.17: Comparison of results from short baseline experiments [63].

neutrino oscillation experiments have not observed a similar 7, appearance signal. Both
the KARMEN 2 [63] accelerator neutrino and BUGEY [64] reactor neutrino experiments
have observed 7, rates in good agreement with the expectation. Figure 2.17 shows the
confidence limits obtained from these experiments assuming two-flavour oscillations.
Much of the LSND region is excluded, but two regions at Am? ~ 0.2 — 1 eV? and
Am? ~ 7 eV? remain consistent with all the data.

If LSND is correct, it represents a third Am? measurement. It is not possible to define
three independent Am? values using three neutrino flavours, so to explain the LSND
result it is necessary to introduce additional “sterile” neutrinos which do not couple
to the weak force normally [65] or invoke exotic solutions such as CPT violation [66].
It is important to obtain independent verification of the LSND result. To this end,
the MiniBooNE experiment has been constructed at Fermilab [67]. This is sensitive to

neutrino oscillations over the entire LSND signal region.
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2.4 The Current Status

The current generation of neutrino experiments has observed strong evidence for mixing
between neutrino flavours. These experiments have determined the general form of
the neutrino mixing matrix. There are two confirmed oscillation signals which provide
measurcments of two neutrino mass splittings and two mixing angles. The results of
solar neutrino experiments and KamLAND are interpreted as v, < v,/v, oscillations
with Am2, ~ 107" ¢V? and #;5 ~ 30°. The results of atmospherie neutrino experiments
and K2K are interpreted as v, ¢ v, oscillations with Am3, ~ 107% eV 2 and @yy ~ 45°.
The third mixing angle is constrained by CHOOZ to be in the region #3 < 10°. In the

limit that #3 ~ 0, the mixing matrix can be written as follows:

v, .83  0.56 0 v
ve | = | —040 059 071 vy (2.13)
v, 0.40 —=0.59 0.71 iy

The LSND experiment provides evidence of a third neutrino oscillation signal which
cannot be incorporated in the above picture. Confirmation of the LSND result would
indicate the existence of additional sterile neutrino flavours or point towards some other
exotic form of new physics. The MiniBooNE experiment has been constructed to resolve
this issuc and will confirm or refute the LSND signal.

The current experiments have led to significant advances in neutrino physics but

have also raised new questions on the nature of neutrino mass and mixing:

e Do neutrinos really oscillate 7 Neutrino oscillations are predicted to have a
periodic dependence on L/FE. The current generation of experiments have observed
hints of a periodic structure in L/E. However no clear-cut obscrvation has yet

been made.

e How big is the angle 15 7 A measurement of the mixing angle ;3 would
fill in a missing part of the ncutrino mixing matrix. The size of this mixing
angle also determines the extent of CP violation in the neutrino sector and could
have important consequences in cosmology [68] [69]. The current generation of

experiments have only set an upper limit on the value of #3.
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e What is the sign of Am3, 7 Since the transition probabilities of neutrino
oscillations in a vacuum do not depend on the sign of the neutrino mass splitting, it
is currently not known whether neutrinos occupy a normal mass hierarchy in which
Am3, > 0, or an inverted mass hicrarchy in which Am3, < 0. The degencracy can
be broken by exploiting matter effects in long baseline neutrino and anti-neutrino

oscillations.

¢ Is the angle 35 maximal 7 The mixing angle 4 is known to lie around 45°,
but the allowed range of angles is large. DPrecise measurements are required to

determine the value of fy5 and any possible deviation from maximal mixing.

These questions provide the motivation for a new generation of experiments that
will perform precise measurcments of neutrino oscillations. The MINOS experiment is
a part of this new generation. MINOS is a long baseline neutrino oscillation experiment
conducting a precision study of oscillations in an accelerator v, beam. MINOS will
definitively test the neutrino oscillation hypothesis by searching for the expected peri-
odicity in v, < v, oscillations, and will precisely determine the oscillation parameters
Am3, and Bl by measuring these oscillations. MINOS will also determine the value
of #15 or set a new limit by searching for v, < v, oscillations. In addition MINOS
will conduct the first separate measurements of v, <» v, and v, <> ¥, oscillations in

atmospheric neutrinos.
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The MINOS Experiment

3.1 MINOS Overview

The Main Injector Neutrino Oscillation Search (MINOS) [70] is a long bascline exper-
iment conducting a study of oscillations in an accelerator beam of muon neutrinos.
MINQS aims to confirm the existence of neutrino oscillations and perform precise mea-
surements of the oscillation parameters.

The MINOS beam line is illustrated in Figure 3.1. The neutrino beam is manu-
factured at the Fermi National Accelerator Laboratory in Hlinois, USA. The necutrino
energy spectrum is sampled at two points along the beam line using two functionally
similar sampling calorimeters: a 1 kT Near Detector constructed 1 km away from
the proton target at Fermilab; and a 5 kT Far Detector located 730 ki away at the
soudan Underground Laboratory in Minnesota, USA. A search for neutrino oscillations
is conducted by comparing the energy spectrum measured by cach detector. The Near
Detector spectrum is used to make a prediction of the Far Detector spectrum in the
absence of neutrino oscillations. This is then compared with the spectrum measured by
the Far Detector. The signature of oscillations is a deficit of muon neutrinos in the Far
Detector spectrum with a periodic energy dependence.

In addition, the Far Detector can be used to measure atmospheric neutrino oscil-
lations [71] [72]. Ilts large mass produces a suflicient event rate and its location deep
underground provides a good degree of shielding against the large flux of cosmic ray
muons incident on the Earth’s surface. The Far Detector is unique in being the first

massive underground detector to possess a magnetic field. This makes the separation of
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Figure 3.1: The MINOS neutrino beam line. The neutrinos originate ot
the Fermi Laboratory in Illinois (bottom) and then travel 735 km through
the Earth to the Soudan Underground Laboratory in Minnesota (top left).
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atmospheric neutrinos and anti-neutrinos possible, enabling separate measurements of
oscillations in ncutrinos and anti-neutrinos to be carried out for the first time.

MINOS is a large international collaboration of 175 physicists from 32 institutions
in 6 countrics. The experiment has recently commenced full operations. The Far De-
tector was completed in August 2003 and has now collected a large set of atmospheric
neutrino and cosmic ray data. The Near Detector was completed in August 2004 and

the aceelerator beam hecame fully operational in March 2005.

3.2 The NuMI Beam

The MINOS neutrino beam is produced by the dedicated Main Injector Neutrino (NuMI)
beam facility based at Fermilab [73]. The layout of the NuMI beam line is set out in
Figure 3.2. A sequence of three kicker magnets is used to rapidly extract batches of 120
GeV oprotons from the Main Injector Ring and direct them into the NuMI beam line.
The beam spills are 8 ps in duration, spaced 1.9 s apart, and each contain 2.5 x 10'?
protons (at design intensity). The protons are transported along a carrier tunnel and
then directed onto a 1 m long, 6.4 mm wide, 18 mm high segmented graphite target. The
protons interact in the target to produce secondary particles, consisting mainly of pions
and kaons. The long and narrow shape of the target is chosen to enable the majority of
protons to interact in the target but also allow the secondary pions and kaons to escape
through the sides of the target thus minimizing any re-absorption by the target.

The secondary particles emitted from the target are focused back onto the axis of
the primary proton beam using two magnetic focusing horns (see Figure 3.3). Each
magncetic horn consists of an inner and outer cylindrical conductor. Pulses of 200 kA
current are applied to the conductors in time with the beam spills, generating a toroidal
magnetic field between the conductors. The inner conductors are parabolic in shape so
that the horns act as lenses and focus charged particles incident on the horns between the
conductors. The direction of the current is chosen to focus positively charged particles.
The focal length of each magnetic horn is approximately proportional to the momentum
of the incident particles. This means that the momentum of the focused secondaries and
thus the neutrino spectrum is controlled by the relative position of the two magnetic
horns and the target. To select secondary pions and kaons with low momentum, the

horus are positioned close to the target; and to select secondaries with high momentum,
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Figure 3.2: Layout of the NuMl beawn line at Fermitab. A beam of 120 GeV
protons s divected onto the grophite target. The secondary pions and keons
are then focused by a pair of magnetic horns into a 675 m long decay pipe
where they decay to produce a beam of muon reutrinos.

the horns are positioned away [rom the target.

The focused heam of sccondary pions and kaons is directed down a 675 m long, 2 m
diameter decay pipe. The pions and kaons undergo 7+ — p* v, and Kt — u% v,
decays 1o produce a beam of v,. The beam also contains small components (< 2%) of
7, and v, produced by the sccondary decay pt — e 7, v, At the end of the decay
pipe, any remaining hadrons are stopped by a metal absorber. The muong produced by
the decays ol pions and kaons then range oul in the 240 m of rock that lics between the
end of the decay pipe and the Near Detector, leaving a pure heam of neutrinos.

The profile of the hadrons and muons at the end of the decay pipe is monitored
using an array of ionization detectors [74]. A hadvon monitor is constructed in front of
the absorber at the end of the decay pipe Lo measure pions, kaons and prolons. Three
muon detectors are constructed in alcoves dug into the rock 10 — 50 m downstream of
the abgorber to measure the profile of muons emitted in the decays of piong and kaons.
The lateral proliles of muons and hadrons provide a good measure of the integrity of
the NuMI target and the focusing of the neutrino beam.

The NuMI beam line has been designed to provide a high degree of flexibility in
the choice of neutrino heam spectrum. The shape and energy range ol the specirum

is controlled by the conliguration of the horns and the targei. Three possible {arget-
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Figure 3.3: View through one of the two NuMl focusing horns. Pulses of
current are apphied i Lime wilh the beam spills generaling a mognelic field
which is used to focus secondary particles onto the axis of the beam line,
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Figure 3.4: The projected energy spectrum of v, CC cvents ot the Far
Detector for the proposed LE, ME and HE target-horn confiqurations.

horn configurations have been proposed for use in MINOS which cover the full range of

possible nentrino cnergies:

¢ High Energy (HE) A beam with E, >~ 5—25 GeV is obtained by positioning the
two horns at their maximum separation and placing the target at the maximum

distance from the first horn.

e Medium Energy (ME) A beam with E, ~ 3 — 13 GeV is obtained by bringing

the horns closer together and moving the target towards the first horn.

e Low Energy (LE) A beam with F, ~ 1 —5 GeV is obtained by positioning the

horns adjacent 1o each other and moving the target inside the [irst horn.

Figure 3.4 shows the projected energy spectrum of v, CC events at the Far Detector
for cach proposed target-horn configuration after 1 year (at design intensity). As the
peak cnergy of the beam is reduced, the overall flux intensity at the Far Detector also
decreases. The beam is initially being run in the LE configuration since this maximizes
the expected neutrine interaction rate at neutrino energies corresponding to the region

ol oscillations lavoured by the SKK experiment.
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3.3 The MINOS Detectors

The MINOS experiment uses two detectors to measure the neutrino beam. The detectors
are designed to be as functionally similar as possible in order to reduce the systematic
errors in the oscillation measurement. Both detectors are sampling calorimeters com-
posed of interleaved layers of steel and plastic scintillator. Neutrinog interact in the steel
to produce a number of secondary particles. Charged particles passing through the scin-
tillator generate small quantities of light which are amplified by photo-multiplier tubes
and read out by sensitive electronics. The detectors are magnetized by current-carrying
coils which generate a toroidal magnetic field in the steel planes. This is used to focus
muons produced by neutrino interactions and measure their momentum.

An accurate determination of the absolute and relative energy response of the Near
and Far Detectors is crucial to the success of the MINOS physics analysis. Since it was
not possible to expose the Near and Far detectors to test beams, the MINOS collabo-
ration constructed an additional Calibration Detector to characterize the calorimetric
response of its detectors. The Calibration Detector was designed to he a “miniature”
version of the Near and Far Detectors.

The MINOS detectors are described in further detail below:

e The Near Detector: The MINOS Near Detector (sce Figure 3.3) is located
100 m underground at Fermilab, 1 ki downstream of the NuMI target. The beam
has a diameter of approximately 50 ¢ when it reaches the Near Detector, and the
detector is constructed to contain the neutrino interactions along the heam spot.
The detector is composed of 282 planes of 2.54 cm steel each measuring 3.8 m
by 4.8 m. This gives it an overall mass of 0.98 kT'. The detector is divided into
four regions: an initial veto region used to veto neutrino interactions upstream
of the detector; a target region which provides the fiducial volume used to select
neutrino interactions for analysis; a shower region used to contain hadronic and
electromagnetic showers produced by neutrino interactions in the target region;
and a spectrometer region used to measure the muons produced by neutrino in-
teractions in the target region. In each 8 ps beam spill, approximately 20 neutrino
events are expected in the Near Detector. These multiple events overlap closely in
space and time. The Near Detector uses a system of multi-ranging Q1 £ readout

electronics [75] to digitize detector hits into bins of 19 ns with no dead time.
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e The Far Detector: The MINOS Far Detector (see Figure 3.6) is located 700 m
underground at Soudan, 730 km downstream of the NuMI target. The beam has
a diameter of approximately 1 ki when it reaches the Far Detector. This reduces
the beam intensity by a factor of ~ 10° relative to the Near Detector. The Far
Detector is therefore more massive than the Near Detector, consisting of 486 planes
of 2.54 em thick steel measuring 8 m by 8 m. This gives the detector an overall
mass of 5.4 kT. The expected neutrino interaction rate in the absence of neutrino

oscillations is 1,600 per year for the LE beam.

e The Calibration Detector: The MINOS Calibration Detector was constructed

to measure the response of the MINOS detectors and readout systems to test
+

;

beams. During 2001-3, the detector was exposed to 0.2-10 GeV beams of p, 7
wt, e at the CERN PS accelerator in Geneva. The detector consisted of 60 planes
of 2.5 em thick steel planes measuring 1 m by 1 m. This gave the detector an overall
mass of 12 tons. The detector was instrumented with readout components from

both the Near and Far Detectors.

3.4 Beam Neutrino Physics Analysis

The MINOS experiment is capable of observing neutrino oscillations in a number of
channels. The primary oscillation scarch is the measurement of v, disappearance in the
NuMI beam due to v, — v, oscillations. MINOS will probe the region of parameter
gpace favoured by the SKK experiment. In addition, MINOS offers a degree of sensitivity
in the detection of v, appearance in the NuMI beam duc to sub-dominant v, — v,
oscillations and will either observe these oscillations or tighten the existing limits.

In order to make precise measurements of oscillations, clean samples of v, CC and v,
CC cvents must be selected from the data. Since the beam is produced in spills, timing
information is used to separate beam events from cosmic muons and detector noise.
The v, CC and v, CC events must then be separated from NC events. The signature
of a v, CC interaction is a muon track, with the main background arising from NC
interactions which produce charged pion tracks. The signature of a 1, CC interaction
is an clectromagnetic shower, with the main background arising from NC' interactions
that produce nentral pion showers. Studies have shown that v, CC [76] and v, CC [77]

events can be selected by analvsing the event topology.
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Figure 3.6: The MINOS Far Detector.
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3.4.1 v, — v, disappearance search

If v, — v, oscillations occur in the region of parameter space favoured by SKK, then
MINOS will be eapable of precisely measuring these oscillations. The NuMI bheam pa-
rameters of L = 735 km and E = 1 — 5 GeV provide sensitivity to oscillations in the
region Am3, > 1 x 1073 eV2, MINOS will search for », — », oscillations by comparing
the measured spectrum of v, CC cvents at the Far Detector with a zero oscillation pre-
diction obtained by extrapolating the measured spectrum of v, CC events at the Near
Detector. The signature of neutrino oscillations is a periodic energy dependence in the
Near-to-Far ratio of the measured Far Detector spectrum and the extrapolated Near
Detector spectrum. The ratio dips at neutrino energies corresponding to high oscillation
probabilitics. An obscrvation of this periodic structure would represent definitive ovi-
dence of neutrino oscillations. The value of the mass splitting Am3, can be determined
by measuring the position of the dip in the Near-to-Far ratio. The size of the mixing
angle #y3 can be determined by measuring the amplitude of the dip.

Figure 3.7 shows the expected sensitivity to v, — 1, oscillations with the LE beam
for 25 x 10?° protons on target (5 years running) [78]. The distributions of Near-to-
Far ratios and confidence limits for Am32, and sin®2fh; are shown for input oscillation
parameters spanning the parameter space favoured by SKK at 90% confidence. In
cach casc a clear dip is observed in the Near-to-Far ratio at the oseillation maximum,
enabling the parameters Am2, and sin®2fy; to be determined with better than 10%
accuracy. MINOS is able to discrimminate clearly between neutrino oscillations and
alternative models which do not produce a dip in the Near-to-Far ratio such as ncutrino

decay [33] [54] and neutrino decoherence [35] [56].

3.4.2 v, —+ v, appearance search

If the mixing angle ¢3 is non-zcro, then v, — v, oscillations will occur in the NuMI
beam. The current oscillation experiments have placed an upper limit on the value
of #:3. MINOS is capable of extending this sensitivity, and will either improve on the
existing limit or observe v, — v, oscillations if the valuc of 013 is high cnough.

The v, appearance signal is an excess in the observed number of v, CC events above
the background at energies corresponding to high probabilities of v, — v, oscillations.

The background consists of the natural #, component in the beam due to the decays of
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Figure 3.8: MINOS sensitivity to v, — v, oscillations. The solid lines
represent the expected 3o confidence limits on the parameters 613 and Am?,
for 7.4, 26 and 25 x 10*® protons on target. The dashed line represents the
0% limit obtained by the CHOOZ experiment.

K* and p in the decay pipe. In addition, v, CC events are mimicked by NC interactions
which produce neutral pions. The sensitivity of the v, appearance measurement is
limited by crrors in the v, background expectation. These crrors can be reduced by
measuring the r, component in the beam using the Near Detector, and by selecting
v, CC events only at energies where v, — v, oscillations occur. Figure 3.8 shows the
cxpected sensitivity to v, —> v, oscillations with the LE beam for 7.4, 16 and 25 x 10%
protons on target (2, 4 and 5 years running) [78] compared with the CHOOZ limit 90%

confidence limit. MINQOS is sensitive to oscillations in the region 653 > 5°.



3.5. Atmospheric Neutrino Physics Analysis 45

3.5 Atmospheric Neutrino Physics Analysis

The large mass and deep location of the MINOS Far Detector make it well suited for
studies of atmospheric neutrino oscillations. In addition, the Far Detector is unique
in being the first massive underground detector to possess a magnetic field, enabling
separate measurements of ncutrinos and anti-neutrino oscillations to be performed for
the first time. This represents an extension on the physics capabilities of any other
current or previous atmospheric neutrino experiment.

MINOS will study atmospheric neutrino oscillations by searching for distortions in
the atmospheric v, flux relative as a function of L/F. The analysis requires the selec-
tion of a clean sample of atmospheric v, CC interactions. The atmospheric neutrino
interactions must be separated from the large background of cosmic muons. Even at a

" times

depth of 700 m cosmic muons are incident on the Far Detector at a rate ~ 1l
greater than the rate of atmospheric neutrino interactions. Atmospheric neutrino events

are identified by the following characteristic features:

e Contained Interaction Vertex: Atmospheric neutrinos interact inside the
detector, whereas cosmic muons are incident on the edges of the detector. The
interaction vertex of each event is measured using 3D reconstruction. Atmospheric
neutrino cvents arc sclected by requiring this vertex to he contained within the

fiducial volume of the detector.

o Up-Going Muons: Events travelling upward through the detector originate
from neutrino interaction. The direction of each event is measured by analysing
timing information. Atmospheric ncutrino cvents arce sclected by requiring the

direction of the event to be up-going.

In order to perform an accurate measurement of oscillations in atmospheric neutrinos,
a detailed understanding of the MINOS detector and data is required. The data must
be well calibrated and the detector and incident particles well simulated. Atmospheric
neutrino cvents must he separated cleanly from the cosmic muon background and the
neutrino kinematics must be reconstructed accurately. This thesis presents a study of

atmospheric neutrino oscillations in the MINOS Far Detector.
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Chapter 4

The MINOS Far Detector

4.1 Detector Overview

The MINOS Far Detector is located 700 m underground at the Soudan Underground
Laboratory in northern Minnesota, USA. The detector is a sampling calorimeter, com-
poscd of many interleaved planes of stecl and plastic scintillator. It is 30 m long, 8 m
wide, 8 m high and weighs 5.4 kT. The detector was completed in August 2003 and
began collecting cosmic ray and atmospheric neutrino data.

The detector is constructed from 486 octagonal steel plancs. The planes are 8 m wide
and 2.54 cm thick, with their centres spaced apart by 5.94 em. The detector is divided
into two sections, termed supermodules, containing 249 and 237 planes respectively.
The steel plancs are backed with 1 em thick layers of plastic scintillator, but cach
supermodule begins and ends with steel so the two supermodules contain 248 and 236
scintillator planes respectively. The planes are aligned vertically to maximize sampling
of beam neutrino interactions.

The scintillator planes are divided into 192 parallel strips, 4.1 ¢cm wide and up to

8 m long. Plancs arc aligned alternately along the orthogonal axes U7 = %(T -+ y) and
V= %(—;‘1‘: + y). Each plane provides a high spatial resolution in either the U or V

view, and information in the two views can be combined to give 3D measurements of
cvents. The strips in cach plane are housed inside 8 modules containing cither 20 or 28
strips covered by a thin aluminium casing. Scintillation light generated in the strips by
the passage of charged particles propagates in both directions along the strip. The light

is collected by optical fibres and transported to photo-multiplier tubes. The signal 18
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amplified by the photo-multiplier tubes and then digitized by sensitive electronics.

Each supermodule is magnetized using 190 turns of copper wire carrying a current of
80 A and running through the centre of the planes. This produces a toroidal magnetic
ficld in the steel with a mean strength of 1.3 T. The ficld is designed to maximize the
containment of charged particles and assist in the determination their momentum from
the curvature of their tracks in the field. The direction of the field is chosen to focus
negatively charged muons produced by heam necutrino interactions.

A wveto shield of scintillator modules has been constructed above the detector to
tag cosmic muons entering the detector. Since the flux of muons is peaked towards
vertical angles, muons are mainly incident on the top face of the detector. However, the
scintillator planes in the detector are aligned vertically and so provide < 20% coverage
of the top surface of the detector. The shield modules are aligned along the Z-axis and
provide > 99% coverage of the top surface of the detector [72].

Figure 4.1 shows an end-on photograph of the Far Detector along with a schematic
diagram illustrating the detector geometry, co-ordinate system and magnetic field diree-
tion. Figure 4.2 shows a steel plane instrumented with scintillator modules along with

a diagram illustrating the arrangement of modules on each plane.

4.2 Detector Technologies

4.2.1 Plastic Scintillator

Physics events oceurring inside the MINOS detector are sampled by the plancs of ac-
tive scintillator. The scintillator strips are manufactured from extruded polystyrene.
Charged particles passing through the strips leave trails of excited molecules in their
wake. The polystyrene contains aromatic molecules which, when excited, release a small
fraction of energy as optical photons. The polystyrene is doped with primary (1% PPQO)
and secondary (0.03% POPOP) fluors which absorb the photons at a fast rate and re-
radiate them at a displaced wavelength where the scintillator is more transparent. In
order to maximize the light yield, the strips are also lined with a reflective coating of
polystyrene mixed with 15% TiOs.

The scintillation light is collected by 1.2 mm diameter Kuraray Y-11 wavelength
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Figure 4.1: The MINOS For Detector (viewed towards Fermilab).
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MUX box

Figure 4.2: Far Detector scintillator plane. Fach plane is composed of
eight alumintum-clad modules containing either 20 or 28 scintillator strips.

The signals at each strip end are transported along optical fibres from the
scintillator to optical connectors at the edges of the modules.
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shifting (WLS) fibres glued into grooves cut along the wider edge of the strips and
running along their entire length. The WLS fibres absorb light in the blue patt of the
spectrum, with peak absorption at 420 nm. Light is then re-emitted in the green part of
the spectrum, with peak cmission at 520 nm [70]. The decay time for emission of light
by the WLS fibres is approximately & ns [70]. The attenuation of light along the WLS
fibres is described by two characteristic attenuation lengths. The strong absorption of
light at short wavelengths is characterized by a short attenuation length; and the atten-
uation of the remaining longer wavelength light is characterized by a longer attenuation
length. For the WLS fibre used at the Far Detector, these attenuation lengths have been
measured to be Ager =~ 1.0 m and Ajgng =~ 7.0 m respeetively [79] [80].

At each strip end, additional short lengths of WLS fibre are used to transport the
light to the optical connectors located at each end of the scintillator modules. The light
is then channelled along highly transparent clear polystyrene fibres and transported
to multi-pixel photo-multiplier tubes. The double-ended readout scheme ensures an
approximately uniform responsc along the strips since the signals at the ends of cach
strip are summed to give the overall responge of the strip. The overall response varies

by up to 20% depending on the intial position along the strip.

4.2.2 M16 Photo-multiplier Tubes

The scintillator strips are read out by Hamamatsu M16 16-pixel photo-multiplier tubes
(PMTs) [81]. Figure 4.3 shows a schematic of the Far Detector optical readout. Three
PMTs on cach side of the detector are used to read out a pair of scintillator plancs in
the either the U or V view. This gives a total of 1452 PMTs in the detector readout.
Each group of three PMTs is housed in a custom-built light-tight multiplexing (MUX)
box. Within each PMT, a group of fibres from 8 scintillator strips is coupled to each
pixel. This creates an inherent eight-fold ambiguity in the readout scheme. However,
the multiplexing of fibres into pixels on cither side of the scintillator planc is designed
such that each strip is read out by a unique pair of pixels. Therefore if the PMTs on
opposite sides of a scintillator plane each record signals in only one pixel then a unique
strip can be identified, and even if the PMTs record multiple hits it is usually possible
to clearly define the event region.

Light signals generated in the scintillator are converted to photo-electrons at the

PMT photo-cathodes. At the peak WLS fibre emission, the quantum efficiency for
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Figure 4.3: (Above) schematic of Far Detector optical readout. Light siy-
nals generated in scintillator strips are transported by optical fibres to M16
PMTs housed in custom-built MUX bozes. (Below) photographs showing
optical fibres threaded into a« MUX boz (left) and an M16 PMT (right).
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photon conversion is approximately 13%. A typical signal for a minimum ionizing muon
is 5 PEs per strip end. The PMTs operate at gains of 10% and typically produce signals
of 1 pC on the photo-anodes. Bench studies have shown that the integrated charge on
the photo-anode is lincar with the input signal on the photo-cathode to within 5% for
signals up to 100 PEs [81].

Each PMT provides a common dynode signal which is used to trigger the readout.
The trigger threshold is set below the single photo-clectron peak at a level of charge
corresponding to % PEs. However this is subject to variations in gain between pixels. The
rate of dynode triggers caused by background noise in the detector has been measured

to be 5 — 10 kHz for cach PMT. This is caused by the following cffects [82]:

e Dark Photons: PMTs register dynode signals even when no input light is
present. These arise chiefly from thermal emissions of electrons from the photo-
cathode which produce single photo-electron signals. The rate of these dark pho-

tons has been measured to he approximately 500 Hz per PMT.

e Natural Radioactivity: The detector components (steel, scintillator, alu-
minium etc...) and surrounding rock contain small concentrations of long lived
radioactive isotopes (e.g. 22U, #2Th, YK whose complex decay chains produce
a constant flux of 2 and ~ radiation on the surface of the detector. One product
of these decay chains is radioactive 2 Rn gas which is able to escape into the sur-
rounding air and penetrate deep into the detector. The incident radiation produces

cenergy deposits in the scintillator, resulting in signals of a few photo-clectrons.

Natural radioactivity at the Far Detector has been studied extensively. Based on
these measurements, the predicted detector rates due to radioactivity are 770 Hz
per PMT, comprising: 410 Hz per PMT from natural radicactivity in the rock;
210 Hz per PMT from radioactivity in the detector; and 150 Hz per PMT from

radon.

e Anomolous WLS Fibre Noise: Additional rates of approximately 5 kHz per
PMT are caused by photon emissions originating in the WLS fibre which result
in single photo-clectron signals. The source of these photon emissions is believed
to be the long-term relaxation of mechanical stress caused by the glueing of WLS

fibres into the scintillator strips during detector construction.
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4.2.3 Front-End Electronics

The PMT photo-anodes are read out by a system of digital electronics. The Far Detector
readout uses a customized version of the IDE AS Viking VA chip, an integrated circuit
containing multiple chaunels of shaping amplifiers and sample-and-hold cireuitry [83].
Each VA chip is responsible for reading out one PMT. The VA chips use 22 VA readout
channels, with 1 channel allocated for each of the PMT photo-anodes; a further chan-
nel used to read out one of the PIN diodes that form part of the detector calibration
system (see Section 5.3); and the remaining 5 channels used to correct common mode
fluctuations across the channels.

The Far Detector front-end readout scheme is illustrated in Figure 4.4, The VA
clectronics is organized onto VA Front-End Boards (VFBs) located on the side of the
MUX boxes, and VA Readout Control cards (VARCs) housed in VME crates some
distance away. Three VA chips are housed on a VFDB along with associated support
circuitty. The readout of PMTs by VA chips is dirccted by Event Time Controller
chips (ETCs) located on the VARCs. The VA chips read out each of the PMT photo-
anodes, amplify and shape the signals, and then send the signals to the VARC. The
signals are digitized by Varce Mezzanine Modules (VMMs) which reside on the VARC.
Each ETC-VMM pair services 2 VFDBs, corresponding to 6 VA chips, and each VARC
houses up to 6 ETC-VMM pairs. There are 3 VARCs in cach VME crate, and 8 VME
crates on each side of the detector.

The common dynode signals from each PMT are monitored using AS D-lite discrim-
inator chips located on the VEBs. When a dynode signal is detected by the ASD-lite
chip, a signal is sent to the ETC on the VARC. A coincidence trigger is implemented
on the VARC which requires 2 out of 36 VA chips serviced by the VARC to trigger
within 400 ns before the readout is activated. This reduces the trigger rate to 300 Hz
per PMT. When an ETC receives a pair of dyvnode triggers that satisfy the 2/36 VARC
trigger, it timestamps the triggers and directs the VA chips to read out the PMTs that
have triggered. The signals in each of the VA channels are then digitized in turn by the
VMM. During this time any further dynode signals from the PMTs are ignored. This
means that a short dead time is incurred. The VA readout and digitization operates
at 200 kHz per chip, producing a dead time of 5 ps per VA chip. If multiple VA chips
with a common VMM are triggered, they are queued by the ETC awaiting digitization.

Since each VMM services 6 VA chips, dead times of up to 30 gs can occur.
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Figure 4.4: Far Detector front-end readout scheme. The VA electronics is
organized onto VA Front-End Boards (VFBs) located on the side of MUX
bozes, and VA Readout Control cards (VARCs) housed in VME crates.
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The VMMs digitize the VA signals into a 14-bit ADC. The dynamic range is set to
approximately 70 ADCs per PE, giving a maximum signal of 300 PEs. The digitized
signals are passed to a sparsifier chip on the VARC, which subtracts pedestal thresholds
from cach signal and sparsifics the data by removing all signals below 20 ADCs. The
sparsified data is then transferred into one of two output buffers on the VARC. The two
output buffers are used alternately to collect data from the VARC and transfer data
out of the VARC, swapping roles at a rate of 50 Hz. This cnables the data-taking to be

continuous.

4.2.4 Data Acquisition + Trigger Processing

Each VME crate houses a single-board Readout Processor (ROP) which supervises the
readout of data from the VARCs within the crate. The RODPs assemble the data into
second-long time intervals known as timeframes. These timeframes are then passed
through Branch Readout Processors (BRI's) to one of several Trigger Processors
(TPs) running on a local farm of PCs. The task of the TPs is to search through the
timeframes for events of physics interest.

The TPs time order the hits in cach timeframe and divide them into groups separated
from one another by at least 156 nus. These are then passed to a set of trigger algorithms
which search for spatial and temporal clusters in each group. If a group of hits satisfies
onc or more of these trigger conditions it is passed to the output stream of the TDs.
The algorithm implemented at the Far Detector for cosmic ray and atmospheric neutrino
data is a 4/5 plane trigger algorithm which requires 4 out of 5 contignous planes in the
detector to register hits. Events written to the output stream of the TPs are collected
by a Data Clollection Process (DCP). These events are termed snarls. The events are
written out and archived to the Fermilab mass storage system.

The Far Detector data acquisition (DAQ) [84] is co-ordinated by a central Run
Control process [72]. Run Control directs the activity of all the DAQ) processes, displays
real time diagnostics of the state of the detector and the flow of data, and also provides
a user interface for the DAQ. The collection of data is divided into many short segments
called runs each lasting typically 2 hours. This enables data to be analysed offline in

manageable segments.
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4.2.5 Detector Control System

To ensure safe and efficient detector operatious, a Detector Conirol System (DCS) is
used to control and monitor the state of the detector systems [85]. The DCS contains

the following monitoring systerns:

e Environmental Controls: Sensors are placed around the cavern and on chosen
detector planes to monitor the temperature and humidity inside the cavern and

also the levels of radon gas.

e Low Voltage Monitoring: The VA chips are powered by £2.5 V voltage rails
sitnated on the VFB. Voltage regulators on the VFD ensure quiet operation and

the voltages are recorded by the VFB at the start of each run.

e High Voltage Monitoring: The PMTs are powered by eight high voltage
mainframes. The typical voltage supplied to each PMT is 800 V. The high voltage
supply is controlled by custom control software, which reads the voltage on cach
PMT at regular intervals and attempts to adjust any voltages found to be out of

range.

e Magnet Controls: Each magnet coil draws a 80 A current from a 450 V
high voltage power supply. The power is ramped up and down using custom
control software, and both the voltage and current are monitored at the supply.

Thermocouples are also placed in several locations to monitor the coil temperature.

e Rack Protection Systems: Rack Protection systems (RPSs) are installed in
each of the VME and DAQ racks around the detector. These systems monitor
scnsors that are placed around the racks to measure environmental conditions and

power supply voltages.

The DCS continuously collects monitoring data from each sub-system, providing
detailed information on the operational state of the detector. This data is displayed
and analysed in real time, allowing any problems to be identified and addressed. Most
systems are also programmed to sound an alarm or automatically shut down if they are

found to be operating outside normal conditions.
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4.3 Data Quality

All data used in the MINOS physics analysis must be checked to ensure that it has been

acquired under normal conditions. The requirements for good data include:
1. All detector systems must be functioning normally.
2. There must be few malfunctioning readout components.
3. A large fraction of the detector readout must be live.

neveral sources of detector and data monitoring are used to perform checks on the
quality of physics data. The DCS provides data for all the detector systems. In addition,
the DAQ) monitors the quality of raw data and records any crror flags that have been
registered by the VA electronics. The DAQ) monitoring records include: trigger rates for
cach PMT; measurements of temperatures and low voltage rails for each VFB; and any
buffer overflow flags that have been set by each VARC. The DCS and DAQ monitoring
data is analysed to identify periods of abnormal detector running. This is then combined
with information obtained from written logs and daily checks of physicists and engincers
working on site at the Far Detector.

The data analysed in this thesis was acquired during the period 1st August 2003
to 31st October 2004. Data quality checks have been performed on all physics data

acquired during this period. The main checks are discussed below.

4.3.1 Coil Currents

The magnetie ficld is essential to the MINOS physics analysis as it enables the charge
sign and momentum of charged particles to be determined from the curvature of their
trajectories through the detector. The DCS monitors the coils continuously and records
the size of the coil currents at two minute intervals. Figure 4.5 shows the coil currents
recorded in each supermodule for the period 1st August 2003 to 31st October 2004.
During normal operations, the coil current remains stable at 80 A. However, in 3% of
physics data, the current is found to drop below 70 A in one or both of the supermodules
due to power trips or hardware malfunctions. These data are removed from the physics
analysis. On 21st June 2004 the polarity of the coil was reversed in order to study

systematic effects in cosmic muon charge determination.
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Figure 4.6: The number of dead VA chips versus days since 1st August
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60 Chapter 4. The MINQOS Far Detector

4.3.2 Dead Electronics

Malfunctions in hardware can lead to localised regions in which the readout is dead.
These readout holes are chicfly caused by malfunctioning readout clectronics and mainly
affect single PMTs or VA chips digpersed through the detector. However, much larger
dead regions are created by trips in one or more of the eight mainframe HV supplies
that power the PMTs.

Readout holes in the detector can be identified using DAQ) monitoring information.
For each timeframe, the TPs record the rate of hits on each VA chip. A VA chip is
flageed as dead if the rate drops below 50 Hz. Figure 4.6 shows the number of dead
VA chips plotted against time for physics data collected between 1st August 2003 and
31st October 2004. During normal detector operations this number remains below 10
VA chips. However, occasional spikes occur due to HV trips, which are flagged if the
number of dead VA chips rises above 20.

Figure 4.7(a) shows the distribution of dead VA chips in data where the HV was
found to be functioning normally. The mean number of dead VA chips is calculated to
be 1.82. This corresponds to 0.13% of the detector readout. Figure 4.7(b) shows the
mean number of dead VA chips plotted against time. This shows a clear improvement
over timme, as the detector is better understood and bad components are replaced. By

1st October 2004 the number of readout holes has fallen to zero.

4.3.3 Busy Electronics

Each time a VA chip reads out a PMT, a period of b us dead time is incurred, effectively
creating a readout hole in the detector. The readout is activated when two dynode
triggers are recorded that satisfy the 2/36 VARC trigger conditions. If the triggers
occur in VA chips serviced by different VMMs (85% of the time), both VA chips will
go dead for 5ps. However if the triggers occur in VA chips servieed by the same VMM
(15% of the time), one VA chip will be queued while the other is directed to read out,
producing dead times of 5 ps and 10 ps respectively.

The mean rate of hits on cach VA chip is 300 Hz. This produces a dead time of 0.2%
per VA chip corresponding to approximately 3 busy VA chips in the detector at any
particular time. In order to identify which VA chips are busy at the time of an event,

the TPs record the previous 30 ps of detector hits (the pre-trigger window) along with
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Figure 4.7: (a) Distribution of dead VA chips, using data where no HV trip
has been flagged. (b) Mean number of dead VA chips versus time.
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Figure 4.8: (a) Distribution of busy VA chips, obtained by analysing pre-
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the hits associated with the event. The pre-trigger hits are then analysed offline to
determine which VA chips were absent from the readout during the event. The 30 pus
time window corresponds to the maximum possible dead time for a VA chip.

Figure 4.8(a) shows the distribution of busy VA chips obtained using the pre-trigger
windows of events. The peak at 2 arises from the VARC trigger conditions which require
at least 2 coincident dynode triggers. Events with 1 busy VA chip occur when one of the
dynode triggers is sparsified away. The vast majority of cvents contain less than 10 busy
VA chips, with the mean number of busy VA chips calculated to be 3.29, corresponding
to 0.23% of the detector readout. Figure 4.8(b) shows the mean number of busy VA chips
plotted against time. This number slowly deercases over time, reflecting a reduction in
detector noise over time. The drop at around 200 days occurred following a tuning of

the PMT dynode trigger thresholds.

4.4 The Veto Shield

A veto shield has been constructed above the detector to enable the selection of at-
mospheric neutrino events from the data [86]. Atmospheric neutrino events must be
selected from a high background of cosmic muons. The veto shield is used to tag cosmic
muons cntering through the top or sides of the detector. 1If a high tagging cfficiency
can be achieved then the cogmic muon background in the atmospheric neutrino event
selection can be reduced to a low level.

The veto shield is constructed out of the same seintillator modules as the scintillator
planes in the detector. The modules are placed along the top and sides of the detector
and are supported by a metal framework as well as by the detector itself. The shield
is divided into four overlapping sections aligned along the Z-axis. Sections 1 and 2
are located above the first supermodule; sections 3 and 4 are located above the second
supermodule. Each section consists of a central double layer of modules directly above
the detector, and two single layers diagonally above and directly to the side of the
detector. This layout is illustrated in Figure 4.1. A double layer is used above the
detector because this surface has the highest incident Hux of cosmic muons and therefore
requires the highest muon tagging efficiency. However, the majority of cosmic muons
pass through two layers of scintillator before entering the detector. Figure 4.9 shows an

example of a cosmic muon event tagged by the veto shield.
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The readout of the shield modules is integrated into the existing detector readout.
Fibres run from both cnds of the scintillator strips into M16 PMTs housed in MUX
boxes. The multiplexing of fibres from the shield modules is identical on both sides of
the detector, with cight adjacent strips coupled to cach PMT pixel. Each group of cight
scintillator strips coupled to a single PMT pixel is known as a shield plank. Each plank
has a spatial resolution of 10 em in the X-Y plane. The PMTs are read out by VA chips
and digitized by VMMs which share common VARCs with the detector readout. The
trigger conditions are set differently for the shield veadout in order to optimize the muon
tagging efficiency. To reduce tagging inefficiencies that arise from single PE noise, the
dynode threshold is set to a level equivalent to 1—2 PEs. The shicld readout is also not
included in the VARC trigger so that all shield activity is recorded.

A small fraction of cosmic muons are not tagged by the shield as they enter the

detector. These shield inefliciencies occur for a number of reasons:

1. A shield readout channel is dead due to noise or radioactivity.
2. A cosmic muon passes through the gap between two shield modules.

3. A shield activity is below the 1 — 2 PE dynode threshold.

The tagging cfficieney of cach shicld plank is determined using a sample of cosmic
muons which span > 20 planes and have straight trajectories, with RMS deviations
of < 0.5 em from linear fits in both the U and V views. The muon trajectories are
projected lincarly back to the shield to identify which planks they have passed through.
The projected trajectories are required to pass < 5 cin from the centre of planks to ensure
that the correct planks have been identified. The shield efficiency is then determined
for cach plank by calculating the percentage of muon tracks tagged by shicld hits within
a window of £100 ns around the projected muon time at the shield. Figure 4.10 shows
the tagging cfficiencics of cach plank in cach shicld section. The vast majority of planks
have efficiencies of > 90%, with the mean efficiency calculated to be 94.9%. Therefore,

the shield can be used to reduce the cosmic muon background by a factor of ~20.
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T
LS

Figure 4.9: Ezample of a cosmic muon tagged by the veto shield. The event
has been de-multiplexed to give the positions of the hits in the U-Z and V-Z
views. These are then combined to give 3D hits in the X-Y view. The
yellow points represent hits with < 2 PFEs; the green points represent hits
with > 2 PFEs; the large blue points indicate activity in the veto shield.



4.4. The Veto Shield

65

£ 5 T }_ b T T T
—~ 4B P ....'.l..ll\ -
> { P A A \
k] ESr R 044 ‘.‘ WP -
*
2= 1 o % -
1 . ‘
1= " " -
H '
0= : :I -
Ok . . -
" ®75-80%
2 ‘$' o 80-85% "
K] 8 *. B¢ 85:90% o
Section 1 ‘ o088
4= I anmmmmn® @55-100% °
75 'l 'l 'l 'l 'l 'l 'l
8 -6 -4 2 0 2 4 6 8
X/ m
E 5 L] L] L) L] * L] L]
- 4B o .l ‘ -
> { '{’ % \
El N A ‘.‘-_... | -
*
2 F . % E
| I S
' .
0= : . o
B 3 ' B o
v ®75-80%
2B “‘ RS soasw ™
=y - * ‘0‘ 8500%
4F sectiond  ‘eo......* s
@95-100%
_5 'l 'l 'l 'l 'l 'l 'l
8 -6 -4 2 0 2 4 6 8
X/ m

Section 1

=
(=}
=
S
®
(=1

90 100
efficiency / %

Section 3

S N R o ®

60 70 80

90 100
efficiency / %

y/m

y/m

5 T T T T T T T
Y Gt \ \ -
3 -t B=0000= ¢ * N\t -
2 o “0 -
*
L]
BT . ' Y .
0 . . -
i
B 5 t :[ . -
N 75-80%
2 ‘0’ o 80-85% "
ey ‘e ‘o‘ 8500%
. . * 90-95%
4= Section 2 P @5-100%
75 'l 'l 'l 'l 'l 'l 'l
-8 -6 -4 -2 0 2 4 6 8
X/ m
5 L] L] L] L] L] L] L]
4B 2 "‘....‘."“..,\ .
. . ‘
3k e -o-o-{’ ‘.‘L C— -
*
2= R e 4 -
. L]
1E= . . o
| ]
oE . . -
L]
. S
" 75-80%
2 ‘0‘ o 80-85% ™
3k * o 85-90%
- A4 .’ 90-95%
4 B= Section 4 Yannnmnn? E
@95-100%
_5 'l 'l 'l 'l 'l 'l 'l
-8 6 4 -2 0 2 4 6 8
X/ m
18 p r
16 =
14 :—
nE Section 2
10 =
3
3
sk
2f
0 E -
60 70 80 90 100
efficiency / %
18 b L] L] L E
16 =
14 :—
»E Section 4
10 =
3
6f
sk
2B
oE L L
60 70 80 90 100

efficiency / %

Figure 4.10: (a) cosmic muon tagging efficiencies for each shield section.
(b) distribution of muon tagging efficiencies for each shield section.
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Chapter 5

Detector Calibration

5.1 Calibration Overview

The Far Detector must be calibrated to correct for variations in the response of scintil-
lator strips and readout channels in the detector. For cach physics event, the detector
records a series of hits which sample the event and provide measurements of timing and
pulse height. These measurements are used to reconstruct the event. The timing and
pulsc height information is digitized into fine-grained hins to maximize the resolution
of the detector. However, large constant offsets in time and variations in response exist
across the detector which must be corrected. A calibration scheme is implemented at the
Far Detector to characterize cach scintillator strip and readout channel by measuring of
their response to well understood or common sources.

The calibration of the timing system is carried out using cosmic muon data. High
energy cosmic muons pass through the detector at a velocity close to the speed of light.
Time offsets between scintillator strips and readout channels are measured by comparing
the relative time and separation of detector hits along cosmic muon tracks.

The linearity and drift in the gain of each readout channel is measured using two
injection systems. A system of Light Injection (LI) is used to inject controlled quantities
of light into the scintillator strips; and a system of Charge Injection (CI) is used to inject
controlled ¢uantities of charge into the readout electronics. The relative response of
each scintillator strip and readout channel is then determined using cosmic muon data

assurming a common profile of energy deposition across the detector.
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5.2 Timing Calibration

Timing information is used to determine the propagation direction of physics events in
the Far Detector. In order to maximize the physics sensitivity of the atmospheric neu-
trino analysis, the up-going and down-going cvents must be cleanly separated. Events
reconstructed as up-going provide one of the characteristic signatures of neutrino inter-
actions. Any event travelling up through the detector must originate from a neutrino
interaction. However, these up-going neutrino-induced cvents must be sclected from a
very high background of down-going cosmie muons. This means that the event direction
must be reconstructed very precisely from the timing information.

The Far Detector is capable of performing timing measurements at the level of nano-
seconds. The detector hits are digitally timestamped by the readout electronics into
bins of 1.5625 ns. This gives an intrinsic rms resolution of 0.5 ns. However, in practice
the timing resolution is controlled by the 8 ns decay time of the WLS fibre. When this
decay time is combined with the average signal generated on the PMTs by the passage
of minimum ionizing particles through the detector, a timing resolution of ~ 2 ns is
obtained. In comparison to this resolution, a 1 GeV muon takes 10 ns to come to rest
in the detector. This suggests that the detector should be very sensitive to the direction
of physics events. However, a scries of constant time offsets and delays exist within the
timing systern that are large compared to the resolution. These must be measured and
corrected in order to optimize the resolution. Timing corrections must be applied to

account for the following effects:

e Electronic Offsets: The Far Detector timing system is stable to < 1 ns over
long periods of time, but is synchronized across the detector to < 30 ns. The
system is controlled by a Timing Central Unit (TCU), which is clocked by a GPS
system. This unit fans out control signals via optical cables to Timing Receiver
Cards (TRCs) housed in cach of the VME crates. These TRCs in turn generate
signals in the VARCs. The short time delays associated with sending these signals
mean that constant timing offsets exist between the timestamps recorded by the
detector readout components. The primary timing offscts in the detector readout
are between the VARCs, but there ave also small but significant offsets between
the PMTs and VFBs read out by each VARC, due to variations in the rise time

of dynode trigger signals.
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¢ Hardware Changes: Shifts in the timing calibration of around 5 ns are caused
by changes of hardware components in the detector readout system: cach new
PMT possesses a different characteristic signal rise time; each new VEB is fitted
with a new dynode trigger chip; and cach new VARC receives timing signals from
the TRCs with slightly modified arrival times. Changes in detector hardware occur
on a weekly basis, and the resulting shifts in the timing system must be corrected

hefore any long term timing calibration can be carried out.

e Strip-to-Strip Calibration: Additional small timing offsets exist upstream
of the readout electronics, created by effects such as variations in the lengths of
optical fibres read out by each PMT and variations in rigse times of the dynode
signals within a PMT. A full strip-to-strip timing calibration must be performed

to correct for these effects.

e Time Walk: The number of photons vielded at each strip end by the passage
of minimum ionizing particles through the scintillator is low, typically 40 photons.
The trigger time 18 determined by the arrival time of the first photon that converts
on the photo-cathode, and by the rise time of the dynode signal through the PMT.
For large photon yiclds, the trigger time is likely to be prompt; for low photon
vields, the trigger time 18 skewed towards later times. This time delay is known

as time walk, and can be as high as 10 ns for low signals.

A timing calibration of the Far Detector has been carried out using data acquired
between 1st August 2003 and 31st October 2004. The timing calibration must be ac-
curate to < 1 ng in order not to degrade the overall resolution of the timing system.
There must also be few poorly calibrated channels, since atmospheric neutrino events
arc typically short and their propagation direction must be determined from a relatively
small number of hits. The timing calibration is performed using through-going cosmic
muons selected from the data. These high energy muons travel close to the velocity of
light. This cnables timing fits to be applicd to the measured times and positions along
the muon tracks constraining the muon velocity. The timing fits are used to calculate
the average time offsets associated with each of the above effects. The timing calibration

procedure is described in detail below.
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Time Calibration Procedure

RAW DATA

HARDWARE TIMEWALK
CHANGES CORRECTIONS

(iterate)

CALIBRATION
CONSTANTS

Use straight muon sample:
~750,000 muons/month DATABASE
~400-500 hits/strip-end/month

Figure 5.1: The timing calibration procedurc.

5.2.1 Calibration Procedure

The overall time correction AT applied to each scintillator strip is given by the sum of

the following different types of correction:
AT = ATy ¥ AW gy 15 tjpun) + ATy (@) {(5.1)

where:
ATy = combined time offsct from scintillator strip and readout channcl.
AT jysnp (> tjump) = shift in time offset due to hardware swap at time ;.

AT o (Q) = time walk correction as function of pulse height (.

Each type of correction is calculated separately using cosmic muon data. The overall
corrections arc then subtracted from the measured times to give calibrated times. The
procedure for the timing calibration is illustrated in Figure 5.1. The shifts in timing
caused by changes in hardware components are first calculated from the data. Cor-

rections are applied for these shifts and an initial set of time offsets is calculated for
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each strip end. These offsets are then used to perform an accurate measurement of the
time walk corrections. Finally the time walk corrections are fed back into the timing
calibration to re-calculate the timing shifts and timing offsets.

The timing calibration is carried out using a sample of high cnergy cosmic muons
selected from the data. Events are required to span > 20 scintillator planes in order
to contain a large number of timing measurements. The events are de-multiplexed (see
Seetion 7.2) to determine which strips have been hit in cach event. In order to cnsure
that the muons are well-measured and lie in a clean environment the events are required
to satisfy straight line fits in both the 7 and V' views with rms deviations of < 1 ¢m.
Using this sclection, an event rate of 750, 000 muons/month is obtained, corresponding
to 400 — 500 hits/strip-end /month.

The straight line fits in each view are combined to give a measurement of the 3D
trajectory of cach muon track. This is then used to calculate the erossing points of
the muons through each scintillator strip. The times recorded at each strip end are
projected back to these crossing points by subtracting the propagation times of photons
along measured lengths of optical fibre bhetween the strip ends and the muon crossing
points. The muon track times calculated by projecting the measured times on the east

and west ends of scintillator strips are given as follows:

v ;
P (5.2)
™ _ 7w _ Ppw
e

C

where:
TE = muon time projected from east strip end.
TF = measured time at cast strip end.
LY = length of fibre between muon trajectory and east strip end.
TL1 = muon time projected from west strip end.
TW = meagured time at west strip end.
LYW = length of fibre between muon trajectory and west strip end.
n = refractive index of fibre.

¢ = velocity of light.
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Each muon track is down-going and travels at a velocity close to the speed of light.

The time at distance S along the muon track is parameterized as follows:

i
Tfit(S) = Tfit(o) + TS
(1, 5.3)
w W

Ty () = Tp(0) + ;S

where:
Tﬁi(S ) = fitted time on cast side at distance § along track.
T}}E’t(S ) = fitted time on west side at distance S along track.

Using this parameterization, charge-weighted timing fits are applied on the east and
west sides of the detector for each muon track. The time residuals from these fits are
then used to calculate sets of calibration constants. The constant time offset associated

with a strip is given by the mean residual from timing fits through that strip:

ATy = (T, — Tpy) (5.4)

Using the same method, the time walk correction is given by the mean residual as a

function of pulse height:

ATya (Q) = (T (Q) — Ty ) (5.5)

The calibration constants arc tuned iteratively by feeding them back into the data,

repeating the fits, and then incrementing the constants by the new residuals.

5.2.2 Measuring the Refractive Index

The refractive index of the WLS fibre is an essential ingredient of the time calibration

procedure. The effective refractive index in the fibre is given by:

AT (5.6)
n = ¢ -— .
AL
where:
L = propagation distance of signal along fibre.

T = propagation time of signal along fibre.
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The refractive index can be calculated from cosmic muon data using double-ended strips
on straight muon tracks. The difference TY — T" between the times recorded at each
strip end is plotted against the difference L — LY between the lengths of optical fibre
traversed by photons on each side of the detector. The refractive index is calculated
from the gradient of a straight line fit through this plot as illustrated in Figure 5.2.

A bias is introduced into this measurcment by time walk effects. For strips where
L¥ — LW < 0, the mean pulse height is greater on the east side of the detector, giving
smaller time walk delays on this side and skewing T — T" towards larger negative
values. For strips where L¥ — LY > 0, the mean pulse height is greater on the west
side of the detector, giving smaller time walk delays on the west side and skewing
TE — T towards larger positive values. This causes the measured refractive index to
hecome an over-cstimate of the true refractive index. In order to remove this bias, a
threshold is applied to the pulse heights at each strip end. Figure 5.3 shows the measured
refractive index plotted against the pulse height threshold. As the pulse height threshold

18 Increased the measured refractive index fattens out to a value of 1.77.

5.2.3 Hardware Changes

Changes in Far Detector readout components occur on a weekly basis. The new com-
ponents have different characteristic time offsets, causing the timing calibration to shift
as each new component is installed. There is insufficient data to perform a full strip-to-
strip calibration after each hardware change. Thercfore the relative timing shift between
the old and new time offsets are measured for each new readout component and timing
corrections arc applied to the channels read out by the new component.

Timing shifts are identified by analysing the east-west differences between the pro-
jected times along muon tracks calculated from the measured times on the east and west
sides of the detector. A hardware change on one side of the detector will cause a sudden
shift in the east-west difference since the new hardware component will have different
time offsets. The mean east-west difference is calculated for each pair of opposite PMTs
in the detector after cach run. These differences are then analysed to identify timing
shifts between runs. Shifts can be resolved at the level of 0.3 ns. Once a shift has been
identified, the side of the detector where the shift took place must be located. Separate

timing fits are applied to the east and west sides of the detector using data taken before
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Figure 5.2: Measurement of the refractive index of WLS fibre. The east-
west time difference is plotted against the east-west fibre length difference
for strips on muon tracks containing more than 500 ADCs at each end.
The effective refractive index is calculated from the gradient of a straight
line fit to this distribution.
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and after the observed shift. The mean residual for each readout channel is then calcu-
lated from these fits. A shift should be observed on the side of the detector where the
shift took place, and the size of the shift should match the east-west shift.

As an cxample, Figure 5.4 shows the cffect of replacing a VFB on the cast side of
the detector. The east-west time difference is plotted against time for the VA chips on
the VFB. After 150 days the VFB is replaced. As a result of this change the east-west
difference shifts by —7 ns. When the mean residuals from timing fits on cach side of the
detector are calculated, no shift is observed on the west side of the detector but a —7 ns
shift is observed on the east side of the detector matching the east-west shift.

Calibration corrections are applied to account for these timing shifts. The size of the
correction is given by the measured shift in the east-west time difference. In the above
example, a correction of +7 ns is required to correct the timing shift caused by the VFD
swap. Figurce 5.5 shows distributions of all the timing shifts identified in Far Detector
data between 1st August 2003 and 31st October 2004. A total of 240 timing shifts are

observed in the data.

5.2.4 Time Walk Corrections

The time walk delay is calculated as a function of the ADC pulse height. Timing fits are
applied to muon tracks using only the hits with pulse heights greater than 5000 ADCs
where the time walk effects are considered to be small. The time walk delay is then
found by calculating the mean time displacements from these fits as a function of ADC
using the hits with pulse heights less than 5000 ADCs. The mean time walk delay is

paramecterized as follows:

AT Q Q \° QY
— " = 20.66 — 2.01 1 — 0.2 In—— 021 1 5.
- 0.66 0 78(11ADC> 0 SST(HADC + 0.0218 HADC (07)

Figure 5.6 shows the mean time walk and paramaterization of time walk as a function
of pulse height. The residuals from the parameterization are also shown as a function of
pulse height. The mean time walk is fitted to within +0.2 ns over the full range of ADC
values. Typical pulse heights of 300 ADCs are produced by the passage of minimum
ionizing charged particles through the scintillator. For signals of this magnitude, a time

walk correction of b ns must be applied to the measured times.
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Figure 5.6: The time walk delay as a function of pulse height.

5.2.5 Strip-to-Strip Calibration

Once timing corrections have been applied to account for hardware changes and time
walk effects, the time offsets between each strip end are calculated. The east and west
sides of the detector are calibrated independently. A single east-west offset is then
calculated in the final stage of calibration. The calibration of each side of the detector
is carried out in two stages. The readout electronics are first calibrated at the PMT
and VARC level. After this initial calibration of the timing system, a full strip-to-strip
calibration of the timing system is carried out.

The calibration of the readout electronics is carried out by calculating the offsets
between the PMTs in each VARC and then calculating the offsets between each VARC.
The PMT calibration is carried out for each VARC using muon tracks that pass through
all the planes read out by the VARC. Timing fits are applied to the tracks using only
the hits read out by the VARC. The time offsets between each PMT in the VARC are
then given by the mean residuals from these fits. The VARC calibration is carried out
by calculating the offsets between pairs of adjacent VARCs using muon tracks that pass
through all the planes read out by both VARCs. Timing fits are applied to the tracks,
first using only the hits on the first VARC, and then using only the hits on the second
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Figure 5.7: Timing offsets for VARCs, PMTs and strip ends.

VARC. The timing fits are projected to the boundary between the VARCs, and the mean
time difference is calculated at the VARC boundary. The VARC calibration constants
are calculated from the mean time differences between pairs of adjacent VARCs by con-
straining the mean calibration constant to be zero. The overall calibration constant for
each readout channel is given by the sum of the PMT and VARC calibration constants.
Once the time offsets between readout channels have been calibrated, the time offsets
between strip ends are calculated. Timing fits are applied to muon tracks using the hits
from each side of the detector in turn. The calibration constants for each strip end are
given by the mean residuals from these fits. The calibration constant for each strip end
is then given by the sum of the time offsets for the strip end and its readout channel.
Figure 5.7 shows the distributions of calibration constants for VARCs, PMTs and
strip ends. The largest time offsets occur for VARCs whose calibration constants vary
in the range —12ns — +6ns. This scatter is due to the large constant variations in the
propagation time of the signals sent from the TCU to the TRCs, and the signals sent
from the TRC to the VARCs. The time offsets for the PMTs in each VARC vary in
the range —3ns — +3ns. This scatter is due to variations in the rise time of dynode

signals in each of the VFBs and propagation time of signals sent between the VFBs and
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VARCs. The time offsets calculated for each strip end vary in the range —1ns — +1ns.
This small scatter is duc to variations in the rise time of dynode signals within cach
PMT and small residuals in the measured lengths of the readout fibres.

The final stage of the calibration chain is to calculate the overall time difference
between the east and west sides of the detector. This is carried out using double-ended
strips on muon tracks. The measured times at the east and west strip ends are projected
back to the track and the mean cast-west time difference is caleulated. A correction is

then applied to shift this time difference to zero.

5.2.6 Validating the Calibration

Since the cast and west sides of the detector are calibrated independently, the perfor-
mance of the calibration can be validated by measuring the time differences between
the east and west strip ends. The validation is carried out using double-ended strips on
muon tracks. The measured times at cach strip end are corrected for hardware changes,
time walk delays, and strip-to-strip time offsets, Fibre length corrections are then ap-
plied at cach strip end to project the measured times back to the muon track. The mean
difference between the times projected from each strip end is calculated. The spread in
the mean east-west time differences gives a measure of the accuracy of the calibration.
In order to test the stability of the calibration over time, the data is divided into cight,
blocks of approximately two months and the mean east-west differences are calculated
for each block of data.

Figurc 5.8 shows the mean cast-west time difference plotted as a function of planc
number before and after the timing calibration. The uncalibrated time differences vary
in the range —20ns — +10ns. The time differences appear to slope upwards for cach
group of planes read out by a common pair of VME crates. This is because the timing
signals generated by the TRCs in each VME crate propagate in opposite directions on
opposite sides of the detector so that the smallest time offsets on the cast side correspond
to the largest time offsets on the west side. This creates a “sawtooth” effect in the east-
west time difference as a function of plane number. The timing calibration flattens out
the time offsets between strips ends and shifts the mean cast-west time difference to zero.
The calibrated time differences vary in the range —4ns — +4ns and are strongly peaked
around zero. The small number of outlying points are caused by readout components

with malfunctions that produce a small degree of instability in the measured times.
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Figure 5.8: Awverage east-west time difference for each strip plotted as a
function of the plane number before and after the timing calibration.
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Figure 5.9: Distribution of calibrated east-west differences for all strips.
The distribution is found to be a good fit to a Gaussian of width 0.40 ns.
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Figure 5.10: Distribution of rms deviations for muon timing fits.

Figure 5.9 shows the distribution of calibrated east-west time differences for each
strip and each set of data. A Gaussian fit to this distribution gives a rms of 0.40 ns.
The mean statistical error on each east-west time difference is calculated to be 0.06 ns.
This is small compared to the overall rms of the east-west time differences, implying
that the rms is dominated by the errors in the timing calibration. The rms of the
east-west time differences combines in quadrature the mean calibration errors on the
east and west sides of the detector. An estimate of the mean calibration error for a
single strip end is therefore given by: o, = 0.40/+/2 = 0.28 ns. This implies that the
timing system has been successfully calibrated at the sub-nanosecond level.

The overall resolution of the timing system is determined by applying timing fits
to the calibrated times on each muon track. The resolution is given by the mean rms
deviation of these timing fits. Figure 5.10 shows the distribution of all rms deviations.

A Gaussian fit to this distribution gives a resolution of 2.31 4+ 0.03 ns.
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5.3 Pulse Height Calibration

Pulse height information is used to determine the energy of particle showers in the
Far Detector. In order to measure the shower energy accurately, the detector must be
calibrated to create a uniform and lincar response across the readout channels. Each
channel has a characteristic response curve which must be measured by the detector

calibration svstems. There are two calibration svstems in place at the Far Detector:

e Light Injection System: A system of Light Injection (LI) [87] is used to
measure the lincarity and drift of the PMTs and their readout clectronies. A
schematic of the LI system is shown in Figure 5.11. Controlled quantities of light
are injected from a series of UV LEDs into the WLS fibres at the end of each
scintillator strip. The light follows the same optical path as real signals and is
digitized in the same way by the front-end electronics. The light is also injected
into a sct of highly stable and lincar PIN diodes which monitor the light level. By
varying the amount of injected light, the response of each readout channel can be
mapped out. The LEDs are housed in Pulser Boxes. Each box is paired with a
VYME crate, and injects light into the planes read out by that VME crate. Light
is injected at a rate of 50 Hz to ensure rapid accumulation of data. To distinguish
the LI pulses in the data, each Pulser Box houses an additional LED which pulses
a dedicated trigger PMT (TPMT). The TPMT hits are read out and digitized by

the VA electronics and provide unique identifiers for the LI pulses.

e Charge Injection System: A system of Charge Injection (CI) [88] is used to
measure the linearity and drift of the readout electronics. Each VA chip has an
in-built CI circuit which allows controlled amounts of charge to be injected as an
input to the readout. The charge is then digitizved by the VA clectronics in the
usual way. By varying the quantity of injected charge, the response of each VA

channel can be mapped out.

The LI and CI systems are used to linearize the detector response and monitor drift
in the overall response over time. In the linecar region of the readout (< 100 PEs)
the detector response is characterized by a single constant gain, but for large signals
(> 100 PEs) the full response curve must be measured. Once the response of each

readout channel in the detector hag been linearized, the strip-to-strip variations across
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Figure 5.11: The MINQS Light Injection System. A dedicated system of
LEDs is used to inject light into the scintillator. The light follows the same
optical path as real signals and is digitized by the front-end electronics. The
light is also injected into a set of highly linear PIN diodes which monitor the
light level. The response of the detector to levels of injected light covering
the entire dynamic range of the readout is mapped out.

the detector are measured using cosmic muons. The average energy deposited by muons
will be the same for cach strip, so the average pulse height measured at cach strip end
will be proportional to the response of the strip. The size of the signal measured at each
strip end depends on the amount of attenuation along the strip. The average response
measured at the end of a 8 m length of WLS fibre varies by up to a factor of ~ 3
depending on the initial position of the signals along the fibre. Therefore the response
along each scintillator strip in each module has been mapped using radioactive source
prior to the installation of the modules in the detector.

The Far Detector calibration has been developed and tested at the Calibration De-
tector, and is documented in detail by a number of sources [89] [90] [91]. A summary of

the calibration is presented below.
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5.3.1 Gain Calibration

For signals of < 100 PE, the detector readout is approximately linear [92], producing a
constant gain GG between the PE and ADC for each readout channel. The LI system is
used to determine these gains [93]. Light is injected into the detector at levels chosen
to be in the linear regime of the detector readout and the mean and rms ADC from
many LI pulses is calculated. Assuming that the initial number of PEs produced at the
photo-cathode is dominated by Poisson statistics, the width of the ADC distribution is

given by:

HADC 1 ppr
~ — {(5.8)
TADC C opg

where C' = 0.8 is a factor applicd to correct for luctuations in secondary emissions on the
first PMT dynode which broaden the ADC distribution relative to the PE distribution.

Using opg = +/Jtpps the gain G of cach readout channel is calculated as follows:

2
406 [y "
@ = P49 g J4po (5.9)
MPE HADC
Figure 5.12 shows the distribution of gains in the Far Detector calculated using Equation
5.9. The mean gain of the readout is caleulated to be 67 +£ 1 ADC/PE, with a spread

of 20% across the readout channels.

5.3.2 Linearity Calibration

For signals of > 100 PE, the readout becomes non-lincar as the PMTs start to saturate.
The LI system is used to convert the ADC scale into a scale linear in light. The LEDs
arc pulsed at a serics of light levels chosen to cover the entire dynamic range of the
ADC readout. The PMT responge is then mapped out using the PIN diodes. Figure
5.13 shows a typical PMT response curve measured by the Light Injection system. The
mean ADC measured for the PMT is plotted against the mean ADC measured for the
PIN diodes for each light level. The PMT response curve is linear up to 10,000 ADCs
and then flattens out as the PMT saturates.

Although the response of the PINs is known to he highly stable and lincar, the PINs
are read out and digitized by the VA electronics which are known to be non-linear. Before
the PINs can be used to calibrate the non-linearity of the PMTs, the non-linearity of

the VA electronics must first be removed. This is achieved using the CI system. Charge
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Figure 5.12: Distribution of PMT gains.
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Figure 5.13: Typical PMT response curve. The average PMT response is
plotted against the average PIN response for a series of light levels.
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is injected into the electronics at levels covering the dynamic range of the VA readout.
The mean response is then measured for cach level. Once the PINs have heen lincarized,
they are in turn used to linearize the PMTs and their readout electronics.

Variations in the temperature and cnvironmental conditions around the detector can
cause the calibration to drift over time. A drift of 1%/°C in the absolute response and
1% /month in the relative response of channels has been observed at the Far Detector [94].
The drift in detector responsc is monitored using the LI system. The LEDs arc pulsed in
the linear region of the PMTs and the amplitudes of the PMT responses are measured.
The PINs are used to remove any variations in the LED light output. A scaling factor
is then applied to the amplitude of the detector response to correct for any drift. To
ensure that the detector is well calibrated, drift monitoring is continually interspersed

with normal data-taking ®.

5.3.3 Strip-to-Strip Calibration

Once the response of each readout channel has been linearized, a full strip-to-strip cali-
bration [95] is performed to normalize the variations in response between each scintillator
strips and create a uniform responsc across the detector. Variations in detector response

arise for a number of reasons:

1. Differences in the scintillator light output.

2. Variations in attenuation coeflicients of optical fibres.

3. Variations in the transmission efficiency of optical connectors.

4. Scale factors not removed by lincarity calibration (c.g. PIN gain).

The variations between strips are normalized by measuring the response of cach strip to
ionization energy deposited by cosmic muons passing through the detector. The average
energy deposited by muons is the same for each strip and therefore the average pulse
height at cach strip end is proportional to the response of the strip.

The strip-to-strip calibration is carried out by calculated the average linearized ADC

response at cach strip end. Each ADC measurement is corrected to account for for muon

2 At the time of this analysis, the linearity and drift calibrations were not vet available.
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Figure 5.14: Relative response of scintillator strips.

path lengths through the scintillator strips and attenuation of signals in the WLS and
clear fibres. Since the mean number of photo-electrons generated by cosmic muons at
each strip end is small (~ 5 PEs), the probability that the signal fluctuates to zero
is not negligable. Therefore, additional “zero” corrections are applied to the mean
ADC measurements to account for undetected signals. Figure 5.14 shows a normalized
distribution of strip-to-strip responses at the Far Detector. There is a 25% spread in
the responses of scintillator strips across the detector. A uniform detector response is

obtained by dividing a pulse height at a given strip end by its normalized response.

5.3.4 Energy Calibration

The final stage of the calibration is to convert the normalized detector response into an
overall energy scale. In order to determine the energy scale, the Calibration Detector has
measured the response of the MINOS detectors to different types of particles with known
energies [96] [97]. The results have been used to tune the models used in the simulation
of particle showers. For this analysis, the overall energy scale is set by measuring the
mean response of the Far Detector to cosmic muons and tuning the detector simulation
to reproduce this response. The reconstruction of neutrino shower energies is then

developed using the tuned detector simulation.
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Chapter 6

Monte Carlo Simulation

6.1 Simulation Overview

The atmospheric neutrino analysis is developed and tuned using a Monte Carlo (MC)
simulation of the Far Detector. The simulation is used to develop the reconstruction
and sclection of atmospheric neutrino events. The oscillation analysis is also performed
by comparing the data with the expectation. The MC simulation for the atmospheric

neutrino analysis is divided up as follows:

e Atmospheric Neutrino Simulation: The flux of atmospheric neutrinos inci-
dent on the detector is calculated by simulating the cascade of particles produced
by cosmic ray interactions in the atmosphere. The rate of atmospheric neutrino

interactions in the detector is calculated using models of nentrino cross-sections.

e Cosmic Muon Simulation: Cosmic muons form the main background to at-
mospheric neutrinos. The flux of muons incident on the detector is caleulated by

extrapolating a paramaterization of the flux measured on the surface.

e Detector Simulation: Particles generated in the detector are tracked through
the steel and scintillator. The light emissions in the scintillator and the creation
and propagation of photons along the fibres are modelled. The detector front-end

instrumentation is simulated to determine the measured signals.

A number of detailed computer models have been developed to simulate the flux of
particles incident on the Far Detector and the response of the detector to these particles.

These models are described in detail below.
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6.2 Detector Simulation

6.2.1 Simulation of Active Detector

The principal simulation software used by MINOS is the gminos package [98]. This
defines the composition and geometry of the detector, and interfaces to Geant3 [99] for
the physics of particle transport through materials. gminoes reads in a list of particle
four-momenta. inserts these particles into the detector, and outputs a record of energy
deposits in the active scintillator ag determined by the Geant3 simulation.

The active scintillator response is modelled by the PhotonTransport package [100].
This package simulates the creation and propagation of photons in the scintillator and
their subsequent conversion to photo-electrons on the PMT photo-cathodes. For each
recorded encrgy deposit in the seintillator, PhotonT'ransport generates a number of

blue photons according to Birks” Law as follows [101]:

Nv_ oL dE

— gt B 6.1
C(_) 1+AB% ( )

where:
dF = energy deposited in the scintillator.
Ly = light output of the scintillator.
Cy = calibration constant applicd to correct for the strip response.
C = overall normalization used to tune the light output.

ky = Birks’ constant (taken to be 0.133 m GeV~1).

Some of the blue photons are captured by the WLS fibres and converted into green
photons. The green photons are distributed along the WLS fibre using a set of PDFs
relating the positions and times of green photons to the positions and times of the
blue photons. The PDFs are constructed from detailed simulations of photon cmission,
propagation and absorption in the scintillator strips and WLS fibres. Each green photon
is tracked individually down the WLS and clear fibres, accounting for attenuation in the
fibres. The photons are converted into photo-clectrons at the PMT photo-cathodes using
a flat probability of 13%, equal to the measured quantum efficiency of the M16 PMTs.
Additional single photo-electrons are also generated according to the measured rates to

simulate background noise in the detector.



6.2. Detector Simulation 91

6.2.2 Simulation of M16 PMTs and VA Electronics

The Far Detector Front-End instrumentation is simulated by the DetSim package [100].
This provides models for the amplification of ’Es through the M16 IPMTs, the digiti-
zation of charge by the VA electronics, and the implementation of DAQ) triggers.

The total number of PEs on a photo-cathode is determined by summing the individ-
ual ’Es generated by the PhotonTransport simulation on that photo-cathode. Optical
crosstalk between adjacent PMT pixels is taken into account by redistributing the PEs
on each PMT photo-cathode according to a probability matrix calculated from the re-
sults of M16 bench studies [102]. The amplification of cach signal through a PMT is
simulated in two stages. The signal is initially amplified through the first pair of dynodes
and the resulting charge is smeared to account for fluctuations due to seccondary dynode
emissions. The final charge on the photo-anode is then caleulated using the measured
response PMT curve. The dvnode trigger threshold is set at a level equivalent to (.3
PEs, and the dynode trigger time is taken to be the arrival time of the first photon on
any of the photo-cathodes on the PMT.

Once the amplification of signals by the PMTs has been simulated, DetSim then
models the response of the VA readout clectronics. Signals that satisfy the 2/36 VARC
trigger are amplified using the measured VA response curves and smeared using the
measurcd pedestal widths. The signals are digitized and hits with < 20 ADCs arc
sparsified away. Finally, the digitized charges and times are joined with the channel
numbers to create raw detector hits. DetSim replicates the treatment of hits by the
TPs and DCT. The 4/5 planc trigger algorithm is applied to the hits to sclect interesting

physics events. These events are then written out in the same format as real data.

6.2.3 Data-MC Comparison of Detector Response

Each detector hit provides a measurcment of timing and pulse height. Both these
quantities must be simulated correctly in order to minimize the systematic errors in
the atmospheric neutrino analysis. The detector simulation contains free parameters
used to vary the simulated detector response. These parameters arce tuned to bring the
simulation of timing and pulse height into agreement with the data. The MC is tuned
using cosmic muon tracks that cross > 20 scintillator planes and satisfy straight line fits

with deviations of < 1 cm in both views.
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Figure 6.1: Pulse height of double-ended strips on cosmic muon tracks.
Data s represented by the black squares, default MC by the red line, and
tuned MC by the blue line. An overall normalization of 85% is applied to
the scintillator light output to bring the MC' into agreement with the data.
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Figure 6.2: Mean pulse height measured at strip ends against muon distance

from strip ends.

Corrections are applied to account for light attenuation

along the clear fibre. MC and data are found to agree to within 10% over
the entire length of the WLS fibres.
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Figure 6.4: The time walk delay as a function of pulse height calculated for
data and MC. The time walk correction is lower in MC than data.
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The MC simulation is found to produce larger pulse heights than the data. In the
active scintillator model, the number of photons gencrated as a function of deposited
energy is defined according to the current published measurements. However, losses are
incurred in the propagation of photons down the fibres which reduce the effective light
output. The detector simulation contains a tunable normalization C' which controls the
overall light output of the scintillator. The value of €' is tuned to correctly reproduce
the pulse height distribution of cosmie muons. Figure 6.1 shows the distribution of the
total pulse height of double-ended strips along cosmic muon tracks, plotted for data and
for MC before and after the pulse height tuning. A value of ' = 85% is required to
bring the MC into agreement with the data.

In addition to the overall light output, the attenuation of signals along the WLS
fibres must be simulated correctly, Figure 6.2 shows the mean pulse height at each strip
cend as a funetion of the distance of the muon from the strip end, plotted for data and
tuned MC. The data and MC agree to within 10% over the entire length of the WLS
fibre. The small differences occur because the MC applies constant attenuation lengths
for each strip whereas the data represents the average over many attennation curves. A
drop in signal occurs 25 em from the strip ends as light starts to escape from the ends
of the scintillator before it is captured by the WLS fibres.

The MC simulation is found to have a better timing resolution than the data. The
mean rms deviation of timing fits to muon tracks is calculated to be 2.31 £ 0.03 for
data and 2.19+0.03 for MC. One reason for the difference between data and MC is that,
the time delays due to the rise of dynode signals in the PMTs are not modelled in the
detector simulation. The MC is also perfectly calibrated whercas the data containg a
certain amount of scatter in the calibration. A tunable smearing is applied to the MC
timing measurements using a Gaussian distribution of width ¢ truncated at £2¢. The
value of ¢ is tuned to correctly reproduce the mean rms deviation of timing fits to muon
tracks. Figure 6.3 shows the distribution of rms deviations for muon tracks, plotted for
data and MC before and after the MC tuning. A value of & = 0.75 ns is required to
bring the MC into agreement with the data.

The time walk corrections for MC are calculated in the same way as data. Figure
6.4 shows the time walk as a function of pulse height for data and tuned MC. The time
walk is found to be 25% lower in MC than data. This is because the delays due to the

rise of dynode signals in the PMTs are not modelled in the detector simulation.
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6.3 Cosmic Muon Simulation

6.3.1 The Cosmic Ray Flux

The Earth is constantly bombarded by a stream of cosmic rays which strike the top of
the Earth’s atmosphere at a rate of ~ 1000 m 25~ The vast majority of these particles
are ionized nuclei, composed of 95% protons, 4% alpha particles and 1% heavy nuclei
[103] [104] [105]. Cosmic rays have been observed over a large range of energies covering
at least 14 orders of magnitude from 107 to 10%° ¢V. Direct measurements of the cosmic
ray spectrum have been performed up to 10'? eV by a series of air-borne [106] [107] [108]
and space-borne [109] experiments. Figure 6.5 shows one such collation of results for
the major components of the primary flux [105]. At higher energics, cosmic rays are
studied indirectly by observing the large air showers produced by their interactions
in the atmosphere using arrays of ground-based detectors [110] [111] [112] [113]. The
cnergy of the primary cosmic ray is then inferred from the multiplicity of particles in
the air shower or the amount of radiation emitted in the atmosphere, Figure 6.6 shows
the “all-particle” spectra measured by these air shower experiments [105).

For energies below 10" eV, the cosmic ray flux is modulated by the solar wind, a
steady stream of charged particles emitted from the surface of the sun whose magnetic
ficld shiclds the inner solar system from the flux of low energy cosmic rays arriving from
outside the solar system. For energies above 10" eV, the energy spectrun is observed
to follow a power law distribution N(F) ~ E~7 over a wide range of energies, with
the exponent v measured to bhe v ~ 2.7. Ahove 5 x 10 ¢V, this steepens to v ~ 3.0,
a feature commonly referred to as the Enee of the spectrum. The bulk of cosmic rays
below the knee are believed to originate from inside the galaxy, with the power law shape
resulting from an acceleration process (e.g. supernova explosions) that approaches its
maximum at the knee. Above 3 x 10 eV the energy spectrum flattens out again, a
feature commonly referred to as the ankle of the spectrum. At these cnergics, cosmic
rays are longer confined by the galaxy’s magnetic field. Therefore, the ankle is believed
to represent the cross-over point between cosmic rays produced within the galaxy and
cosmic rays of extra-galactic origin [114].

Cosmic rays interact in the atmosphere to produce a cascade of secondary pions and
kaons. These secondary particles in turn decay to produce a high flux of cosmic muons.

The cosmic muons are typically produced at altitudes of 20 km in the atmosphere. The
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Figure 6.5: The primary cosmic ray spectrum for energies below 102 eV.
The measured energy spectrum is shown for H, He, C' and Fe [105].
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Figure 6.6: The “all-particle” spectrum of cosmic ray interactions above
10" eV observed by air shower detectors [105]. The energy spectrum has
been multiplied by E*7 to demonstrate the features of the spectrum.

muon energy spectrum and angular distribution reflects the primary cosmic ray spectrum
and the underlying physics of hadron production and decay. The flux of cosmic muons
has been measured by a number of experiments [115] [116] [117]. The muon spectrum
is observed to fall steeply with energy reflecting the shape of the primary spectrum.
The mean energy of muons incident on the surface is measured to be 4 GeV, but muons
with energies in excess of 100 GeV are observed. Experiments agree on the shape of the
energy spectrum, but measurements of the absolute flux differ at the level of 20%.
High energy muons are capable of penetrating to great depths. The cosmic muon
flux falls off rapidly with depth as the threshold energy required for muons to penetrate
through to that depth increases. At the Far Detector, the flux is reduced by a factor of
~ 10° relative to the surface and cosmic muons are incident on the detector at a rate
of 1 Hz. Cosmic muons provide an important tool in performing and validating the
simulation and calibration of the detector. They also form the primary background to
the atmospheric neutrino signal. Therefore it is important to correctly simulate the flux

of cosmic muons incident on the Far Detector.
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6.3.2 Simulation of Underground Cosmic Muon Flux

The flux of cosmic muons at the Far Detector is calculated by propagating the cosmie
muon flux measured at the surface through a digitized map of the rock overburden above
the Soudan cavern [118]. The costuic muon flux at the surface can be parameterized as
follows [119):

0.14 E—27 1 0.054
"V(E’CO‘SB) = m? sr GeV s 1.1 K cost 1.1 K cosf (62)
cries 5r ey s 1+ 1B Cev 1+ TRED eV

The parameterization is valid for £ > 100 GeV where muon decays can be neglected,
and for # < 70 where the curvature of the Earth can be neglected. The two terms in
Equation 6.2 represent the contributions to the muon flux from pion and kaon decays
respectively. The flux of gt and g are gencrated in the ratio gt /= = 1.25 reflecting
the excess of positive mesons produced by the mainly positively charged primary flux.
This charge ratio is in accordance with surface measurements of low energy muons
(E < 100 GeV). However it is likely to underestimate the charge ratio of muons at the
Far Detector since these muons correspond to higher surface energies (£ > 500 GeV)
where the muon flux has a larger contribution from kaon decays [119].

In order to extrapolate the muon fux from the surface to the Far Detector, a knowl-
edge of the density and composition of the local rock is required along with an under-
standing of muon energy loss through the rock. The rock above the Far Detector cavern
is primarily a local type known as Lake Vermillion Greenstone, with a measured den-
sity of 2.8 g cm 3 [120]. This rock is interspersed with pockets of iron ore so the average
rock density varies with direction. The Far Detector cosmic muon simulation uses a
rock density map calculated by the Soudan 2 experiment using cosmic muon data. This
rock map is combined with a digitized map of the surface topography to find the over-
burden for a given direction [120]. The average muon energy loss through the rock is
parameterized as follows [119]:

dE E
= A+ T (6.3)
The first term on the right hand side of Equation 6.3 repregsents energy losses due
2

to ionization, with A ~= 1.9 MeV / g em™. The second term represents losses due to

2

radiative processes, with L ~ 2.5 x 10° g cm 2. Although in practice A and L both
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vary slowly with energy and dF/dx undergoes stochastic fluctuations, all three terms
can be approximately treated as constant. Using this approximation, Equation 6.3 can
be integrated to give the energy Ex at depth X as a function of the surface energy Ej

as follows:

Ex = (Bp + AL) e — AL (6.4)

The muon Hux incident on the Far Detector is calculated as a function of energy Ex

and angle # by propagating the surface flux through the rock overburden as follows:

N(Ex.X, cos8) dEx = N(FEy,0,co88) dEy = N(Ey,0,cos8) ™" dEx  (6.5)

For each angle #, the Soudan 2 rock map is used to determine the rock overburden
X. Equation 6.4 is then used to convert the muon energy Ex into the equivalent surface
energy Fy. Finally Equation 6.5 is used to determine the muon flux at energy Ey and

angle ¢ from the surface flux at energy Ey and angle 6.

6.3.3 Data-MC Comparison of Cosmic Muon Flux

In order to validate the Far Detector cosmic muon simulation, the simulated muon flux
is compared with the muon flux measured in the data. A sample of MC cosmic muons

is generated as follows:

1. The initial energy and direction of the muon is selected at random using the

probability distribution given by Equation 6.5.

2. The initial position of the muon is a given by a point chosen at random on the

surface of a box placed around detector.

3. The muon is propagated through the detector using gminos and the detector

response is simulated using PhotonT ransport and DetSim.

The MC and data are compared using muon tracks that cross > 20 plancs and satisfy
straight line fits with deviations of < 1 cm in both views. This selection provides a clean
sample of well-measured muons representing the bulk of the muon spectrum. In order

to perform comparisons of distributions of data and MC, the absolute muon flux is first
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Figure 6.7: Distribution of muon track planes.

determined by normalizing the MC to the data. A sample of 1M simulated muons yields
337,500 selected tracks, whereas a sample of 15 days data yields 311,400 selected tracks.
Assuming the selection efficiencies in data and MC are equal, this gives an absolute
muon flux of 0.71 s~! (100k = 39.0 hrs). This result is in agreement with previous
estimates of the absolute muon flux [72] [118] [121] [122].

Figure 6.7 shows the distribution of the total number of planes crossed by the muon
tracks. There is good agreement between data and MC. Figure 6.8 shows the measured
flux as a function of the reconstructed muon zenith angle. There is general agreement
between data and MC. The sharp fall off in flux with zenith angle is due to the rapid
increase in the rock overburden which filters out all but the highest energy muons from
the surface. Figure 6.9 shows the measured flux as a function of the reconstructed muon
azimuthal angle. There is general agreement between data and MC. The shape of the
distribution is determined by the acceptance of the detector. For trajectories close to the
X-Y plane, there are fewer events that cross a sufficient number of planes to satisfy the
selection criteria, suppressing the measured flux around the azimuthal angles of 90° and
270°. Small differences between MC and data occur in both the zenith and azimuthal
angle distributions, suggesting that systematic errors are incurred in transferring the

rock density map from Soudan 2 to MINOS.
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6.4 Atmospheric Neutrino Simulation

6.4.1 Simulation of Atmospheric Neutrino Flux

Studies of atmospheric neutrino oscillations are performed by comparing the measured
flux of neutrinos in a detector with the predicted Hux from simulations of cosmic ray
interactions in the atmosphere. The atmospheric neutrino flux is simulated by combining
a parameterization of the primary cosmic ray flux with models of neutrino vields from
cosmic ray interactions in the atmosphere. A number of different neutrino flux models
are available [123|. For this analysis, the flux model of Barr et al [124] is used to
determine the neutrino oscillation paramcters.

Buarr et al simulate the atmospheric neutrino flux at the Far Detector by performing
a full three-dimensional treatment of cosmic ray interactions in the atmosphere. Cosmic
rays arc injected at the top of the atmosphere over the whole globe, and sccondary
particles from cosmic ray interactions are then tracked through the atmosphere. The
flux of neutrinos is measured using a detector centred at the site of the Far Detector.

The details of the model are described helow:

e Primary Flux: The primary cosmic ray flux is parameterized as a function of
energy by applving power law fits to measurements of each type of nucleus incident,
on the atmosphere. Recent measurements of the dominant primary proton flux
arc found to agree to 3% for energics below 100 GeV, whereas measurements of the
sub-dominant primary helium flux are found to agree to 15% [123]. The cogmic
ray speetrum is modulated by solar activity. During periods of high solar activity,
the solar wind suppresses the low energy portion of the cosmic ray gpectrum and
therefore reduces the flux of low energy atmospheric neutrinos. The strength of
solar activity is cyclical with a period of 11 years. One way of monitoring the
level of solar activity over time is to measure the flux of neutrons produced by
cosmic ray interactions in the atmosphere [125]. Since neutrons and neutrinos are
produced with similar energics relative to the primary cosmic ray cnergics, they

should possess a similar dependence on the level of solar activity.

The atmospheric neutrino flux at the Far Detector is simulated at solar minimum
and solar maximum and neutron monitoring data is then used to interpolate be-

tween the two simulations. The atmospheric neutrino data used in this analysis
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was collected between 1st August 2003 and 31st October 2004. This came shortly
after a solar maximum during 2001. The average flux of atmospheric neutrons
during the period of data-taking was measured to be 5% higher than the pre-
ceding solar maximum [126], corresponding to an increase of 1% in the rate of
atmospheric neutrino events above 1 GeV relative to solar maximum [127]. Since
this increase is small compared with the overall uncertainty in the absolute flux of
atmospheric neutrinos, the atmospheric neutrino flux predicted for solar maximum

is used for the analysis.

e Geomagnetic Fields: The magnetic field of the Earth filters the flux of cosmic
rays incident on the atmosphere. The ability of a cosmic ray to penetrate through
this magnetic field depends on its rigidity (rigidity = momentum/charge). Cos-
mic rays with sufficient rigidity are able to penetrate through the field and interact
in the atmosphere, whereas cosmic rays with insufficient rigidity are deflected back
out to space before reaching the atmosphere. The cut-off rigidity depends on the
magnetic latitude and the angle at which cosmic rays approach the Earth. At
high magnetic latitudes, cosmic rays are incident parallel to the lines of magnetic
flux and are deflected weakly; at low magnetic latitudes, cosmic rays are incident

perpendicular to the lines of magnetic Hux and are deflected strongly.

Since the vast majority of cosmic rays are positively charged, the Earth’s magnetic
field also creates an east-west asymmetry in the cosmic ray flux. Cosmic rays
arriving from the west arc focused towards the Earth, whercas cosmic rays arriving
from the east are defocused away from the Earth. Therefore the cut-off rigidity
for cosmic rays arriving from the cast is lower than for cosmic rays arriving from
the west. This effect is suppressed at higher magnetic latitudes as the focusing

and defocusing starts to be directed parallel to the surface of the Earth.

The Far Detector is located at quite a high magnetic latitude (56.3°). Therefore
there is a large up-down asymmetry but small east-west asymmetry in the cut-off
rigidity. The average cut-off rigidity for cosmic rays incident from above is esti-
mated to be 1 GeV, whereas the average cut-off rigidity for cosmic rays incident
from below is estimated to be 10 GeV [123]. In order to remove cosmic rays sim-
ulated below the cut-off rigidity, cosmic rays that produce one or more neutrinos

in the Far Detector are traced back through the atmosphere. A trajectory is con-
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sidered valid if a particle can be propagated to a distance of > 30 R, with a total
path length of < 300 R, (R, = radius of Earth).

e Hadron Production: Cosmic rays interact in the atmosphere to produce cas-
cades of secondary hadrons. Particle interactions in the atmosphere are gencrated
using the Target simulation package [128]. For unstable particles, decays and
interactions are competing processes. Each particle is assigned a decay and inter-
action length chosen at random from probability distributions. These lengths are

then compared to determine whether the particle decays or interacts.

Models of hadron production have been tuned on data gathered from fixed target
experiments in which protous are accelerated outo light nuclel [129] [130] [131]
[132] [133]. The phase space explored by these experiments provides only limited
coverage of the phase space of hadron production in the atmosphere, and the data
must therefore be interpolated or extrapolated into unmeasured regions. Because
of the sparse coverage of data, the uncertainties in hadron production models

contribute significantly to the overall uncertainty in the atmospheric neutrino flux.

Figure 6.10 shows the angular digtribution of the atmospheric neutrino flux predicted
by Barr et al for a range of neutrino energies [134]. The neutrino flux falls steeply
with cnergy, reflecting the shape of the primary spectrum. For encrgies below 1 GeV,
geomagnetic effects create large up-down asymmetries in the flux. The down-going
flux reflects the local geomagnetic effects, whereas the up-going flux reflects an average
of the global geomagnetic effects. For energics above 1 GeV, the angular distribution
becomes more up-down symmetrical, but is enhanced around the horizon. This is due
to a combination of etfects. Firstly, hadrons propagate for longer through the less dense
high regions of the atmosphere at large zenith angles, enhancing hadronic decays relative
to hadronic interactions. Secondly, high energy muons are more likely to decay before
reaching the ground at large zenith angles.

The uncertainty in the overall atmospheric neutrino flux is dominated by the uncer-
tainties in the primary flux measurements and hadron production models. The uncer-
tainty over the neutrino energy range 1—10 GeV is estimated to be 5% from crrors in the
primary flux [134] and 10% from errors in hadron production [135]. The uncertainty in
the overall flux can also be estimated by comparing Barr et al with alternative models.

These are found to differ at the level of 15% [123] [136].
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Figure 6.10: Zenith angle distribution of predicted atmospheric v, flux for

a range of energies (solid lines = 3D model, dashed lines = 1D model).
Figure taken from [134].
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6.4.2 Simulation of Atmospheric Neutrino Cross-Sections

Neutrino interactions are simulated in the Far Detector using the Neugen3 package [137].
This provides models for interactions between neutrinos and nucleons bound inside nuelei
or quarks inside nucleons. The main interactions simulated are: Quasi-Elastic Scattering
(QE) which dominates for encrgics below 1 GeV; Resonances (RES) which dominate in
the energy range 1 — 3 GeV: and Deep Inelastic Scattering (DIS) which dominates for
energies above 3 GeV. The cross-section for each type of interaction is parameterized by
Neuwgend and tuned to fit the available experimental data. For cach incident neutrino,
Neugend determines whether an interaction will take place by comparing the total cross-
section with a random number. If the result is positive, Neugen3 selects the type of
interaction and simulates the hadronic final state.

For QE and RES interactions, the incident neutrino scatters off a nucleon. The
bound nucleons inside a nucleus are treated as a Fermi gas. FEach nucleon possesses a
Fermi momentum of ~ 230 McV and a binding cnergy of ~ 30 MeV. Since nucleons
are degenerate within a Fermi gas they can only be scattered into unoccupied states
above the Fermi surface. Therefore neutrino interactions which produce nuelcons below
the Fermi momentum are suppressed {this is known as Pauli Blocking). In QE events
the neutrino scatters elastically off the nucleon. In RES events, the neutrino interacts
to form a resonance which then deeays into a final state usually containing one or
more pions. A total of 17 resonances are simulated by Newgen3, dominated by the
production of A(1232). For DIS interactions, the incident neutrino scatters of a quark.
The interaction cross-section is expressed in terms of structure functions calculated from
the parton distribution functions. The multiplicity of the hadronic final state is then
parameterized as a function of its invariant mass. Once an interaction has taken placed,
the resulting hadrons may be absorbed or re-scattered as they exit the nucleus. These
intra-nuclear effects are simulated by a collection of routines called Intranuke [138].

Figures 6.11 and 6.12 show the neutrino intcraction cross-scctions on *®Fe nuclei
simulated by Neugen3 as a function of the neuntrino energy for v, and v, charged
current interactions. The total cross-section is plotted, along with the exclusive QE,
RES and DIS cross-scetions. For multi-GeV energics where the majority of atmospherie
neutrino events are observed in the Far Detector, all three types of interaction contribute
significantly to the overall cross-section. The uncertainty in the atmospheric neutrino

event rate due to errors in the interaction model is estimated to be 10% [139].
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Figure 6.12: Cross-section for v, CC interactions as a function of neutrino
energy, generated using the Neugen3 model of neutrino interactions.
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6.5 Monte Carlo Samples

The atmospheric neutrino analysis is developed and tuned using large MC samples
of atmospheric neutrino signal and cosmic muon background. Systematic effects ave
studied by replacing the components of the default simulation with alternative packages.
Table 6.1 gives a full list of all MC samples used in the analysis.

The central atmospheric neutrino MC samples use the flux model of Barr et al
and interaction model of Neugen3. The propagation of hadrons is simulated using
the GCALOR package [140] [141] which has been found to give a good description
of low energy hadronic interactions in the MINOS detectors [96]. In order to estimate
systematic errors arising from the simulation, additional MC samples are generated using
the flux model of Battistoni et al [142] in place of Barr et al, and the GHEISH A model
of hadronic interactions [143] in place of GCALOR.

A large sample of 19M cosmic muons is used to study the background in the sclection
of atmospheric neutrino events. A special sample of cogmic muons with energies below 2
GeV is also used to study the backgrounds in the selection of up-going neutrino events.
Finally, additional MC samples are generated to cstimate smaller backgrounds arising
from neutrons emitted by muon spallation in the rock [144], neutrino-induced upward-

going muons [118], and tau neutrinos produced by v, — v- oscillations.
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MC Sample Events | Exposure
atmospheric neutrinos
atmos v, /v, (Barr et al, Neugen 3, GCALOR) 351k | 1260 kT-Yrs
atmos v, /v, {Barr et ol, Neugen 3, GHEISHA) 100k 361 kT-Yrs
atmos /v, (Battistoni et af, Neugen 3, GCALOR) | 74.2k | 257 kT-Yrs
atmos v, (Barr et al, Neugen 3, GCALOR) 71.3k | 370 kT-Yrs
cosmic muons
cosmic g {full spectrum) 18.6M 0.827 Yrs
cosmic g (< 2 GeV) 2M 4.76 Yrs
other backgrounds
v-induced muons [118] 47.5k 200 Yrs
p-induced neutrons [144] 45.8k 2.79 Yrs

Table 6.1: MC samples generated for atmospheric neulrino analysis. The
physics models used to generate each sample is listed along with the number
of generated events and the equivalent detector exposure.
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Chapter 7

Event Reconstruction

7.1 Reconstruction Overview

The particle tracks and showers in each event are reconstructed from the hits recorded
in the detector. These reconstructed tracks and showers are used to identify the type
of event and determine its kinematics. In order to optimize the measurement of atmo-
spheric neutrino oscillations, a clean and well reconstructed sample of charged current
v, and ¥, cvents must be separated from the data. The signature of an atmospheric
Yy /17“ CC interaction in the Far Detector is a mmon track with a contained interac-
tion vertex. The muon track may also be accompanied by a hadronic shower at the
interaction vertex. Particle tracks and showers are reconstructed by identifyving charac-
teristic topologies in events. The reconstruction of atmospheric neutrino events in the

Far Detector presents a number of specific challenges:

e Detector Geometry : The Far Detector is optimized for the detection and mea-
surement of neutrino interactions from the NuMI beam. The beam neutrinos enter
the detector along the positive Z-axis and interact to produce tracks and showers
directed along mainly horizontal trajectories. The detector planes are aligned ver-
tically to maximize the sampling of these tracks and showers, and the steel planes
arc magnetized toroidally to focus muons produced in v, CC interactions. In con-
trast to beam neutrinos, the flux of atmospheric neutrinos is roughly isotropic.
This means that the sampling and focusing of events is less optimal, degrading

the performance of the reconstruction.
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e Direction and Charge Reconstruction : Beam neutrino interactions produce
negatively charged muons directed close to the positive Z-axis. In contrast, the
flux of atmospheric nentrinos contains both v, and 77, neutrinos and is incident on
the detector from all directions. Therefore both the dircction and charge of muons
produced by atmospheric neutrino interactions must be reconstructed on an event-
by-event basis. The muon direction is determined by fitting the measured times
along the track, and the muon charge is determined by measuring the curvature

of the track in the magnetic field.

e Cosmic Muon Background : The vertical alignment of detector planes presents
a particular problem in separating the atmospherie neutrino signal from the cosimic
muon background. The angular distribution of cosmic muons is peaked towards
vertically down-going events. Cosmic muons entering the detector between two
detector planes can penetrate deep into the detector and appear as contained
events. The cosmic muon background must be reduced by a factor of > 10° in order
to separate the atmospheric neutrino signal cleanly. The event reconstruction must

be accurate and robust in order to achieve this high level of background rejection.

An cxtensive software library has been developed for the reconstruction of physics
events in the Far Detector. The events are initially processed at the raw hit level. Each
detector hit contains an eight-fold ambiguity resulting from the multiplexing of fibres
into pixcls. The event must be de-multiplexed to determine which strips have been hit
in the event. This is done by identifving common strips from the possibilities on each
side of the detector. BEach reconstructed strip provides a 2D measurement of an cvent
in either the U or V view. A pattern recognition algorithm is applied to the strips in
each event to reconstruct particle tracks and showers. The algorithm first identifies 2D
tracks and 2D showers in cach view and then combines the two views to form 3D tracks
and 3D showers. Once the tracks and showers in each event have been identified, they
are combined to form physics events.

The software used in this analysis has been developed specifically for the recon-
struction of atmospheric neutrino events in the Far Detector. The software is designed
to identify the characteristic topologies of both signal and background events and to

provide robust reconstruction in a high background environment.
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7.2 Low Level Reconstruction

The initial stage of the reconstruction is to process events at the raw hit level. The raw
hits in each event are first un-packed and converted into digits. Each digit contains
a digital mcasurcment of timing and pulse height made in a VA channel, and a list of
the eight strips that are coupled to the corresponding PMT pixel. The digits form the
primary input to the reconstruction chain. Digits resulting from instrumental noise or
cross-talk are first identified and removed. The remaining hits are then de-multiplexed
to determine the strips that make up the event.

Most events contain one or more digits resulting from single photon noise on the
PMT photo-cathodes or natural radioactivity in the detector. In regions of the detector
located away from the main body of an event, the typical noise rate is 1 kHz per plane.
This rate is restricted by the 2/36 trigger which requires one or more coincident hits
within a VARC to activate the readout. Within the event region itself the 2/36 trigger is
satisfied by the digits in the event and the noise rate rises to > 10 kHz per plane. Since
the 4/5 trigger retains all digits recorded in a window < 150 ns around the beginning
and end of the event, there is a good chance that an event will contain one or more digits
resulting from noise. The noise-induced activity is filtered from each event by removing
digits displaced from the main body of the event in space and time. The main body
of digits that has satisfied the 4/5 plane trigger is first identified. This containg all the
digits in the regions where 4 out of 5 contiguous planes are occupied. Digits are then
rejected if they are displaced from this body of digits by > 10 plancs of if they occur
> 50 ns before or > 500 ns after its earliest digit.

Cross-talk between neighbouring readout channels generates additional hits in the
detector adjacent, to genuine physics hits. Cross-talk arises from leakage of light between
neighbouring pixels on a PMT photo-cathode (optical cross-talk) or from leakage of
charge between neighbouring channels on a PMT photo-anode (electrical cross-talk).
Cross-talk is characterized by digits of low pulse height adjacent to digits of much larger
pulse height. The degree of cross-talk between two pixels depends on their relative
position on the PMT. Typical fractions of pulse height that leak between pixels are 1%
for directly adjacent pixels and 0.1% for diagonally adjacent pixels. Cross-talk digits
are tagged by analysing the pulse height and the relative position of the digits on each

PMT. Thresholds are applied to the absolute pulse height of all digits and the relative
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pulse height of adjacent digits within a PMT. Once the cross-talk in an event has been
tagged, the cross-talk charge is added back into the genuine physics hits.

The remaining digits are de-multiplexed to determine which strips have been hit
in the cvent. The cight-fold ambiguitics atising from the multiplexing of fibres into
pixels are resolved by comparing the possible strips on each side of the detector. The
multiplexing of fibres into pixels is arranged differently on each side of the detector. In
cach planc, the 192 strips arc divided into 8 groups of 24 consccutive strips. The groups
are connected in turn to 24 pixels in 1% PMTs on each side of the detector. On the
west side of the detector, each group of 24 strips is connected to the 24 pixels in the
same sequence; on the cast side of the detector, the fivst group of strips is connected
to the pixels in the same sequence, and the sequence is then permuted by one pixel for
each subsequent group of strips. This multiplexing pattern ensures that each strip has
a unique cast-west combination of pixels and that strips sharing a common pixel are
separated within each plane by more than 23 strips.

Events are de-multiplexed using the AltDedur [145] algorithm which has been
developed for the atmospherie neutrino analysis. AlfDeMux first uses the digits on
each side of the detector to produce a list of all the possible solutions in each plane.
The measured times of digits on cach side of the detector are used to constrain the
event region in each plane and reduce the number of possible solutions. To de-multiplex
the event, AltDeMuxr forms structures of strips that are reconstructed unambiguously
within a planc. These are formed from configurations with a unique solution, or a
unique solution which places strips close together in a plane. The structures are used as
a template to de-multiplex the remaining digits. A provisional event type is determined
for each event and used to steer the de-multiplexing strategy.

Figure 7.1 shows an example of a v, CC event generated by the MC simulation
before and after de-multiplexing. The left panel shows the strips corresponding to cach
digit in the event. The event can be located in eight separate regions on each side
of the detector. There is significant overlap between one pair of regions. AltDeMux
de-multiplexes the digits that have unambiguous solutions and uses these strips to form
the basic structure of the event. The remaining digits are then de-multiplexed around
this structure. The right panel shows the final de-multiplexed event. The AltDeMux
algorithm has been found to correctly reconstruct 98.8% of charge in cosmic muon events

and 98.3% of charge in atmospheric neutrino events [145].
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Figure 7.1: An ezxample of a simulated v, CC event before and after de-
multiplexing. The left panel shows the eight possible strips corresponding
to each digit in the event. The red circles indicate digits on the east side
of the detector, and the blue stars indicate digits on the west side of the

detector.

The possible solutions on each side of the detector correspond

to eight separate regions within the detector. There is significant overlap
between one pair of these regions. This forms the basis of the de-multiplexed
solution. The right panel shows the final de-multiplexed event.
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Figure 7.2: Some examples of atmospheric neutrino interactions generated
in the Far Detector by the MC simulation. The detector hits are colour-
coded according to particle type. The type of interaction can be identified by
the event topology: v, CC interactions are identified by muon tracks; v, CC
interactions are identified by electromagnetic showers; and NC interactions
are identified by hadronic showers.
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7.3 Reconstruction of Particle Tracks and Showers

Particle tracks and showers are reconstructed by analysing the topology of events. Pat-
tern recognition algorithms are used to identify characteristic topologies in each event.
Figure 7.2 shows some examples of atmospheric neutrino interactions generated in the
Far Detector by the MC simulation. The detector hits are colour-coded according to
particle type. Different types of particles produce different patterns of hits in the detec-
tor. Minimally ionizing particles with sufficient energy to cross several planes produce
track-like topologies in the detector. Low energy particles grouped together in hadronie
or electromagnetic showers produce shower-like topologies in the detector. The type
of neutrino interaction is identified using the event topology: v, CC interactions arc
identified by muon tracks: v, CC interactions are identified by electromagnetic showers;
and NC interactions are identified by hadronic showers.

For this analysis, the cvent reconstruction is performed using the AtNuReco al-
gorithm, which has been developed for the atmospheric nentrino analysis. AtNuleco
reconstructs tracks and showers by identifving the characteristic topologies in each event.
The U and V views are initially treated separately. Groups of strips with track-like and
shower-like topologies are identified and used to reconstruct 2D tracks and 2D showers.
The two views are then combined to form 3D tracks and 3D showers. The algorithm is

summarized below {see Figure 7.3):

e 1D Clusters : The adjacent strips in each plane are first joined together to
form 1D clusters. These clusters are used to identify track-like and shower-like
topologies within the event. Track-like topologies are identified as groups of single
strips that form continuous lines in adjacent planes. Shower-like topologies are

identified as groups of multiple strips that arc clustered together in adjacent plancs.

e 2D Tracks : 2D tracks are reconstructed by joining together associated groups
of track-like clusters in cach view. The clusters arc initially analysed in groups
of three adjacent planes. If a group of adjacent clusters forms a continuous line,
the clusters are joined together to form a track segment. Segments formed from
clusters containing isolated strips arc tagged as track-like. Adjacent segments arc
analysed to identify possible joins between segments. Associations are formed
between adjacent segments which contain common clusters and point in a com-

mon direction. Segments that are unambiguously associated with each other are
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Track and Shower Reconstruction

Join adjacent strips
within each plane.

e
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Join up associated Join up associated
track segments shower clusters.

[ 2D Tracks ] [ZD Showers}
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opposite views opposite views
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Figure 7.3: Track and shower reconstruction algorithm.
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initially joined together. Additional joins are then made by favouring the associa-
tions between longer segments. The segments that have been tagged as track-like
are used to seed 2D tracks. A list of candidate 2D tracks is formed by considering
all possible joins between these seed segments and other segments. One of these
candidates is then selected to become a 2D track using an algorithin based on the
length and smoothness of the candidate tracks. Any track-like segments that are
not alrcady part of 2D tracks arc used to sced further 2D tracks until no more

track-like segments ave left.

¢ 2D Showers : 2D showers are reconstructed by joining together associated groups
of showcer-like clusters in cach view. The clusters are initially analysed in groups
of three adjacent planes. Two sizes of clustering window are placed around each
cluster. The first window is placed level with the top and bottom of the cluster.
If the window contains > 2 clusters and > 5 strips, the cluster is tagged as being
shower-like. This window is used to identify dense showers, typically electromag-
nctic in origin. The second window is placed +2 strips from the top and bottom
of cluster. If the window containg > 4 clusters and > 4 strips, the cluster is tagged
as shower-like. This window is used to identify diffuse showers, typically hadronic
in origin. In addition, clusters containing a total pulse height of > 50 PPEs arc
tagged as shower-like. The clusters that have been tagged as shower-like are used
to seed 2D showers. A window of £4 planes and +£5 strips is placed around each
cluster in the shower. Any clusters inside this window that are shower-like or not
track-like are added to the shower. This clustering continues until no more clusters
can be added to the shower. Any shower-like clusters that are not already part
of 2D showers are then used to seed further 2D showers until no more shower-like

clusters are left.

e 3D Tracks : 3D tracks arc formed by joining together pairs of matching 2D tracks
in opposite views. Pairs of 2D tracks are required to overlap and be separated by
< 10 planes at each end in order to be joined together. If multiple 2D tracks are
paired together, the closest matched pairs are joined together. Once a 3D track
has been formed, the strips within each of its clusters are sorted to select the strips
associated with the track. For clusters tagged as track-like, all the strips are added

to the track. For clusters not tagged as track-like, linear fits are applied to the
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surrounding track-like clusters and the strips closest to these fits are added to the
track. Any strips found to be outlying from the fits arc dropped from the track.

Only 3D tracks occupving > 6 planes are retained.

e 3D Showers : 3D showers are formed by joining together pairs of matching 2D
showers in opposite views. The pairs of 2D showers are required to overlap in
order to be joined together. If multiple 2D showers are paired together, the closest
matched pairs are joined together. Once existing 2D showers have been joined
together, the ends of cach 3D track are used to sced new showers. If a track
vertex is not associated with an existing 3D shower, the strips around the track
vertex are clustered together to form a 3D shower. If no 3D shower or 3D track
has been formed, an additional phase of shower formation is imtiated. A much
looser clustering algorithm is applied to the event, requiring > 4 strips within a
window of 9 planes with at least one strip in cach view. In the final stage of shower
recongtruction, any strips in the event that are not part of a track or shower are

added to the nearest shower within a window of £16 planes and £24 strips.

The performance of the AINuReco reconstruction is tested using a sample of MC
atmospheric v, /7, CC events (sce Section 6.3). The event sample is required to satisfy

the following conditions:

1. The neutrino interaction vertex is required to be > 0.5 m from the edges of the

detector and > 5 planes from the ends of each supermodule.

2. The muon is required to cross > 6 planes, corresponding to the minimum number

of planes for a track to be reconstructed.

Figure 7.4 shows an example of a reconstructed v, /7, CC event from this sample.
The signature used to identify v,/7, CC events is a reconstructed muon track. The
track reconstruction must be accurate and efficient in order to sclect a clean sample of
events. Figure 7.5 shows the efficiency as a function of the number of planes crossed by
the muon. The efficiency rises with the number of planes as the muon track becomes
clearer, and approaches 100% above 20 plancs. Figure 7.6 shows the cfficicncy as a
function of the muon energy. The mean energy required for a muon to cross 6 planes is
300 MeV. The efficiency rises sharply above this threshold as the mean number of planes

crossed by the muon increases, and then levels off at 95% above 1 GeV. The levelling off
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Example of tracks and showers reconstructed in a atmospheric

v, CC interaction generated in the Far Detector by the MC simulation. The
green circles indicate strips assigned to the track, the red circles indicate
strips assigned to the shower.
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in the efficiency below 100% is due to high energy muons which cross a small number of
plancs before exiting the detector. The overall efficiency for reconstructing muon tracks
in the event sample is calculated to be 91.4%.

In order to select a pure sample of v, /v, CC cvents, the efficiency for reconstructing
tracks in v, /v, CC and NC events must be low. This is tested using a sample of MC
atmospheric v, /7, CC and NC events. The events are required to span > 6 planes and
satisfy the same containment conditions as the v, f v, CC sample. The track reconstruce-
tion efficiency is calculated to be 13.8% for v, /v, CC events and 25.6% for NC events.
The majority of the reconstructed tracks are shorter than 10 planes and tag either a
pion ot a continuous group of strips within the cvent.

The quality of the muon track reconstruction is measured by comparing the strips
assigned to each muon track with the true muon strips in each event. The following two

measures of track quality are used:

# true muon strips on reconstructed track

track efficiency = -
# truc muon strips

) # reconstructed strips on true muon track _
track purity = , (7.2)
# reconstructed strips

The track efficiency represents the percentage of true muon strips that form part of
the reconstructed track. The track purity represents the percentage of strips on the
reconstructed track that form part of the true muon track. These quantities measure
the combined accuracy of the de-multiplexing and track-finding,

=

Figure 7.7(a) shows the distribution of track cfficiencies for reconstructed tracks in
the v, /7, CC event sample. Figure 7.7(b) shows the mean efficiency as a function of
track planes. The mean efficiency is higher than 90% for all tracks that cross > 6 planes.
The overall efficiency is calculated to be 94.8%. Figure 7.8(a) shows the distribution
of track purities for reconstructed tracks in the v, /7, CC event sample. Figure 7.8(b)
shows the mean purity as a function of track plancs. The mean purity is higher than
90% for all tracks that cross > 6 planes. The overall purity is calculated to be 95.4%.
Both the efficiency and purity are improved by the track quality cuts applied to separate

the atmospheric neutrine signal from the cosmic muon background.
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Figure 7.5: Efficiency for reconstructing muon tracks in MC atmospheric
v,/T, CC events as a function of planes crossed by the muon.
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Figure 7.7: (a) distribution of track efficiencies for reconstructed muon
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Figure 7.9: Efficiency for reconstructing vertex showers in MC atmospheric
vu/Ty CC events as a function of the kinetic energy of the showers.

The majority of atmospheric v, /7, CC events contain visible shower energy at the
interaction vertex. The vertex shower typically carries away: 15% of energy in quasi-
elastic interactions, 30% of energy in resonance interactions, and 50% of energy in deep
inelastic interactions. The overall neutrino energy is determined by summing the muon
momentum with the shower energy. It is important to reconstruct showers efficiently in
order to obtain an accurate measurement of the neutrino energy. The showers typically
deposit energy in 10 — 20 strips per GeV. Therefore low energy showers may contain
only a small number of strips. If a shower has not already been reconstructed at the
track vertex, a loose clustering algorithm is applied to detect any shower activity. All
strips around the track vertex that are not part of the reconstructed track are clustered
together to form a shower. At low energies, vertex showers may not be visible if the
shower particles fall below the detector threshold, sneak between two planes, get ab-
sorbed by the steel, or overlap with muon track. Figure 7.9 shows the efficiency for
reconstructing vertex showers as a function of the true kinetic energy of the showers for
v,/7, CC events containing a reconstructed track. Since the conditions for reconstruct-
ing a vertex shower are extremely loose, the efficiency remains above 90% over the entire

range of energies and approaches 100% for energies above 1 GeV.
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7.4 Reconstruction of Event Kinematics

7.4.1 Direction Reconstruction

The propagation direction is important for the selection of atmospheric neutrino events
and the measurement of atmospheric neutrino oscillations. Up-going events provide a
signature for atmospheric neutrino events, and a deficit in the measured rate of up-going
events provides a signature for atmospheric neutrino oscillations. For this analysis, the
propagation direction of the neutrino is approximated by the propagation direction of
the reconstructed muon track.

The muon propagation direction is determined using timing information. The mea-
sured times of the hits along the track are corrected to account for calibration offsets
and propagation times along the readout fibres. The corrected times are then compared
with the distances of the hits along the track. Two charge-weighted lincar fits arc ap-
plied with fixed gradients 3 = 41, coresponding to the muon travelling forwards and
backwards along the track at the speed of light. The rms deviation of each fit is caleu-
lated. Any outlying hits displaced from a fit by more than the rms deviation plus 10
ns are removed from the fit and the rms deviation is re-calculated. The reconstructed
direetion is given by the fit with the smallest rims deviation. The difference hetween the
rms deviations (Arms) is used to measure the quality of the direction determination
and separate clean samples of up-going and down-going events.

The performance of the direction reconstruction is tested using stopping cosmic
muons. Since cosmic muons are entirelv down-going, they provide a source of parti-
cles with a common direction that can be used to calculate the efficiency for correctly
reconstructing the direction. This is defined as the proportion of stopping muons that
are reconstructed as down-going. Stopping muons are chosen because they reflect the
cnergy and topology of the atmospheric neutrino signal better than the through-going
muons that make up the majority of cosmic muon events. A clean sample of stopping
muons is obtained from the data and MC by selecting events with reconstructed tracks

that satisty the following containment and quality cuts:

1. The upper vertex is required to be < 0.5 m or < 5 planes from the detector edges:

the lower vertex is required to be > 0.5 m and > 5 planes from detector edges.

2. Tracks are required to cross > 8 scintillator planes.
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3. Tracks are required to contain > 5 track-like planes (defined as those planes for
which the total pulse height is < 80 PEs and > 80% of the total pulse height is

within +1 strip of the track position in the plane).

4. Tracks are required to contain > 50% of the total pulse height in the event.

Timing fits are applied to the muon tracks assuming first that the muon is travelling
downwards at the speed of light and then that the muon is travelling upwards at the
speed of light. The rms deviations for the down-going (rmsaemwn) and up-going (rms,,)
timing fits are calculated and the muon direction is given by the fit with the smallest
rms deviation. Figure 7.10 shows some examples of timing fits for down-going stopping
muons and up-going neutrino-induced muons selected from the data.

Figure 7.11 shows the distribution of rms deviations for down-going timing fits to
stopping muons in data and MC. The mean rms deviation is calculated to be 2.49 £
(.04 ns in data and 2.44+0.04 ng in MC. There is a 2% difference between data and MC.
This arises from the small discrepancies in the MC simulation. The Gaussian smearing
technique used to tune the timing simulation is an approximation which starts to break
down for short tracks where the direction is determined using only a small number of
timing measurements. Figure 7.12 shows the distribution of rms,, — rmsguw, for data
and MC. The majority of cvents occur in the region rms,, — rmSgew. > 0 and the
distributions fall steeply as the value of rims,, — ris o, becomes negative. The overall
reconstruction efficiency is calculated to be 99.5% in data and 99.6% in MC. Figure 7.13
shows the reconstruction cfficiency as a function of the number of track plancs for data
and MC. The efficiency rises above 90% for tracks that cross > 8 planes, with good
agreement between data and MC for tracks that cross > 10 planes. Figure 7.14 shows
the reconstruction efficiency as a function of Arms. The efficiency rises from 30% at
Arms = 0, where the muon direction is ambiguous, to > 95% for Arms > 0.5. There
is good agreement between data and MC over the entire range of Arms valucs.

The performance of the direction reconstruction in atmospheric neutrinos is tested
using the MC atmospheric v, /7, CC event sample described in Section 7.3. The recon-
structed muon tracks arc required to satisfy the track quality cuts applicd to stopping
muons. The > & track plane cut removes 13% of the events, while the > 5 track-like
plane cut and > 50% pulse height cut remove a further 7% of the events. Timing fits

are first applied to the events using the true muon direction. Figure 7.15 shows the
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Figure 7.10: Examples of timing fits for reconstructed muon tracks in data.
The measured times are plotted against the distances along the muon tracks.
The black solid lines indicate the down-going timing fits, while the blue

dotted lines indicate the up-going timing fits.

The two time profiles on

the left are for down-going stopping muon candidates, while the two time
profiles on the right are for up-going neutrino-induced muon candidates.
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atmospheric v, /v,, CC events using the true direction to perform the fits.

distribution of rms deviations for these timing fits. The mean rms deviation is calcu-
lated to be 2.56 + 0.04 ns. This is close to the value calculated for stopping muons.
Timing fits are then applied to the events fixing the muon direction as up-going and
down-going. Figure 7.16 shows the distributions of rms,, — rMS4euwn for events where
the muon is known to be up-going and events where the muon is known to be down-
going. The two distributions are cleanly separated as a function of rms,, — rm540uwn,
with the majority of up-going muons lying in the range rms,, — rmsg4own, < 0 and the
majority of down-going muons lying in the range rmsy, — rms4own > 0. The overall
reconstruction efficiency is calculated to be 95.4%. Figure 7.17 shows the reconstruction
efficiency as a function of Arms. The efficiency rises from 50% at Arms = 0, where the
muon direction is ambiguous, to > 90% for Arms > 0.5. The purity of the separation

between up-going and down-going events can be improved by cutting on Arms.
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Figure 7.16: Distribution of differences between rms deviations for up-going
and down-going timing fits to MC atmospheric v, /v, CC events.
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Figure 7.17: The efficiency for correctly reconstructing the direction of MC
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structed muon tracks.
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7.4.2 Charge Reconstruction

The Far Detector magnetic field enables the separation of charged current v, and 7,
events based on the muon charge. The muon charge is determined by combining the
direction and curvature of the reconstructed muon track.

The change in muon momentum along its trajectory is described as follows:

P

ds

~I
(h]
S

= 0.3Q pls) x Bis) + p(s) - (p) (

where:
p(s) = muon momentum at position s along track (GeV).
B(s) = magnetic ficld at position s along track (T).

(2 = muon charge.

The first term represents the change in momentum due to muon propagation through
the magnetic field: the second term represents the change in momentum due to muon

cnergy loss. The equation is rearranged to give the muon charge as follows:

Q _ (s) pls) x B(s)
pls) ~ 0.3 [pls) x Bls) P

(7.4)

Each reconstructed track is divided into overlapping segments spanning 15 planes.
Each segment is parameterized separately in the U and V views using a quadratic fit.
The fits are then combined to give 3D trajectories for each segment. Equation 7.4 18
used to calculate a value of ()/p and its error g, for each track segment. These values
are then combined to give an mean (Q/p) and crror oy for the muon track. The
reconstructed muon charge Q; is given by the sign of (Q/p). A first order correction
is applied to account for muon energyv loss and obtain an estimate of the initial muon

momentum pg. Assuming a constant energy loss & this is given as follows:

Q & ]
po 1+ Qj%<k.s;—3> 50

The performance of the charge reconstruction is tested using the samples of stop-
ping muons described in Section 7.4.1. The muon direction is fixed as down-going so
that the measured charge reflects the measured curvature of the muon track. The ratio

{Q/p}/o10/p 15 used to measure the quality of the charge determination and separate
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clean samples of positive and negative muons. Figure 7.18 shows the distribution of
(Q/p) /oy for data and MC. Both distributions consist of broad peaks at £5 corre-
sponding to positive and negative muons. The positive peak is larger than the negative
peak, reflecting the excess of positive particles gencrated by the mainly positive cos-
mic ray flux. The charge ratio is calculated to be N, /N_ = 1.24 £ 0.01 for MC and
N, /N =1.3710.01 for data. The charge ratio calculated in MC is in good agreement
with the input value of N, /N_ = 1.25 used in MC simulation. The charge ratio calcu-
lated in data is higher than the MC (see Section 6.3.2}. The MC distribution is divided
into positive and negative muons. The distributions are cleanly separated as a function of
(Q/p}/00/p, with the majority of positive muons lying in the region {Q/p)/oq,m > 0,
and the majority of negative muons lying in the region (Q/p)/o(/m < 0. The overall
efficiency for correctly reconstructing the muon charge is calculated to be 96.6%. Figure
7.19 shows the reconstruction cfficiency as a function of the muon energy. The efficiency
initially rises with energy as the mean track length increases, reaches a peak of > 99%
around 5 GeV, and then falls with cnergy as the mean track curvature deereases.

The performance of the charge reconstruction in atmospheric neutrinos is tested us-
ing the sample of MC atmospheric »,/v, CC events described in Section 7.4.1. The
track direction is fixed using the true muon direction so that the measured charge re-
flects the measured curvature of the muon track. Figure 7.20 shows the distribution
of (QQ/p}/cwp for these events. The distribution is divided into neutrinos and anti-
neutrinos. The distributions are cleanly separated as a function of (QQ/p)/oiq/, with
the majority of neutrinog lying in the region (Q/p}/oigs < 0, and the majority of
anti-ncutrinos lying in the region (Q/p)/owqsm > 0. The overall efficiency for cor-
rectly reconstructing the muon charge is calculated to be 91.8%. Figure 7.21 shows
the reconstruction efficiency as a function of | (Q/p) | /o0, The efficiency rises
from 50% at | (Q/p) | /owm = 0, where the muon charge is ambiguous, to > 90%
for | {Q/p) | /oi0sm > 2.0. The purity of the separation between neutrinos and anti-
neutrinos can be improved by cutting on | {(Q/p) | /o(q/. A high purity of separation
is required to account for the uncven rates of atmospheric neutrinos and anti-neutrinos.
The event rate for neutrinos is approximately double the event rate for anti-neutrinos,

enhancing the background of neutrinos in the selection of anti-neutrinos.
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Figure 7.18: Distribution of (Q/p)/oq/py for stopping muons.
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Figure 7.19: The efficiency for correctly reconstructing the charge of MC
stopping muons as a function of the true muon energy.
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Figure 7.20: Distribution of the reconstructed values of (Q/p)/oqpy for
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7.4.3 Energy Reconstruction

The total energy of atmospheric v, /7, CC events is found by combining the muon
momentum with the vertex shower energy. For muons which begin and end inside
the detector, the muon momentum is determined from the range of the muon through
the detector. For mmons which exit the detector in flight, the muon momentum is
determined from the curvature of the muon in the magnetic field. The vertex shower
cnergy is determined by summing the total pulse height in the vertex shower.

For fully contained atmospheric v, /7, CC events, the muon momentum is determined
from the range of the muon track through the detector. The range is found hy lincarly
interpolating between the hits on the track and calculating the total distance travelled
through the steel. The muon momentum is then parameterized as a linear function of
the range through steel. The momentum resolution is determined using fully contained
muon tracks selected from the MC atmospheric v, /v, CC event sample. The tracks are
required to begin and end > 0.5 m and > 5 planes from the edges of the detector. Figure
7.22 shows the reconstructed momentum as a function of trie momentum for the selected
events. Figure 7.23 shows the percentage resolution and offset in the reconstructed
momentum as a function of true momentum. The mean reconstructed momentum is in
agreement with the true momentum at the level of 3% over the range 0 — 8 GeV. The
small discrepancies are due to systematic effects in the reconstruction: at low energies,
the reconstructed range is on average too long since tracks are extrapolated as far as
possible into vertex showers; at high energies, the reconstructed range is on average too
short due to muons that lose a significant proportion of their energy by bremsstrahlung.

The momentum resolution is parameterized as follows:

aop - e 54%
= = 39% ©
P SR ;-

The momentum resolution is worse at low energies due to the increased effect of sampling

(7.6)

in the detector, fluctuations in muon energy loss, and multiple scattering.

For partially contained atmospheric v, /7, CC events, the muon momentum is deter-
mined from the curvature of the muon track in the magnetic field. Equation 7.5 is used
to calculate a value of (Q/pg for the reconstructed track. This is then inverted to give

a measurement of the muon momentum. The momentum resolution is determined us-



138 Chapter 7. Event Reconstruction

ing partially contained muon tracks selected from the MC atmospheric v, /7, CC event
sample. The tracks are required to begin > 0.5 m and > 5 plancs from the edges of the
detector, and end < 0.5 m and < 5 planes from the edges of the detector. The calcu-
lated error in the measured value of (F/p) is required to be less than 50%. Figure 7.24
shows the reconstructed momentum as a function of true momentum for the selected
events. Figure 7.25 shows the percentage resolution and offset in the reconstructed mo-
mentum as a function of true momentum. The mean reconstructed momentum is found
to under-estimate the true momentum at the level of 10% over the range 0 — 14 GeV.

The momentum resolution is found to be:

ap

= 25% (

=1
-1
e —

This resolution is approximately constant over the momentumn range.

The vertex shower energy is calculated from the total pulse height in the shower.
The pulse height in cach strip is corrected for strip-to-strip variations and attenuation
in the readout fibres. The shower energy is then parameterized as a linear function of the
total pulse height. The energy resolution is determined using both fully and partially
contained MC atmospheric 11, /7, CC events. Figure 7.26 shows the reconstructed energy
as a function of the true kinetic energy of the vertex shower for the selected events.
Figure 7.27 shows the percentage resolution and offset as a function of the true cnergy.
The mean reconstructed energy is found to be in agreement with the true energy at the

level of 10% over the range 0 —4 GeV. The energy resolution is parameterized as follows:

gy 470/_((
= 34%
B =R

The low resolution at these low energies is due to the coarse granularity of the detector

(7.8)

and high degree of fluctuations in the vertex showers. The showers are composed of low
energy hadronic particles which propagate in all directions through the detector. The

showers may also contain electromagnetic components arising from 7°

or v production.
The multiplicity of possible final states, low kinetic energy of particles produced in the
showers, and varying size of the electromagnetic components lead to large Huctuations

in the energy deposited in the scintillator.
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Figure 7.22: Muon momentum from range for fully contained MC' atmo-
spheric v, /v, CC events. (a) reconstructed momentum vs true momentum
(b) mean reconstructed momentum vs true momentum.
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atmospheric v, /v, CC events. (a) reconstructed energy vs true shower
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The neutrino energy must be combined with the neutrino propagation distance to
determine a value of L/F for cach event. The propagation distance is found by extrap-
olating the neutrino direction back to its production point in the atmosphere. For this
analysis, the direction of the neutrino is approximated by the direction of the muon.
Linear fits are applied in the U and V views to the first four planes of the muon track.
The linear fits are then combined to give a measurement of the muon direction.

The angular resolution obtained using this method is measured using both fully and
partially contained MC atmospheric v, /v, CC events. Figure 7.28 shows the angular
resolution for the selected sample of events. The blue histogram shows the distribution
of angles between the reconstructed and true muon directions. The hatched histogram
shows the distribution of scattering angles between the neutrino and muon directions.
The angular resolution is calculated to be 7°, whereas the mean scattering angle is cal-
culated to be 24°. The angular resolution is small compared with the intrinsic scattering
between the neutrino and muon. Figure 7.29 shows the angular resolution and mean
scattering angle as a function of neutrino energy. The mean scattering angle falls steeply
with energy as the boost between the centre of mass and laboratory frame increases.
The angular resolution also falls with energy as the average muon curvature decreases
improving the accuracy of the lincar approximation. The angular resolution is smaller
than the mean scattering angle over the energy range 0 — 10 GeV.

This analysis employs simple and robust techniques of reconstructing the neutrino
kinematics. Improvements are possible by combining information from reconstructed
muon tracks and vertex showers in a more sophisticated manner. Measurerments of the
track and shower kinematics can be combined with knowledge of the underlying physics

of neutrino interactions to reconstruct the neutrine kinematics [146].
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Figure 7.28: Angular resolution for MC atmospheric v,/v, CC events.
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Chapter 8

Selection of Atmospheric Neutrino

Events

8.1 Event Selection Overview

In order to perform a precise measurcment of atmospheric neutrino oscillations, a clean
sample of atmospheric v, /7, CC events must be selected from the data. The signature
used to identify these events is a reconstructed muon track with an interaction vertex
contained inside the fiducial volume of the detector. The fiducial volume is defined as the
region 0.5 m from the edges of the detector, 5 planes from the ends of each supermodule
and 0.4 m from the centre of the coil hole. This corresponds to 72% of the total detector
volume giving a fiducial mass of 3.9 kT. The expected rate of atmospheric v, /17,1, CC
events which interact inside the fiducial volume of the detector and produce a muon
which crosses > 6 plancs is calculated to be 0.5 events/day. The main background to
these events arises from cosmic muons. Even at a depth of 2100 mwe, cosmic muons are
incident on the detector at a rate of 60,000 events/day. This is much larger than the
rate of signal events. This background must be reduced by a factor of > 10° in order to
make an atmospheric neutrino oscillation analysis possible.

The selection of v, /7, CC events is performed in a number of stages. The majority
of through-going cosmic muons arc removed by a scries of filters that analvse cvents
at the digit level. The events are then reconstructed, and events which begin inside
the fiducial volume are selected. The cosmic muon background can be divided into two

classes. For events that are down-going or have a contained upper vertex, the main
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background arises from cosmic muons that appear contained due to the geometry of the
detector. Cosmic muons are peaked towards down-going vertical angles, parallel to the
alignment of the planes. Cosmic muons incident on the detector between two planes
can penetrate deep into the detector before entering the scintillator. This background
is reduced by applying a series of containment cuts to ensure that events are correctly
contained inside the fiducial volume. For events that are up-going and have a contained
lower vertex, the main background arises from cosmic muons that are mis-reconstructed
as up-going from timing information. This background is reduced by applying a series
of timing cuts to ensure that events are correctly reconstructed as up-going.

Sinee the separation of signal and background depends on the containment of events,

the following types of events are defined (as indicated in Figure 8.1):

¢ Fully Contained Events (FC) : Events with a muon track that begins and
ends inside the fiducial volume. The main background ariscs from stopping muons

that appear contained.

s Down-Going Partially Contained Events (PCDN) : Events with a muon
track that beging inside the fiducial volume, travels downwards through the de-
tector, and exits the detector. The main background arises from through-going

muons that appear contained.

e Up-Going Partially Contained Events (PCUP) : Events with a muon track
that begins inside the fiducial volume, travels upwards through the detector, and
exits the detector. The main background arises from stopping muons that ave

mis-reconstructed as up-going.

To separate signal and background in FC and PCDN cvents, sclection cuts are ap-
plied to the topology of events to ensure that events are correctly reconstructed inside
the fiducial volume. The remaining background is then tagged by analysing the hits
in the veto shield. To separate signal and background in PCUD cvents, sclection cuts
are applied to the timing measurements to ensure that the events are correctly recon-
structed as up-going. The event selection is first developed on MC cosmic muons and

MC atmospheric neutrinos before heing applied to the data.
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Figure 8.1: Atmospheric neutrino event classes.
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8.2 Data and MC

The Far Detector began collecting production data on 1st August 2003. This analysis
is based on the data collected between 1st August 2003 and 31st October 2004, Only
data collected under normal operating conditions is used in the analysis. The following

requirements are used to select good data:

e Physics Data : The data are required to be part of physics runs, taken under
normal trigger conditions, with the 2/36 VARC trigger active in the VA electronics,

and the 4/5 plane trigger applied in the DAQ trigger farm.

e High Voltage On : The 8 HV supplies that power the PMTs in the detector

and veto shield are required to be powered up and operating at normal voltage.

e Coil Current On : The 2 coils that generate the magnetic field in each super-

module are required to be powered up and operating at normal current.

The total detector live time is found by counting the number of timeframes in the
data set. This gives a total live time of 315.9 days, corresponding to an overall exposure
of 4.67 kT-Yrs and fiducial exposure of 3.35 kT-Yrs. Figure 8.2 shows the daily and
integrated live time as a function of the number of days since 1st August 2003. After
the first 100 days, the daily live time rises to > 90% as the performance and under-
standing of the detector improves, The short intervals of detector down-time are due to
maintenance and upgrades; specialized data-taking; and hardware malfunctions. The
selected data set initially containg 140M detector triggers, consisting of 83% noise and
natural radioactivity, and 15% cosmic muons. A clean sample of atmospheric neutrinos
must be selected from this large background.

The event selection is developed using MC event samples (see Section 6.5). The
central MC atmospheric neutrino sample uses the Barr et al model of the neutrine flux;
the Newugen3 model of neutrino interactions; and the GCALOR model of hadronic in-
teractions. Additional samples are generated using different models to study systematic
cffects inherent in the choice of model. The central MC background sample contains
18.6M cosmic muons (300 days live time). Additional samples are generated to measure
small backgrounds from neutrons produced by muon spallation in the rock, and up-going

muons produced by neutrino interactions in the rock.
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Figure 8.2: Daily and integrated live time for the selected data set as a
function of days since 1st August 2003 when production data-taking began.
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8.3 Low Level Filters

8.3.1 Hardware Filter

At the level of < 1%, events are split or truncated by the readout electronics and DAQ)
system. A cosmic muon that has been split or truncated can resemble a contained event
and therefore be selected as an atmospheric neutrino event. The following quality cuts

are applied to the raw data to remove this background:

e Busy and Dead Channels : Contained events can be mimicked by cosmic
muons passing through large regions of dead detector. It is important to identify
the VA chips that are dead at the time of each event. VA chips can become dead

for two possible reasons:

1. they are busy reading out signals on a PMT.

2. they are dead due to a hardware malfunction.

Dead time is incurred each time a VA chip reads out a PMT. It takes 5 us for the
PMT photo-anodes to be read out by the VA chip and for the VA channels to be
digitized by the VMM. This dead time is larger if multiple VA chips on a VMM
are triggered. The VA chips that are busy at the time of an event are identified by
analysing the hits in a 30 us window preceding the event. The dead time of cach
VA chip triggered in this window is calculated, and a VA chip is considered busy
if it precedes the event by less than this dead time. Readout holes in the detector
arc caused by malfunctioning hardware components. The VA chips that are dead
at the time of an event are identified by analysing the trigger rates recorded for
each VA chip at the end of each timeframe. A VA chip is considered dead if it has
a trigger rate of less than 50 Hz. The total number of busy and dead VA chips is
used to identify events with large regions of dead detector. Events are rejected if

the total number of busy and dead VA chips is greater than 20.

e Light Injection : Fach LI pulse creates a large number of busy VA chips in
the detector. LI pulses are interspersed with normal data-taking at a rate of
50 Hz. LI pulses are injected into groups of planes read out by a pair of opposite
VME crates. This typically corresponds to a set of 64 continuous planes. The

majority of pulses are injected into groups of strips read out by all 6 VA chips
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on a VMM. This produces the maximum possible dead time of 30 ps. Cosmic
muon cvents passing through the plancs during this period are truncated and can
appear contained. Events that are closely preceded by LI pulses are removed by
comparing the trigger times of cvents with the recorded times of TPMT hits.

Events are rejected if they occur < 30 ps after a TPMT hit.

e Timeframe Boundaries : The raw data is broken into timeframes in order to
be collected by the ROPs and processed by the TPs. The timeframes are created
by splitting the data stream at the end of each second. If an event occurs close to
the end of a timeframe, it can spill over into the subscequent timeframe. Although
the hits in each event are timestamped within a window of < 100 ns, it can take
up to 50 ps for the hits in an event to be funnelled through the VA electronics to
the ROPs. If a new timeframe is created during this time, the hits will be split
between the old and new timeframes. When an event is split in two, one half of
the event can appear contained. In order to remove these events from the data,

events are rejected if they occur < 100 ps from the end of a timeframe.

8.3.2 Noise Filter

The vast majority of triggers occur due to detector-induced noise or natural radioactivity.
Noise-induced activity also occurs within events. Filters are applied at the digit level to
remove the noise-induced events and the noise-induced digits within events.
Noise-induced events are filtered by cutting on the size of events. Figure 8.3 shows
the distribution of the total number of digits in events for MC cosmic muons and data.
The data contains both cosmic muons and noise-induced events. For events containing
< 20 digits, the data exceeds the MC by up to 10° due to noise. Events are rejected if
they contain < 10 digits. This reduces the data set by 87% from 140M to 17M events.
Noise-induced activity within events is filtered by removing digits displaced from the
event in space or time. The main body of digits satisfying the 4/5 trigger condition is
first identified. This contains all the digits in regions where 4 out of 5 contiguous plancs
are occupied. Digits are then vemoved from the event if they are displaced from this
main body of digits by > 10 planes, or if they occur at a time > 50 ns before or > 500 ns

after its earliest digit.



152 Chapter 8. Selection of Atmospheric Neutrino Events

T R DL I AL I DL

0 10 20 30 40 50
raw digits

Figure 8.3:  Distribution of raw digits for data and MC cosmic muons.
For events containing a small number of digits, the data exceeds the MC' by

up to five orders of magnitude due to detector activity generated by noise
and natural radioactivity.
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8.3.3 Containment Filter

A set of cuts on the length and containment of events is applied at the digit level to
remove the majority of through-going cosmic muons from the data. For each event, a set
of 3D digits is formed by combining each strip in the event with the strips of the opposite
view in the adjacent plancs. Events are rejected if they span a small number of plancs
or contain significant activity beside two or more edges of the detector. An enlarged
fiducial volume is defined as the region 0.3 m away from the edges of the detector and 5
plancs away from the ends of cach supermodule. The exterior volume of the detector is
divided into edge regions corresponding to the 8 edges and 2 ends of each supermodule.
The total pulse height in the fiducial volume and in each edge region is determined.
Events arc required to contain > 10 I’Es inside the fiducial volume, and > 5 plancs with
> 2 PEs. The number of edge regions containing > 6 PEs is then used to classifv the

containment of cvents as follows (see Figure 8.4):

e BEvents with 0 edges are tagged as Fully Contained.
e Events with 1 edge are tagged as Partially Contained.

e Events with > 2 non-adjacent edges are tagged as Through-Going.
{an extra check is carried out on events with 2 adjacent edges to recover PC events that
have exited between 2 edges. If the distance between the mean positions in cach edge is

< 1.33 m, the adjacent edges are treated as 1 edge and the event is tagged as PC).

Figure 8.5 shows the total pulse height in cach edge region for data and MC. The
sharp peak at < 10 PEs is due to noise-induced activity whereas the broad peak at
50 PEs to due to cosmic muons. The excess in data at < 50 PEs is due to activity from
the rock not modelled by the MC simulation. Figure 8.6 shows the total pulse height
ingide the fiducial volume for data and MC. The distributions are in good agreement,
with broad peaks at 1200 PEs due to through-going cosmic muons.

Only events tagged as FC or IPC are sclected. This removes the majority of remaining
noise-induced events and through-going muons, reducing the data set from 17M to 3.8M
events. The efficiency for selecting atmospheric v, /7, CC events which interact inside

the 0.5 m fiducial volume and deposit energy in > 5 planes is 99.5%.
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Figure 8.4: Classification of event containment using 3D hits. (a) Events
with activity beside 0 edges are tagged as full contained. (b) Fvents with
activity beside 1 edge are tagged as partially contained. (c) Events with
activity beside > 2 non-adjacent edges are tagged as through-going.
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Figure 8.5: Distribution of pulse height contained in each edge region of
detector. The data are represented by the black points, MC' cosmic muons
are represented by the blue histogram.
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Figure 8.6: Distribution of pulse height contained in the enlarged fiducial
region of detector. The data are represented by the black points, MC cosmic
muons are represented by the blue histogram.
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8.4 Selection of Tracks

The signature of an atmospheric v,/p, CC event is a muon track with a contained
vertex. Events containing single tracks are selected from the data. The track vertex is
required to be inside the fidueial volume of the detector. Figure 8.7 shows the distance
between the track vertex and neavest detector edge for data, MC cosmic muons, and
MC atmospheric v, /7, CC events which interact inside the fiducial volume. The fidueial
cuts remove > 95% of the cosmic muons. To ensure that events are well reconstructed,

the following cuts are also applied to the tracks:

e Track Length : Tracks are required to cross > 3 planes in each view and > 8
planes in total. This length cut introduces an energy threshold on muons corre-

sponding to 300 McV for muons travelling perpendicular to the plancs.

e Track Quality : A series of quality cuts are applied to the tracks. Tracks are
required to contain > 5 track-like planes, defined as planes which contain a total
pulse height of < 80 PEs, with > 80% of the pulse height located within +1 strip
of the track. This ensures that the track containg a clean set of track-like strips
and is well reconstructed. The total pulse height in the region +1 strip of the
track is also required to be > 50% of the pulse height in the event. This removes
contained tracks produced by high energy showers. Finally, all planes in the event
are required to contain < 500 PEs. This removes cosmic muons which enter the
detector at a steep angle, deposit a large amount of energy in a single plane, and

scatter out of the plane to produce a contained track.

The fiducial and quality cuts reduce the data set to 36,000 events, compared with
an expected atmospheric v, /7, CC signal of 140 events. In order to further reduce the
cosmic muon hackground, the data arc divided into FC/PCDN/PCUD cvents based on
the containment of the muon track. For FC events, the muon is required to begin and
end inside the fiducial volume; for PCDN events, the muon is required to begin inside
the fiducial volume, travel downwards, and end outside the fiducial volume; for PCUT
events, the muon is required to begin inside the fiducial volume, travel upwards, and
end outside the fiducial volume. The signal-to-background ratio for each event type is:

1 : 150 for FC events, 1 : 500 for PCDIN events, and 1 : 40 for PCUP events.
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Figure 8.7:  Distance between the track vertexr and nearest detector edge
for data, MC cosmic muons and MC atmospheric v, /v, CC events which
interact inside the fiducial volume. FEvents are required to pass the track
length and track quality cuts. The track vertex is required to occur > 0.5
m from the detector edge and > 0.4 m from the centre of the coil hole.
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8.5 Selection of FC and Down-Going PC Events

8.5.1 Containment Cuts

The FC and PCDN signal is separated from the background by applying a series of
containment cuts to the events. The main background arises from cosmic muons that
enter the detector at small angles to the planes and appear contained in the detector.
The background is reduced by analysing the topology of events and applyving cuts to
ensure that events are correctly contained in the detector.

The same set of containment cuts is used to select both FC and PCDN events.
Since the cosmic muon background is down-going, the containment cuts arc applied to
the upper vertex of the muon tracks. An additional track length cut is also used to
suppress the high PCDN background. This is because the PCDN background arises
from through-going muons, whereas the FC background arises from stopping muons.
Therefore PCDN tracks are required to be > 10 planes and > 1 m in length.

The following containment cuts are applied to select FC and PCDN events:

e Trace : The dominant background ariscs from cosmic muons that arc incident on
the detector at steep angles and enter the scintillator a long way from the edge
of the detector. The majority of cosmic muons follow straight trajectories. To re-
move these events, the muon track is projected linearly back to the detector edge
to find the muon entry point. The horizontal distance Ay (termed the trace) be-
tween the track vertex and muon entry point is calculated (sce Figure 8.8). Figure
8.9 shows the Ay distribution for data, MC cosmic muons and MC atmospheric
v, /7, CC events. The cosmic muon background is peaked at Ay = 0.1, whereas
the atmospheric neutrine signal is approximately uniform. Events are required to
satisfv Az > 0.5 m. This removes approximately 95% of the cosmic muons and ap-
proximately 10% of the atmospheric neutrinos, reducing the signal-to-background

ratio to 1 : 10 for both FC and PCDN events.

e Topology : Most of the remaining background arises from cosmic muons that en-
ter the detector parallel to the plancs and travel a long way through a single planc
before scattering into the detector or bending sharply in the magnetic field. These
events have a number of characteristic topologies that can be used to separate the

signal and background. The events typically contain several hits above the muon
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Figure 8.8: The majority of contained cosmic muons are removed by apply-
ing a trace cut. The muon track is projected back to the edge of the detector
to determine the muon entry point in the detector. The trace is given by
the horizontal distance between the track vertex and muon entry point.
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Figure 8.9: Distribution of Ay for FC/PCDN events that pass the track
selection cuts. The data are represented by the black points; MC' cosmic
muons are represented by the blue histogram; and MC atmospheric v,, /v,

CC events are represented by the red histogram.
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Figure 8.10: The cosmic muon background can be identified using charac-
teristic topologies. The events typically contain several early hits above the
reconstructed track or large energy deposits in the early planes.

vertex or large energy deposits around the muon vertex; events may also reverse
their direction along the Z-axis and deposit energy in two different positions in
some planes (see Figure 8.10). The background is reduced by analysing the energy
deposits and event topology around the muon vertex. The charge-weighted mean
(A7) and rms displacement (A2) of strips from the muon vertex is calculated for
the U and V views in the region 4 planes from the vertex. Events are required to
satisfy: (Ay) < 0.25 m, (A2)2 < 0.5 m, (Ay) < 0.25 m, (A2)z < 0.5 m. The 3D
displacement Ay of strips from the muon vertex is also calculated in the region 44
planes from the vertex by joining together the U and V strips in adjacent planes.
The maximum 3D displacement A" is required to satisfy AB** < 1.25 m. Fi-
nally the total pulse height in each plane is calculated in the region +4 planes
from the vertex. The maximum pulse height @),,.. in a plane is required to satisfy
Qmaz < 300 PEs. The distributions of these four topology variables are shown
for data, MC cosmic muons and MC atmospheric v,/7, CC events in Figures
8.11 (a)-(d) for FC events and Figures 8.12 (a)-(d) for PCDN events. There is
good agreement between data and MC, and good separation between signal and
background. The topology cuts remove approximately 70% of cosmic muons and
approximately 10% of atmospheric neutrinos, reducing the signal-to-background

ratio to 1 : 3 for both FC and PCDN events.
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Figure 8.11: Distributions of topology variables used to select FC' events
following trace cut. (a) mean displacement of hits around vertex. (b) rms
displacement of hits around vertex. (c) mazimum 3D displacement of hits
around vertezr. (d) mazimum pulse height around vertex.
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Figure 8.12: Distributions of topology variables used to select PCDN events
following trace cut. (a) mean displacement of hits around vertez. (b) rms
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8.5.

Selection of FC and Down-Going PC Events 163

Qmax / PEs

300_"'|"'|"'|"'|"'.|":b_ » 300_---|---|---|--;-.| R L L IR I
L W', R m L ¢ J
F o A i b . ]
250_— o og * [} :.—_ \x 250_— ’: .. ° —_
E . 0y o.. .3”:‘:’.: C;é E ¢ .:"..0 o.t'. o E
200 ~ ° 0 ® Yy % :0.’0..—_ 200 » ..' [ I % -
- ) ] [ O'o'.“.' .3. . ]
s r s oot .
150 150 S “'et 3
[ [ e ~et ]
100 :— 100 5_ . .;;‘r‘. o :‘ .—:
s0F 50 '
0:‘. 0 ..‘I...I..‘.I...I...I...I...I...I...’...
-0.2 -1 -08-06-04-02 -0 02 04 06 08 1
cos 0,

Figure 8.13: Distribution of vertex charge Qmas as a function of cos ©,
(left) and cos ©, (right), the components of the track direction along the
Y-axis and Z-axis at the upper track vertex. The red points represent MC
atmospheric neutrinos, and the blue points represent MC' cosmic muons.

e Vertex Charge : The remaining background is reduced by varying the (), cut

with the direction of the muon track. Figure 8.13 shows the distribution of @),,4.
as a function of cos ©, and cos ©,, the components of the track direction along
the Y-axis and Z-axis at the upper track vertex. The cosmic muon background is
characterized by large energy deposits at the vertex and directions peaked towards
vertical angles and small angles to the planes. In addition more than 90% of
the remaining cosmic muons are found to span less than 20 planes. In contrast,
the atmospheric neutrino signal is characterized by smaller energy deposits at
the vertex and a more uniform angular distribution. In order to separate the
signal and background, the events spanning less than 20 planes with cos ©, >
0.7 or | cos ©, |< 0.5 are required to satisfy an additional cut of Q. < 100
PEs. The Q.. distribution for these events is shown for data, MC cosmic muons
and MC atmospheric v, /7, CC events in Figure 8.14 for FC events and Figure
8.15 for PCDN events. The additional )., cut removes approximately 50% of

cosmic muons and approximately 2% of atmospheric neutrinos, giving a signal-to-
background ratio of 1: 1.3 for FC events and 1 : 1.4 for PCDN events.
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Figure 8.14: Distribution of vertex charge Quma. for FC tracks with less
than 20 planes which pass the trace and topology cuts. This is shown for:
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Figure 8.15: Distribution of verter charge Qna: for PCDN tracks with less
than 20 planes which pass the trace and topology cuts. This is shown for:
(a) track directions of cos ©, > 0.7; (b) track directions of | cos ©, |< 0.5.
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8.5.2 Veto Shield Cuts

The containment cuts select 159 FC events and 33 PCDN events from the data set. This
comparcs with a MC expectation of 98 + 14 FC events and 23 + 6 PCDN cvents for the
cosmic muon background, and 72.3 £+ 14.4 FC events and 16.6 & 3.3 PCDN events for
the atmospheric v, /v, CC signal. Once the cosmic muon background has been reduced
to a level similar to the expected atmospheric v, /v, CC signal, the veto shield is used
to bring the background down to a low level.

An cvent is vetoed if any activity is observed in the section of shicld above the muon
vertex i a window of 100 ns around the vertex time. If the vertex occurs less than
1 m from the end of a shield section, the activity in the two adjacent sections above the
track is used to veto events. The accuracy of the shicld timing information is improved
by applying calibration corrections to the measured shield times. The shield modules
and detector planes share common readout electronics at the VARC level. This is the
level at which the largest offsets occur in the timing system. Therefore the VARC
time offsets calculated for the detector timing calibration {see Section 5.2) are used to
provide an approximate shicld timing calibration. Timing corrections arc also applicd
to account for the propagation of signals along the readout fibres. Figure 8.16 shows
the distribution of the differences in titne between the muon vertex and associated hits
in the shield for stopping cosmic muons and sclected FC/PCDN cvents. In both cascs
the associated shield hits are contained in a peak within the +100 ns window.

The efficiency for tagging cosmic muons with the veto shield is measured using stop-
ping cosmic muons sclected from the data as described in Scetion 7.4.1. The shicld
efficiency is defined as the percentage of selected events tagged by the above shield cuts.
Table 8.1 lists the cfficiencies caleulated for cach section of the shicld. The cfficiency is
similar in all the sections, but slightly lower in section 3 due to a high noise rate. The
overall efficiency is calculated to be 97.1 & 0.1%. A second measurement of the shield
cfficiency is performed using the sclected FC and PCDN events. The trace, topology
and vertex charge cuts are all removed, giving a sample of 33,000 events with an ex-
pected signal of 110 events. The shield efficiency is calculated using the event sample
and a correction of +0.2% is applied to account for signal cvents. Table 8.1 lists the
efficiencies calculated for each section of the shield. The overall efficiency is calculated
to be 97.24+0.1%. The two different methods of calculating the shield efficiency produce

results that are in good agreement.
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Figure 8.16: Time difference between shield hits and muon vertex times for
(a) stopping muons (b) events which pass FC and down-going PC selection.
The associated shield hits are contained in a narrow peak well inside the
+100 ns timing window.
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Cosmic Muon Vetoing Rate
(stopping muons) | (FC/PCDN events)
Section 1 97.2 £ 0.2% 97.1 £ 0.2%
Scction 2 97.4 £+ 0.2% 97.4 + 0.2%
Scction 3 96.6 + 0.2% 96.8 + 0.2%
Section 4 97.1 & 0.2% 97.3 £ 0.2%
Average 97.1 £ 0.1% 97.2 £ 0.1%

Table 8.1: Shield efficiencies calculated for euch section of the shield. The
first column lists the efficiencies calculated using the stopping muon sample.
The second column lists the efficiencies caleulated using the FC/PCDN
event sample with a correction of+0.2% applied to account for the expected
atmospheric neutrino signal within the sample.

Accidental Signal Tagging Rate
Section 1 214+02%
Section 2 21+02%
Seetion 3 2.3+ 0.2%
Section 4 2.2+ 0.2%
Average 224 0.1%

Table 8.2: Signal losses for each section of the shield due to accidental
cotncidences with shield activity generated by noise or natural radioactivity.
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Figure 8.17: Shueld efficiency as a function time for data acquired between
1st August 2003 and 31st October 2004. The data is divided into 2-week
intervals and the shield efficiency is calculated for each interval using stop-
ping muons. The blue line indicates the mean shield efficiency of 97.1%.
The number of days is defined relative to 1st August 2003.
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In order to study the long term performance of the veto shield, the data are divided
into 2-week intervals and the shicld cfficiency is calculated for cach interval using the
sample of stopping muons. Figure 8.17 shows the shield efficiency as a function of time
for data acquired between 1st August 2003 and 31st October 2004. The shicld efficiency
is found to remain constant over time to within 1%.

A small percentage of signal events are vetoed by the shield due to accidental coinci-
dence with shicld activity generated by natural radioactivity or noisc. The loss of signal
due to this accidental tagging is measured by combining a sample of MC atmospheric
v, /7, CC events with shield hits extracted from the pre-trigger window of events in the
data. Table 8.2 lists the loss of signal calculated for cach section of the shicld. The
overall loss of signal is caleulated to be 2.2 £ 0.1%.

The shield cuts are applied to the selected FC/PCDN events and are found to veto
103 FC events and 17 PCDN events.  Applying the measured shield cfficiency to the
MC cosmic muon background, the expected number of vetoed events is calculated to be
95+ 14 FC events and 22+ 6 PCDN cvents. The observed number of vetoed events is in
agreement with the MC expectation. The vetoed events are compared with the selected
MC cosmic muon events to test the agreement between data and MC. Figure 8.18
shows the distribution of the distance between the muon vertex and the nearest detector
edge for data and MC. The distributions are peaked around 1.5 m, consistent with
cosmic muons that have entered through the side of the detector. Figure 819 shows the
distribution of the reconstructed muon zenith angle for data and MC. The distributions

are peaked towards vertical angles, consistent with the cosmic muon background.
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Figure 8.18: Distribution of distances between track vertex and nearest
detector edge for events which pass the containment cuts. The events in
data that are tagged by the veto shield are represented by the black points,
MC cosmic muons are represented by the blue histogram.
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Figure 8.19: Distribution of reconstructed muon zenith angle for events
which pass the containment cuts. The events in data that are tagged by
the veto shield are represented by the black points, MC cosmic muons are
represented by the blue histogram.
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8.5.3 Results

The numbers of events selected after each stage of the FC and PCDN selection are shown
in Table 8.3. The crrors quoted for MC cosmic muons are caleulated by combining the
statistical error in quadrature with a 10% systematic error in the normalization; the
errors quoted for the MC atmospheric neutrinos are given by a 20% systematic error in
the normalization (see Section 8.9). The data and MC are in found to be in reasonable
agreement throughout the event selection, although there is an excess of data in the
carly stages. After applying the veto shield, 56 FC cvents and 16 PCDN cvents arc
selected from the data. This compares with a MC expectation of: 2.8 £ 0.4 FC events
and 0.7 £ 0.3 PCDN events for cosmic muons; 70.7 £ 14.1 FC events and 16.6 = 3.3
PCDN cvents for atmospheric v, /7, CC cvents; 3.8 + 0.8 FC cvents and < 0.1 PCDN
events for atmospheric v, /v, CC and NC events.

The cosmic muon background that remains following the veto shield cuts can be
measured directly from the data by applving the known cfficiencies for vetoing signal
and background to the number of vetoed events. The total number of signal (S) and
background (B) events in the data can be related to the total number of vetoed (V)

and sclected (N) cvents as follows:

N=(1—-n)B+ nS
V=B + (1 —-mn)S8

(8.1)

where:
np = efliciency for vetoing cosmic muon background = 97.1%

ns = cfficiency for scleeting atmospheric neutrino signal = 97.8%

Substituting N = 72 events and V' = 120 events into Equation 8.1 gives an cxpec-
tation of (1 — np) B = 3.5+ 0.3 events for the cosmic muon background that remains
in the selected FC/PCDN events. This is in good agreement with the MC expectation
of 3.5 = 0.5 cvents for the cosmic muon background, and is also small compared with
the MC expectation of 86.9 ++ 17.3 events for the atmospheric v, /v, CC signal. The
FC/PCDN events that have been vetoed by the shield are used to represent the cosmic

muon background in the atmospheric neutrino oscillation analysis.
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FC Data MC Expectation
Cuts cosmic muons | v, /v, CC | v /v, CC, NC
Track Quality | 18300 | 13680+ 1370 | 86.9+ 17.3 49+ 1.0
Trace 961 760 + 81 772+ 104 4.7+0.9
Topology 400 245+ 29 73.3+ 14.7 4.0+ 0.8
Vertex Charge | 159 98 + 14 7254145 39+08
Veto Shield 18] 284+ 04 70.7L£14.1 3.84£0.8
Total 56 77.3+£14.9
PCDN Data MC Expectation
Chuts cosmic muons | v, /v, CC | v./v. CC, NC
Track Quality | 16360 | 13770 + 1380 | 25.0 + 5.0 0.3+0.0
Track Length | 14300 | 12040 + 1210 | 21.5 +4.3 0.24+0.0
Trace 245 237 + 28 19.9 +4.0 0.24+0.0
Topology 47 2047 17,3284 0.1+0.0
Vertex Charge | 33 23£8 16.6 £ 3.3 0.1£0.0
Veto Shicld 16 0.7£0.3 16.2 £ 3.2 < 0.1
Total 16 16.9+ 3.2

Table 8.3: The number of events selected at each stage of the FC and
PCDN event selection. The expected signal is calculated for no oscillations.
The measured shield efficiencies are applied to the MC cosmic muons and
MC atmospheric neutrinos to obtain the final MC expectation. The errors
quoted for MC cosmic muons are colculated by combining the statistical
error in quadrature with a 10% systematic error in the normalization: the
errors quoted for the MC atmospheric neutrinos are given by a 20% sys-
tematic error in the normalization.
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8.6 Selection of Up-Going PC Events

8.6.1 Topology Cuts

The primary tool used to separate the PCUP signal from the cosmic muon background is
timing information. The event direction is determined by analysing the measured times
along the muon track. In order to determine the event direction accurately from timing
information, the muon track must contain a sufficient number of timing measurements
and must be well reconstructed. The following topology cuts are applied to select well-

measured muon tracks:

¢ Track Length : For short cosmic muon tracks, the muon direction may be mis-
reconstructed as up-going duc to the small number of timing measurements or
errors in the reconstruction. Therefore an additional track length cut is placed on
PCUP events. Tracks are required to be > 10 planes and > 1 m in length. This
cnsures that the timing is sampled a sufficient number of times along the track
to enable an accurate determination of the direction, and that the range of the
track is long enough to separate the start and end of the track within the timing

resolution of the detector.

e Track Topology : For cosmic muons that enter the detector parallel to the
scintillator strips or bend sharply in the magnetic field, errors in the reconstruction
of events can generate scatter in the timing at the beginning of the track or can
cause the start of the track to be reconstructed below the end of the track. This
can causc cvents to he mis-reconstructed as up-going. In order to reduce this
background, two of the topology cuts used in the FC/PCDN event selection are
also applied to the PCUP events. Events are required to satisfy AR* < 1.25 and
@mazr < 300 PEs. This removes the background events that contain scatter in the

timing due to the event topology.

The track length cuts remove approximately 70% of cosmic muons and approximately
15% of atmogpheric neutrinos. The track topology cuts then remove approximately 10%
of cosmic muons and approximately 5% of atmospheric neutrinos. The overall effect of

the cuts is to reduce the signal-to-background ratio to 1: 12.
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8.6.2 Timing Cuts

The PCUP signal is separated from the background by applying a series of timing cuts.
The main background arises from stopping cosmic muons that are mis-reconstructed
as up-going from timing information. This background is reduced by analysing the
timing information and applying cuts to ensure that events are correctly reconstructed

as up-going. The following timing cuts arc applied to seleet PCUD events:

e RMS cuts : The event direction is determined as described in Section 7.4.1.
Timing fits arc applied to the measured times and distances along cach track with
fixed gradients 8 = +1 (down-going) and 3 = —1 (up-going). The rms deviations
(rmSown and rms,,) are calculated for each fit. Timing cuts are applied to the
values of rms,,, rMSgewn and rms,, — rmsgme, to ensure that the up-going fit is
significantly better than the down-going fit. Figure 8.20 shows the distribution
of rmsy, Vs TMSgewn for events that satisfy the topology cuts. The cosmic muon
background is clustered close to rims,, — rmsSamw, = 0 ns. In contrast, the at-
mospheric neutrino signal is distributed around rims,, = 2.5 ns, consistent with
the timing resolution of the detector. Figures 8.21 (a)-(c¢) show the distribution
of rmsyy, TMSmn and rms,, — rmsgw, for data, MC cosmic muons and MC
atmospheric v, /7, CC events. The distributions all show reasonable agreement
between data and MC. Events are required to satisty: »ms,, < 4.33 ns to sclect,
up-going fits with small timing scatter, rmsge, > 3.33 ns to select down-going
fits with large timing scatter, and rms,, — TMSypw, < —1.66 ns, to select events
where the up-going fit is significantly better than the down-going fit. The rms
cuts remove approximately 90% of MC cosmic muons, and approximately 5% of

MC atmospheric neutrinos that satisfy the topology cuts.

e RMS /range : The ratio between the rms deviation for the up-going timing fit
and the range of the track provides an additional means of discriminating hetween
up-going and down-going events. If an nup-going timing fit is applied to a perfectly
measured down-going track, this ratio is given by ¢ * rms/range = 1//3 = 0.38.
Figure 8.22 shows the distribution of ¢ % rms/range for data, MC cosmic muons
and MC atmospheric v, /77, CC events. The cosmic muon background has a broad
peak around ¢ * rms/range = 0.6, consistent with down-going events that have

been mis-reconstructed as up-going. In contrast, the atmospheric neutrino signal
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Figure 8.20: Distribution of rmsy, vs rmsgewn for PCUP events which
pass the topology cuts. The red points represent MC atmospheric v, /v,
CC events and the blue points represent MC' cosmic muons.

is peaked at ¢ * rms/range < 0.3, consistent with events that have been correctly
reconstructed as up-going. Events are required to satisfy ¢ * rms/range < 0.66.
The rms/range cut removes approximately 35% of MC cosmic muons, and ap-

proximately 15% of MC atmospheric neutrinos that satisfy the topology cuts.

e Time Slope : An additional timing fit is applied with the constraint on the muon
velocity removed. This fit provides a measurement of the reciprocal muon velocity
1//. The sign of 1/ is required to correspond to an up-going muon. Figure 8.23
shows the distribution of 1/ for data, MC cosmic muons and MC atmospheric
v,/V, CC events. The atmospheric neutrino signal is peaked at —1, consistent
with muons travelling upwards at the speed of light. In contrast, the cosmic muon
background is peaked around 1/3 = 0. Events are required to satisfy 1/8 < —0.5.
The 1/ cut removes approximately 75% of MC cosmic muons, and approximately

5% of MC atmospheric neutrinos that satisfy the topology cuts.
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Figure 8.21: Distributions of rms timing variables used to select up-going
events shown for events which satisfy the topology cuts. (a) rms deviations
of up-going timing fits to muon tracks. (b) rms deviations of down-going
timing fits to muon tracks. (c) difference between the rms deviations of the
up-going and down-going timing fits to muon tracks.
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Figure 8.22: Distribution of the rms deviation for the up-going timing fit
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Figure 8.23: Distribution of reciprocal velocity 1/ for events which satisfy
the topology cuts. Negative values of 1/ correspond to up-going events,
positive values of 1/ correspond to down-going events.
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PCUP Data MC Expectation
Cuts cosmic muons | v,/v, CC | v./v. CC, NC
Track Quality | 1172 840 + 30 24.1 £ 4.8 0.3+01
Track Length | 344 270 £ 17 2007 £ 4.1 0.1+£0.0
Topology 275 240 + 16 194+ 3.9 0.1+0.0
Timing 10 < 1.3 15130 < 1
Total 10 15.1 £ 3.0

Table 8.4: The number of cvents selected at cach stage of the PCUP event
selection. The expected signal is calculated for no oscillations. The errors
quoted for MC cosmic muons are calculated by adding the statistical error
in quadroture with o 10% systematic error in the normalization: the errors
quoted for the MC atmospheric neutrinos are given by a 20% systematic
error in the normalization.

8.6.3 Results

The numbers of events sclected after cach stage of the PCUDP sclection are shown in
Table 8.4. The errors are calculated in the same way as for the FC/PCDN selection. The
data and MC are found to be in reasonable agreement throughout the event selection,
although there is an excess of data in the carly stages. A total of 10 cvents are sclected
from the data. This compares with a MC expectation of 15.1 £ 3.0 atmospheric v, /7,
CC events, and < 0.1 atmospheric v, /7, CC and NC events. The MC expectation for
cosmic muons is zero, with an upper limit of 1.3 events at 68% confidence.

The error on the MC cosmic muon background represents a significant fraction of
the MC atmospheric neutrino signal. This is because the size of the MC cosmic muon
sample is similar to the data set. A MC cosmic muon sample corresponding to a larger
detector exposure was used to reduce the error. It was found that more than 95% of the
cosmic muons that satisty the topology euts are in the encrgy range 0—2 GeV. Thercfore,
a sample of 2M cosmic muons was generated in this energy range, corresponding to a
detector exposure of 4.76 Yrs. The number of events selected from this sample is zero,

with an upper limit of 0.2 events at 68% confidence.
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(E,) | GeV
FC
PCDN 6.3
PCUP
All Events 3.4

Table 8.5: The mean energy of selected atmospheric v, /v, CC cvents.

8.7 Selection Efficiencies

The cfficiency for selecting atmospheric v, /7, CC events varies with energy and direetion
and is also different for each tyvpe of event. The selection efficiencies are determined as a
function of energy and angle using a sample of MC atmospheric v, /7, CC events which
interact inside the fiducial volume and produce a muon which crosses > 6 planes. The
selection efficiency is defined as the percentage of events that pass the selection cuts.

Figure 8.24 shows the sclection efficiencies and signal distributions as a function of
true neutrino energy for each type of event. The requirements placed on the length of
muon tracks, in particular the additional constraints placed on PC events, remove the
majority of neutrinos with sub-GeV cnergics. The cffective neutrino energy threshold
is approximately 600 MeV. Table 8.5 lists the mean energy of selected neutrino events
for cach type of cvent. The mean energy of FC events is lower than PC events since
the FC events are required to begin and end inside the fiducial volume of the detector.
The overall mean energy is 3.4 GeV. Figure 8.25 shows the selection efficiencies and
signal distributions as a function of true muon zenith angle for cach type of event. The
detector geometry and containment cuts used to select FC/PCDN events preferentially
remove neutrinos incident at small angles to the detector planes. Therefore the angular
distribution of sclected cvents has a broad peak around zero.

The selection efficiency is calculated to be: 57.1% for FC events; 44.2% for PCDN
events; and 43.7% for PCUP events. The efficiency for PC events is lower than FC
events since due to the additional track length requirements placed on the PC events.

The overall selection efficiency is 52.3%.
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8.8 Other Backgrounds

8.8.1 Neutrons

Cosmic muons interact in the rock above the detector to produce showers of hadrons.
A small number of these showers can enter the detector unaccompanied by the muon
and produce events that appear contained in the detector. In particular, neutrons can
interact inside the fiducial volume of the detector to produce contained proton tracks
that are mistaken for neutrino interactions.

In order to measure this background, cosmic muon interactions were generated in
the rock using the Geant4 simulation [147]| and neutrons with a kinetic energy of > 300
MeV were selected [144]. These neutrons were found to occur at a rate of approximately
40 events/day. A neutron sample corresponding to a detector exposure of 2.79 Yrs
was analysed. The majority of ncutrons interact inside the detector to produce small
hadronic showers or short proton tracks. Only 10% of events pass the digit filters and
65% of these events do not contain a reconstructed track. For events that do contain a
track, 99% begin outside the fiducial volume or do not pass the track selection cuts. The
remaining events are removed in the early stages of the FC/PCDN and PCUP event

scleetions. Therefore the neutron background is believed to be negligible.

8.8.2 Neutrino-Induced Up-Going Muons

Neutrinos interact in the rock below the detector to produce muons that are incident
on the detector at a rate of approximately (.65 events/day. Neutrino-induced muons
incident at small angles to the planes can enter the scintillator inside the fiducial volume
of the detector and be mistaken for contained neutrino interactions.

In order to determine this background, neutrinoe interactions were generated helow
the detector as described in [118]. A muon sample corresponding to a detector exposure
of 200 Yrs was analysed. The majority of neurino-induced muons are through-going and
s0 65% of events do not pass the digit filters. For cvents that contain a reconstructed
track, 97% begin outside the fiducial volume or do not pass the track selection cuts.
The FC/PCDN and PCUP event selections each remove 70% of the remaining events.

The up-going muon background in the data is estimated to be 0.5 £ 0.1 events.
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Figure 8.26: Ratio between the rates of selected MC' atmospheric v, /v, CC
and v,/v,, CC events as a function of neutrino energy.

8.8.3 Tau Neutrinos

If v, <+ v, oscillations occur in atmospheric neutrinos, an additional background will
be generated by v, /v, CC interactions where the tau lepton decays into a muon. The
oscillation analysis must take account of the oscillated v, /77, CC events that are selected
as v, /v, CC events.

In order to determine this background, atmospheric v, /7, events were generated
with the same energy spectrum as atmospheric v, /7, events. A neutrino sample cor-
responding to a detector exposure of 370 kT-Yrs was analysed. The rate of v, /v, CC
interactions is suppressed since the neutrino energy must be above the 3 GeV threshold
required to produce a tau lepton. The fraction of events containing muon tracks is also
limited by the 17.4% branching ratio [105] for the decay of tau leptons into muons.
Figure 8.26 shows the ratio between the rate of selected v, /7, CC events and the rate
of selected v, /7, CC events as a function of neutrino energy. This has a threshold at
approximately 3 GeV and rises above 20% at 10 GeV. The overall v, /7, CC event rate
is 3% of the v,/7, CC event rate. For the case of full v, — v, oscillations, the MC

expectation for a detector exposure equivalent to the data is 3.3 + 0.6 events.
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8.9 Systematic Uncertainties in Event Selection

The MC expectation is dependent on the physies models and detector conditions used
in the simulation of atmospheric neutrinos. In order to determine the systernatic uncer-
tainties in the event selection, additional MC atmospheric neutrino samples have been
generated using alternative physics models and detector conditions (sce Section 6.5).
For each alternative MC sample, the difference in the MC expectation relative to the
central MC sample is taken as the systematic error in the MC expectation. Table 8.6
lists the systematic errors calculated in the MC expectation. The overall systematic
error is estimated to be 20% for the atmospheric neutrino signal and 10% for the cosmic

muon background. The systematic offects are discussed in detail below:

e Flux Model : The uncertaintics in the atmospheric neutrino Hux model give
rise to large systematic errors in the MC expectation. An uncertainty of 15% is
assigned to the absolute atmospheric neutrino flux (see Section 6.4.1). In addition,
uncertaintics of 5% are assigned to the Up/Down and 7,/r, flux ratios while
keeping the overall flux constant. This produces systematic ervors of 1% and 2%

respectively in the MC expectation.

o Cross-Section Model : The uncertainties in the neutrino cross-section model
also give rise to large systematic errors in the MC expectation. An uncertainty
of 10% is assigned to the overall neutrino cross-section (see Section 6.4.2). In
addition, the relative cross-section for quasi-clastic neutrino interactions is varied
by £20% [148] while keeping the overall cross-section constant. This produces a

systematic error of 4% in the MC expectation.

e Hadronic Model : The reconstruction and selection of neutrino events depends
to a small degree on the model used to propagate hadronic particles produced in
neutrino interactions. In order to estimate the systematic error due to the choice
of hadronic model, the GCALOR model [141] used for the central MC sample is
replaced by the GH FISH A model [143], which has also been found to give a good
description of the detector response to single hadrons. This produces a systematic

crror of 3% in the MC expectation.

e Timing Resolution : Timing information is used at a number of stages of

the reconstruction and selection of events. In order to determine the effect of
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Systematic Error

in Event Scleetion
Neutrino Flux 15%
Up/Down Ratio (£5%) 1%
7, /v, Ratio (£5%) 2%
Neutrino Cross-Section 10%

QFE Cross-Section (£20%) 4%
Hadronic Model (Gheisha) 3%
Timing Resolution (£0.1ns) 1%
Eunergy Calibration (£5%) 1%

Cosmic Muon Normalization {£10%) < 1%

Table 8.6: Systematic errors in MO expectation, calculated using MC sam-
ples generated with alternative physics models and detector conditions.

the timing resolution on the event sclection, additional MC samples have been
generated with the timing smearing adjusted to vary the resolution by +0.1 ns.

This produces a systematic error of 1% in the MC expectation.

¢ Energy Calibration : Pulse height information is used at a number of stages of
the reconstruction and selection of events. The error in the pulse height calibration
is estimated to be 5% [89]. In order to estimate the effect of the pulse height
calibration on the event selection, additional MC samples have been generated
with the overall light output adjusted by £5%. This produces a systematic crror

of 1% in the MC expectation.

¢ Cosmic Muon Normalization : The normalization of the MC cosmic muon
sample is determined by comparing the number of events sclected in data and MC.
but the relative normalization of data and MC varies with energy and direction. In
order to account for this, an uncertainty of 10% is assigned to the normalization.
The expected cosmic muon background is determined using the veto shield with
an uncertainty of approximately 10%. This produces a systematic error of < 1%

in the overall MC expectation.
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Data MC Expectation {no oscillations)
cosmic muons | v, /’7u CC | vo/v. CC, NC | v-induced g
FC 26 2.84+0.4 707+ 14.1 3.8+0.8 0.3+0.1
PCDN | 16 0.7+£0.3 16.24+ 3.2 < 0.1 0.1+£0.0
PLELIF | 10 = 0.2 15.1 4 3.0 w1 0.1+0.0
Total 82 3.54£05 102.0 £ 20.4 3.94+L08 0.5+£0.1

Table 8.7: Summary of expected/observed cvents for each type of cvent.
The cosmic muon background is caleulated by applying the measured shield
efficiencies to the vetoed events. Neutrino-induced muons are produced by
atmospheric v, /0, CC interactions in the rock below the detector.

8.10 Seclected Events

The results of the event selection are summarized in Table 8.7. A total of 82 candidate
atmospheric v, /7, CC events are selected from the data. This compares with a MC
expectation of 109.9 4+ 21.4 cvents consisting of: 3.5 £ 0.5 cosmic muons; 102.0 £ 20.4
atmospheric v, /v, CC events; 3.9 £ 0.8 atmospheric v, /v, CC and atmospheric NC
cvents; and 0.5 + 0.1 neutrino-induced up-going muons (in the absence of oscillations).
A full List of the candidate atmospheric »,/7, CC events is included in Appendix A.
Figures 8.27-8.29 show some examples of the selected events.

The atmospheric neutrino interactions arce expeeted to be uniform in space and time.
The distribution of interaction points reconstructed from the selected events is shown
for the X-Y plane in Figure 8.30, and along the Z-axis in Figure 8.31. The selected
cvents appear cvenly spread across the detector. Figure 8.32 shows the measured rate
of events for successive intervals of three weeks. This also appears uniform, with the
overall event rate measured to be 0.26 events/day. This compares with a MC expectation
of 0.35 &+ 0.07 events/day. The observed number of events is consistent with the MC

expectation to approximately one standard deviation.
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Figure 8.30: Distribution of interaction points in the z-y plane for selected
atmospheric v, /v, CC events. The FC events are indicated by blue circles,
PCDN events by magenta circles, and PCUP events by red circles. The
solid lines represent the edges of the detector, and the dotted lines indicate
the boundaries of the fiducial volume.
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Figure 8.32: Distribution of neutrino event rate over time. The data is di-
vided into 3-week intervals and the event rate is calculated for each interval.
The number of days is defined relative to August 1st 2003.
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Neutrino Oscillation Analysis

9.1 Analysis Overview

The measured and expected distributions of selected cvents are compared in order to
test the consistency of the data with v, < . oscillations and measure the oscillation
parameters Am?2, and sin?2f;. The signature of ncutrino oscillations is a deficit in
the observed atmospheric v, /7, CC events relative to the expectation at high values
of L/E. Since the selected data set is small, the oscillation parameters cannot be
determined with high precision. Table 9.1 lists the expeeted number of events for no
oscillations, and for oscillations with AmZ, = 2.5 x 1073 eV, sin“20y; = 1.0. The data
is consistent with both scenarios to within one standard deviation. The selected data
set can be used to determine the atmospheric neutrino up/down ratio and 7, /v, ratio
with reasonable precision. These ratios provide measures of the compatibility of the
data with the simulation and with the oseillation hypothesis.

In order to measure the up/down and Ty, / v, ratios and to perform an oscillation
fit, a high resolution sample of events is selected with well-measured direction and
charge. Events with a well-measured direction are used to determine the up/down ratio;
events with a well-measured charge are used to determine the v, / v, Tatio. A maximum
likelihood fit is applied to the reconstructed L/FE distribution to measure the oscillation
paramecters. An oscillation fit is first performed on the combined sample of neutrino
and anti-neutrinos. The events are then divided into neutrino and anti-neutrinos and
a second oscillation fit is performed. Finally, the projected sensitivity to oscillations is

determined for a detector exposure of 25 k'T-Yrs (approximately 5 years running).
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Data | Cosmic mmons | v, /v, CC | v, /7, CC | v /7, CC, NC | v-induced p
FC4+PC Expectation { no oscillations )
cvents 82 3:5400.3 102.0 + 20.4 <01 3.9+0.8 0.0 £0.1
FC+PC Expectation { Am2, = 2.5 x 107% eV?, sin*20,3 = 1.0 )
events 82 3.0+0.3 73.0x 146 | 0.9x+0.2 3.9+ 0.8 0.4+0.1

Table 9.1: Comparison between expected and observed numbers of events for
no oscillations, and for oscillations with Am3, = 2.5 x 10 %eV?, 5in*20y3 =
1.0. The expected cosmic muon background is colculated from the data using
FC/PCDN events that have been tagged by the veto shield.

9.2 Selection of High Resolution Events

A high resolution sample of events is used to measure the propertics of the atmospheric
neutrino flux: the up/down ratio is determined using events with a well-measured muon
direction; the 7, /v, ratio is determined using events with a well-measured muon charge.
Events with a well-measured direction are selected by applying cuts on the muon length
and on timing information; events with a well-measured charge are selected by applyving
additional cuts on the muon curvature. The following cuts are used to scleet high

resolution events:

e Track Length : The cfficicncy for correctly reconstructing the direction and
charge of atmospheric v, /v, events increases with the event length. Events which
contain a larger number of hits or travel a longer distance have: a better timing
resolution; a better digcrimination between the start and end times of the muon
track; a clearer muon track curvature; and a smaller background from v, /7, CC,
NC events and from cosmic muons. In order to sclect the well-measured atmo-
spheric v, /v, CC signal, muon tracks are required to cross > 10 planes and travel
a distance of > 1 m. Figure 9.1 shows the distribution of the number of muon
track plancs for data and MC. Figure 9.2 shows the distribution of the muon track
range for data and MC. The track length cuts remove 80% of signal events which
have an incorrectly reconstructed direction. The cuts select 76.2% of signal events,

with the event direction reconstructed correctly in 98.9% of selected events.
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e Muon Direction : The muon direction is reconstructed from timing information
using the method outlined in Section 7.4.1. Events with a well-measured direetion
are selected by analysing the up-going and down-going timing fits to muon tracks.
A cut is applied on the difference hetween the rns deviations of cach timing fit,
requiring the best fit to be significantly better than the alternative fit. Events are

required to satisfy

TSy — TMSgown | > 0.66 ns. Figure 9.3 shows the distribution
of rms,, —rimsgoun for events which satisfy the track length cuts. The direction cut
selects 93.6% of remaining signal events, with the mmon direction reconstructed

correctly in 99.6% of selected events.

e Muon Charge : The muon charge 18 reconstructed from the track curvature
using the method outlined in Section 7.4.2. Events with a well-measured charge
arc sclected by applying a cut on the caleulated crror in (Q/p). Events with
(Q/v) o < —2 are classified as v,; events with (Q/p) /oo > +2 are clas-
sified as 7,. Figure 9.4 shows the distribution of (Q}/p)/o(q/ for events which
satisfy the track length and muon direction cuts. The muon charge cut sclects
74.7% of the remaining signal events. Since the v, event rate is larger than the
v, event rate, the purity of the selected v, sample is higher than the purity of
the selected ¥, sample. For events classified as v,, the muon charge is recon-
structed correctly in 99.4% of cases; for events classified as 7, the muon charge

is reconstructed correctly in 97.4% of cascs.

The events satistying the muon direction cuts are separated into up-going and down-
going cvents based on the reconstructed muon zenith angle. Table 9.2 lists the number
of up-going and down-going events selected in data and MC. Of the 82 events selected
from data, 60 events have a well-measured direction, with 22 events classified as up-going
and 38 cvents classified as down-going. This compares with an expectation of 37.4+7.4
up-going events and 40.3 + 7.6 down-going events. There is good agreement between
data and MC for down-going events, but a deficit in the data for up-going events.
Figure 9.5 shows the distribution of the reconstrueted muon zenith angle for data and
MC. The expected distributions are shown for no oscillations, and for oscillations with
Am2, = 2.5 x 107% eV?, sin®265; = 1.0. The data are more consistent with oscillations

although the statistical errors are large.



194 Chapter 9. Neutrino Oscillation Analysis

30 pr L L D B B L B B B |

25

D v background

e u background

20

744 direction ID error

15

track length / planes

Figure 9.1: Distribution of muon track planes for selected v, /v, events.
The data are represented by the points; the solid blue line represents the
expectation for no oscillations. Fvents are required to contain > 10 planes.
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Figure 9.2: Distribution of muon range for selected v, /v, events. The data
are represented by the points; the solid blue line represents the expectation
for mo oscillations. Fvents are required to be > 1.0 m in length.
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Figure 9.3: Distribution of rmsy, — rmsge, for events that satisfy the
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Figure 9.4: Distribution of (Q/p)/owqp) for atmospheric neutrino events
that satisfy the track length and muon direction cuts. The data are repre-
sented by the points; the solid blue line represents the expectation for no
oscillations. Events are required to satisfy | (Q/p) | /owq/p > 2.0.
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Data

Expectation ( no oscillations )

Cosmic muons | v,/v, CC | v /v, CC, NC | v-induced p
up 22 < 0.1 36773 0.44+0.1 0.3+0.1
DOWN | 38 21402 37TTETS 0.a+0.1 < 0.1
? 22 1.440.1 2764+ 55 3.0+06 0.14+0.0
Table 9.2: Comparison between data and expectation for events selected as

up-going and down-going, and events with ambiguous direction.

Data Expeetation { no oscillations )
Cosmic muons | v,/v, CC | v /v, CC, NC | v-induced g
Wy 27 0.5 +0.1 35.1 4+ 7.0 0.1+0.0 0.14+0.0
Ty 13 0.7+£0.1 18.1 £ 3.6 0.2 £ 0.0 (0.1 £0.0
4 42 2.3+0.2 48.7 £ 9.7 3.6 £0.7 0.3X£0.1

Table 9.3: Comparison between data and expectation for events selected as
neutrinos and anti-neutrinos, and events with ambiguous charge.

Data Expectation ( no oscillations )
Cosmic muons | v,/v, CC | v, /v, CC, NC | v-induced p
Yy upr 11 < 0.1 174+ 3.5 < 0.1 0.1£+0.0
DOWN | 16 0.5 +0.1 177+ 3.5 < 0.1 < 0.1
vy Up 0 < (.1 9018 0.1 0.0 0.1£0.0
DOWN 0.7+£0.1 91X£1.8 0.1 0.0 < 0.1

Table 9.4: Comparison between data and expectation for neutrinos and
anti-neutrinoes, separated into up-going and down-going events.
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Figure 9.5: Distribution of reconstructed muon zenith angle for events with
a well-measured direction (left) and events with ambiguous direction (right).
The data are represented by the points; the solid blue line represents the ex-
pectation for no oscillations; the dashed blue line represents the expectation
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The events satisfying the muon charge cuts are separated into neutrinos and anti-
neutrinos based on the reconstructed muon charge. Table 9.3 lists the number of neutri-
nos and anti-neutrinos selected in data and MC. Of the 60 events with a well-measured
direction, 40 cvents have a well-measured charge, with 27 cvents classified as neutri-
nos and 13 events classified as anti-neutrinos. This compares with an expectation of
35.8 £ 7.0 neutrinos and 19.1 £ 3.6 anti-neutrinos. Table 9.4 lists the number of selected
neutrinos and anti-neutrinos, separated into up-going and down-going cvents. Figure
9.6 shows the distribution of the reconstructed muon zenith angle for selected neutrinos
and anti-nentrinos in data and MC. The expected distributions are shown for no oscil-
lations, and for oscillations with A-m%3 = 2.5 x 1077 eV?, sin®204; = 1.0. The data arc

more consistent with oscillations although the statistical errors are large.

9.2.1 Determination of up/down Ratio

The atmospheric neutrino up/down ratio provides a measure of the consistency of the
data with neutrino oscillations. Using the events with a well-measured direction, the
measured up/down ratio is (R, /q)para = 0.58 £ 0.16(stat). This compares with an
expectation of (R, q)me = 0.93 £ 0.06(sys) for no oscillations. The systematic crror
in the expected up/down ratio is determined using MC atmospheric neutrino samples
generated with alternative physics models and detector conditions (see Section 8.9). The
difference between the up/down ratio calculated for the central MC samnple and for each
alternative MC sample is taken as the systematic error due to the choice of model. Table
9.5 lists the systematic errors calculated for cach alternative MC sample. An additional
error of 5% resulting from uncertainties in the flux model is assumed. The ratio between

the measured and expected up/down ratios is calculated to be:

(Rujd)para

= 0.62 £+ 0.17(stat) + 0.04(sys)
(R'u./d)M(f

This is 2.2 standard deviations away from the expectation for no oscillations.

The measured up/down ratio is compared with the expectation for a range of oseil-
lation parameters. Figure 9.7 shows the expected up/down ratio as a function of Am3,,
assuming oscillations with sin?26,3 = 1.0. The up/down ratio initially falls with Am3,

as the oscillation probability for up-going events increases while the oseillation proba-
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bility for down-going events remains low. The up/down ratio then rises with Am3, as
the oscillation probability for down-going cvents increases while the oscillation proba-
bility for up-going events tends to a mean value of one half. The measured up/down
ratio is plotted along with the statistical error at £1 standard deviation. The measured

up/down ratio is 2.1 standard deviations away from the expectation for no oscillations.

9.2.2 Determination of 7, /v, Ratio

The atmospheric 7, /v, ratio provides a measure of the consistency between neutrino
and anti-neutrino oscillations. Using the events with a well-ineasured charge, the mea-
sured 7, /v, ratio in data is (R, )para = 0.48 = 0.16(stat). This compares with an
expeetation of (Rp/u)are = 0.53£0.04(sys) for no oscillations. The expected 7, /v, ratio
does not vary significantly with the oscillation parameters. The systematic error in the
expected 7, /v, ratio is calculated using MC atmospheric neutrino samples generated
with alternative physics models and detector conditions (see Section 8.9). The difference
between the %, /v, ratio calculated for the central MC sample and for each alternative
MC sample is taken ag the systematic error due to the choice of model. Table 9.6 lists
the systematic errors calculated for cach alternative MC sample. An additional error
of 5% resulting from uncertainties in the flux model is assumed. The ratio between the

measured and expected 7, /v, ratios is calculated to be:

(Bov) para

Fors) = 0.90 £ 0.29(stat) £ 0.06(sys)
o fv) MO

The measured and expected values are consistent within errors.

In order to study the sensitivity of the 7, /v, ratio to differences between neutrinos
and anti-neutrinos, the neutrino oscillation parameters {Am2,, sin®2f;) are fixed and
the anti-nentrino oscillation paramcters (AmZ,, sin®26s3) arc allowed to vary. Figure
9.8 shows the expected 7, /v, ratio as a function of Am3,, assuming oscillations with
Am2, = 2.5 x 1077 eV, sin”265; = sin“20,; = 1.0. The expected v,/ v, ratio falls slowly
with Am3,. The measured 7,/v, ratio is plotted along with the statistical crror at +1
standard deviation. With the current statistics, the sensitivity to differences between

neutrinos and anti-neutrinos is low.
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Systematic effect Error in up/down ratio

Uncertainty in Flux Model 5%
Hadronic Model (Gheisha) 3%

QE Cross-section (£20%) < 1%
Timing Resolution {+0.1ns) 1%
Encrgy Calibration {+5%) 1%

Cosmic Muon Normalization {+10%) < 1%
Total 6%

Table 9.5: Systematic uncertainties in the up/down ratio determined us-
ing MC atmospheric neutrino samples generated with alternative physics

models and detector conditions.
Systematic effect Error in 7, /v, ratio

Uncertainty in Flux Model 3%

Hadronic Model (Gheisha) 4%

QE Cross-section (£20%) 3%

Timing Resolution (£0.1ns) 1%

Energy Calibration (£5%) 1%

Cosmic Muon Normalization (+10%) < 1%
Total %

Table 9.6: Systematic uncertainties in the v, /v, ratio determined using MC
atmospheric neulrino samples generated with alternative physics models
and detector conditions.
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9.3 Fits to Neutrino Oscillations

A maximum likelihood method is used to fit the oscillation parameters Am32, and sin”26,;
assuming two-flavour v, <> v. oscillations. In this approximation the probability of
neutrino oscillations is given as follows:

(9.1)

‘ g f 12T Amiy L
P(V,u. <> VT) = Si1122923 Si'ﬂ2 (%)

E
where:
E = neutrino energy {GeV).

L = neutrino propagation distance {ki}.

The reconstructed L/FE distribution is used as the basis for the oscillation fit. The
neutrino energy E is calculated by summing the reconstructed muon momentum and
reconstructed shower energy. For FC events, the muon momentum is calculated from
the measured range of the muon track; for PC events, the muon momentum is calculated
from the measured curvature of the muon track. The PC events are required to have
a well-measured charge in order to have a well-measured energy. Figure 9.9 shows the
measurcd and expected distributions of reconstructed encrgies. The neutrino propaga-
tion distance L is calculated by projecting the reconstructed muon direction back to a

constant production height in the atmosphere as follows:

L= —(R—dcost + J(R—d)?cos?8 + (d+h) (2R—d +h) (9.2)

where:
# = reconstructed muon zenith angle.
d = depth of the detector (0.7 kin).
h = necutrino production height in the atmosphere (20 km).

R = radius of the earth {6370 km}).

Events are required to have a well-measured direction in order to have a well mea-
sured propagation distance. Since the propagation distance varies rapidly with zenith

angle, events are binned in terms of log,,(L/E).
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Figure 9.9: Distribution of reconstructed neutrino energies for all FC' events
and PC events with well-measured charge. The data are represented by the
points; the solid blue line represents the expectation for no oscillations; the
dashed blue line represents the expectation for oscillations with the param-
eters Am2, = 2.5 x 1073 eV?, sin®20p3 = 1.0.

Figure 9.10 shows the difference between the reconstructed and true log,,(L/FE)
using the true muon direction to calculate the propagation distance. The resolution is
L/E) 1yp) = 015 for PC events.
Figure 9.11 shows the difference between the reconstructed and true log,,(L/E) using

calculated to be Tlog ( = 0.16 for FC events and Tog (
the true neutrino direction to calculate the propagation distance. The L/FE resolution
is degraded by the scattering angle between the muon and neutrino. The resolution is
L/E) LE) = 0.41 for PC events.

The FC distribution has large tails due to the smaller mean energy of FC events and

calculated to be Tlog ( = 0.72 for FC events and Tog (
therefore the larger mean angle between the muons and neutrino.

Figure 9.12 shows the measured and expected distributions of log,,(L/E) for selected
events; Figure 9.13 shows the measured and expected distributions of log,y(L/E) for
selected neutrinos and anti-neutrinos. In both cases the expected distributions are shown
for no oscillations, and for oscillations with Am2, = 2.5 x 1073 eV?, sin?26,3 = 1.0. The

data are more consistent with oscillations although the statistical errors are large.
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Figure 9.10: Distribution of differences between reconstructed and true val-
ues of log,o(L/E) for well-measured events. The true muon direction is
used to calculate the propagation length. The distributions are separated
into fully contained and partially contained events.
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Figure 9.11: Distribution of differences between reconstructed and true val-
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15 used to calculate the propagation length. The distributions are separated
into fully contained and partially contained events.
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Figure 9.12: Distribution of reconstructed L/E for well-measured events
(left) and low resolution events (right). The data are represented by the
points; the solid blue line represents the expectation for no oscillations; the
dashed blue line represents the expectation for oscillations with the param-
eters Am2, = 2.5 x 1073 eV?, sin?20,3 = 1.0.
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Figure 9.13: Distribution of reconstructed L/ E for events classified as neu-
trinos (v,), events with an ambiguous charge (?), events classified as anti-
neutrinos (7, ), and low resolution events (right). The data are represented
by the points; the solid blue line represents the expectation for no oscilla-
tions; the dashed blue line represents the expectation for oscillations with
the parameters Am3, = 2.5 x 1073 eV?, 5in*20y5 = 1.0.
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The reconstructed log,,(L/FE) distribution is subject to several systematic effects that
must be taken into account in the oscillation fit. These cffects are studied using MC
atmospheric neutrino samples generated with alternative physics models and detector
conditions (scc Scction 8.9). Figures 9.14 (a)-(f) show the reconstructed logy(L/E)
distributions for the central MC sample and for a range of alternative MC samples

assuming no oscillations. The systematic effects are discussed in detail below:

(a) To study systematic errors resulting from the choice of atmospheric nentrino flux
model, the model of Barr et al [124] used in the central MC sample is replaced

by the model of Battistoni et al [142]. This distorts the log (L/FE) distribution.

(b) To study systematic errors resulting from the choice of hadronic interaction model,
the GCALOR model [141] used in the central MC sample is replaced by the
Gleant3 implementation of the GHEISH A model [143]. This is found to distort
the logy(L/E) distribution at high valucs.

(¢) To study the effect of uncertainties in the neutrino interaction model, the QE
events are re-weighted by £20%. Figure 9.14(c) shows the effect of re-weighting
the QE events by +20%. The log,,(L/E) distribution is shifted towards higher

values, corresponding to lower energies where QE events are distributed.

{d} To study the effect of uncertainties in the cosmic muon background, the log,,(L/E)
distribution for the background is re-weighted by £10%. Figure 9.14(d) shows the
effect of re-weighting the background events by +10%. The log ,(L/E) distribu-

tion is increased at low values where the background is distributed.

(e} To study the effect of uncertainties in the timing resolution, the resolution is varied
by +0.1 ns. Figure 9.14(e) shows the effect of varyving the resolution by +0.1 ns.
The log,,(L./E) distribution is shifted slightly towards lower values since a larger

fraction of low energy events have an ambiguous direction.

(f} To study the effect of uncertainties in the detector energy calibration, the light
output is varied by £5%. Figure 9.14(f) shows the effect of changing the light
output by +5%. The log,,(L/E) distribution is shifted towards lower values since

the mean reconstructed energy of neutrino events is increased.
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Figure 9.14: Comparison between reconstructed L/ E distributions for cen-
tral MC sample (solid blue lines) and alternative MC' samples (points).
The alternative MC samples are generated using the following models: (a)
Battistoni fluxz model in place of Barr model. (b) GHEISHA hadronic
model in place of GCALOR model. (c) QF events re-weighted by +20%.
(d) cosmic muon background re-weighted by +10%. (e) timing resolution
smeared by +0.1 ns. (f) detector response increased by +5%.
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Svstematic Effect —AlnL
vy /7, Normalization (4+-20%) 1.93
/7, Normalization (—20%) 2.53
up/down Ratio (£5%) 0.03
7, /v, Ratio (£5%) 0.04
Flux Model (Battistoni) 0.08
Hadronic Model (Gheisha) 0.09
QF Cross-Section (+20%) 0.05
Timing Resolution (£0.1ns) 0.06
Energy Calibration (£5%) 0.05

Cosmic Muon Normalization (£10%) | < 0.01

Table 9.7: The log-likelihood difference between the log,,L/E distribution
for the central MC atmospheric neutrino sample and alternative MC sam-
ples generated using different physics models and detector conditions.

Only systematic errors that are significant compared to the statistical errors in the
data arc included in the oscillation fit. The significance of cach systematic cffect is

estimated using the following log-likelihood function:

T T

—AlnL =) (X - NhX) - Y (N - NhN (9.3)
=0

i=0 i
where:
N; = expected number of events in %" bin for central MC sample.

X; = expected number of events in 54 hin for alternative MC sample.

The log,,(L/E) distributions arce normalized to the exposure of the data and are
binned in the same way ag the distributions used for the oscillation fit (see Figure 9.12).
Equation 9.3 is used to calculate the difference in log-likelihood between the central MC
sample and cach alternative MC sample. Table 9.7 lists the values of —A 1n £ calculated
for each systematic effect considered. This compares with a value of —AIn £ = 1.2
resulting from Gaussian errors at £1 standard deviation. Only the uncertainty in the

atmospheric neutrino normalization is significant at this level.



9.3. Fits to Neutrino Oscillations 209

9.3.1 Combined v,/7, Oscillation Fit

A combined neutrino and anti-neutrino oscillation fit is first performed on the data.
The selected atmospheric neutrino cvents are separated into a high resolution sample
containing events with well-measured L/E, and a low resolution sample containing all
other events. The high resolution sample is binned in terms of log,,(L/E) while the low
resolution sample is contained in a single bin (sce Figure 9.12)

The oscillation fit is performed on a 140x 140 grid in {log,;Am3,, sin*20,3) parameter
space over the range (—6 < log,,Am3, < 1, 0 < sin?26y; < 1). Neutrinos and anti-
neutrinos assumed to have the same oscillation parameters. The expected log, (L/E)
distribution is generated at each grid point and the negative log-likelihood —In £ for

the observed logo( L/ E) distribution is calculated as follows:

n 5
. , o
—In L = E (X, — N ln X;) + 952 (9.4)
i=0 T
where:
N; = observed number of events in ¢ bin.
X,; = expected number of events in i** bin.
«r = variation in atmospheric neutrino normalization.
g, = systematic crror in atmospheric ncutring normalization.
The expectation X; at each grid point is given by:
9
X; = (1+a) 5 (Ams,, sin“20y3) + B; (9.5)

where:

Sth

S; = expected number of atmospheric neutrino events in ¢** bin.

B; = expected number of cosinic muon events in i bin.

The systematic error in the atmospheric neutrino normalization is accommodated
in the oscillation fit by allowing the expected log o (L/E) distribution for atmospheric
neutrinos to vary by an amount « and adding a Gaussian error term o”/20) in the
log-likelihood. The value of g, is taken to be 20% (see Section 8.9). The log-likelihood

is minimized with respect to the parameter o at each grid point.



210 Chapter 9. Neutrino Oscillation Analysis

20 T R R LA LALLM 50 T
18 - data - sk LORES k
16 === N0 oscillations _: ok E
best fit 3
14 - 5k K
12 4 f + 3
10 —E pX] 2 K
8 ! —E 20 E
4 _+_ : _: ] -
2 E —E sk K
O ....I....I....I....I....I....I....I....:q—l'l:‘ 0....I....I....I....I.iI
2 2.5 3 3.5 4 4.5 0 1 2 3 4

log,, (L/E)

Figure 9.15: Distribution of reconstructed L/E for well-measured events
(left) and low resolution events (right). The data are represented by the
points; the solid blue line represents the expectation for no oscillations; the
dashed line represents the expectation for the best fit two-flavour oscillation
parameters Am2, = 1.3 x 1072 eV?, sin?2053 = 0.90.

The minimum log-likelihood occurs at (Am2; = 1.3 x 1073 eV?, sin?20y3 = 0.90).
The best fit atmospheric neutrino normalization at this point is 1+« = 0.96. Figure 9.15
shows the distributions of log,,(L/FE) for the data and the best fit oscillation parame-
ters. The confidence limits on the oscillation parameters are determined by calculating
the difference in the log-likelihood —A In £ at each grid point relative to the best fit
point. In the limit of Gaussian errors, the (68%, 90%, 99%) confidence limits are given
by —Aln £ = (1.2, 2.3, 4.6). Figure 9.16 shows the 68% and 90% confidence limits
obtained using this method. The data are consistent with a wide range of oscillation
parameters, including the results from Super-Kamiokande [51] [52] and K2K [58] (see
Section 2.3). Only a small region of parameter space is disfavoured at 90% confidence.
The null oscillation hypothesis is disfavoured at 79% confidence. Since the best fit point
is located close to the physical boundary and the current statistics are low, it is likely
that the Gaussian approximation provides an incomplete coverage of the confidence lim-
its. However, more sophisticated techniques of constructing the confidence limits have

been found to produce similar results [149].
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Figure 9.16: The 68% and 90% confidence limits obtained for the oscillation
parameters Am32, and sin*20y3. The best fit point is indicated by the star.
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Figure 9.17: The distribution of —A In L as a function of Am2; for the
case where sin®20y5 = 1.0, assuming systematic errors in the atmospheric
neutrino normalization of 0% (solid line), 10% (dashed line), and 20%
(dotted line). The best fit point is indicated by the star.

Figure 9.17 shows the distributions of —A In £ as a function of Am3; assuming
sin?26,3 = 1.0, and systematic errors of 0%, 10% and 20% in the normalization. Each
distribution has a broad minimum around the best fit point. The distributions rise
sharply at either side of this minimum. The large peak at log;,Am3, = —1.2 corresponds
to the point where the expected oscillation maximum coincides with the first peak of the
log,,(L/FE) distribution. The small peak at log,;Am3, = —3.6 corresponds to the point
where the expected oscillation maximum coincides with the best fit oscillation minimum.
The flat regions at log;gAm2; < —5 and log;;Am3; > 0 correspond to the regions where
the expected oscillation maximum falls outside the log,,(L/E) distribution.

The systematic error in the normalization has a significant effect on the calculated
confidence limits. If the oscillation fit is performed assuming a fixed normalization, the
null oscillation hypothesis is disfavoured at > 99% confidence. One way of reducing the
uncertainty in the normalization would be to use the atmospheric neutrino flux measured
by the Soudan 2 experiment which was located at the same depth and geomagnetic
latitude as the MINOS Far Detector. By analysing atmospheric v, /7, data, Soudan 2

has determined the atmospheric neutrino normalization to within 10% [150].
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9.3.2 Separated v,/7, Oscillation Fit

MINOS is the first underground experiment to make separate observations of atmo-
spheric neutrinos and anti-neutrinos. A separate nentrino and anti-neutrino oscillation
fit is performed on the data allowing ncutrinos and anti-neutrinos to have different
oscillation parameters. The selected events are divided into high resolution samples
containing neutrinos, anti-neutrinos and events with well-measured L/FE but ambiguous
charge; and a low resolution sample containing all other cvents. The high resolution
samples are binned in terms of log ,(L/E) while the low resolution sample is contained
in a single bin (see Figure 9.13).

The oscillations of neutrinos and anti-ncutrinos arc characterized by independent
parameters (Am2,. sin®20y3) and (A3, sin“20s3). In order to study the sensitivity of
the data to differences in the oscillations of neutrinos and anti-neutrinos, a fit is applied
to the paramcters Am§3 and Amﬁj assuming §in’2fs; = sin“26s3 = 1. The oscillation
fit is performed on a 140 x 140 grid in (log,,Am3;, log,,Ams,;) parameter space for
the range (—6 < log,pAm2, < 1, —6 < log;, Ams, < 1). The expected logy (L/FE)
distribution is generated at each grid point and the negative log-likelihood for the ob-
served log,,(L/E) distribution is calculated using Equation 9.4. The systematic error
in the atmospherie neutrino normalization is accommodated by allowing the expected
log,,(L/E) distributions to vary with a svstematic uncertainty of 20% in the same way
as for the combined oscillation fit.

The minimum log-likelihood occurs at (Ami, = 3.0 x 1074 eV?, Ami, = 6.0 x
1073 eV?). The best fit atmospheric neutrino normalization at this point is 1+ a = 0.96.
Figure 9.18 shows the distributions of log,(( L/ E) for the data and the best fit oscillation
parameters. The confidence limits on the oscillation parameters are calculated in the
same way as for the combined oscillation fit. Figure 9.19 shows the 68% and 90%
confidence limits obtained using this method. With the current statistics, the sensitivity
to differences in the oscillations of neutrinos and anti-neutrinos is low. The data is
consistent with oscillations of neutrino and anti-neutrino with the same parameters over
a large range of AmZ, and Am3, values. Only the regions of parameter space where the
oscillation parameters differ by a number of orders of magnitude are disfavoured at 90%.
For neutrino ocillations with Am32, = 2.5 x 107% eV?, the entire range of anti-neutrino

oscillation parameters is within the 68% confidence limit.
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Figure 9.18: Distribution of reconstructed L/ E for events classified as neu-
trinos (v,), events with an ambiguous charge (?), events classified as anti-
neutrinos (U,), and low resolution events (right). The data are represented
by the points; the solid blue line represents the expectation for no oscilla-
tions; the dashed line represents the expectation for the best fit oscillation
parameters Am32, = 3.0 x 107 eV?, Am2; = 6.0 x 1073 e V2,
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9.4 Projected 25 kT-Yr Sensitivity

The current, sensitivity to atmospheric neutrino oscillations is limited by low statistics.
In order to study the future sensitivity of the MINOS atmospheric neutrino analysis, the
projected sensitivity of the combined and separated v, /7, oscillation fits is calculated
for a detector exposure of 25 kT-Yrs {approximately 5 years detector running).

The projected sensitivity is determined by generating a series of mock experiments
for a given set of oscillation parameters, and then applying the combined and separated
oscillation fits to each experiment. A total of 100 experiments are generated for each
given set of oscillation parameters. The combined oscillation fits are performed on a
140 x 140 grid in (log;aAm3;, sin26,3) space, and the separated oscillation fits arc per-
formed on a 140 x 140 grid in (log,,Am2,, log ,ATs,) space. The expected log,(L/F)
distribution is generated at each grid point and the negative log-likelihood for the ob-
served log,o(L/E) distribution is calculated for cach experiment. The best fit oscillation
parameters are given by the minimum log-likelihood. A systematic uncertainty of 20%
in the atmospheric neutrino normalization is included in the fits as described above, At
this level of statistics, other systematic effeets are expected to be significant in the oscil-
lation fits. However, it is anticipated that both the systematic errors and the techniques
used to reconstruct and sclect atmospheric neutrino events will also improve.

For each experiment, the difference in likelihood —A In £ relative to the best fit
is calculated at each grid point. The projected confidence limits on the oscillation
parameters are determined be calculating the mean difference in likelihood (—A In £)
at each grid point. In the limit of Gaussian ervors, the (68%, 90%, 99%) confidence limits
are given by (—A In £) = (1.2, 2.3, 4.6). Figure 9.20 shows the projected sensitivity of
the combined fit for the input parameters (Am2, = 2.5 x 107 ¢V?, sin?26y; = 1.0). The
oscillation parameters are determined to be in the tange 4x 10" < AmZ, < 2x10°2 eV?,
sin?flay > 0.5 at the 90% confidence level. Figure 9.21 shows the projected sensitivity of
the separated fit for the input parameters (Am2, = A2, = 2.5 x 1073 eV?), assuming
(sin“20y = sin%204, = 1.0). Figure 9.22 shows the projected sensitivity for the input
paramcters (Am2, = 2.5 x 107% V2, A2, = 107°,107*, 1072, 107! ¢V?), assuming
(511122923 = sin?20,, = 1.0}. This suggests that differences of 1 or 2 orders of maguitude

between Am2, and Am3, can be resolved.
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Chapter 10
Conclusion

The Far Detector has been collecting atmospheric neutrino data since 1st August 2003.
The analysis presented here is based on data collected up to I1st October 2004, corre-
sponding to a total detector exposure of 4.67 kT-Yrs. The Far Detector systems are well
understood and monitored in detail. A set of well-defined data quality checks are used
to select production data for the atmospheric neutrino analysis. The data has been
calibrated to correct for variations in timing and response across the detector. Tim-
ing information is particularly important for the atmospheric neutrino analysis since it
is uscd to measurce the direction of atmospheric neutrino events. The detector timing
system has been calibrated at the sub-nanosecond level.

A series of algorithms have been developed to identify and reconstruct atmospheric
v,/P, CC interactions in the Far Detector. The signature of these events is a muon
track with a contained interaction vertex. The particle tracks and showers produced by
atmospheric neutrino interactions are reconstructed by analysing the topology of events.
The track and shower kinematics are reconstructed and are then combined to give the
overall neutrino kinematics. The atmospheric v, /7, CC signal must be selected from
a high background of cosmic muons. In order to separate the signal and background.
events are divided into fully contained, down-going partially contained and up-going
partially contained event classes. The main background to fully contained and down-
going partially contained atmospheric neutrinos arises from cosmic muons that enter
the detector between planes and appear contained. The signal and background are
separated by applyving a series of containment cuts and then using the veto shield to

tag the majority of the remaining cosmic muon background. The main background to
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up-going partially contained atmospheric neutrinos arises from cosmic muons that are
mis-reconstructed as up-going from the timing information. The signal and background
are separated by applying a series of timing cuts to select well-measured up-going events.
The cosmic muon background has been reduced to the level of < 5%.

A total of 82 candidate atmospheric neutrino events are selected from the data.
This compares with an expectation of 109.9 & 21.4 events in the absence of neutrino
oscillations. The candidate events arc separated into up-going and down-going cvents
based on the direction of the muon track. Of the 82 selected events, 60 events have a
clearly identified direction with 22 events classified as up-going and 38 events classified

as down-going. The ratio between the measured and expected up/down ratios is:

(Ru./d) DATA

R, = 002 017 (stat) £0.04(5y5)
uwfd ) MC

This is 2.2 standard deviations away from the expectation for no oscillations.

The candidate events are separated into v, and 7, based on the curvature of the
muon track. Of the 60 events with a clearly identified direction, 40 events have a
clearly identified charge with 27 events classified as neutrinos and 13 events classified
as anti-neutrinos. This represents the first direct observation of atmospheric v, and 7,

interactions. The ratio between the measured and expected v, 7 v, ratios is:

(Bo/v)para

Tor) = 0.90 £+ 0.29(stat) £ 0.06(sys)
/v ) MC

The measured and expected ratios arc consistent, within errors.

A maximum likelihood analysis 1s used to determine the oscillation parameters
(Am2,, sin’fhs) assuming two-flavour oscillations. The best fit point is: Am3, =
1.3 x 1073 0\»‘"2, sin“fy; = 0.9. The data ate consistent with a large range of oscillation
parameters. The null oscillation hypothesis is disfavoured at the 79% confidence level.
The data are divided into neutrinos and anti-neutrinos and a second fit is applied to
determine the oscillation parameters (Am2,, AT2,) assuming (sinfhy = sin*fyy = 1.0).
The best fit point is: Am2; = 3.0 x 107" eV?, Am3; = 6.0 x 107 V2 The data are
consistent with a large range of oscillation parameters. Assuming neutrino oscillations
with Am2, = 2.5 x 1073 eV?, the entire range of anti-neutrino oscillation parameters is

found to lie within the 68% confidence limit.
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The expected sensitivity is calculated for the combined and separated v, /7, oscil-
lation fits for a detector exposure of 25 kT-Yrs . Assuming ncutrino oscillations with
Ami, = 2.5 x 1072 eV? and sin?fy; = 1.0, the oscillation parameters are determined to
he in the range 4 x 107% < Am, < 2 x 1072 ¢V?, sin®fy; > 0.5 at the 90% confidence
level and differences of 1 — 2 orders of magnitude between Ami, and AmZ, are resolved.
The sensitivity of the analysis can be enhanced by a number of possible improvements
in the reconstruction and selection of events, and in the fitting procedure. The analysis
currently only considers atmospheric neutrino interactions contained inside the detector.
These events can be combined with up-going muons produced by atmospheric neutrino
interactions in the rock to improve the overall sensitivity. The large systematic error
in the absolute atmospheric neutrino flux can also be reduced by using charged current
electron neutrino events from the Far Detector or the Soudan 2 experiment to normalize
the expected distributions of charged current muon neutrino cvents. Finally, the L/ E
resolution can be improved by using the neutrino direction to determine the propagation
distance in place of the muon dircetion. A more accurate reconstruction of the neutrino
kinematics is possible by combining the track and shower kinematics with a knowledge
of the underlying physics of neutrino interactions.

This analysis has devcloped a method for sclecting a low background sample of
atmospheric v, /7, events and reconstructing the neutrino kinematics. The first sepa-
rate observation of atmospheric v, and v, interactions has been performed. With the
current statistics, the sensitivity to ncutrino oscillations is still limited. However, the

atmospheric neutrino analysis will continue over the coming years.
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Appendix A
Atmospheric Neutrino Events

The analysis is based on data collected at the Far Detector between 1st August 2003 and
31st October 2004 (runs in the range 18143 — 27793). The total livetime is 315.9 days
(204.9 days with magnetic ficld forward and 111.0 days with magnetic ficld reversed).
The 82 candidate atmospheric v, /7, CC events are listed in the tables provided below.
The tables are separated into FC events, down-going PC events and up-going PC events.

The following information is provided in each table:

e Day (defined relative to 1st August 2003).

Run/Snarl number

Up-going/Down-going

Neutrino/Anti-Neutrino

Muon Momentum

Shower Energy



226 Chapter A. Atmospheric Neutrino Events

A.1 Fully Contained Events

Day | Run | Smarl | u/d | v,/7, | E,/GeV | Eg,/GeV
1 16 18581 | 63807 d - 0.7 0.2
2 29 18866 | 62010 d - 2.0 0.1
3 71 20131 33435 d 1 0.8 0.4
4 7l 20147 | 26192 - - 0.3 0.0
5] 82 20629 | 31711 1 Yy 2.3 0.4
6 88 20818 | 65032 u Yy 1.1 0.3
7 93 20998 6938 d Vy 3.9 4.6
8 123 21737 | 63416 1 vy 1.2 3.6
9 133 | 21906 | 116585 - - 0.7 0.0
10 145 22165 6613 - - 0.5 1.2
11 152 22236 83171 1 - 0.7 0.6
12 166 22424 | 149074 - - 0.5 0.0
13 168 22446 | 82423 d B 3.7 0.9
14 173 22509 24855 - - 0.8 0.2
1 177 22575 | 95688 - - 0.3 0.3
16 189 22708 | 84435 d vy 1.4 2.9
171 189 22713 10258 - - 0.6 0.1
18 199 22825 32924 - - 0.D 0.6
191 202 22850 | 92736 - - Q.7 0.2
20| 202 22868 10353 d My 0.7 0.2
21| 206 22919 TO88 d v, 1.9 0.2
22 226 23285 29052 1 - 0.7 0.1
23 227 23297 | 43710 1 vy 1.3 0.8
24 | 230 | 23604 | 95164 d - 0.8 1.0
25 235 23943 85316 - - 0.6 0.1
26 243 24088 8719 1 Vy 0.7 0.3
27 | 252 24829 | 87042 11 ¥ 1.0 0.5
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Day | Run | Snarl | u/d | »./¥, | E./GeV | Eu./GeV

28 | 253 24844 | 97277 u Py 1.7 0.3
29 | 256 24871 | 120533 - - 1.0 1

30 256 24881 44348 - - 0.9 0.7
31 2508 24941 T2257 d Yy 1.1 1.1
32| 262 24982 | 23731 1 Vy 2.7 7.2
33| 263 24988 8655 d Uy 1.5 0.1
34 266 25048 255682 d - 1.3 0.3
30 272 25106 | 78421 - - 0.4 1.0
36 | 276 25142 | 38534 - - .6 1.4
37| 277 25154 | 96745 - - 0.6 1.5
33 309 25589 98333 - - 0.6 0.4
391 319 25689 | 73688 d - 0.7 0.3
40 | 331 25831 21795 - - 0.4 0.1
41 344 25988 | 40460 d Yy, 2.4 0.3
42 345 25991 67835 d 7 0.9 0.1
43 | 345 25991 | 68957 d Yy 3.7 1.6
44 | 346 26000 | 60501 - - 0.6 0.0
45 363 26348 27497 - - 1.0 1.1
46 412 27184 | 116702 d g 0.8 0.1
47 1 419 27292 47839 d - 0.8 0.8
48 | 422 27325 | 123806 u By 0.8 0.8
49 435 27566 28709 - - 0.5 0.1
B0 | 437 27581 61928 d vy 0.8 0.2
ol 448 27694 | 103569 d vy, 1.6 0.2
52 | 450 27709 | 19610 d My 0.7 4.2
53 451 27721 13243 d vy, 1.2 0.2
54 | 453 27740 | 63038 u Vy 0.7 0.1
oo | 453 27748 1328 d - 0.8 0.0
G | 456 27781 | 54144 - - 0.4 0.2




228 Chapter A. Atmospheric Neutrino Events

A.2 Down-Going Partially Contained Events

Day | Run | Smarl | u/d | v,/7, | E,/GeV | Eg,/GeV

1 29 18862 | 36180 - - 7.6 0.6
2 90 20884 | 27361 d - 24.9 0.0
3 139 22050 51358 d - 43.1 3.6
4 141 22101 | 121177 d vy 1.4 0.2
5] 149 22201 10289 d - 25.2 0.3
6 166 22424 | 136567 d v, 2.0 0.7
7 206 22919 67340 d 7, 0.8 1.5
8 226 23285 | 33504 d - 37.6 3.0
9 229 23584 | 107525 d Vy 1.5 1.4
10 251 24829 36847 d B 2.7 1.6
11 260 24964 13099 d 1 0.7 2.2
12| 268 25066 | 70672 d v, 4.0 0.3
13| 312 | 25627 | 47998 d - 17.7 0.4
14 326 25773 | 114723 d Py 8.4 6

1o | 356 26277 | 28086 d - 9.4 5.8
16 | 400 27045 | 20111 d - 13.4 8.4




A.3. Up-Going Partially Contained Events

229

A.3 Up-Going Partially Contained Events

Day | Run | Smarl | u/d | v,/7, | E,/GeV | Egu,/GeV
1 31 18902 | 36351 1 - 20.6 1.7
2 &b 20747 | 17532 u - 2.9 2.2
3 124 21772 40880 | - 3.2 2.0
4 128 21803 24825 1l vy, 2.1 0.8
5} 161 22336 22507 1 vy 2.4 0.2
] 256 | 24874 | 37215 u v, 4.4 0.3
7 278 25189 77584 1 - 8.4 2.2
8 340 25988 | 89674 u Yy 4.6 0.4
9 381 | 26830 | 27336 u vy 1.1 4.5
10 452 27724 | 8b333 1 Py 7.1 1.1
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