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Abstract

We present a measurement of the top quark mass using ¢ pair creation events decaying into
the lepton + jets channel in pp collisions at /s = 1.96 TeV. The data sample used in this
analysis was collected with the Collider Detector at Fermilab (CDF) in Tevatron Run IT during
the period from March 2002 through August 2003.

Tagging the jets originating from b quarks not only helps reduce the background events but
also plays an important role in the correct reconstruction of the ¢t event. Our analysis subdivides
the candidate events into three categories - 0, 1 and 2 tag channels - by the numbers of b-tagged
jets in the events. The categorization of the events has been optimized for the best sensitivity for
the top quark mass. The accumulated integrated luminosities for each channel were : 193 pb~!
for 0 tag, and 162 pb~! for 1 and 2 tag channels.

We found eleven tt candidate events in 2 tag, seventeen in 1 tag and forty events in 0
tag channel. We extracted a top mass of 180.9 52 (stat) =+ 5.8 (syst) GeV/c? using 2 tag
candidate events, and a combined top mass of 177.2 *7 (stat) £ 6.6 (syst) GeV/c? using the

total sixty-eight candidate events in the three channels.
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Chapter 1

Introduction

Particle physics is an effort to expand the limits of human knowledge of nature by identifying
the constituents of matter at the most fundamental level - elementary particles - and understand
the interactions between these constituents. In the last few decades, it has been proven an
efficient way in such scientific researches to steer together two accelerated beams of particles
traveling in opposite directions and study the properties of the remnant particles that were
produced in the collisions of the particles. Tevatron, located at Fermi National Accelerator
Laboratory (Fermilab) in Batavia, IL in U.S.A., has been one of such particle colliders providing
physicists opportunities to study particle physics in proton-antiproton (p-p) collisions at the
highest energy in the world since 1987. The studies of the top quark has only been possible
in the data taken in Tevatron collisions. Tevatron accelerator is designed so that the beams
collide at two points along its circular length. At each points detector complexes are placed to
accumulate data from these high energy particle collisions - CDF and D0 detectors. Tevatron
accelerator operated during the periods 1987 - 1991 (Run 0) and 1992 - 1996 (Run I). After
eight years of upgrading, it started the operation again, called Run II (2002 - ).

One of the most important roles of particle physics experiments at high energy conditions
is to search for new particles which are too massive to be produced at previous experiments.
CDF collaboration reported the evidence for top quark in 1994. In 1995, CDF collaboration,
along with DO collaboration, reported the discovery of the top quark in the pp collisions at the
center-of-mass energy /s = 1.8 TeV [1]. Another important challenge for the experimentalists
is to refine the measurements of the properties of the discovered particles to the achievable
best precision and feed the results as new inputs to the existing theories. One of the successful

theories in the modern particle physics is called the Standard Model (SM).
The Standard Model

The Standard Model is a theory of fundamental particles, which has explained the phenomena

observed in particle physics experiments for the last few decades and no clear sign of its con-
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tradiction with nature has been reported yet. It is a quantum field theory based on the gauge
symmetry groups SU(3)¢c x SU(2)y, x U(1)y. The first gauge group SU(3)¢ corresponds to
the strong force described by Quantum Chromodynamics (QCD) [2], and the second and third
gauge groups, SU(2); x U(1)y, correspond to the symmetry of the electroweak interactions.
SU(2)1, corresponds to the weak force and the V-A theory of weak interactions [3] and U(1)y
corresponds to the electromagnetic force of Quantum Electrodynamics (QED) [4]. There is an-
other known force in the nature, gravitation, but its interaction is too weak to be detected in
the subatomic experiments. Therefore gravitation is not understood in terms of particle physics,
and has not been included in the Standard Model.

The fundamental particles are categorized into three categories - leptons, quarks and gauge
bosons. The leptons and quarks are the ultimate constituents of matter in the best knowledge
of the modern science, and are fermion particles with spin 1/2 which obey the Pauli exclusion
principle. Six types of leptons and six flavor of quarks have been known at present. Leptons
are further categorized into two categories. Those with electric charge —1 - electron (e ), muon
(#7) and tau (77), and those which are neutral in charge - neutrinos (ve, v, and v;). The
charged leptons interact through weak and electromagnetic interactions, while neutrinos only
interact through weak interactions due to its lack of electric charge. Quarks are also categorized
into two categories. Up-type quarks - up (u), charm (¢) and top (¢) - with charge of 2/3, and
down-type quarks - down (d), strange (s) and bottom (b) - with charge of —1/3. Besides their
electric charges, quarks carry “color” charges (either red, green or blue) and experience strong
interactions as well as the electromagnetic and weak interactions. Every lepton and quark has its
own anti-particle which is identical in terms of mass and spin, but has opposite electric charge.
Anti-particles are denoted by placing bars above the particle symbols. Leptons and quarks are
often arranged in three generations of isospin doublets. The only difference between the different
generations is - apart from the weak mixing angle - the different mass of the particles. So far,

no convincing explanation has been made for the existence of this generation structure.

The Standard Model characterizes the interaction between the leptons and quarks as medi-
ated by another category of particles. These mediator particles are bosons with internal spin
of 1, Bose-Einstein statistics and are called gauge bosons. The electromagnetic interaction is
mediated by photon (y) and involve all the particles that have electric charge. The photon itself
has no charge, and does not interact with itself. The weak interaction involves all leptons and
quarks, and is mediated by weak bosons, W* and Z°. The W bosons have electric charges of
either +1 or —1 while Z° boson is electrically neutral. These weak bosons are very massive and
have masses of around 100 GeV/c?. Due to their heavy masses, weak bosons can not travel a
long distance, and the weak interaction is characterized by short distance. The strong inter-
action is mediated by eight different gluons. The gluons are massless, electrically neutral and
carry color charge. Due to their internal color charge, gluons themselves interact through the

strong interaction.



Table 1.1 shows a summary of the properties of the fundamental particles. Table 1.2 sum-

1st generation  2nd generation  3rd generation Interaction Charge (Q) Spin
Leptons | electron (e™) muon (u~) tau (77) EM, Weak -1 1/2
e-neutrino (v,) p-neutrino (v,) 7-neutrino (v;) Weak 0 1/2
Quarks up (u) charm (c) top (t) EM, Weak, Strong +2/3 1/2
down (d) strange (s) bottom (b) EM, Weak, Strong -1/3 1/2
Name Force Coupling Mass(GeV/c?) Charge (Q) Spin
Gauge Photon (7) EM 102 0 0 1
Bosons | W boson (W) Weak 10-13 80.4 +1 1
Z boson (Z) Weak 10°13 91.2 0 1
Gluon (g) Strong 1 0 0 1

Table 1.1: Fundamental Particles of the Standard Model.

marizes the order of the mass of each quark [6]. Top quark has a huge mass compared to other
quarks, which is about 35 times as heavy as the second heaviest quark, bottom.

The quarks and gluons behave approximately as free particles at high energies and their
interactions can be calculated using perturbative theories. At low energies, these methods
cannot be used because the coupling becomes strong. The quarks are bound together through
the strong force (mediated by gluons) to form two types of hadrons: mesons and baryons. Mesons
are bosons consisting of a quark an antiquark. For example, the 7™ meson is composed of a u
and a d quarks. Baryons are fermions which consist of three quarks or anti-quarks. For example,
the proton is composed of two u quarks and a d quark. Quarks and gluons are sometimes called
“partons”. In fact, the quarks form combinations in which the sum of their electric charges is
an integer and the sum of their color charges is neutral (color-anticolor or (anti)red +(anti)blue
+(anti)green). When a quark or gluon produced in high energy collisions, we can not observe
it as such. It undergoes a complex process called fragmentation, where the parton emit gluons,
gluons split into quark-antiquark pairs, and the quarks and antiquarks compose hadrons. In an
experimental environment, we observe a parton produced in the high energy reaction as a bunch
of hadrons flying in the same direction as the original parton. Such a collection of hadrons is
called a jet.

“Higgs mechanism” explains how the particles obtain their masses in the standard model.

quark u d ¢ s t b
mass | ~4 MeV/c?> | ~TMeV/c?> | ~1.5 GeV/c? | ~135 MeV/c? | ~ 175 GeV/c? | ~ 5 GeV/c?

Table 1.2: Comparison of masses of Standard Model quarks.



There are four vector bosons mediating the electroweak interactions (y, W* and Z°), three of
which with heavy masses. In order to theoretically explain the masses of weak bosons, a weak

isospin doublet of new scalar field ® = (¢T, ¢°) is introduced with a potential :
V(®T®) = p2(®1®) + |A|(®T®)? (1.1)

where p is the mass of the scalar field in the case of pu?> > 0 and X is the self coupling of
the scalar field. In the Higgs mechanism, pu? is let to be negative, with the potential having
minimum at ® = (0,v)/v2. v = \/—p2/X = (Gpv2)~'/? = 246 GeV is referred to as the
vacuum expectation value. When the field is expanded around the minimum, the electroweak
symmetry is broken. This Electroweak Symmetry Breaking (EWSB) not only gives rise to the
masses of W* and Z bosons but also explains the non-zero masses of the fermion particles. At
the same time, Electroweak Symmetry Breaking predicts a new boson called Higgs boson. Each
quark and lepton has its Yukawa-coupling to the Higgs boson G = V2m #/v, where “f” stands
for fermion. Since the strength of this coupling to each fermion is proportional to its own mass,
top quark plays an important role in the Higgs mechanism due to its uniquely heavy mass. The
Higgs boson has not been yet discovered, and measurements of the properties of the top quark
provides valuable insights into the properties of the Higgs boson.

The Standard Model has successfully explained many phenomena observed in particles
physics experiments over several decades, and no clear sign of its contradiction with nature
has been reported yet. On the other hand, it is fundamental to feed the correct input parame-
ters in order for this theory to work. The mass of the top quark is one of such input parameters
which the Standard Model is incapable of predicting. Especially interesting is the fact that the
mass of the top quark is by far the heaviest among the elementary particles discovered so far.
At the same time, it is an exciting coincidence that the mass of the top quark is very close to
the vacuum expectation value of the Standard Model. The precision measurement of the top
quark mass will play an important role in revealing the mechanism of the Electroweak Symmetry
Breaking, and at the same time, closely related to the properties of the Higgs particle, the only
particle yet to be discovered in the Standard Model.

tt Pair Production and Decay

The top quark is the heaviest elementary particle discovered so far. Its mass is about twice
that of the W and Z bosons about 35 times as heavy as the second heaviest quark, b quark.
Because of its large mass, it can only be produced and studied in particle experiments performed
at high energy region. Tevatron has been the only facility offering such an experimental envi-
ronment in the history of the particle physics, colliding accelerated proton and anti-proton with
the center-of-mass energy of 1.8 TeV in Run I and 1.96 TeV in Run II.

Figure 1.1 shows the ¢ production processes in a hadron collider. The production process

shown on top is called ¢gq annihilation and the bottom process is called gg fusion. Calculation

4



at the next-to-leading order predicts that the relative contributions to the #¢ production from

these two processes at Tevatron Run IT are 85% and 15% respectively. The total cross section
q t
>§Gﬁfﬁﬁ<
q t
O s — > t g2 et 9, t
2 8 %,
28 2,
(§§§%;\ + @é@ﬂﬁﬁw<
S f «
9

G i g¢ f

Figure 1.1: ¢t production processes at Tevatron.

for the pair production of top quark is theoretically calculated to be 6.71'8:; pb [7, 8]. Figure 1.2
summarizes the total cross section measured at CDF experiment in Run I and Run IT compared

to the prediction of the Standard Model.
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Figure 1.2: tt production cross section measured at CDF in Run I (/s = 1.8 TeV) and Run II
(v/s = 1.96 TeV). The band shows the theoretical prediction of the Standard Model.

Top quark has a very large mass width of I' = 2.5 GeV, which indicates that the typical
time scale of the decay is very short. In fact, top quark is expected to decay before it forms
a hadron. In the Standard Model, top quark decays 100% of the time into a W boson and

a b quark. Therefore, we categorize the tf production events into four categories, di-lepton,
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lepton+jets, all-hadronic and 7 channels, due to the decay modes of the two W bosons produced
in the decays of top and anti-top quarks. Although the 7 particle is a lepton, its identification
requires a complicated analysis technique [9] due to its short lifetime and decay modes involving
7 particles are categorized into an independent channel. Figure 1.3 is a diagram showing the

lepton + jets decay of ¢t pair. Table 1.3 summarizes the categorization of the decay modes, with

Figure 1.3: A diagram for ¢t production by ¢q annihilation and its decay into lepton + jets
channel.

the branching ratio at the tree-level. The di-lepton channel is a clean channel in that it has

Decay mode Branching Ratio Channel Category
tt — (q7'b)(q@'d) 36/81 All-hadronic
tt — (qq'b)(evb) 12/81 Lepton+jets
tt — (qq'b)(pvb) 12/81 Lepton+jets
tt — (qg'b)(Tvb) 12/81 7 channel
tt — (evb)(uvb) 2/81 Di-lepton
tt — (evd)(Tvb) 2/81 7 channel
tt — (uvb)(Tvb) 2/81 7 channel
tt — (evb)(evd) 1/81 Di-lepton
tt — (uvb)(uvb) 1/81 Di-lepton
tt — (Tvb)(Tvb) 1/81 7 channel

Table 1.3: Branching Ratios for #¢ decay modes in standard model coupling. ¢ stands for a u, d, c
or s quark. Decay modes are categorized into four channels: All-jets, Lepton-+jets, Di-lepton
and 7 channels.

few background sources. On the other hand, this channel has a small branching ratio. At the
same time, the event reconstruction in this channel is challenging because two neutrinos, which
can not be detected in the detector, are produced as the final particle in the ¢ decay chain.

The lepton + jets channel is a channel with sufficiently large branching ratio of about 30% with
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reasonably well understood background. In fact, this channel showed the best sensitivity in
the measurement of the mass of the top quark in Run I. The all-hadronic channel has a large
branching ratio, with all the final particles detected as jets. However, the background rate for

this channel is a huge one.
The Mass of Top Quark

The mass of the top quark was measured in Run I of CDF and D0 experiments at the center-
of-mass energy of 1.8 TeV. Both collaborations carried out measurements in the di-lepton [10, 15]
and the lepton + jets [12, 13] channels. CDF collaboration also reported a measurement result
in the all-hadronic channel [14]. These measurements have been averaged to the top quark mass
of 178.0 £2.7 +3.3 GeV/c? [16]. Figure 1.4 summarizes these Run I results.

Mass of the Top Quark

Measurement Mto'O [GeV/cZ]
CDF di-| o 167.4+11.4
DO di-l o 168.4 + 12.8
CDF 4] — i 176.1+ 7.3
DO I+ —o 180.1 + 5.3
CDF all-j o 186.0 + 11.5

X’/ dof = 2.6/4
TEVATRON Run- |8 178.0 + 4.3

150 175 200
M., [GeVic’]

Figure 1.4: Summary of top quark mass measured by using Run I Tevatron data. di-l, 14+j and

all-j stand for dilepton, lepton+jets and all-hadronic channels respectively.

The top quark mass is one of the most desired quantities to be better measured in the particle
physics. The Standard Model is not able to predict it, and it is a basic input to the Standard
Model calculations. Furthermore, as illustrated below, a precise measurement of the mass of
the top quark, along with that of the W boson, provides a constraint on the mass of the Higgs
boson. Such a constraint can bring us a hint in the search for the Higgs boson. At the tree level

calculation of the Standard Model, there is an equation :

™

M}, = Y2Cr (1.2)
sin® Oy
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where My, o, G and 6y are the mass of W boson, the fine structure constant, the Fermi
coupling constant and the electroweak mixing angle, respectively. At one loop calculation, this

expression is modified :
yiye;

M2 V26 (1.3)

~ sin? Gy (1 + Ar)

where Ar contains the one-loop corrections [17]. The top quark makes a contribution to Ar via

the one loop diagrams shown in Figure 1.5, which contribute to the W and Z masses :

3Gpmf 1

A ~— 14
( T)top 8\/57'('2 tan2 9W ( )
The Higgs boson also contributes to Ar via diagrams shown in Figure 1.6 :
11Gp M2 cos® Oy . m2

Ar) . & Z n—2 1.5
( )Hzggs 24\/§7T2 M% ( )

t t

b i
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Figure 1.6: Virtual Higgs boson loops contributing to W and Z masses.

Figure 1.7 shows the current 68% confidence level contour for My and my,, for both indirect
and direct measurements [18]. The indirect measurement was obtained using results from SLD
and LEP collaborations. The direct measurement of My is the average of LEP and Tevatron
Run I, and the my,, is the average of Tevatron Run I. The aimed for size of the uncertainty at
2 fb~! in Tevatron Run II is also shown. The Standard Model relationship for the masses as a
function of the Higgs mass due to the one-loop corrections is also shown in the figure.

Figure 1.8 further shows the x? as a function of the Higgs mass obtained in a fit of the Stan-
dard Model to the electroweak measurements of LEP, SLD and Tevatron Run I collaborations,
including the measurements of the top quark mass [18]. The 95% confidence level lower limit for
the mass of Higgs boson obtained in direct search of 114.4 GeV/c? [19] is also shown. This plot
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Figure 1.7: The 68% confidence level contour for my and my,,. Contours for indirect and direct
measurements are plotted as well as the aimed for contour of Tevatron Run II. Also shown is
the Standard Model relationship for the masses as a function of the Higgs mass.

clearly shows that the electroweak measurements place a constraint to the mass of the Higgs
boson. The 95% confidence level upper limit for the Higgs boson mass due to the x? curve is
260 GeV/c? [18].

The goal of this dissertation is to measure the mass of the top quark using #¢ pair creation
events decaying into lepton + jets channel. We suppose the decay properties of the top quark
as predicted by the Standard Model. For each candidate event found in data we calculate a
“reconstructed mass” of the top quark. On the other hand, we parametrize the distributions
of the reconstructed mass for signal and background events by using Monte Carlo samples.
Especially for the signal process, the parametrization is done so that the distribution is described
as a function of the mass of the top quark. The top quark mass is measured by an unbinned
likelihood fit, where the top quark mass that describes the distribution extracted from data best,
with the number of background events constrained around our estimation. The study presented
in this dissertation used the data collected by the CDF detector (the Collider Detector at
Fermilab) in pp collisions at the center-of-mass energy /s = 1.96 GeV from March 2002 through
August 2003 in Run II. We divide our event samples into three categories due to the number
of b-tagged jets in the event : 0 tag, 1 tag and 2 tag samples. The integrated luminosities

corresponding to the data used in this analysis are :

e 193 pb~! for 0 tag sample.
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Figure 1.8: Ax? = x? — x2,,,, vs Higgs boson mass My. The line shows the best fit. The band
represents an estimate of the theoretical error due to missing higher order corrections. The
vertical band shows the 95% confidence level exclusion limit on My from the direct search. The

dashed curve is the result obtained using the evaluation of Aaﬁ)d(M%) from [20]

e 162 pb~! for 1 and 2 tag samples.

We will describe our experimental apparatus, Tevatron accelerator and CDF detector in
Chapter 2. The method of particle identification and the measurement of physical variables
concerning the particle is described in Chapter 3. Chapter 4 describes our data sample, Monte
Carlo generators used in the analysis, and the event selection criteria. The definitions for our
subsamples is also documented there. In Chapter 5, we illustrate the method with which we
reconstructed each candidate event and extracted the reconstructed top mass. In Chapter 6,
we parametrize the distributions of the reconstructed mass for signal and background processes.
The number of background events is estimated in the course of making up the background
distribution. The likelihood is defined in Chapter 7, and the method in which we measure the
mass of the top quark using the Monte Carlo distributions is illustrated there. In Chapters 8
we perform pseudo-experiments in order to understand our statistical sensitivity for the mass
of the top quark. At the same time, we optimize one of our b-tagging algorithms. In Chapter
9, we again perform pseudo-experiments in order to check our method for biases. We estimate
the systematic uncertainty of our top mass measurement in Chapter 10. Finally in Chapter 11,
we look at our data sample and measure the mass of the top quark using the collision data of

CDF. Chapter 12 summarizes the result of our measurement.
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Chapter 2

Experimental Apparatus

2.1 The Accelerator Complex

In the next decade, CDF plans to carry out precise analyses of several rare physical processes
whose cross section is several orders of magnitude smaller than the inelastic pp cross section.

In order to obtain sufficiently large samples, several steps have been taken:

e Increase the center-of-mass energy
e Increase the luminosity

e Increase the detector’s acceptance

The first two steps, and the partial reconstruction of the Tevatron which they implied, are
the topic of this section.

As was stated above, the Run II proton-antiproton center of mass energy has increased
to 1.96 TeV from the Run I value of 1.8 TeV. This change provides a major increase in the
reconstructed sample size; for example, the cross section for associated t¢ production grows by
40% with respect to Run 1.

Another way to obtain a larger sample is to increase the accelerator’s luminosity. In the
ideal case, where the proton and antiproton beams collide head-on without a crossing angle and

with optimal alignment, the Tevatron’s luminosity is given by the formula

IBNNy (ﬂ) (2.1)

- 27r(0][2J + 0123) B*

where f is the revolution frequency, B the number of bunches in each beam, N, and N the

number of protons and anti-protons per bunch, o, and o, the transverse beam sizes (RMS)
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at the interaction point, and F' a form factor that depends on the ratio between the bunch

longitudinal RMS size, 0;, and the beta function' at the interaction point, B*.

Run 1989 TA (1992:93) | IB (1993-95)
p/bunch 7.00E+10 1.20E+11 2.32E+11
p/bunch 2.90E+10 3.10E+10 5.50E+10

p emittance (mm mrad) 25 20 23
P emittance (mm mrad) 18 12 13
Beta @@ IP (m) 0.55 0.35 0.35
Energy (GeV /particle) 900 900 900
Bunches 6 6 6
Bunch length (rms, m) 0.65 0.55 0.6
Form Factor 0.71 0.62 0.59
Typical £ (cm2s~!) | 1.60E+30 |  5.42E+30 1.58E+31
Best £ (cm~2s7!) 2.05E+30 9.22E+30 2.50E+31
[ Ldt (pb ! /week) 0.32 1.09 3.18
Bunch Spacing (nsec) 3500 3500 3500
Interactions/crossing 0.25 0.85 2.48
What’s New? Separators Linac Upgrade
P improvements

Table 2.1: Evolution of Tevatron parameters. “Typical” luminosity is quoted at the beginning

of a store.

As shown in Table 2.1 and Table 2.2, the most significant improvements in luminosity are
obtained by increasing the number of bunches per beam from 6 to 36, and then to 108, while

keeping the number of particles per bunch similar to or higher than the Run I figure.

A limiting factor in the choice of accelerator parameters is the superposition of multiple
elementary proton-antiproton interactions within the same bunch crossing. At high luminosities,

this superposition increases the complexity of the event, making its reconstruction more difficult.

Production and acceleration of protons and anti-protons at Fermilab requires a chain of
accelerators, each boosting particles to higher energies. Each step will be described in the

following pages.

!Supposing the profile of the beam in the phase space (z, ¢') is an ellipse of semi-axes ¢ and o', the amplitude
function B is defined as the ratio a/c’, while the beam emittance is the phase volume € = woo’.
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Run IT (2001- )
p/bunch 3.30E+11
p/bunch 3.60E+10

p emittance (mm mrad) 30
p emittance (mm mrad) 20
Beta @@ IP (m) 0.35
Energy (GeV/particle) 980
Bunches 36
Bunch length (rms, m) 0.43
Form factor 0.70
Typical £ (cm 2s71) 4-10E+31
[ L£dt (pb~ ! /week) 8

Bunch Spacing (nsec) 396
Interactions/crossing 2.17

What’s New? Main Injector

P improvements

Table 2.2: Evolution of Tevatron parameters. “Typical” luminosity is quoted at the beginning

of a store.
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2.1.1 Proton Production and Boosting

The process begins with a Cockcroft-Walton accelerator, which feeds negative hydrogen ions
to a 150 m linear accelerator. The Linac itself was upgraded in 1993, increasing its energy from
200 MeV to 400 MeV; this made it possible, during Run Ib, to double the number of protons
per bunch, and to increase by about 50% the production rate of antiprotons.

After being stripped of electrons, the protons enter the Booster, a synchrotron whose diam-
eter is about 150 m, where they reach a kinetic energy of 8 GeV. Together, Linac and Booster
are able to provide pulses of 5 - 10'? protons for antiproton production every 1.5 s, or 6 - 10'°
protons per bunch in series of 5 to 7 bunches, repeated 36 times every four seconds.

After leaving the Booster, protons are transferred to the Main Injector, a newly built circular

accelerator that replaced the older Main Ring.

2.1.2 Main Injector

The Main Ring was originally built to provide 400 GeV protons to Fermilab’s fixed target
experiments; later on, it was converted to act as an injector to the Tevatron. The new operational
requirements for the Main Ring did not match its original design; therefore, during Run I, the
Main Ring was a performance bottleneck. To quote an example, the Main Ring was never able
to make full use of the Booster’s capabilities: the Main Ring’s aperture (127 mm mrad)? is only
60% of the Booster’s aperture (20mr mm mrad). The situation would be even worse in Run II,
with the Booster’s aperture at injection increasing to 307 mm-mrad.

The Main Injector was designed to solve this problem, while providing further benefits. It
is a 3-km circular accelerator, which brings protons and anti-protons from a kinetic energy of 8
GeV to a total energy of up to 150 GeV. Its transverse admittance is larger than 407 mm mrad,
more than enough to accommodate particle bunches from the Booster; its emittance is about
127 mm mrad. The maximum beam size is 3 - 10'3 particles, divided into up to 504 bunches of
6 - 101° (anti)protons.

Being more flexible than the Main Ring, the Main Injector can be used in several operation

modes:

e Antiproton production;
e Proton and antiproton boosting, before injection into the Tevatron in collider mode;

e Antiproton deceleration, in order to recover unused anti-protons after a Tevatron collision

run;

e Proton and antiproton acceleration for fixed target experiments, either directly or as a

booster for the Tevatron.

2All emittance are normalized at 95% of the beam.
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2.1.3 Antiproton Production

In order to produce anti-protons, a pulse of 5 - 102 protons at 120 GeV is extracted from the
Main Injector and focused on a nickel target. A lithium lens collects the anti-protons produced
by the collision, with a wide acceptance around the forward direction, at energies close to 8 GeV.
The antiproton bunches are then moved to a Debuncher Ring, where they are transformed
into a continuous beam and stochastically cooled, and then to the Accumulator, where they
are further cooled. The antiproton stacking rate during Run I was about 7-10° p/hour; Run IT
upgrades, ranging from antiproton cooling to improving the lithium lens, increases this rate by
a factor of three to four.

When a sufficient number of anti-protons (up to 10'2) is available, stacking is suspended; the
anti-protons are further cooled, and then transferred, with an aperture of 107 mm mrad and a

Ap/p < 1073, to the antiproton Recycler Ring.

2.1.4 Recycler Ring

The Recycler Ring lies in the same enclosure as the Main Injector; contrarily to the other rings
at Fermilab, it is built with permanent magnets. During Run I, the antiproton accumulation
ring was found to suffer some kind of failure approximately once a week; this led to the loss of
the entire store. Permanent magnets, not being prone to the most common causes of failure
(such as power loss and lightning) provide a very stable repository for up to 3-10'? anti-protons
at a time.

During Run IT, bunches of 2 - 10! recently produced anti-protons are transferred from the
Accumulator to the Recycler Ring every about half an hour, thus keeping the total beam current
in the Accumulator small (below 10 mA, compared to the 200 mA antiproton current in Run I).

Antiproton production is one of the limiting factors in the efficiency of Fermilab’s colliders.
At the end of a store, 75% of the antiprotons are expected to be still circulating in the Tevatron;
by recycling 2/3 of these anti-protons, the average luminosity can be increased by a factor of

two.

2.1.5 Tevatron

The Tevatron is about 6-km circular accelerator, where protons and anti-protons, rotating in
opposite directions inside the same beam pipe, are accelerated from 150 GeV to 1 TeV. Making
use of the upgrades in the rest of the accelerator chain, the Tevatron can provide an initial
luminosity of 5 - 103! cm? s~ 1.

During a collider store, instant luminosity slowly decreases. In the early stages of the store,
the most important cause for this decrease is intrabeam scattering; some hours later, the deple-
tion of anti-protons during collisions becomes more relevant. Luminosity is expected to decrease

to 50% in about seven hours, and to 1/e in twelve hours. After a typical store duration of eight
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hours, 75% of the antiprotons are still available; they are decelerated in the Tevatron and in the
Main Injector, and then stored in the Recycler Ring and re-cooled Recycler is not used for the
current pp collisions.

The Tevatron can also be used in fixed-target mode: it can accelerate up to 3 - 10'3 protons
at a time to an energy of 800 GeV, and deliver single bunches to be used in proton, meson and
neutrino experiments.

Other operational parameters of the Tevatron are listed in Table 2.1 and Table 2.2.

2.1.6 Beam Monitors

Operation of colliders at the Tevatron requires a constant monitoring of the beam position and
luminosity. From a conceptual point of view, this is done in Run II as it was done in Run L.

The luminosity monitor consists in two arrays of scintillators, placed on both sides of the
interaction region. A coincidence of particles moving away from the interaction point, both in
the p and p direction, is interpreted as a contribution to luminosity; bunches of particles moving
in a single direction, without a coincident bunch in the opposite direction, are flagged as beam
losses.

The beam position, on the other hand, is measured by the collider detectors themselves.
During Run I, the detector was able to locate the beam within 5 pgm in about five minutes;
other beam parameters, such as slope and transverse profile, were calculated over longer time

intervals (about two hours). In Run II, the same operations are performed more quickly.

2.2 The CDF Detector

As stated above, one of the aims of Run II is to reconstruct and store a large sample of rare
events. To achieve this result, the number of bunches in each beam increased first by a factor of
six with respect to Run I. An immediate consequence is that the time between two successive
interactions decreased by the same factor. Several parts of the detectors have been rebuilt from
scratch in order to accommodate the higher collision rate.

While the detector was redesigned, efforts were also made to extend its acceptance. The
geometrical coverage was increased, by adding new detector elements or enlarging the previously
existing ones; the trigger system became able to detect some interesting event features at an
earlier stage than in Run I, thus improving the signal to background ratio.

As shown in figure 2.1, the tracking system of CDF II is placed inside a superconducting
solenoid, while calorimeter and muon systems are outside the magnet. The rest of this chapter
will provide a short description of the detector subsystems, with an emphasis on the upgrades
since Run I. A complete description of CDF can be found in [21].

In the standard CDF geometry, the Z axis is oriented along the axis of the solenoid, the Z

axis points away from the center of the Tevatron, and the ¢ axis points up. The origin is at the
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interaction point. The polar angle 6 is measured starting from the positive Z axis; the rapidity

y is defined by

1 E +p,
=1 2.2
Y 2 n<E_pz> ( )

For the high energy particles, £ ~ p and p, = pcos 8, hence the pseudo-rapidity is defined as

n=—In (tan g) (2.3)

In hadron-hadron collisions, a rapidity y (or pseudo-rapidity 7), a transverse momentum py-

and an azimuth angle ¢ are usually used. The invariant cross section is written as

d3_a . dPo IR 3o
dp  d¢dy prdpr = wdy dpz

(2.4)

The second form is obtained using the identity dy/p, = 1/E, and the third form represents the
average over ¢. The total multiplicity of particles in collisions is given by do/dy and this means

that the multiplicity is flat in 7.
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Figure 2.1: Elevation view of one half of the CDF II detector
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2.3 Tracking System

The innermost parts of the CDF II detector are devoted to tracking charged particles.

2.3.1 Silicon Vertex Detector

CDF II makes use of three concentric silicon detectors: “Layer 00” (L0O), the Silicon Vertex
Detector (SVX II, or SVX in short), and the Intermediate Silicon Layers (ISL) [22].

SVX IT is the Run II baseline detector. It consists of five layers of double-sided silicon wafers.
One side of each wafer provides measurements in the transverse plane (axial strips); the other
side’s strips deliver 3D information. SVX II extends radially from 2.5 to 10 cm, and along z up
to 45 c¢m on either side of the interaction point.

The ISL consists of a double-sided silicon layer, similar to those in SVX II, placed at r =
22 cm in the central 7 region, and of two forward layers (1 < |n| < 2) respectively at 20 and
29 cm from the beam line. Together with SVX II, the IS, makes it possible to reconstruct tracks
in the forward region, which lies beyond the acceptance region of the outer tracker.

Layer 00 is the most recent addition to the CDF II tracker. It is a single sided, radiation—
hard silicon layer, placed immediately outside the beam pipe, at r ~ 1.5 cm. Being so close to
the interaction point, Layer 00 improves noticeably the impact parameter resolution. In case
the innermost SVX II layer suffers from radiation damage during Run II, Layer 00 also acts as
a backup.

Compared to the shorter, 4-layer, single-sided vertex detector of Run I, the new silicon
tracker provides a much wider acceptance, better resolution, three-dimensional reconstruction,
and can be used in stand-alone mode, without input from the Central Outer Tracker (described

hereafter).

2.3.2 Central Outer Tracker

Outside the silicon detector, at a distance between 40 and 138 cm from the beam, lies the Central
Outer Tracker [23]. It is a new open-cell drift chamber, able to reconstruct tracks in the |n| < 1
region. The COT replaces an older drift chamber, the CTC [24], that would have been unable
to cope with the expected occupancy and event rate of Run II.

Each of the eight superlayers of cells consists of twelve layers of sense wires, alternating with
field-shaping wires. Axial superlayers alternate with stereo superlayers, thus providing 48 axial
and 48 stereo measurements for each track.

In the COT, the cell size is roughly four times smaller than in the CTC. Usage of a faster
gas (Ar — Ethane — CF, instead of Ar — Ethane) reduces the maximum drift time by a further
factor of two, down to 100 ns. This makes the COT immune from event pile-up, even at the
highest collision rate of 1/(132 ns).
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2.3.3 Time of flight

A recent addition to CDF II, the time-of-flight detector is an array of scintillator bars, placed
at the outer edge of the COT, at a radial coordinate of 140 cm. An accurate measurement of
a particle’s time of flight in the CDF tracking volume can be used quite effectively in particle
identification.

Scintillator bars are about three meters long, matching the COT active volume; their thick-
ness (4 cm) is limited by the space which remained available between the previously designed
COT and magnet. Their width was determined by occupancy® and resolution considerations;
the best choice turned out to be also of the order of 4 cm. The bars have a trapezoidal cross
section, in order to minimize cracks in the geometry; the scintillating material is Bicron 408,
which has a short rise time and a long (380 cm) attenuation length.

Photomultiplier tubes, attached to both ends of each bar, provide time and pulse height
measurements. By comparing the two pairs of results, the detector determines the instant in
which a particle crossed the scintillator with an accuracy of about 100 ps, and the z coordinate of
the intersection. The latter measurement is compared to the results of 3D track reconstruction

in the inner tracking volume, to associate a time of flight to each track.

2.3.4 Magnet

The CDF tracking systems are enclosed in a superconducting solenoid, which provides a uniform
magnetic field of up to 1.5 T along the detector axis, over a cylindrical fiducial volume 3.5 m
long and 2.8 m in diameter.

The solenoid is built of an Al-stabilized NbTi superconductor, able to withstand currents
up to 5000 A, and operating at liquid helium temperature. During most of Run I, the magnet
operated at 4650 A, corresponding to a current density of 1115 A/m and a central field of 1.41 T.

Although the design lifetime of the solenoid was only ten years, it is possible to reuse the
magnet during Run II. The cool-down procedures that were used during Run I limited mechanical

stress to the coil, avoiding fatigue damage.

2.4 Calorimetry

2.4.1 Overview

CDF uses scintillator sampling calorimeters, divided into separate electromagnetic and hadronic
sections, and providing coverage for || < 3.64. The calorimeter was an essential tool in selection

and reconstruction of events in Run I; in Run IT it continues to measure the energy of photons,

3Detector occupancy depends on the average number of superimposed interactions, which increases with lu-
minosity. TOF occupancy is estimated to be 0.1 with 2 superimposed events, and 0.4 with 10 events.
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electrons, jets, and the missing transverse energy * associated to neutrinos and possibly to
neutral exotic particles.

Calorimeter calibration can be performed by matching the tracks found in the tracking
system to the corresponding calorimetry towers; during Run I, this provided a 2.5% accuracy

on jet energy measurements.

n| range A¢ An

0 — 1.1 (1.2 had) | 15° 0.1

1.1 (1.2 had) — 1.8 | 7.5° 0.1

1.8 21 7.5° | 0.16
2.1 3.64 15° | 0.2 — 0.6

Table 2.3: Calorimeter segmentation

The entire calorimeter is segmented into projective towers, whose geometry is summarized in
table 2.3. Each tower consists of alternating layers of passive material (lead for the e.m. section,
iron for the hadronic compartment) and scintillator tiles. The signal is read via wavelength
shifters (WLS) embedded in the scintillator; light from the WLS is then carried to photo-
multiplier tubes. Table 2.4 shows the most important characteristics of each calorimeter sector.
The central and end-wall calorimeters (|n| < 1.1) [25] [26] were recycled from Run I; the plug
ones (1.1 < || < 3.64) were built anew, to replace an older gas calorimeter that would not be

able to function at the increased event rate of Run II.

2.4.2 Central Calorimeter

Apart from the electronics, the central calorimeter in CDF Run II is the same used during Run I.
The energy measurement response time is already fast enough to accommodate a 132 ns bunch

spacing.

Central Electromagnetic Calorimeter

The central electromagnetic calorimeter consists of projective towers of alternating lead and
scintillator. The signal is read via a PMMAS wavelength shifter, and carried via clear fiber to
photomultiplier tubes. None of these is expected to suffer much from radiation damage. The
light yield loss is expected to be around 1% per year; 60% of this loss is explained by the gradual
shortening of the attenuation length in the scintillator.

A two-dimensional wire chamber is embedded in the calorimeter, as a shower maximum

detector (CES). Its usage in the Run I trigger decreased the fake electron trigger rate by a

“Contrarily to eTe™ colliders, in pp colliders the longitudinal momentum of the initial state is unknown.
SPMMA = polymethylmethacrylate
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Central and End—wall Plug
Electromagnetic:
Thickness 19 Xo, 1 A 21 Xp, 1 A
— per sample (Pb) 0.6 Xo 0.8 Xy
— per sample (scint.) 5 mm 4.5 mm
Light yield 160 p.e./GeV 300 p.e./GeV

Sampling resolution

Stochastic resolution

11.6% / VE
14% |/ VE

14% /| VE
16% / VE

Hadronic:
Thickness 4.5 X 7 A
— per sample (Fe) 1 in (central) 2in
2 in (end—wall)
— per sample (scint.) 6 mm 6 mm
Light yield 40 p.e./GeV 39 p.e./GeV
Resolution 75%/VE & 3% 80%/VE @ 5%

Table 2.4: Characteristics of the CDF II calorimeter

factor of two [27].

Another wire chamber is placed immediately in front of the calorimeter, to act as a pre-
shower detector (CPR) which uses the tracker and the solenoid coil as radiators. The CPR has
proven to be extremely useful in rejection of electron background; it also reduced systematic

uncertainties for direct photon measurements by a factor of three [28].

Central Hadronic Calorimeter

The central and end-wall hadronic calorimeters use 23 iron layers as radiator. The scintillator
should not suffer radiation damage from measured events.
The hadronic compartment geometry matches the projective towers of the electromagnetic

calorimeter.

2.4.3 Plug Calorimeter Upgrade

The CDF II plug calorimeter, shown in figure 2.2, covers the 7 region between 1.1 and 3.64,
corresponding to polar angles between 37° and 3°. It replaces an older gas calorimeter, whose
response speed was too slow for usage at the CDF II 132 ns inter-bunch. Being based on the
same principles as the central calorimeter, the new plug calorimeter also makes experimental

data more homogeneous.

21



CALCRIMETER

v

W///

[ rpm—

D

.
bt
N

‘mm TICN GETECTCR]
CRYOSTAT
J"b

CENTRAL

TRACKING
=
-

=
A

by

A
LY
.

-
-~

-
W

b}

® ,/A//A/yﬂ///////iﬁ//.//{,////,///m%; //

N

N\
SN HILINCHO YD N3
M,MU/////A//, S

CHLL LR LA EF & FEFEELE A

A ERAAEEAR A Y

Mlum

s DA

W

\
Wf

== HLAMLIKE

1oL L2es)

0o< 9L
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The calorimeter is divided in 12 concentric 7 regions, which are further segmented in 24 (for
In| < 2.11) or 12 (for |n| > 2.11) projective towers.

Plug Electromagnetic Calorimeter

The EM section of the plug calorimeter consists of 23 absorber-scintillator layers. A calcium-
tin-lead alloy, enclosed between steel plates, is used as absorber.

The first layer of the EM section is used as a preshower detector. In order to distinguish
v from 7° reliably, the light yield needs to be higher than on other layers. Therefore, the
first scintillator layer is thicker (10 mm instead of 6 mm) and made of a brighter material; it
is read out separately from the rest of the calorimeter, via multi-anode photomultiplier tubes
(MAPMT).

As in the central calorimeter, a shower maximum detector (PES) is also embedded in the
plug EM calorimeter, at a depth of about six radiation lengths. The PES consists of eight 45°
sectors, each covering six (or three) calorimetric towers in ¢; each sector is further segmented in
two 7 regions, in order to reduce occupancy. Within each region, scintillating strips are arranged
on two layers, in directions parallel to either edge of the sector; this provides a two-dimensional
measurement of the shower. The strips are 5 mm wide and 6 mm thick; they are read out via
WLS fibers and MAPMT.

The PES is used to measure the position of electromagnetic showers with an accuracy reach-

ing 1 mm for high-energy electrons, and to discriminate pions from photons and electrons.

Plug Hadronic Calorimeter

The hadron plug calorimeter was designed to optimize detector performance on b, electroweak
and jet physics, and to help in muon detection by analyzing their rate of energy loss. It achieves
an energy resolution of about 80%/v/E @ 5%, which is dominated by the sampling fluctuations
from the steel absorber plates. The most strict requirement is that the light yield within each
tile should be uniform to 4% or better; dis-uniformity between different tiles is not as important,

as the hadron shower usually affects ten or more layers.

2.5 Muon Chambers

The outermost component of CDF II is a set of scintillators, drift tubes and steel absorbers,
used for the detection of muons.

During Run I, detection of muons has proven to be an important requirement, both for the
analysis of several physics channels and for calibration. For example, a clean sample of W bosons
is obtained by reconstructing their muon decay mode; J/v — pTu~ decays are an important
part of the heavy quark physics program, as well as a tool to measure systematic effects in the

detector.
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The tracking improvements from Run I to Run II have a deep impact on muon detection.
Before the upgrades, muons in the central region were identified by their penetrating power, and
their momentum was measured in the central tracking chamber. On the contrary, the momentum
of forward muons had to be measured in the muon chambers themselves, by resorting to a toroidal
magnet, as the central tracker only covered the |n| < 1 region.

With the SVX II upgrade, this distinction falls: measurement of muon momentum can be
performed in the central tracker, where the multiple scattering effects are smaller, and the
toroidal magnets are not required any longer. Central tracks are measured in the drift chamber;
forward tracks (|n| > 1) are tracked in the silicon only.

Run I central muon chambers (CMU) are reused without major changes; some upgrades
which started under Run I (CMP and CSP, the Central Muon/Scintillator Upgrades; CMX
and CSX, the Central Muon/Scintillator Extension) are completed; and a new set of cham-
bers, the Intermediate Muon Detector IMU, replaces the previous Forward Muon Detectors
(FMU)|29].

CMU CMP/CSP CMX/CSX  IMU

7 coverage 0—0.6 0—0.6 06 —10 10—1.5
Drift tubes:

thickness 2.68 cm 2.5 cm 2.5 cm 2.5 cm
width 6.35 cm 15 cm 15 cm 8.4 cm
length 226 cm 640 cm 180 cm 363 cm
max drift time 0.8 us 1.4 us 1.4 us 0.8 us
# tubes (Run Ib) 2304 864 1536 —

# tubes (Run II) 2304 1076 2208 1728
Scintillators:

thickness N/A 2.5 cm 1.5 cm 2.5 cm
width N/A 30 cm 30 - 40 cm 17 ecm
length N/A 320 cm 180 cm 180 cm
# counters (Run Ib) N/A 128 256 —

# counters (Run IT) N/A 269 324 864
70 int. lengths 5.5 7.8 6.2 6.2 — 20
Min P, (GeV/c) 1.4 2.2 1.4 1.4 —2.0
MS resol. (cm GeV) 12 15 13 13 — 25

Table 2.5: Parameters of muon detection at CDF. Pion interaction length and the limit on

resolution due to multiple scattering are computed at # = 90° in the central detectors CMU,
CMP and CSP; at € = 55° in CMX and CSX; and on the entire 8 coverage for the IMU.

Due to their size, muon systems are unable to take data within the Run II inter-bunch
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interval of 400 or 132 ns; this is not a problem, since the low occupancy of the muon chambers
allows integration over multiple events. Scintillators are used to associate muon stubs to the
appropriate event.

Table 2.5 summarizes the information on the muon subsystems; the following sections will

describe their characteristics in deeper detail.

- CMX E-CMP EH-CMU
-1 0 1

IMU

T T e
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N

Figure 2.3: 1 and ¢ coverage of the Run II muon systems

2.5.1 Central Muon Detectors

The first muon system built at CDF, the Central Muon Detector (CMU) [30], is a set of
144 modules, each containing four layers of four rectangular cells. It is placed just outside
the central hadronic calorimeter, whose 5.5 interaction lengths absorb more than 99% of the

outgoing charged hadrons.
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A second set of muon chambers, the Central Muon Upgrade (CMP) [31], forms a square
box around the CMU, and is shielded by an additional layer of 60 cm of steel. Due to the detector
geometry, the 7 coverage varies with azimuth as shown in figure 2.3. The CMP consists of four
layers of single-wire drift tubes, staggered by half cell per layer, and operated in proportional
mode. On the outer surface of the CMP lies the Central Scintillator Upgrade (CSP), a layer
of rectangular scintillator tiles.

Another upgrade which was begun in Run I is the Central Muon Extension (CMX) with
the associated Central Scintillator Extension (CSX). It is a conical array of drift tubes, with
scintillators on both sides; it extends the CMU/CMP 6 coverage from 55° to 42°, except in a
30° ¢ gap which is used by the solenoid cryogenic system.

2.5.2 Intermediate Muon Detectors

Detection of muons in the forward region is accomplished by the Intermediate Muon Detec-
tors (IMU). This detector recycles the older Forward Muon toroidal magnets, which is moved
closer to the interaction point (just outside the plug calorimeter PMT arrays). The steel toroids,
together with a new pair of steel rings, act as shielding for a new array of drift tubes and scin-
tillator counters, placed on the outer radius of the toroids.

Like the CMX/CSX, the IMU has four staggered layers of drift tubes, and two layers of
scintillator. Contrarily to the CSX, one of the scintillator layers is separated from the drift

tubes by a thick layer of steel; this geometry strongly suppresses fake triggers due to hadrons.

2.6 Data Acquisition and Trigger

Due to the increase in collision frequency, the DAQ and trigger systems of CDF had to be almost
completely replaced. The new three-level architecture, schematized in figure 2.4, is fully capable

of withstanding a 132 ns bunch separation, while keeping dead time as short as possible.

2.6.1 Level 1 trigger

The front-end electronics of all detectors is fitted with a synchronous pipeline, 42 events deep,
where the entire data regarding each event is stored for 5544 ns. Meanwhile, part of the data is

examined in a first layer of dedicated, synchronous, highly parallel hardware processors:

e XFT, the extremely Fast Tracker, which reconstructs tracks on the transverse plane of

the COT to propagate these tracks to the calorimeters and muon chambers;

e the Calorimeter Trigger, which detects electron and photon candidates, jets, total trans-

verse energy, and missing transverse energy;

e the Muon Trigger, which matches XTRP tracks to stubs in the muon chambers.
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Figure 2.4: Block diagram of the CDF II Trigger
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“Objects” from the level one trigger subsystems are combined in a flexible decision module,
which takes a decision by requiring the presence of a certain number of features in the event:
for example, two muon candidates with P; above 3 GeV. Up to 64 different sets of requirements
can be checked at the same time; each of these triggers can be pre-scaled independently of the
others.

The level 1 trigger takes a decision within 4 us, while the event’s data is still in the pipeline.
This makes the first trigger level truly dead-timeless. The rejection factor is about 150 and the
event rate is about 50 kHz.

2.6.2 Level 2 trigger

Events matching the requirements of level 1 are downloaded into one of four asynchronous
event buffers, and further analyzed by a second set of hardware processors. Trigger level 2 is
asynchronous: events remain in the buffer until they are accepted or rejected. This can cause
dead time, when all four buffers are full. In order to keep dead time at 10%, with a level 1 rate

of 50 kHz, level 2 has been split in two pipelined steps of 10 us each.

o Jets usually affect more than a single calorimetric tower. Calorimeter clustering (L2CAL)
sums the energies collected by single towers and provides a measurement of the total jet

energy.

e The calorimeter shower maximum (XCES) is used to reduce the rate of fake electrons and

photons. It also makes it easier to match XFT tracks to their calorimetric clusters.

e The Silicon Vertex Tracker (SVT) reconstructs tracks in the vertex detector, measuring

their impact parameter d. Triggering on d proves extremely helpful in b-quark physics.

e Data is also collected from the level 1 track and muon triggers.

During the second pipelined step, the results of the first phase are fed to a set of Alpha
processors; each processor examines the event for a different set of characteristics.

The level 2 accept rate is around 300 Hz, with a rejection of about 150.

2.6.3 Level 3 trigger

After being accepted by the level 2 trigger, the entire event data is read out and loaded into a
Linux PC farm, where the event is fully reconstructed in software. The level 3 reconstruction
program is almost fully written in C++, using object—oriented techniques.
After an event is reconstructed, it is sent to an event counter, where its characteristics are
histogrammed; if the event passes the level 3 cuts, it is also permanently stored to tape.
Assuming a level 3 input rate of 300 Hz, a level 3 rejection of 10, and an average event size
of 250 kB.
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2.6.4 Online Monitoring

The CDF detector consists of many detector subsystems and runs in a high rate large bandwidth
data transfer environment. To take data with high efficiency and high quality, it is necessary
to quickly spot problems with one of these sub-detectors in real time. Multiple event monitor
programs are attached to the DAQ system [33][34][32]. The online monitoring programs are
called Consumers, where a consumer is defined as a process which receives events from Con-
sumer Server Logger (CSL) in real time. CSL sends the data to the computer center where
they are written to tape and forwards copies of a subset of the data to the online monitoring
programs. Figure 2.5 shows a schematic view of the CDF online monitoring system (Consumer
Framework). The task of Consumers is to analyze and monitor the event data and to make
histograms and tables. These results could be viewed by the display browser via a server in real
time. Results of the monitor are also stored as data files periodically during a run, and also
archived systematically. The display browser provides a GUI to view the online monitored re-
sults, while also providing some basic utilities to do comparisons with previously stored results.
By separating the two tasks of monitoring and displaying, we remove CPU bound associated
with displaying graphics from the machine which runs the consumers. During the data taking,
multiple consumer processes run in parallel, receiving event data with the desired trigger types
from the CSL. Communication between a consumer and run control which control overall CDF
DAQ system is handled by the Error Receiver. Severe errors detected by a consumer monitor
program are forwarded to run control to take necessary actions. The state manager watches the

state of consumers.
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Figure 2.5: Design of the CDF online consumer framework.
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Chapter 3

Particle Identification

3.1 Lepton Identification

The identification of charged leptons produced from a W decay is our first step in the selection
of the tt, lepton+jets sample. We require trigger conditions for the event to have either one
electron or muon candidate. The trigger requirements will be described in more detail in Chapter
4.

3.1.1 Identification of a Central Electron

We require the central electron trigger for the event to be analyzed as one of our possible can-
didate events having an electron. In the decision of the central electron trigger, the a clustering
of the energy deposit in the calorimeter is performed, and we require a electromagnetic (EM)
cluster with Er > 18 GeV in the CEM region corresponding to |n| <1

After passing the trigger requirement, an electron candidate is identified in the offline software
with further selection cuts. We again require that the electron is found in the central pseudo-
rapidity region of the detector (|n| < 1) and have an EM cluster with Ep > 20 GeV. This
cluster energy in EM calorimeter is used as the energy of the electron candidate. A COT track
with pr > 10 GeV/c is required to match the EM cluster, in order to reduce mid-identification
of photons and neutral pions. Several variables are used to further discriminate against charged
hadrons and photon conversions. We describe some of the details below: We require that the
extrapolated track reconstructed by COT hits matches the shower location as measured in the
maximum detector (CES) [21]. To ensure a good quality of the track reconstruction, we require
> 3 axial and > 3 stereo segments, > 7 segments in total to be hit by the track matching the
electron cluster. The ratio of energy deposit in electromagnetic to hadronic calorimeters in the

calorimeter cluster, Epsq/Eenm is less than 0.055, and that the ratio of cluster energy to track
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momentum, F/P is less than 2.0. The spacial distribution of the energy deposit is compared to
and required to resemble that obtained in a beam test. The isolation, defined as the ratio of the
additional energy deposits in a radius AR = (An)2 + (Agzﬁ)2 = 0.4 around the electron cluster
to the electron energy, is required to be less than 0.1. In fact, we will perform the electron
identification without requiring the isolation in the estimation of non-W background. In other
cases we always require the isolation.

Electrons originating from conversion of photons are removed by vetoing events that have
a pair of tracks (one of them matching to the electron candidate) which satisfies (1) Opposite
sign charges, (2) the distance between the tracks A(zy) in the r — ¢ plane where the tracks are
parallel is less than 0.2 cm, and (3) the difference between the polar angle cotangent of the two
tracks, | cot Af| is less than 0.04. Fiducial cuts on the electromagnetic shower position in CES
are required to insure that the electron is away from the calorimeter boundaries to measure the
energy well enough.

For isolated high momentum electrons from W decay, the tracking efficiency is measured to
be 99.63 fgf’lg% [35]. The transverse energy can be measured from the electromagnetic cluster
with a precision o/ Er = 13.5%/+/Er (GeV)®2% [25] and the transverse momentum resolution
is found to be dpr/pr = 0.15% x pr (GeV/c).

3.1.2 Identification of a Plug Electron

We do not use an electron identified in the plug calorimeter in the reconstruction of the top
quark mass, because such an electron candidate has a higher probability of a mis-identified
hadron. However, we reject events that have two or more isolated high Pr leptons identified as
unlikely to be a lepton + jets event, and we consider the electron identified in the plug region
in this di-lepton vetoing. We describe the identification of the electron in the plug calorimeter
here [36, 37].

In order for an electron identification to be reliable, we require that a track is matched to
the EM cluster. The tracking chamber (COT) is not efficient in the tracking in the high |n|
region because of the lack of geometrical acceptance. On the other hand, we must be able to
reconstruct tracks up to the pseudo-rapidity of || < 1.8 by using hits in the silicon detector in
the track fitting, considerting the wide coverage in |n| of the silicon detector. However, seeding
tracks in the high |n| region only with silicon hits is extremely difficult. In the tracking for
plug electron identification, the seed track is constructed by interporating between the primary
vertex and the shower-max hit in the EM cluster. Silicon standalone tracking is performed with
the hits in the silicon detector based on the seed track thus reconstructed.

The starting point of the plug electron identification is an EM cluster with Er > 20 GeV
in the PEM calorimeter. We require that a cluster in the shower-max deterctor (PES) with
1.2 < |p| < 2.5, and that a plug electron track with Ppr > 15 GeV/c is reconstructed with

more than 2 hits in the silicon detector. The lateral sharing of the energy deposit between the

32



calorimeter towers is required to resemble that obtained in a beam test. The ratio of hadronic
to electromagnetic energy deposite is required to be less than 0.05. The isolation is required to

be less than 0.1 as in the case of central electron identification.

3.1.3 Identification of a Muon

We require one of the muon triggers for the event to be analyzed as one of our possible candidate
events having a muon. In the decision of the muon trigger, a track with Pr > 18 GeV/c that
matches a muon stub in the muon chamber (CMU, CMP or CMX). This requirement corresponds
to the pseudo-rapidity region of |n| > 1.0.

Muon candidates are identified by extrapolating the COT tracks to the muon detector. We
have two types of high-pr muon sample used in this analysis. One is a track linked to a line(track)
segment in both CMU and CMUP called a CMUP muon (|n| <0.6), and another type is a track
linked to CMX called a CMX muon (0.6< |n| <1.0). For both CMUP and CMX muons, we
require the COT track with Pr > 20 GeV//c. The Pr of the COT track is used as the measured
momentum of the muon candidate. We further require that the energy in the calorimeter tower
containing the muon is consistent with the deposit expected from a minimum ionizing particle
to reject secondary particles in charged hadron showers in calorimeter which produce stubs in
the muon chambers. Backgrounds from cosmic rays are removed by requiring that the distance
of closest approach of the reconstructed track to the beam line, d is less than 0.2 cm.

For high momentum COT tracks, the resolution at the origin is dz =~ 0.5 cm along the beam
line and dd =~ 350 pum for the impact parameter in the transverse plane. And also the distance
between the extrapolated track and the track segments in muon chamber, Az is required to be
less than 3, 5 and 6 cm for CMU, CMP and CMX respectively. Finally we make the isolation
ratio cut with I < 0.1. COT tracks are required to have at least 3 hits in both axial and stereo

segments of COT, and is required to have at least 7 hits in total, as in the case of electron.

3.2 Jet Identification and Corrections

The jet reconstruction in this paper employs a cone cluster algorithm with cone radius AR =
(An)% 4 (A¢)? = 0.4 [38]. We measure the transverse energy Ep = Esinf, where 6 is the polar
angle of the centroid of the clusters towers and calculated using the measured z position of the
event vertex. Total energy F is the sum of the energy deposited in calorimeter towers within a
cone. Jets are identified as isolated cluster and which contain significant hadronic energy where
its measurements have a resolution of o/E7 = 50%/+/Er (GeV) ©3% [26].
Jet energies thus measured by the calorimeter cluster must be corrected for various detector
effects before they are used in physics analyses. Our analysis apply two steps of corrections,
one is flavor-independent generic corrections (simply called “generic correction”), the other is

energy correction dependent on the flavor of the initial parton called “top specific correction”.
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Flavor-independent generic corrections are found by a program of study which examines the
transverse energy balance in the di-jet and the v+jet samples. At CDF, the jet energy correction
has been studied in seven steps, each step corresponding to different effects. We simply list these

steps of the corrections here [39] :

e Level 1 - The n Dependence in Calorimeter Response: Correction to make the calorimeter
response uniform in 7 by using the di-jet balancing procedure and is tested by the vy+jet

samples in data and Monte Carlo simulation.

e Level 2 - Calorimeter Stability (Time dependence): Correction for the variation in photo-
tube response due to aging effects, therefore the correction is applied only to the data

sample.

e Level 3 - Raw Scale for Central Calorimeter Responses: Scaling from Run IT to Run I
energy scale by studying ~-jet balancing (jets in the central region). This is necessary
because we still rely on the Run I parametrization for Level 5 correction (note that the

central calorimeter of CDF was not replaced in the detector upgrade for Run II).

e Level 4 - Multiple Interaction: It is possible to have more than one interaction per collision
due to high-luminosity collisions at Tevatron. This correction takes into account them.
The correction is deduced from analyzing the minimum bias data as a function of the

number of vertices in the same beam bunch crossing.

e Level 5 - Absolute Energy Scale: This correction accounts for the calorimeter non-linearity,

fragmentation and underlying event (Using Run I correction factor).

e Level 6 - Underlying Event: The partons other than those involved in the hard collision
(in our case it is the t¢ creation) in the pp system, called spectator partons, have reactions
of their own and leave some energy in the calorimeter. This energy is called the underlying
energy and must be subtracted. The underlying energy is measured from minimum bias

data requiring events only one vertex.

e Level 7 - Out Of Cone Energy: It corrects the particle-level energy for leakage of radiation
outside the clustering cone used for jet definition, taking the ”jet energy” back to ”parent
parton energy”. This correction allows us to correct the particle level jet energy to the
parton level by taking into account energies from initial parton which are not included in

jet clustering.

We used jet energies corrected up to level 4 in the event selection of our analysis. In the event
reconstruction, we apply the generic correction up to level 5. We further apply top specific
corrections for this purpose, which will be described in chapter 5. Figure 3.1 shows typical

generic correction scales for level 4 and level 5 corrections.
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Figure 3.1: The correction scales for jet energy corrections. The left plots are the corrections
applied to jets in collision data, and right plots are for Monte Carlo. The top plots are when we
correct up to level 4, and the bottom plots are for level 5. Correction scales for jets with several
different E7 are shown. These plots suppose the jets have EM energy fraction of 0.5 and the

events have only one vertex.

3.3 b-Jet Tagging

The identification of b jets from top quark decay plays an important role in this analysis. Since
most of the events coming from non-t¢ process passing all W+jets selection do not contain bottom
or charm quarks in the final state, the requirement of presence of b jets provides a significant
reduction of the background events. We used two different b-tagging algorithms, SECVTX and

Jet Probability, in order to achieve b-tagging conditions that is sensitive to the ¢t events.

3.3.1 SECVTX algorithm

The silicon vertex b jet tag algorithm (SECVTX tagging) searches for the displacement of the
secondary vertex due to B hadron decays to the primary vertex of the event within a jet [40, 41].
It uses tracks which are within AR < 0.4 of the jet axis and have hits in the silicon detector. The

algorithm performs as follows: (1) Select good tracks; which allows for two passes. In the first
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pass, at least three tracks with pr > 0.5 GeV/c and an impact parameter significance |Dy/op,| >
2.5 are required where op, includes the uncertainty on the track and beam-line positions. At
least one of the tracks must have pr > 1 GeV/c. In the second pass, which requires tighter track
requirements to have at least two tracks with pr > 1 GeV/c and |Dy/op,| > 3, including at
least one track with pr > 1.5 GeV/c. (2) Reconstruct a secondary vertex using selected tracks.
(3) Calculate the two-dimensional decay length of the secondary vertex(Ly,) from the primary
vertex. (4) Require to have Lyy/or,, > 3, where or,,, is the estimated uncertainty on Ly, which
is typically 190 pm to reduce the background from the false secondary vertices(mistags).
Based on simulation of the b-tagging algorithm, the b-tag requirement keeps 53% of the top
quark events while removing more than 95% of the background events. The difference between
the efficiency in the simulation and that in the data has been measured using a b-enriched dijet
sample in which a non-isolated electron is found in a jet. In fact, the efficiency in Monte Carlo
simulation studies does not reproduce that in data analysis. We found data-to-Monte Carlo
tagging efficiency scale factor of 0.82 £0.06 [41], which is used in Monte Carlo studies to better

describe the phenomena in data. The error includes all systematic and statistical uncertainties.

3.3.2 Jet Probability Tagging

Jet Probability is an algorithm that is used to determine whether a jet is produced promptly
at the primary interaction point, or from the decay of a long-lived particle [42]. This algorithm
makes use of the information of the tracks that are associated to a jet to determine the probability
for this ensemble of tracks to be consistent with coming from the primary vertex. The probability
distribution of a primary jet is by construction uniformly distributed from 0 to 1. For a long-
lived jet, the distribution peaks at 0, which means that the probability of such jet to be primary
is very small. Figure 3.2 illustrates the jet probability distributions from jets originating from
light quarks, charm, and bottom jets. This probability is based on the impact parameters and
their uncertainties of the tracks in the jet. The impact parameter of a track is assigned with
a positive or negative sign depending on the direction of the track with respect to the jet axis.
For the impact parameter in the R — ¢ plane, the sign is defined as

e sign =positive if cos ¢ > 0.
e sign = negative if cos ¢ < 0.

where ¢ is the angle between the jet axis and the track point of closest approach to the primary

vertex (shown in Figure 3.3(left)). Another way of expressing this definition is

e sign = positive if the point of intersection of the track on the jet axis is in the same

hemisphere as the jet direction.

e sign = negative if the point of intersection of the track on the jet axis is in the opposite

hemisphere as the jet direction.
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Figure 3.2: Jet Probability distributions from prompt, charm and bottom jets.

For a primary jet, all its particles should originate from the primary vertex. Due to the
finite tracking resolution, these tracks are reconstructed with a non-zero impact parameter and
have equal probability to be either positive or negative signed, as shown in Figure 3.4(left).
The width of the impact parameter distribution from these tracks is solely due to the tracking
detector resolution and multiple scatterings.

A long-lived particle will travel some distance along the jet direction before decaying, and
its decay products will preferentially have positive signed impact parameter. An illustration
of a long-lived particle and its decay tracks is shown in Figure 3.3 (right). The signed impact
parameter distribution is shown in Figure 3.4(right).

The tracking resolution can be extracted from the data by fitting the negative side of the
signed impact parameter distribution of primary jets. To minimize the contribution from badly
measured tracks with large reconstructed impact parameters, the distribution of a related quan-
tity, the signed impact parameter significance (ratio of the impact parameter to its measured
error), is parameterized instead. Also, a quality cut on track is applied for the track to be used

in the tagging of jets. This quality cut consists of the following conditions :

e track pr > 0.5 GeV.

|D()| < 0.15 cm.

more than 3 hits in r — ¢ layer of the SVX detector.

total number of COT axial hits > 20.

total number of COT axial hits > 17.
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Figure 3.3: (Left) tracks from a primary vertex. (Right) tracks from a secondary vertex.

o 7 of track within 5 cm of the primary vertex.

We define a probability (“track probability”) that a track in a jet originates from the primary
vertex. Although tracks with negative signed impact parameters are used in the calibration of
the algorithm, only tracks with positive signed impact parameters are used in the tagging of
b-jets. For simplicity of the discussion, we do not try to explain the calibration here. For a track
with positive impact parameter, the track probability is calculated as follows : First a signed
impact parameter significance distribution for tracks in primary jets is extracted from a generic
jet dataset. The positive part of the distribution is normalized so that the total area becomes 1.
For a given track, the track probability is defined as the area where the signed impact parameter
is larger than that of this track, as illustrated in Figure 3.5. By definition, this variable has a
flat distribution between 0 and 1 for tracks in primary jets. On the other hand, it has a peak
around 0 for tracks in jets originating from heavy flavor partons.

Another new variable (“jet probability”) is defined to characterize the probability of this jet
originating from the primary vertex by combining the track probabilities of tracks in the jet. To
see how we calculate the jet probability, consider a jet which has two good quality tracks with
positive signed impact parameters in it. Suppose the two tracks each has track probability P1
and P2. Let II = P1-P2. Figure 3.6 shows the curve of constant probability, and the area below
and to the left of the curve is the set of two-track combinations with a probability less than or
equal to II. This area is defined to be the jet probability of this jet. For a two-track jet, the

probability is Pje; = II(1 —InTI). In general, one can perform an integration in n-dimensional
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Figure 3.4: (Left) signed impact parameter distribution for tracks from primary vertex. (Right)

signed impact parameter distribution for tracks from secondary vertex.

space and show that the jet probability for a jet with n tracks would be [43]:

jet—HZ lnH

where
II=P1-P2----Pn

Since the jet probability is defined in such a way combining the track probabilities, its distribu-
tion results similar to that of track probability. Indeed, as seen in Figure 3.2, the jet probability
has a flat distribution for the light flavor (primary) jets, and has sharp peak around 0 for jets
originating from heavy flavor partons (secondary jets). In the b-tagging with the Jet Probability
algorithm, we can place an arbitrary cut, to select jets with jet probability values less than the
cut value as likely to originate from heavy flavor partons. This tagger can, therefore, be tuned
for each analysis topic rather easily.

This algorithm has been calibrated for two cut values of 0.01 and 0.05 in the CDF environ-
ment for jets with Ep > 10 GeV. Note that this E7 is before the application of the jet energy
correction. The results of the calibration averaged over the calibrated E7 range is summarized
in Table 3.1 [44, 45]. For example, if we pick the cut of 0.05, the tagger has the efficiencies of
26 % and 4.9 % for heavy and light flavor jets, respectively.

3.4 Missing Transverse Energy; Fr

The presence of neutrinos is inferred from transverse energy imbalance in the detector. The

missing transverse energy is calculated as :
r = | Y B | (3.1
i
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Figure 3.5: The positive part of the impact parameter significance of tracks in primary jets.
Track probability is defined as the shaded area for given impact parameter significance when

the total area is normalized to 1.

cut | efficiency for heavy flavor (%) scale factor | mistag rate (%)
0.01 19.7 £1.2 | 0.787 £0.105 1.11 £0.08
0.05 26.2 £1.3 | 0.820 £+ 0.095 4.89 +0.19

Table 3.1: Summary of the Jet Probability tagger calibration. The scale factor is the ratio of
efficiencies for heavy flavor jets between data and Monte Carlo. The efficiency for heavy flavor
measured in data is shown here. The mistag rate corresponds to the efficiency of this tagger for

light flavor jets.

where, E% is the magnitude of the transverse energy contained in each calorimeter tower i and
n; is the direction of the tower in the plane transverse to the beam direction. If isolated high-
pr muons are found in the event, the Fp is corrected by subtracting the muon energy in the
calorimeter and adding the muon pr back to the vector sum. When jets are corrected by generic

correction, the F7 must also be corrected so that the energy in the calorimeter balance.
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Figure 3.6: Definition of jet probability for a jet which has two good quality tracks with positive
signed impact parameters in it. For a case where the tracks have track probabilities as shown
in the dot, the jet probability is defined as the shaded area.
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Chapter 4

Data Sample and Event Selection

4.1 Data Sample

The results reported here are based on the data which were recorded by the CDF detector during
the period March 2002 - August 2003, when the average instantaneous Tevatron luminosity was
~ 2.0x103! cm~2s 1. The highest recorded luminosity during this period was 4.2x103! cm 25~ 1.
Our analysis further require that the data was taken with good operation condition of COT,
calorimeter and muon detectors. The total integrated luminosity for this period is 193 pb~!, of
which 162 pb~! has good silicon tracking along with good electron and CMUP muon reconstruc-
tion. Due to the large noise in the CMX muon chambers in the commissioning period of Run
IT, we did not use the events with CMX muon candidates in the corresponding period (until
middle August 2002).x For CMX muon reconstruction, the corresponding integrated luminosity
is 175 pb~!, among which 150 pb~! had good silicon operation conditions.

Our analysis aims to reconstruct the top quark mass in the following physics process.
pp = tt+ X = WoWb+ X — lvgg'bb + X (4.1)

The most efficient way to reduce the huge amount of background events and make up an analysis
data sample of suitable size is to identify the lepton (electron or muon) with high Pr. Therefore,
we start with the events with either high Er electron or high Pr muon identified in the trigger
system of the CDF detector.

As described previously, the CDF employs a three level trigger system for high momentum
electrons and muons analysis for the primary data sets. The first two triggers (Level 1 and
Level 2) are hardware based online triggers and the third (Level 3) runs offline on a computer
farm. For electron candidates, the level 1 trigger requires a track with pr > 8GeV /c matched
to an EM calorimeter cell with Eqx > 8GeV and the ratio of the hadronic cell behind it to
electromagnetic energy(Epqq/Eem) less than 0.125. After calorimeter clustering is performed at
level 2, it requires a track with pr > 8GeV /c matched to an EM cluster with Ep > 16GeV.

At level 3, electron cluster is reconstructed using calibration constants, and Ep > 18GeV is
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required. For muon candidates, a track with pr > 8GeV/c matched to muon stubs in the muon
chamber CMU, CMP, and CMX is required through level 1 to level 2. And then level 3 trigger
requires a pr > 18GeV /c track. We use the dataset passing through the trigger requirements

described above as our data sample.

4.2 Monte Carlo samples

The simulation of ¢ events relies mainly on the HERWIG v6.5 [46] and PYTHIA v6.2 [47]
Monte Carlo program which employ leading order QCD matrix elements for the hard process ,
followed by parton showering to simulate gluon radiation and fragmentation with the CTEQ5L
[48] parton distribution functions. For heavy flavor jets, the decay algorithm QQv9.1 is used
to provide proper modeling of B and C hadron decays. The ALPGEN program [49], which
generates high multiplicity parton final states using exact leading-order matrix elements is used
in our study of backgrounds in the b-tagged sample. The parton level events are then passed to
HERWIG and QQ for fragmentation and B decay.

The CDF II detector simulation reproduces the response of the detector to particles produced
in pp collisions. Tracking of particles through matter is performed with GEANT3 [50]. Charge
deposition in the silicon detectors is calculated using a sample geometrical model based on the
path length of the ionizing particle and an unrestricted Landau distribution. The drift model for
the COT uses the GARFIELD package [23], with the default parameters tuned to match COT
data. The calorimeter simulation uses the GFLASH [51] parameterization package interfaced
with GEANT3. The GFLASH parameters are tuned to test beam data for electrons and high
pr pions, and they are checked by comparing the calorimeter energy of isolated tracks in the

collision data to their momenta as measured in the COT.

4.3 Event Selection

To reconstruct the top mass in each event, we reconstruct and identify all final particles of the
top pair decay in Eqn. (4.1). In this section, we describe the selection criteria which we applied
offline to identify the lepton+jets events.

Our event selection is decided to keep the consistency with other high pr lepton + jets
analyses in CDF [52]. We require either one isolated electron or isolated muon captured in
CEM, CMUP or CMX detector. So the coverage of the lepton identifications in this analysis is
: || < 1.1 for the electron, |n| < 1.0 and for muon. Electron is required to have a EM cluster
with Er > 20 GeV, and muon is required to have a track with Pr > 20 GeV/c?. Electrons
originating from conversion and muons of cosmic rays are vetoed in the identification of the
lepton. The details of the requirements are described in the previous chapter. The primary

vertex of the event, which is defined by the closest approach of the track associated with the
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primary lepton to the beam line, must be within 60 cm from the center of the CDF detector.
We reject events where another lepton is identified to have Pr(E7r) > 20 GeV in order to reduce
background coming from events where two gauge bosons are created in pp collision and both
decay hadronically or tf events decaying into dilepton channel. We also reject events where
isolated electrons with Er > 20 GeV are found in the plug calorimeter besides the primary
lepton. We require the event to have missing Er (E1r > 20GeV). Events are rejected as Z boson
candidates when a second object (EM cluster, opposite sign track with Er(Pr) > 10 GeV or jet
with E7 > 15 GeV and |n| < 2 in the case of electron channel, opposite sign muon or track with
Pr > 10 GeV in muon channel) is found to form an invariant mass between 76 and 106GeV/c?
with the primary lepton.

The jets are clustered after removing towers containing electron clusters, and after correcting
the tower Er for the location of the primary vertex z coordinate. JETCLU algorithm with a cone
size of 0.4 is used in the reconstruction, and we apply the generic jet energy correction up to level
4 for jet energies used in the event selection (for details of the generic jet correction, see chapter
3). For the ¢t event to be fully reconstructed, we require at least four jets to be reconstructed in
the |n| < 2.0 region of the calorimeter. We only consider these four selected jets in the b-tagging
of the event as we describe later. For simplicity of the analysis, we suppose the four jets with
the highest E7 in the event to originate from the four quarks in the ¢f decay chain, and neglect
the other jets found in the event. We divide our data sample into three subsamples - namely 0,
1 and 2 tag samples - by the number of b-tags in the leading four jets. As for the leading three
jets we require Er > 15 GeV while relaxing the cut for the fourth jet to have Er > 8 GeV in
order to gain the efficiency for the single or double b-tagged event. On the other hand, the 0 tag
channel has larger background fraction and we rather tightened the cut so that all the leading
four jets have Ep > 21 GeV and |n| < 2.0 in order to have a good background reduction for this
sample [54]. Although we do not further subdivide the data samples by the Ep of the fourth jet
in our analysis, we sometimes call events that has four jets with Er > 15 GeV “4-jet events”,
and events with 8 < E;P hiet < 15 GeV are called “3.5-jet events”.

4.4 Subdividing the Sample

We subdivided our data and Monte Carlo samples selected by the kinematic cuts described
in the previous section by the number of b-tagged jets into 0, 1, and 2 tag samples. In this
section, we describe the tagging conditions for each category. The Er range of jets considered
in the calibration of the b-tagging algorithms are 8 GeV and 10 GeV before the generic energy
corrections for SECVTX and Jet Probability algorithms respectively. The typical correction
factor for the level 4 correction was 1 — 1.2 (chapter 3). Because we wanted to apply the b-
tagging algorithms only in the calibrated E7 region, we only applied the b-tagging to the jets
with Er > 15GeV. We always consider jets with 8 < Er < 15GeV as non-tagged.
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A goal of this analysis is to have the possible smallest uncertainty (stat 4+ syst) on the
measured top quark mass with combining the 0, 1 and 2 tag samples. As we will discuss
in section 5.3, b-tag information plays an important role in the correct reconstruction of the
event. In fact the fraction of events we correctly reconstruct is the largest in the 2 tag sample.
Moreover, the fraction of background events in the 2 tag sample is very small compared to 0
and 1 tag samples. Therefore, one of our main concerns is to gain high efficiency in the 2 tag
channel by loosening the tag condition of this channel, and tune the double tag condition so
that the uncertainty on the top quark mass becomes the smallest. For this purpose, we adopt
the following b-tagging condition for the 2 tag sample.

e One jet is tagged by the SECVTX tagger.

e Another jet has either SECVTX tag or Jet Probability value < JPcut, where JPcut is a

certain threshold value.

This is to tightly tag one jet to secure enough purity for the 2 tag sample, and at the same time
loosen the secondary tag to increase the efficiency for the double tagging. Note that SECVTX
tagging has much smaller efficiency (mistag rate) for light flavor jets than Jet Probability al-
gorithm at calibrated cut points, and also note that cut on Jet Probability is tunable. Events
that has one SECVTX tagged jet and do not fulfill the 2 tag condition are categorized as 1 tag
events. 0 tag sample consists of events where no jets are b-tagged by SECVTX tagger. In Monte
Carlo studies, we randomly discard tags according to the scale factors given in [56] and [44] so
as to match the tagging efficiency to that measured in data.

Other than the cuts we described in this chapter, we apply cuts on x? and m;; variables
after the event reconstruction. When a 2 tag event fails either of these cuts, this event is merged
into 1 tag sample in order to gain total efficiency of the event selection. This will be revisited
in section 5.3. Figure 4.1 illustrates our sample subdivision.

We optimize this Jet Probability threshold (JPcut) to obtain the minimum top mass uncer-
tainty in the data sample with 0, 1 and 2 b-tagged jets as described in section 8.

In Figure 4.2, we display one of the candidate events found in our data sample that passed
all the selection criteria of the 2 tag sample. The sharp peak at n ~ 0.1 and ¢ ~ 250 degrees on
the top plot corresponds to the identified electron. One can see that there are other energetic
activities in the event that are reconstructed into jets. The reconstructed tracks found in the
jets are displayed around the interaction point in the bottom plot. This is an event with two
SECVTX tagged jets, and one can see the decay length Lxy of the tagged jets in the plot. This

event will be used in our mass measurement in the 2 tag sample.
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Events that pass kinematical cuts

|

Has SECVTX tag jet ?

no l yes

no Has second tag jet ?
SECVTX or JP

l yes

no 2tag chi2< 9 ?

l yes

o | 60 < m_jj <100 ?

yes

Otag chi2 <9 ?| | 1tag chi2 <9 ?

yes yes
Otag 1tag 2tag
sample sample sample

Figure 4.1: Subdividing the data sample.
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Chapter 5

Top Quark Mass Reconstruction in

each Event

For each event that has been selected according to the previous chapter, we extract a single
quantity through a series of corrections to the raw detector measurements and a multi-parameter
fit utilizing MINUIT package [57]. This quantity is intended to have a strong dependence on the
top quark pole mass, so that we can use its distribution in the data to determine the top
mass through a likelihood fit to the distributions we extract from various Monte Carlo samples.
Specifically, we do our best to reconstruct the invariant mass of the top quark in each event,
assuming the event is ¢f signal with top quark decays and kinematics according to standard
model predictions. Every event is treated identically, whether signal or background, data or
Monte Carlo (except as noted below). Note that, although this quantity is referred to as the
reconstructed top mass, it is not used as an independent measurement of the top mass in each
event. It is simply an experimental quantity that will be used to discriminate among the range

of possible true values of the standard model top quark mass.

5.1 Correcting Measured Quantities

We will provide as input to the MINUIT fit the four-vectors of the various physics objects identified
in the event. We first apply all known corrections to the measured quantities, and establish an

uncertainty on the quantities that will be permitted to vary in the fit.

5.1.1 Lepton Corrections

For both electrons and muons, we use the corrected four-vector calculated in the CDF software.
In the case of electrons, this includes standard corrections for tower map response. The electron
energy is the two-tower calorimeter energy, while the angles are taken from the beam-constrained

COT-only track. The electron mass is set to zero in the four-vector, and the angles are taken as
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perfectly measured quantities. The transverse momentum (p$ = psin@) of the electron is given

s = ¢ L —_——

Since the angles are fixed, this amounts to an uncertainty on the magnitude of the full electron

an uncertainty of

momentum vector, not just the transverse component.
For muons, the corrected four-vector uses the three-vector of the beam-constrained COT-
only track, also with a mass of zero. We apply in addition the muon curvature corrections due

to chamber misalignment:

1 1
_ — 0.00037 — 0.00110 sin(¢ + 0.28
pr (GeV/e)  pr (GeV/e) ( )

(data only; no such correction is applied to Monte Carlo muons). Again the angle and mass are

given no uncertainty; the transverse momentum is given an uncertainty of

Ir p
Pr
which is equivalent to an uncertainty on |p], as for electrons. The electron and muon transverse

momentum uncertainties are from run I.

5.1.2 Generic Jet Corrections

Jets are first corrected with the generic jet corrections up to level 5, which is independent of the
flavor of the jet. Generic jet corrections simply scale a jet four-vector by a factor, so angles are
unaffected, while E and p change. The various sources of uncertainty in the CDF jet energy scale
and simulation are quantified in the systematic uncertainties on these jet corrections, which will
be considered in the systematic uncertainty estimation later. Details of the generic correction

can be found in chapter 3.

5.1.3 Top-Specific Jet Corrections

The generic jet corrections are extracted to uniformly correct the jet Er regardless of the flavor
of the parton initiating the jet. It’s extracted assuming a flat E7 spectrum. Jet corrections
derived specifically for the ¢t process (called top-specific correction) are needed to account for
the different fragmentation of light quark jets from W-boson decay (W jets) and b jets, as
well as the non-flat py spectrum of jets from ¢ decay. In addition, the top-specific corrections
account for the energy falling outside the jet cone. W jets and b-jets are corrected with separate
functions. The top-specific corrections also provide uncertainties on the jet energies (i.e. the
measurement resolution, not systematic uncertainties). As for the lepton four-vectors, the angles
of jets are assumed to be perfectly measured; only the 0 et is parameterized. The top-specific
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corrections are functions of p7Te " and 7€, They are extracted from a large sample of HERWIG
tt events in which the four leading jets in Ep are matched with the four Monte Carlo partons
from tt decay. As a crosscheck, the correction functions and their effect on the reconstructed
invariant mass of the hadronic top quark have been shown to be consistent with those extracted
from a large PYTHIA sample.

Response vs P(jet)|
= 0.5

(P+(MC)-p-(iet))/p+(

L 1 L
120

P(GeV)
Response vs n(detector) I
= 015
- =
% 01— 06
5 o.osf— ) 8 8 Yy [
z = 963868 ) O
g B, g o e, ¢
©) 0.05 oo ee ®
= SR - e
SR EY = A _‘_b-jetS
015 - ——\W-jets
n(detector)

Figure 5.1: Upper plot: jet response, ( Tarton - ;t)/p];t, as a function of p;et for b-jets and
W -jets after only generic corrections are applied. Lower plot: jet response as a function of 7/¢

after applying top-specific corrections that depend only on p%? g

Figure 5.1 illustrates the need for top-specific corrections. The upper plot shows significant
differences between parton momentum and jet momentum with p%f b <40 GeV/c after generic
corrections. The top-specific corrections remove the dependence of the jet response as a function
of pjTe ¢ separately for b-jets and W-jets. In addition, the pJ; ¢ spectrum of jets from tt decay is
strongly 77¢-dependent. Therefore we expect 77¢* dependence in the jet response after any
top-specific corrections that depend only on p]Te ' This is illustrated in the lower plot of Figure
5.1. We hired a top-specific correction extracted as a function of both p7Te " and 7/¢ (called JF

correction) so as to remove this effect in our analysis.
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5.1.4 Additional Jets, Unclustered Energy, and Missing Energy

“Additional jets” in an event are those jets beyond the generic corrected F7 , but still having
Ep > 8 GeV and || < 2.0. They are identified as not belonging to the top decay chain, but
arising from initial state radiation, underlying event, or multiple interactions. This is, of course,
an approximation, since the additional jets may in fact be top decay daughters, or may arise
from final state radiation and therefore be relevant in reconstructing the top quark mass. The
“unclustered energy” in an event consists of any energy seen in the calorimeter that is not
associated with the primary lepton or a jet. The p of towers with || < 3.6 are included in
the unclustered energy. The “missing energy” is identified with the energy carried out of the
detector by one or more neutrinos. The unclustered energy and missing energy are related to
each other through the other measured physics objects in the event, since we assume that the
pp system has pp = 0.

In this analysis, the input to the MINUIT fit called unclustered energy is the sum of the raw
unclustered energy, described above, and the energies of the additional jets. We add to the
unclustered energy the energy that would have been subtracted from the leading four jets due
to the underlying energy, and we subtract the energy that would have been added to those jets
due to energy falling outside the jet cone. This is done to avoid double-counting of energy that is
included in the jet energies after all corrections. The raw unclustered energy is then multiplied
by a scale factor of 1.4, which is roughly the generic correction factor for 8 GeV jets. So the
unclustered energy input to the fit is

= underlying _ 24 - outofcone - jet

- - row 4
UT =14x UT + Zjet:1ET jet:lET 2a.dditiona,ljetsIET

Each transverse component of this composite unclustered energy (Ug,U,) is assigned an

uncertainty of 0.4 - \/E%"Clus.

The neutrino energy, i.e. the missing energy, is always calculated from the other objects,

including the composite unclustered energy. In practice, only the transverse momentum in
P =— (p’T +3py + UT>

The longitudinal momentum of the neutrino p” is a free (unconstrained) parameter in the fit.
Its initial value is calculated using the initial value of the lepton four-vector and the initial
missing energy, and assuming their mother W has its pole mass. Since these conditions yield
a quadratic equation, there are in general two solutions for the p¥. When the two fits land in

different minima, we choose the one that provides smaller x?.

5.2 x? Fitter

Given the inputs described above, the event-by-event fit for the reconstructed top mass proceeds

as follows. MINUIT is used to minimize a x? where the top mass is a free parameter. For each
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event this is done 24 times, corresponding to the 12 ways to assign the four leading jets to the
four partons in #t decay as we will discuss in the next section, times the 2 solutions for the

neutrino longitudinal momentum. For each combination, the following x? is minimized:

, (p%fit _ p%measured) 2 (qu;,fit _ U%,measured) 2
X = 2]i:l,4jets o_iz + Zj:x,y 0.]2
(Mj; — Mw)? | (My, — Mw)® | (M — My)? (M, — M;)° (5.1)
T Iy I I

In the first term, o; and o; are the lepton and four leading jet pr resolutions. In the second
term, U;’y and 0., are the components of the composite unclustered energy and their error.
Each of My, Mj;, M;j;, and M, refers to the invariant mass of the sum of the four-vectors
denoted in the subscript. For example, M;; is the invariant mass of the vector sum of the
W daughter jets. My and M; are the pole masses of the W boson and top quark. My is
80.41 GeV/c? taken from the world average of direct measurements, and M; is, of course, the
free parameter that we will take as the reconstructed mass after the x? is minimized. The fit is
initialized with M; = 175 GeV/c%. Ty and I'; are the total width of the W boson and the top
quark. 'y is 2.06 GeV and I'; is 2.5 GeV. Thus these terms provide constraints such that the

W masses come out correctly, and the ¢ and ¢ masses come out the same.

5.3 B-Tagging Conditions and the Choice of the Fit Results

There are twelve possible combinations in assigning each jet to each parton in the top pair
decay (four choices of assigning a jet to the b quark in semileptonic top decay, three possible
assignment of the jet to the b quark in hadronic top decay, and we cannot distinguish between
the two W decay partons). Supposing one of these combinations, we still have two p, solutions
for the neutrino. Thus there are in total twenty-four possible reconstructions for each event.
MINUIT routine outputs the minimized x?, the momenta of the six final particles and the top
quark mass corresponding to the minimized x? for each reconstruction.

In choosing one solution out of the twenty-four reconstructions, we first discard the recon-
struction that contradicts with the b-tagging information. If b-tagged jets are assigned to partons
from W boson decay we consider this is contradictory. This reduces the number of possible re-
constructions down to four (two for the jet-parton combination and two for p¥ choice) for the
double b-tagged events, while to twelve for the one tag. In the case where we have three or more
b-tagged jets among the leading four jets, it is possible that this is a t¢ — [ + jets event with
one of the W bosons decaying into charm and strange quarks, with the charm jet tagged besides

the two b-jets. In such a case, we force this event to be a 2 tag event due to the following.

o If the event has more than two SECVTX tagged jets, we pick the two SECVTX tagged

jets highest in Er as b-jets and discard other tagging information.
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e If the event has one SECVTX tagged jet, we pick the b-tagged jet with the smallest
Jet Probability value as the second b-tagged jet, and discard other jets tagged by Jet
Probability.

These conditions were defined based on the fact that SECVTX has much less mistag rate.
We choose the reconstruction satisfying this consistency cut that gives the smallest x? as the
“seemingly correct” reconstruction. We discard events with x? > 9 as likely to be background

events.
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Figure 5.2: Distribution of x? in 0 tag sample, before the y? cut for t# Monte Carlo events.

Distributions for correct and wrong combinations are also shown.
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Figure 5.3: Distribution of x? in 1 tag sample, before the y? cut for tf Monte Carlo events.

Distributions for correct and wrong combinations are also shown.

Figures 5.2, 5.3 and 5.4 show the distributions of the x2 for 0, 1 and 2 tag samples in ¢t
Monte Carlo events. Distributions for events where the correct or wrong parton-jet assignment
was chosen are also shown. For a comprehensive description of the categorization of correct and
wrong combinations, see Section 5.4. We can see that the correct combination has almost no

entry at the x? cut value of 9, while this cut rejects some events with wrong reconstruction.
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Figure 5.4: Distribution of x? in 2 tag sample, before the x? cut for ¢/ Monte Carlo events.

Distributions for correct and wrong combinations are also shown.

One of the most important impacts of requiring two b-tagged jets is that we can reliably
reconstruct the W boson that decays hadronically. Although a constraint on the hadronic W
mass is included in the y? definition and it is as sharp as T'yy when one looks at the output of the
MINUIT fitter, we further constrain it at the final stage of our event selection for 2 tag sample by
requiring 60 GeV/c? < mj; < 100 GeV/c?, where mj; is the invariant mass of the two untagged
jets using the variables after the application of generic and top-specific corrections (We apply
generic jet correction up to level 5 in the event reconstruction, followed by the corresponding

top-specific correction).

In the dataset used in this analysis, the number of candidate events in each sample is expected
to be small. Furthermore, Jet Probability tagging in the 2 tag condition sometimes makes the
reconstruction with minimum y? different between 1 and 2 tag event reconstruction. Therefore,
2 tag events failing one of x2 or m;; cuts is fed back to the 1 tag sample - we refer to this as
“recycling of 2 tag event” - and undergo the x? cut again with only SECVTX tagging condition
considered. By enabling such recycling, the sum of the numbers of events in 1 and 2 tag samples
always stay the same, regardless of the cut on Jet Probability. For the 0 and 1 tagged events,
we only apply the x? < 9 cut other than the cuts described in chapter 4, and do not apply the

mj; cut.

5.4 Characteristics of the Sub-samples

In this section, we present results from our Monte Carlo studies concerning our event selection

cuts and our event reconstruction. All the results presented in this section are for JPcut = 0.05.
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5.4.1 Efficiency of Sample Selection

Summarized in Table 5.1 is the efficiency of each cut, with the number of ¢f events generated by
the Monte Carlo generator as the denominator. The efficiency includes the efficiencies of all the
precedent cuts. We used the HERWIG Monte Carlo events generated assuming top mass to be
175 GeV/c?, and the errors are for the Monte Carlo statistics. In this table, the denominator
is always the total number of generated Monte Carlo ¢t events (the efficiencies here include the
branching ratio of ¢ — [ + jets). Efficiencies for 2 tag channel but without the use of Jet
Probability is also shown for reference (2 SECVTX). At the “kinematic” cut stage, three jets
with Er > 15 GeV and fourth jet with E7 > 8 GeV is required in relation to the jet energies.
The E;%th Jet > 21 GeV/c? cut for 0 tag sample is applied at the “tag” stage. Numbers in tag,
x? columns for 1 tag sample include the events recycled from the 2 tag sample. To be noted is
that we gained 83% additional efficiency for 2 tag sample by including Jet Probability tagging
where the threshold JPcut is 0.05. The efficiency of our cut is ~ 1% for 2 tag sample. Assuming
tt = 6.7 fgjg pb [58], we expect to have ~ 11 ¢ signal events at an integrated luminosity of
162 pb~! in this channel.

| cut || 0tag (%) | 1tag (%) | 2tag (%) |2 SECVTX (%) |
kinematic 7.19 £ 0.04
tag 1.41 £ 0.02 | 2.75 £ 0.03 | 1.77 £ 0.02 0.79 £ 0.01
X2 1.29 £ 0.02 | 2.09 + 0.02 | 1.14 £ 0.02 0.53 £ 0.01
mjj — — 0.97 + 0.02 —

Table 5.1: The efficiencies of our event selection. See text for detailed description.

5.4.2 Study of Combinatorial Background

Another interesting study would be to understand the fraction of ¢ events correctly recon-
structed, and to compare the behavior of the correctly reconstructed events to events with
wrong reconstruction. In order to determine whether an event is correctly reconstructed, we
match each jet used in the event reconstruction to a quark produced in the decay of the t¢ pair
by requiring AR(parton,jet) < 0.4. When none of the four partons match the jet, this jet is
considered to come from a gluon produced through initial or final QCD radiation. We define
the “correct” event reconstruction as the case in which the parton-jet assignment in the event
reconstruction is consistent with the information obtained in the parton-jet matching. All the
other events are defined as with “wrong” reconstruction. These events are also called “wrong
combination” events, or “combinatorial background”. By definition, all the events with gluon

jets coming in the leading four jets are categorized as wrong combination.
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Figure 5.5: The invariant mass distributions of two jets assigned to light flavor partons by the
top mass reconstruction module in Monte Carlo ¢¢ and Wbb events. Histogram for Wb is scaled
by a factor of 50 to be viewable. Hatched areas show the events satisfying the m;; cut.

Ilustrated in Figure 5.5 is the distribution of the m;; variable for correctly and wrongly
reconstructed t£ Monte Carlo events (HERWIG, m; = 175 GeV/c?) in 2 tag sample along with
the Wbb + 2parton Monte Carlo events generated by ALPGEN. Wb is one of the dominant
background processes for the 2 tag sample. We show the events satisfying the m;; cut by
hatched areas. The efficiencies of this cut for each category of events is summarized in Table
5.2. Although the x? definition includes a constraint on the mass of the W boson decaying
hadronically in the event, this cut works to tighten the event selection and is still very effective
for further reducing the combinatorial background. Note that we use the “fitted” four momentum

of the light flavor jets in the x? definition, while this cut uses the “measured” jet four momentum.

process efficiency (%)
correct comb. 95.5 +£0.5
wrong comb. 75.6 +1.0
Wb 67.0 £4.3

Table 5.2: Efficiency of m;j; cut for each category of Monte Carlo events.

In Figure 5.6, we show the reconstructed top mass distributions for different tagging require-
ments, along with the distributions only with the events correctly reconstructed. We can see
that we drastically reduce the combinatorial background by tightening the tagging requirement

in the event selection. 50.4 =+ 0.8% of our 2 tag sample after the m;; cut are the correctly
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reconstructed events. Note that the “wrongly” reconstructed events (~ 50%) include events
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Figure 5.6: The reconstructed top mass distributions after applying all cuts in the m; =
175 GeV/c?* Monte Carlo sample. For each plot, the solid histogram is for all the events, and
the dashed histogram is for events where the ¢ decay was correctly reconstructed. The numbers
in the right top box are the fraction of correct reconstruction and the RMS of the histogram
for all the events (larger histogram). On top from left : samples with zero, > 1 , and two
b-jets tagged by SECVTX tagger after x? cut. On bottom : sample with two b-jets tagged by
SECVTX and Jet Probability taggers after x? cut (left) and mj; cut (right).

where initial or final gluons come in the four leading jets, as well as events that did not even
decay into the lepton + jets mode. In fact, we further divide the combinatorial background
into more detailed categories to understand the sources of combinatorial background better. We

consider the following categories by the type of mis-assignment in the reconstruction ! :

a. Correct reconstruction.

b. The case where the b-jet from the hadronic top decay is assigned to the b-quark from the
leptonic top decay, and vice versa. In this case, the jets produced in the hadronic decay

of W boson are assigned to the correct partons.

! In fact, there is a type of mis-assignment that we do not consider here. There is a chance that we flip the
assignments of the two jets coming from the hadronic W decay. However, this mis-assignment does not affect the
reconstructed top mass in the event. Therefore, we consider an event as correctly reconstructed if this type of
mis-assignment is the only mis-assignment in the reconstruction of this event.

58



c. The case where c-jet from the hadronic decay of W boson is assigned to one of the b-quarks.

d. Other wrong reconstruction where all the four partons of the ¢ decay come in the leading

four jet.
e. Events where gluon-jets come into the four leading jets.
f. Events where the ¢¢ pair did not decay in the lepton + jets channel.

Table 5.3 summarizes the percentage of events that come into each of these categories for each
sample. Besides 0, 1 and 2 tag samples, we present results for several different event categories

concerning the tagging conditions.

a. b. c. d. e. f.

correct | flipped | c-jet other other
b to wrong | g-event | decay | total

comb. | assign | b-quark | comb. modes
2 tag 50.0 14.9 2.5 5.7 17.8 9.1 3747
1 tag 23.9 7.2 12.9 5.4 38.4 12.2 7933
0 tag 21.5 7.0 19.9 7.2 34.6 9.8 4935
2 tag before mj; cut 44.6 13.5 3.4 7.0 21.5 10.0 | 4410
2 SECVTX tag 47.3 14.1 1.4 6.9 20.2 10.1 | 1979
non-recycled 1 SECVTX tag | 26.4 8.0 13.1 4.7 36.2 11.7 | 6356
recycled 1 SECVTX tag 14.1 3.8 12.1 8.1 47.5 14.5 | 1577

Table 5.3: The percentage (%) of the events that come into each category of mis-assignment in
the event reconstruction. See text for the definition of the categorization. The sum of the six
categories is 100%, and the “total” shows the number of Monte Carlo events corresponding to
100%. Besides 0, 1 and 2 tag samples, we summarize the results for 2 tag sample without m;;
cut and 2 SECVTX tag sample. We also show results for 1 SECVTX tag sample divided into

recycled and non-recycled events.

We can retrieve several interesting conclusions from this table. If we compare the percentage
of gluon-events (e.) for 1 tag, 2 tag before m;; and 2 SECVTX tag samples 2 | we see that
tightening the b-tagging condition helps in reducing the combinatorial background due to the
initial or final gluon radiation. We consider this is due to the case where the tightened tagging
condition (double b-tagging) rejects the event where one of the b-jets is not in the leading four

jets because a g-jet came in instead. Since we have no chance of correctly reconstructing the

2 We can not include the 0 tag channel in this comparison because the kinematic cut is different for this
channel.
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events in categories e. and f., it would be interesting to see the fraction of events with correct
reconstruction with these categories reduced from the denominator. The fraction of events where
the choice of four jets match the four partons produced in the lepton + jets decay of the t¢ pair is
(addition of a., b., c. and d.) : 73.1%, 49.4% and 55.6% for 2, 1 and 0 tag sample, respectively.
If we take the number of such events as the denominator, the fraction of correctly reconstructed
events are 68.4%, 48.3% and 38.7% for 2, 1 and 0 tag sample, respectively.

In general, the tagging condition of Jet Probability at JPcut = 0.05 is looser than that of
SECVTX. At this cut, Jet Probability is expected to be efficient in tagging c-jets besides b-jets.
Our concern is whether this property of Jet Probability results in a considerable fraction of
combinatorial background of type c. in the 2 tag sample. Due to the table, the fraction of such
combinatorial background is only 3.4% even before m; cut. At the same time, the small decrease
of the fraction of correct reconstruction from 2 SECVTX tag sample, while almost doubling the

number of events in 2 tag sample as described above, justifies the use of Jet Probability.

5.4.3 Dependence of the Event Reconstruction on the Top Quark Mass

We studied how behavior of our event reconstruction for different top quark masses. We use tt
Monte Carlo events generated by HERWIG with different top quark mass assumptions.

Figure 5.7 shows how the event selection efficiency for 0, 1 and 2 tag sample changes as a
function of the top quark mass. Note that the denominator of this efficiency is the total number
of generated Monte Carlo events, and the efficiency includes efficiencies of all the applied cuts
as well as the branching ratio of t¢ — lepton + jets. As the top quark mass gets larger, the
final particles (lepton, F7 and jets) are produced with higher Pr and get better possibility of
passing our kinematic cuts. The tight kinematic cut (E{‘;thj ¢ 921 GeV) specially applied for 0
tag sample is considered to be the cause of the different behavior of the 0 tag sample selection

efficiency.
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Figure 5.7: Efficiency of our event selection for each sub-sample as a function of the top quark

mass.
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Figures 5.8, 5.9 and 5.10 show reconstructed top mass distributions for several different top
quark masses for 0, 1 and 2 tag samples, and Figure 5.11 summarizes the fraction of correct
reconstruction for the three samples as a function of the top quark mass. Here we observe that
the fraction of correct combination gets larger as the top quark mass gets larger. We can also
see that due to the increase of the correct combination, the width of the reconstructed mass

distribution gets narrower as the top quark mass gets larger.
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Figure 5.8: Reconstructed top mass distributions for different top quark masses are shown in
solid histograms for 0 tag sample. The distributions of the correctly reconstructed events are
also shown in dashed histograms. From left on top column : my,, = 150,165 and 175 GeV/ 2,
from left on bottom column : my,, = 180,190 and 205 GeV/c?. In the top-right box in each

plot are the fraction of correct combination, along with the RMS of the solid histogram.
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Figure 5.9: Reconstructed top mass distributions for different top quark masses are shown in
solid histograms for 1 tag sample. The distributions of the correctly reconstructed events are
also shown in dashed histograms. From left on top column : my,, = 150,165 and 175 GeV/ 2,
from left on bottom column : my,, = 180,190 and 205 GeV/c?. In the top-right box in each

plot are the fraction of correct combination, along with the RMS of the solid histogram.
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Figure 5.10: Reconstructed top mass distributions for different top quark masses are shown in
solid histograms for 2 tag sample. The distributions of the correctly reconstructed events are
also shown in dashed histograms. From left on top column : mye, = 150,165 and 175 GeV/ e,
from left on bottom column : my,, = 180,190 and 205 GeV /c?. In the top-right box in each

plot are the fraction of correct combination, along with the RMS of the solid histogram.
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Chapter 6
Mass Templates

In our measurement of the top quark mass, we fit the distribution of the reconstructed top mass
extracted from data to a sum of the signal and background distributions derived from Monte
Carlo samples. We call these distributions obtained from Monte Carlo studies “templates”. The
signal shape must be described as a function of the true top mass to perform the top mass
measurement. We also fit the background distribution to a certain function. Since we have
three independent channels, 0, 1 and 2 tag channels, we need to prepare templates for each of
them, separately. In this section, we describe the parameterizations of the functions that are
adopted to describe the distribution shapes. The templates depend on the cut on Jet Probability,
which will be optimized in chapter 8 to 0.05. In this chapter, we describe the our study on the
templates adopting this cut value for Jet Probability.

6.1 ¢ Signal Templates

The signal templates are produced by analyzing ¢t Monte Carlo events generated for various top
mass inputs. HERWIG Monte Carlo generator was used to generate the Monte Carlo events.
We prepared twenty-one Monte Carlo samples generated with the different input masses from
130 GeV to 230 GeV by 5 GeV steps. We parametrize the top mass distribution by the following

function 1.

fs(Mi|mi) = ps (f1 (M, {p1,p2,p3})) +po (f2 (M1, {ps,p5})) + (1 —ps — po) (fo (Mt,{ps,p7}))
(6.1)

1
p3 +p2

I'(1+ p2)
! We used to parametrize the signal shape with the addition of f; and fs, supposing each correspond to

combinatorial background and correctly reconstructed events. We further added another f; function in order to
improve the x2.

fu (My,{p1,p2,p3}) (M — pr)P2e Pe(Mimp) (6.2)
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1 ,;(M)z
f2 (Mta {p4ap5}) = \/2_7Tp56 2 P5

where M, refers to the event-by-event reconstructed top mass, and m; is the true top mass. In

(6.3)

order for this shape function to have a dependence on m;, we define the nine parameters as a

linear function of the true top mass.
Pi = & + aiyg X (my — (175 GeV/c?)), i=1,2,...,9 (6.4)

Thus we describe the mass distribution of the signal events with eighteen « parameters plus
the true top mass m;. The values of the o parameters are determined by fitting the twenty-one
signal templates with this function simultaneously. We calculate the x? summed over all the
twenty-one signal templates and minimize it in order to determine the o parameters. Table 6.1
summarizes the values of « parameters of 0, 1 and 2 tag samples as the result of this fitting.

The minimized x? of 1 tag channel was

x? _ 9237
d.o.f. 862
while that of 2 tag was
X2 1745
do.f. 697
and that of the 0 tag sample was
X2 _1078.4
do.f. 878

We show in Figures 6.1, 6.2 and 6.3 some of the signal templates for 0, 1 and 2 tag sample,
respectively. Shown along the histograms obtained in Monte Carlo samples are the signal shape

functions with m; set to the input top masses used in generating the templates.

6.2 Background Templates

The background constitutes of several different physics processes, and we have to build back-
ground templates by adding up the distributions from each of them. In this section, we describe
our estimation of the number of background events and the template shape, both of which are
essential for the top mass measurement as described in section 7. The first half of this section
is dedicated to the estimation of the number of background events. In the latter half, we build

up our background templates and parametrize them.

6.2.1 Estimation of the Number of Background Events

We describe our estimation of the number of events coming from each background process in
this subsection. The numbers obtained here will be used in the building up of our background

templates as well as for the input parameters of the likelihood fitting described in the next
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i a; (0-tag) a; (1-tag) a; (2-tag)

1 85.4 + 1.6 87.8 + 0.8 92.2 + 1.3

2 4.30 + 0.22 3.25 + 0.11 3.26 + 0.18
3 0.0500 + 0.0013 0.0487 + 0.0009 0.0492 + 0.0015
4 172.8 + 04 172.9 + 0.3 173.3 + 0.3

5 8.17 + 0.56 8.44 + 0.35 8.81 + 0.46
6 165.3 + 0.5 164.2 + 0.4 167.6 + 0.7
7 18.5 + 0.5 18.0 + 0.3 16.2 + 0.8
8 0.467 + 0.013 0.461 + 0.009 0.308 + 0.012
9 0.126 + 0.015 0.134 + 0.011 0.308 + 0.047
10 —0.0464 + 0.0509 —0.1681 + 0.0271 —0.1432 + 0.0648
11 0.0002 + 0.0065 0.0261 + 0.0033 0.0188 + 0.0072
12 | —1.63e—04 =+ 3.93e—05 | —2.52e—05 £ 2.06e—05 | —7.77e—05 =+ 4.35e—05
13 0.971 + 0.011 0.959 + 0.009 0.944 + 0.008
14 0.0882 + 0.0130 0.0697 + 0.0094 0.0721 + 0.0068
15 0.690 + 0.019 0.739 + 0.013 0.783 + 0.024
16 0.142 + 0.010 0.131 + 0.007 0.144 + 0.012
17 —0.0009 + 0.0003 —0.0007 + 0.0002 —0.0003 + 0.0002
18 0.0017 + 0.0003 0.0008 + 0.0002 0.0016 + 0.0005

Table 6.1: o parameters obtained in the signal template fitting for the 0 (left column), 1
(middle) and 2 (right) tag samples.

chapter. The methods of the estimation are similar between 1 and 2 tag samples. The estimation
for the 0 tag sample is calculated in a completely different way, because the dominant background

processes differ from the tagged samples.

Non-W Background in 2 Tag Samples

Our event selection aims to reject events where no W boson exists by requiring cuts on lepton
Ep(Pr) and missing Ep. However, events with no W boson production sometimes pass these
cuts. We categorize these events as “non-W?” process. These events originate in QCD processes
and we also call them “QCD background”. For example, electrons produced in photon conver-
sions or leptons created in semi-leptonic decays of B hadrons might be identified as leptons.
Also there are situations where hadrons are misidentified as leptons. At the same time, large
missing Fr can occur in situations where jets are mis-measured, or when a portion of a jet lands
in a crack between the wedges of the calorimeter. For the estimation of the number of non-W
background, we examine the behaviors of £ and lepton isolation of the lepton candidate events
in data [59]. The estimation of this background relies on the fact that the isolation of the lepton
and 7 are not correlated in non-W process while they are highly correlated in tt events. This

fact allows us to extrapolate the Er spectrum of the QCD events in the non-isolated to the
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isolated region. We call this method “isolation vs F7 method”.

Isolation

0 100
Met (GeV)

Figure 6.4: Regions are defined in lepton isolation vs Fr plane in order to estimate the non-W

background. Region D is the signal region.

The number of events in the following regions are estimated for the non-W background:
e Region A: lepton isolation > 0.2 and missing Fr < 15 GeV.
e Region B: lepton isolation < 0.1 and missing EFr < 15 GeV.
e Region C': lepton isolation > 0.2 and missing Er > 20 GeV.
e Region D: lepton isolation < 0.1 and missing Er > 20 GeV.

where Region D is the signal region. Figure 6.4 illustrates the definition of these regions as well
as a typical distribution of the isolation and K.

Table 6.2 summarizes the number of events in each region before b-tag (pretag), after > 1
SECVTX tag, after 2 tag and after 2 tag, x? and m;; cuts. The last category corresponds to our
2 tag sample selection. As discussed above, we suppose that the Z spectrum is independent of

the lepton isolation in non-W events :
non — W (D) = B x (C/A) (6.5)

Since the number of events in region B is 0, the center value is 0 for the estimated number of
non-W background. However, the small statistics after double b-tagging would result in a huge

error on this estimate. In order to minimize the error on our estimate, we further assume that
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lepton | jet multiplicity | region A | region B | region C | region D
pretag | electron W+3.5j 418 134 47 78
muon W+3.5j 199 23 31 60
electron W+4j 130 65 33 69
muon W +4j 53 11 22 35

>1 electron W+3.5j 23 6 10

SECVTX | muon W+3.5j 27 2 8 6
tag electron W +4j 5 7 4 16
muon W +4j 6 3 10 11
2tag electron W +3.5j 1 2 1 2
muon W +3.5j 0 1 1 6
electron W +4j 1 0 0 1
muon W+4j 0 0 3 6
2tag electron W+3.5j 0 0 0 4
after muon W +3.5j 1 0 0 0
mjj electron W +4j 0 0 0 4
cut muon W +4j 0 0 2 5

Table 6.2: The number of events in the regions defined above for before b-tag, > 1 SECVTX
tag, 2 tag and 2 tag after x? and mj; cuts.
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tagging conditions do not affect the ratio C'/A :

(C/A)2tag = (C/A)pretag (6.6)

We assign the error of 1.14, the Poisson upper limit for 0 at 68% confidence level, for B = 0.
Thus, we obtain the estimate of 0 J_rg'lg events for non-W background in the 2 tag sample. The
number of non-W background with > 1 SECVTX tag in the event is also calculated in the same
method, without using the assumption of Equation 6.6, which is presented in Table 6.3 with

estimates for other background sources 2 .

Source W + 3.5jets | W + 4jets
non-W (QCD) 1.7 £0.5 1.7 £0.5
W +jets (mistag) 1.6 £0.3 1.2 +£0.3

Wbb 1.0 £04 0.6 £0.3
Wee 0.4 £0.2 0.2 £0.1
We 0.5 £0.2 0.2 £0.1

single top (s-chan.) | 0.18 +0.03 | 0.13 + 0.02
single top (t-chan.) | 0.12 £0.02 | 0.06 =+ 0.02
WW /W Z 0.17 £0.03 | 0.12 +0.02
total 5.7 £0.8 4.4 £0.7

Table 6.3: Estimated number of background with > 1 SECVTX b-tag required. These are the

numbers before x? cut.

% Since the jet bins of concern contain ¢f process in data, we have to subtract its contribution. All the
background estimates adopting normalization by data - non-W, W+ heavy flavor and mistag(W + light flavor) -
are subject to this correction. All the numbers we mention in this section are those after accounting for the tf
contribution.

This correction is taken care of as in the following. The cross section for the ¢ creation process o,; is measured
using the > 1 SECVTX sample with formula :

Nobserved _ Nbackground (6 7)

Ot =
E X L

where Nobserved 1S the number of events observed in data, Npeckground iS the number of background events
estimated in the way described in this section. £:7 refers to the total signal acceptance of the analysis including
the b-tagging efficiency and L = 162 pb™' is the integrated luminosity used in the analysis. The number of
estimated background events is expanded :

Nbackground = Npon-w + NW+HF + Nmistag + Nothe?‘backgrounds
and Npon—w, Nwinr and Npistag are corrected for, i.e. functions of, ;. The #f cross section is measured by

iteratively calculating Eqn 6.7 with inputing different values of ;7 on the right side until oz on both sides become
equal. The tf contribution [60] was accounted for using oz = 5.6 + 1.2 +0.9 pb™! obtained in this way.
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W+ Heavy Flavor Background in 2 Tag Sample

W+ heavy flavor backgrounds are the events which contain a real W boson associated with
heavy flavor (bottom or charm) partons of QCD production. There are three such backgrounds
to the t¢ sample : Wbb, Wee and We.

Figure 6.5 shows an example of Wbb production process where a bb pair is created due to
gluon splitting. More complicated diagrams contribute to the production of this background
process. Figure 6.5 is one of such diagrams. Especially because gluons couple strongly, the cor-
rection of the higher order is not negligible and the addition of the higher orders is a complicated
procedure. In fact, next-to-leading order corrections are at present known only for the W+ 0
and 1 jet production cross sections [6]. Therefore, it is very difficult to precisely calculate an
absolute cross section for this background process (W + 4 jet processes) and we can not use a

calculated theoretical cross section in our estimation.

S
T,

q ———»

Figure 6.5: One of the production processes for Wbb in the leading order.

ok
%%

Figure 6.6: One of the production processes for Wbb in the next to leading order.

However, the ratio of W+ heavy flavor and inclusive W+ jets events in each jet bin should
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cancel these complications, and can be derived from studies on the Monte Carlo samples of the
leading order calculation. In this way, the number of the W+ heavy flavor background Ny
after requiring > 1 SECVTX tag can be estimated as follows :

NW+HF = Ny X (1 - Fnon—W) X Fgp X Etag X SFta,g (6'8)

where Ny is the number of W+ jets candidates (including non-W) in the jet bin of concern
before tagging, F,, w is the fraction of the non-W background in the jet bin, Fyp is the
fraction of number of W+ heavy flavor events in true W+ jets events, 444 is the b-tagging
efficiency for the W+ heavy flavor events and SFj,, is the data-to-Monte Carlo scale factor for
the b-tagging. Fyon—w is calculated using the “isolation vs Fr” method we described in the
previous section. Fpgp is derived from studies with W+ jets sample generated by ALPGEN
Monte Carlo generator, which incorporates the calculation of the physics process in the leading
order. 444 is also calculated using the same Monte Carlo sample. Number of estimated W bb,
Wee and We backgrounds after requiring > 1 SECVTX tag is summarized in Table 6.3 along
with other background sources.

We further calculated the efficiencies of our secondary tag (number of double tagged events
divided by number of > 1 SECVTX tagged events), our x? and m;j cuts by using the ALPGEN
Monte Carlo sample. By multiplying these efficiencies by the number with > 1 SECVTX tag, we
obtain the expected number of W+ heavy flavor in the 2 tag sample. The efficiency values and
the estimated number of events for Wbb, Wcé and We backgrounds are summarized in Table

6.4 along with estimates for other background processes.

162 pb—1

process 12612;(?—1 E2ndtag (%) 5)(2(%) Emy; (%) Etotal(P0) fg;ﬁb_l
non-W 17405 - - - - 03"
mistag 2.8 £ 0.5 - - - - 0.066 £+ 0.008
Wbb 1.6 +£ 0.5 30.71 £ 1.19 | 37.61 + 2.26 | 67.05 & 3.57 | 7.74 £+ 0.69 0.13 + 0.05
Wece 0.6 &+ 0.5 14.35 + 1.21 | 28.93 + 4.12 | 85.71 + 5.91 3.56 + 0.64 0.02 + 0.01
We 0.7+02 | 9.36+1.20 | 20.17 + 6.56 | 100.00 *0,, | 273 +£0.72 | 0.02 + 0.02
single top (s) | 0.31 £0.06 | 46.63 + 1.38 | 35.96 + 1.94 | 71.23 + 3.05 | 11.94 + 0.90 0.037 £ 0.008
single top (t) | 0.18 £0.03 | 19.29 + 2.15 | 47.69 + 6.19 | 64.52 + 8.59 5.93 + 1.29 0.011 £ 0.004
total | 101 £ 1.1 | - - - - 0.28 +9-20
Table 6.4: Summary of the background estimation for 2 tag sample. N>."% | is the sum of

numbers of W + 3.5 jets and W +4 jets in Table 6.3. €ondtag, Ex2cut and &ny;; are efficiencies for
our secondary tag, x? cut and mj; cut respectively. €444, refers to the total efficiency of these

three cuts. Errors on these four efficiencies come purely from Monte Carlo statistics. Multiplying

>1tag
N162 pb—1

integrated luminosity of 162pb—1. Emy; 18 100% for We Monte Carlo sample because no event

by €total, We obtain the estimated number of background events in 2 tag sample at an

was rejected at this cut due to low statistics. The error on this (73 ,,) comes from the Poisson

statistics.
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A concern here is why Wb and W c¢ have different efficiencies for our cuts. Since the tagging
efficiency is smaller for c-jets than for b-jets, we expect more events with light flavor mistagged
jet in Wee. In such cases, c-jets untagged would be corrected with the top specific correction
for the light flavor jets, which results in lower Pr for the c-jets in the event reconstruction.
We suspect this is the reason we have different efficiencies for Wbb and Wee. To illustrate, we
plotted m; after the x? cut for the background processes in Figure 6.7. In the case of Wcg, we
more often calculate m;; with a c-jet and and a light flavor jet than in Wbb case. The c-jet is
measured to have lower Pr than reality as described above. Supposing that the distribution of
the parton Pr is common between different flavors in W + jets processes, we expect m;; to be
distributed in lower region in W¢é than in Wbb, which agrees with the plot in Figure 6.7.

Wbb Wee

14—
12

10

| ol

| | L I | | | I L L I I I
20 40 60 80 100 120 140 160 180 200 20 40 60 80 100 120 140 160 180 200

Figure 6.7: m;; distributions for Wbb (left) and Wce (right).

Mistag Background in 2 Tag Sample

Although we apply b-tagging for this sample, W+ light flavor jets events sometimes pass our
b-tagging condition. This is because the b-tagging algorithms sometimes mis-tag the light flavor
jets due to mis-measurements of tracks. For this reason, we call this background source “mistag
background”. Since this background process has a huge production cross section, it could be
one of our dominant background sources although the tagging algorithms are designed so that
the mistag rate is suppressed.

The b-tagging algorithms require cuts Ly, /o, > 3 (SECVTX) and Jet Probability < JPcut
(Jet Probability). These cuts are located at around the typical values that heavy flavor jets take
for these variables, which enables us to compensate for the difference between data and Monte
Carlo by simply introducing the b-tagging scale factors. On the other hand, these cuts are placed
at the far tail regions of the distributions for light flavor jets. The behavior of the b-tagging
algorithms is, therefore, highly affected by the slight difference of the distributions between data
and Monte Carlo. For this reason, simulating the b-tagging algorithms with light flavor jets
in Monte Carlo events does not reliably reproduce their behavior in data. We can not simply
apply the tagging algorithms to the light flavor jets in the Monte Carlo samples to estimate the

number of W + jets events that pass our tagging conditions. We instead use the tagging rate of
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the b-taggers for light flavor jets derived from real collision data in the estimation of the number
of this background.

The mistag rate - in other words, the efficiencies of the b-tagging algorithms to tag light
flavor jets - of SECVTX and Jet Probability taggers have been parametrized as functions of the
properties of the jet and the event the jet is in. The mistag rate for SECVTX is parametrized
as a function of the following five variables : Ep, n, ¢ and the track multiplicity of the jet, and
the sum of the Er of all the jets with E7 > 10 GeV and |eta| < 2.4 in the event. On the other
hand, the mistag rate for Jet Probability tagging is parametrized as a function of the following
six variables : Ep, n, ¢ and the track multiplicity of the jet, the z coordinate of the primary
vertex, and the sum of the Er of all the jets with E7 > 8 GeV and |eta| < 2.4 in the event. In
either case, the five (or six) variables are binned and the mistag rate is calculated for each bin
in the five (six) dimensional space [61] [45]. “Mistag matrix” refers to this five (six) dimensional
table of mistag rates. The mistag matrix was derived from collision data independent of our
analysis sample.

The mistag background is estimated by applying the mistag matrix to the data events passing
through our kinematic cuts. For each event, the probability of the event passing through the
cuts for 2 tag sample is calculated by using mistag matrix supposing all the jets in the event
is of light flavor. We obtain the estimated number of mistag background events in the analysis
sample by summing up such probability over all the events in the data sample, with the non-W
contribution to the data sample subtracted.

The estimation of mistag background in > 1 SECVTX sample is done simply considering
the mistag rate of the SECVTX tagger. The result is presented in Table 6.3.

The case of 2 tag sample is more complicated. The two taggers are expected to be correlated
to each other although the correlation is not evaluated. We require one SECVTX jet, and
allow Jet Probability tagging along with SECVTX for the secondary b-tagging. Considering
both mistag rates for SECVTX and Jet Probability for the second tagging corresponds to the
situation where these taggers are completely independent to each other, and would result in an
overestimate of the background rate.

(a) SECVTX(—)* SECVTX(-)+ SECVTX(—)*x JP(—)+ JP(—)« SECVTX(-)
where SECVTX(—) and JP(—) refer to the mistag rates of SECVTX and Jet Probability
algorithms, respectively 2 . On the other hand, only taking account the mistag rate for Jet
Probability for the second b-tagging - the mistag rate is larger for Jet Probability, and this

scenario corresponds to the case where the two taggers are completely correlated - would result

3 In the case of SECVTX, the tagging is performed by applying a cut on Lxy /oL, of the secondary vertex
in relation to the primary vertex. In an ideal case, the light flavor jet originates in the primary vertex and this
variable would be always 0. This variable, however, would have a certain distribution due to the resolution of the
detector. The distribution on the positive side is skewed by the heavy flavor jets, but the negative part of the
distribution only reflects the detector resolution. Based on this discussion, the mistag rate is measured using the
negative part of the Lxy /oLy, distribution. Similarly, the mistag rate of Jet Probability is measured only using
tracks with negative sign impact parameters in the jet. We denote mistag rates with (—) for this reason.
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in an underestimate of the background rate.
(b) SECVTX(—)* JP(—)+ JP(—)« SECVTX(—)
We make estimations with both of these assumptions, and take the difference as the uncertainty
of our estimate.
Estimated number of events for the item (a) is 0.0663 =+ 0.0052, on the other hand, for item
(b) is 0.0606 +0.0049. In this mistag study, we used the overestimated background rate and the
difference of the above two ways was regarded as the systematic uncertainty. Thus, our estimate

for the contribution from the mis-tag background is 0.066 + 0.008 events.

Single Top and Di-Boson Processes in 2 Tag Sample

In addition to the ¢ pair creation which is the focus of this thesis, top quarks can also be produced
singly, in association with a b quark. Observation of such production of top quarks has not been
established yet, but it is predicted by the Standard Model and could be a substantial source of
background. The single top quark production occurs via electroweak interactions. There are
two such processes at the Tevatron, through either the off-mass shell W production (s-channel)

and through W-gluon fusion (¢-channel) as illustrated in Figure 6.8.

s-channel production of single top (W") t-channel production of single top (W-g)

Figure 6.8: Diagrams of single top production at Tevatron. Off-mass shell W production (left)
and W-gluon fusion (right).

The cross section calculations of the electroweak processes are much more precise and trust-
worthy than those of QCD processes. This allows us to calculate the expected contribution of
the single top background in a straightforward fashion, normalizing the integrated luminosity
of our data to the theoretical cross section. We estimate the number of single top background

events Nppgq in our samples using this formula :

Nikga = (SF - €1ag) X (0 - L - €gcc) (6.9)
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where o is the theoretically calculated cross section (0.884 =+ 0.004 (stat) =+ 0.050 (syst) pb for
s-channel and 1.980 +0.004 (stat) £0.113 (syst) pb for ¢-channel. Both calculations are of next-
to-leading order (NLO) [62].). L = 162 pb ! is the integrated luminosity of our data sample,
Eace 18 the kinematic acceptance of our analysis, €44y and SF are the double b-tagging efficiency
for single top events and the scale factor corresponding to it. €4 and 44 are estimated in
a Monte Carlo study using single top Monte Carlo samples generated with PYTHIA. g4 is
further corrected for the data-to-Monte Carlo scale factor for lepton identification efficiency,
and is multiplied by the efficiencies of trigger and primary vertex cut (|zp| < 60 cm) which our
Monte Carlo studies do not simulate.

Result of the estimation for > 1 SECVTX tag sample is shown in Table 6.3. We further
calculated the efficiencies of our secondary tag (number of double tagged events divided by
number of > 1 SECVTX tagged events), our x? and m;j cuts by using the Monte Carlo sample.
By multiplying these efficiencies to the number with > 1 SECVTX tag, we obtain the expected
number of single top events in the 2 tag sample (Table 6.4).

Di-boson production (WW /W Z) also occur in electroweak and are expected to contribute as
the background in our analysis. The estimation is performed in a very similar way to the single
top background, using Equation 6.9. A NLO theoretical cross section in [63] is used. Monte
Carlo samples generated by ALPGEN generator were used in the acceptance and b-tagging
efficiency studies. Result of Table the estimation for > 1 SECVTX tag sample is shown in Table
6.3. As for the 2 tag sample, we assume these processes are negligible, and do not perform the

estimation.

Estimation of Number of Background Events for 1 Tag Sample

The estimation of the number of background events in 1 tag sample is performed in a very similar
manner to the case of 2 tag sample. The basic strategy is also to calculate the x? cut efficiency
for each process using Monte Carlo samples, and multiply it to the the number in Table 6.3.
For simplicity of the calculation, we estimate the number of background events passing through
the x? cut for > 1 SECVTX tag. As was noted in Section 5.3, the number of events in 1 tag
sample can be calculated by subtracting the number of events in 2 tag sample from that with
> 1 SECVTX tag. We calculated the efficiencies separately for the 3.5 and 4 jet bins for the > 1
SECVTX tag case. Another difference is that we merged the mistag and non-W backgrounds,
and W+ heavy flavor processes and di-boson processes in the calculation of the y? efficiency
instead of performing the estimation of x? cut efficiency separately. Wbb Monte Carlo sample
was used in the estimation of the x? efficiency for W+ heavy flavor and di-boson processes. The
x? cut efficiency for mistag and non-W processes was estimated applying the mistag matrix to
W+ light flavor jets Monte Carlo sample. The calculated x? cut efficiencies and the estimated
numbers of events from each background source is summarized in Tables 6.5 (for 3.5 jet bin)
and 6.6 (for 4 jet bin).
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Mass Template Source Background Source Nigo ph-12ltag | Ex2<9 (%) Ni;tii”ff

mistag mistag, non-W 3.3 £0.6 71.6 £7.0| 24 £0.5

W+ heavy flavor Wbb, Wee, We, WW /W Z 2.1 £0.6 66.8 +£1.1| 1.4 +04
single top (s-chan.) 0.18 £0.03 | 59.8 +£1.6 | 0.11 +0.02
single top (¢-chan.) 0.12 +£0.02 | 79.3 +£2.6 | 0.10 £0.01

total 5.7 £0.8 — 4.0 £0.6

Table 6.5: The estimation of the number of > 1 SECVTX tagged background events passing
through x? < 9 cut in the 3.5 jet bin.

Mass Template Source Background Source Nigo pp-121tes | Ex2<9 (%) Ni;t(;f{)’)ff

mistag mistag, non-W 2.9 +£0.6 70.7 £7.0| 2.0 £0.5

W+ heavy flavor Wbb, Wee, We, WW /W Z 1.1 +£0.6 69.2 +£1.2 | 0.7 £0.3
single top (s-chan.) 0.13 £0.02 | 66.5 +£1.8 | 0.09 +£0.01
single top (¢-chan.) 0.06 £0.02 | 56.4 +4.0 | 0.03 +£0.01

total 4.4 +£0.7 - 29 +£0.5

Table 6.6: The estimation of the number of > 1 SECVTX tagged background events passing
through x? < 9 cut in the 4 jet bin.

As mentioned above, the number of events in 1 tag sample can be calculated by subtracting
the number of events in 2 tag sample from that with > 1 SECVTX tag, which has been estimated
in this subsection. Summarized in the “1 tag” row of Table 6.7 is the 1 tag background estimation

after performing this subtraction.

Estimation of Number of Background Events for 0 Tag Sample

The estimation of the number of background events in 0 tag sample is performed in a different
way than the tagged samples. We rather estimate the number of signal events from the number of
estimated background events in the > 1 SECVTX events, then subtract it from the total number
of 0 tag events observed in data in order to obtain the estimated number of backgrounds in this
sample.

The number of > 1 SECVTX events in the 4 jet bin found in the 162 pb~! data taken with
good silicon operation condition was Ntlaf P™" _ 97. As in Table 6.3, Nblg62 P _ 44 407
events of backgrounds are estimated to be contained in this 27 events. The efficiency to tag at
least one jet by SECVTX in t¢ events is calculated : g4y = 0.523 £0.003 (stat) 4 0.037 (syst).

Using these numbers, the number of ¢f events in 162 pb~! data before requiring the tagging
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—1
N62 Pb™ an be estimated :

sig,pretag
162 pb-1 _ (Ntag — Nig)
sig,pgetag = T (610)
The estimated number of non-tagged signal events is :
162 pb~! (Ntag — Npg)
Sig,nI())n—ta,g == ¥ _ (Ntag - Nbg) . (6.11)

Etag

We additionally analyze 32 pb~! of data taken without the good silicon condition. In this
data sample, we do not trust the b-tagging information and all the candidate events are catego-
rized in the 0 tag sample. The estimated number of non-tagged (= pretag) signal events in this
32 pb~lis :

32 pb-1 _ (Niag — Nipg) . 32

stg,non—tag — Etag 162 (612)

Using the last two equations, we obtain the number of signal events in our 0 tag sample :

Nsignon—tag = N ;i(j]?ng?ziltag + jiZg,In)B;itag (6.13)
After applying the efficiency of the x2 < 9 cut (91.5% from Monte Carlo study) and the efficiency
of E%thjet > 21 GeV cut (56%), we estimate signal events in our 0 tag sample to be Ngig non—tag =
15.5 £3.2.
As described in Chapter 11, the number of candidates in the 0 tag sample is found to be 40.
Subtracting Nsig non—teg calculated above, we estimate the number of background events in this
sample to be 24.5 + 7.0.

Summary of the Background Estimation

We estimated the number of background events for 0, 1 and 2 tag samples. For the tag samples,
we considered non-W, mistag (W+ light flavor jets), W+ heavy flavor jets, single top and
di-boson processes as the possible background source. For each process, we first estimated
the estimated number of events with > 1 SECVTX tagged jets. We obtained the number of
background events in our 1 and 2 tag samples by multiplying this number by the efficiencies of
the cuts applied after this b-tag requirement. In the case of 0 tag sample, we rather estimated
the number of signal events in 0 tag sample by dividing the estimated number of signal events
in > 1 SECVTX tag sample by the event tagging efficiency of SECVTX algorithm for ¢ events.
We obtained the number of 0 tag background events by subtracting this estimated number of
signal from the number of events observed in data.

Summarized in Table 6.7 is the estimated number of background events in our 0, 1 and 2
tag samples. As we describe in the next section, we categorize our background sources into four
different groups - mistag, W+ heavy flavor, s- and ¢- channels of single top processes for the 1

and 2 tag samples. The table presents the backgrounds due to this categorization.
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Mass Template Source 0 tag 1 tag 2 tag
mistag - 4.3 £0.8 | 0.066 *3L0
W+ heavy flavor — 1.9 +£0.6 0.17 £0.05
single top (s-chan.) - 0.2 +£0.02 | 0.037 £0.008
single top (¢-chan.) — 0.1 £0.01 | 0.011 +0.004
total 245 £7.0| 6.5 £1.2 | 0.28 702

Table 6.7: Summary of the Background Estimation for the Jet Probability cut of 0.05.

6.2.2 Background Template Building

As we have discussed, our background is composed of several different physics processes, espe-
cially in the case of tagged samples. For these samples, we need to produce a reconstructed mass
distribution with all the background sources combined. However, we failed to produce reliable
distributions for some of the background sources, and decided to use distributions from other

processes for these sources.

non-W We can extract a distribution looking at events with non-isolated leptons using data.
However, only a few dozen of > 1 SECVTX tagged events passed our x? cut. Within
the statistics, it was checked that the distribution thus obtained is consistent with the

distribution for mistag [53]. We use the mistag shape to model the non-W background.

Wee,We We use the corresponding ALPGEN Monte Carlo samples for the studies of these
processes. The number of Monte Carlo events passing through all our 2 tag sample cuts
was only few dozen. The reconstructed mass distributions were shown to be the same as
Wbb within statistics for > 1 SECVTX tagged events [53]. We represent the shapes of
these processes by that of Wbb.

WW /W Z Because of it is expected to make a very small contribution to the total background,

we rather chose to simply represent its shape by another process - Wbb.
So, our strategy is only to consider three categories :

(a) W plus heavy flavor can be represented by Wbb Monte Carlo sample.
(b) mistag and non-W samples are represented by mistag shape.

(c) Single top shapes are taken from corresponding Monte Carlo samples separately.

Considering all the discussions above, we can finally get the template for the background events.
We produced the mass distribution shape piling up contributions from the background processes
(a) - (c). We used Wb + 2parton ALPGEN sample for (a), and PYTHIA samples for (c) type

backgrounds to describe the reconstructed mass distribution of each process. As for (b) type
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backgrounds, we use the distribution reconstructed by weighting events of W+ four light flavor
parton ALPGEN + HERWIG Monte Carlo sample by the mistag rate for the event predicted
by the mistag matrices. Illustrated in the bottom plots in Figure 6.9 is the reconstruction of
the whole template shapes for 1 and 2 tag channels.

On the other hand, the background in 0 tag was not categorized into different physics pro-
cesses in the estimation of number of background event. The background processes expected to
be dominant in 0 tag sample are non-W and W+ light flavor jets events. However, modeling of
non-W background is only derived using the data, which would end up in a unreliable distribu-
tion with small number of entries as in the case of tag samples. Therefore, we simply use W+
light flavor jets Monte Carlo sample in the modeling of the 0 tag background shape (top plot in
Figure 6.9) *.

Background Template Parametrization

For the background shape, we simply describe it with one function for 1 and 2 tag channels.

fo(My) = fr (M, {B1, B2, Bs}) (6.14)

where (’s are the parameters. For the background shape of the 0 tag sample, we add another

f1 function for a better description of the shape.

fo(My) = Br % f1 (My, {1, B2, Bs}) + (1 = Br) x f1 (My, {4, Bs,Bs}) (6.15)

Since the background processes have no dependency on the true mass of the top quark, we only
need one template for background, as defined in the previous subsection.

The minimized x? for this parametrization for the 2 tag events was

x2 289
do.f.- 34

, while, for the 1 tag was
x?  36.7
do.f. 32

and for the 0 sample was
x? 289
do.f. 34

4 One might suspect the “real” distribution of the background residing in our data samples could be different
from the template shape obtained in such a Monte Carlo driven way. A study was performed to investigate into
this issue in the Run I period of the CDF experiment [64]. They compared the W +4jets template obtained from
Monte Carlo sample generated by VECBOS, another Monte Carlo generator with the leading order calculation,
to the distribution of Z + 4jets events in data. The properties of Z + jets events is similar to W + jets events in
hadron collider, except for the decay modes of Z and W bosons. They found seven Z + 4jets candidate events
with the Z decaying leptonically in the Run I data. The calculation the reconstructed top mass for Z + jets events
was done by assigning one of the two leptons in the Z decay to the neutrino in the x? fitter. Both combination
in terms of the lepton-to-neutrino assignment was tried. The distribution of 14 Z + 4jets candidates was found
to be consistent with the Monte Carlo template within the statistics.
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Figure 6.9: Background templates for 0 tag (top) 1 tag (bottom left) and 2 tag (bottom right)
samples. Contribution from each different process is shown in different color for 1 and 2 tag
samples.

We summarize the g parameters of the 0, 1 and 2 tag samples in Table 6.8. The background

template along with its fitted curve is shown in Figure 6.10.

6.3 Summary of the Templates

As a summary of the template fittings, we plot the obtained shape functions in Figure 6.11.
This plot illustrates how the reconstructed mass distribution shifts its shape as a function of the

true top mass, as well as a comparison with the background shape.
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i Bi(Otag) Bi(1tag) Bi(2tag)

1/ 910 + 38 | 940 + 06 | 984 =+ 64
2 278 + 044 | 187 <+ 010 | 243 + 0.97
310.0403 + 0.0035 | 0.0447 + 0.0015 | 0.0539 =+ 0.0111
411305 + 4.9 - -

5 166 <+ 1.31 - -

6 |0.1105 + 0.0572 - -
7108697 + 0.0475 - -

Table 6.8: [ parameters obtained in the background template fitting for the zero, single and
double tag samples.

M 180.5 M 158
[ Background for 0 Tag Channel | pean  180% [ Background for 1 Tag Channel | pean a5
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Figure 6.10: Background template along with the background shape function. Left-top: the
background template for the no-tag, right-top: for single tag, bottom: for the double tag.
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The obtained functions for signal events with various true top masses.

The

parametrized background shape is also shown. Functions are normalized to the equal area. Top
figure shows 0 tag case, Left figure shows 1 tag case, while right figure shows the 2 tag case.
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Chapter 7

Determination of the Top Quark
Mass

In this chapter, we illustrate the method with which we extract the top quark mass using the
selected event sample. We also discuss the way to perform the pseudo-experiments, which will
be used in the validation of the measurement scheme, the estimation of the expected statistical

sensitivity of our analysis on the top quark mass and the estimation of the systematic uncertainty.

7.1 Determination of the Top Quark Mass

We measure the top quark mass by fitting the reconstructed top mass distribution in the data
sample to a sum of templates for ¢t signal and background using an unbinned likelihood method.

The likelihood L for each of zero, one or two tag channel is composed as follows :
L= Lshape X Lblcg (71)

where Lgpape, Lpkg describe the likelihoods for the top mass distribution, and the number of
background events.
The definitions of these likelihoods are :

L b — e_(Ns—HVb)(NS + Nb)NHNevents sts(Mg|mt>&) + Nbfb(M“/g)
shape N! =1 N, + N,
1 Nb B Ng)red.

Lypg = exp| —= | ——— (7.3)
g 2 O-JQVg)red.

MtZ is the reconstructed top mass for each event in data sample. In this fit, m;, Ny, and N,
are the free parameters describing the true top mass, number of signal and background events,

respectively. N is the total number of events in the sample to be fitted and & and ﬁ are the
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template parameters obtained in Section 6. N red- and o Npred refer to the number of background
events and its error estimated in the previous chapter.

Lgpape is composed of the probability of the M} in the supposed template shape. This
term extracts the template distribution which reproduces the M} distribution in data sample
by adjusting the m; and background fraction in the likelihood fit. On the other hand, Ly,
constrains the number of background events around the estimated number.

The actual fitting is performed using the MINUIT package, where the minimum for the log
likelihood —log L is searched for. The upper and lower statistical errors on the measured top
quark mass is calculated by searching for the top quark mass with which — log L becomes larger
than the minimum by 0.5.

In order to combine the results from 0, 1 and the 2 tag samples, we multiply the three
likelihoods :

Jcombine _ 0tag o ltag  2tag (7.4)

These samples are statistically independent, so the extension of the likelihood is smooth. The top
quark mass my is the common for three likelihoods, while the number of signal and background

N and N are varied independently for the three samples in the fit.

7.2 Method of the Pseudo-experiments

We perform pseudo-experiments in order to validate our measurement method, estimate the
expected statistical sensitivity of our method on top quark mass and to estimate the systematic
uncertainty in the following chapters. We describe our method of the pseudo-experiments in
this section.

In a pseudo-experiment, we make a set of reconstructed top masses (called pseudo-sample),
and perform the likelihood fit supposing this pseudo-sample were a sample extracted from data.
The best way to make such a pseudo-sample would be to use Monte Carlo events passing through
all the cuts for the event sample category. However, we have to perform the pseudo-experiment
many times in order to obtain reliable estimates for the performance of our method. This would
require a huge Monte Carlo samples for signal and all the background processes, which con-
sumes a large time scale for the generation of the Monte Carlo samples. We rather choose an
alternative method, in which we generate random numbers due to the template histograms ob-
tained in Monte Carlo studies. Each random number thus generated is assumed to represent the
reconstructed top mass of an event. Desired numbers of reconstructed masses are generated for
signal and background processes, and are used as the pseudo-sample in our pseudo-experiments.

The numbers of signal and background events input to the pseudo-experiments slightly affect
the results. In order to obtain reliable results from the pseudo-experiments, we need to input
proper numbers of signal and background events to the pseudo-experiments. In our pseudo-

experiments, we usually determine the number of signal events using the efficiency estimated
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in Table 6.4. By multiplying the integrated luminosity and the theoretical ¢t production cross
section of 6.7 fg:g pb to the efficiency, we can obtain the center value for the number of signal
events !. The number of signal events input to each pseudo-experiments is defined by generating
a random number due to the Poisson distribution with the mean value set to the center value. As
for the number of background events, we first determine the center value by generating a random
number due to Gaussian distribution with mean and sigma set to the center value and uncertainty
in our background estimate (“total” in Table 6.7). This center value is defined in each pseudo-
experiment. The number of background input to the pseudo-experiment is determined by the
Poisson statistics with the mean value set to this center value. This method of determining the
numbers of signal and background events is used in estimating the performance of our likelihood
fitter. One of such cases is the sensitivity study (described in Chapter 8).

We use an alternative method of determination of the numbers of signal and background
events when we desire to reproduce the situation of the data analysis as well as possible in the
pseudo-experiments. The sanity check study (described in Chapter 9) and the estimation of the
systematic error (in Chapter 10) are such cases. In this method, the number of background
events is determined in the same way as described above. However, we define the number of
signal events by subtracting the number of background from the total number of events in order
to keep the total number of events in each pseudo-experiment the same as that in the data

analysis.

! Although the numbers in the table are obtained in Monte Carlo studies and must be multiplied by the data-
to-Monte Carlo scale factor for lepton identification efficiency and the trigger efficiency measured using data, the
effect in total is only within 10%. The typical Poisson fluctuation is greater than this, so we simply neglect these
factors and use the numbers in the table.
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Chapter 8
Sensitivity Study

In this chapter, we present the results of our sensitivity study. As we discussed in Section 3.3,
the cut on Jet Probability is tunable, although the use of this algorithm requires a calibration
study offering the data-to-Monte Carlo scale factor for the heavy flavor tagging efficiency and the
mistag matrix specific for the cut value. We perform pseudo-experiments and tune the cut on
Jet Probability so that the expected statistical error on the measured top quark mass becomes
the minimum in Section 8.1. We recycle the double tag events failing the event selection cuts
of 2 tag sample into the 1 tag event selection, as described in Section 4.4. We perform pseudo-
experiments in order to find out whether the recycling works to further improve the sensitivity

of our method to the mass of the top quark in Section 8.2.
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Figure 8.1: Upper and lower statistical error on measured top quark mass in pseudo-experiments.

Mean values for upper and lower error are also shown.

Figure 8.1 shows the upper and lower statistical errors on top quark mass measured in the

combined fit of 0, 1 and 2 tag samples in 10000 pseudo-experiments with the input top quark
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mass of 175 GeV/c?. This set of pseudo-experiments assumed the integrated luminosity of
162 pb~! and the theoretical ¢ cross section of 6.7 fg:g pb. The cut on Jet Probability was 0.05,
and the recycling of the 2 tag events was enabled in this set of pseudo-experiments. The means
of upper and lower errors are also shown in the figure. We perform pseudo-experiments with
different Jet Probability cut or recycling settings and calculate the means of the errors, which

are taken as the expected statistical errors of our method through this chapter.

8.1 Optimization of the Jet Probability Cut

We perform pseudo-experiments with different cut values for Jet Probability tagging in this
section in order to find out the optimum cut that gives the best sensitivity to the mass of the
top quark. We perform the pseudo-experiments for 1 and 2 tag samples along with the combined
fits of these two samples. The pseudo-experiments are performed assuming 200 pb~! for the
integrated luminosity. The sensitivity of the 0 tag channel is independently estimated and will

be combined to the combined sensitivity of 1 and 2 tag samples in Subsection 8.1.4.

8.1.1 Expected Number of Events for 1 and 2 Tag Samples

As mentioned in Section 5.3, our 2 tag sample is a part of the inclusive SECVTX tagged sample
(>1 SECVTX tagged sample). It is worth while commenting two details. One is how to deal
with the event which fails x? or mj; cut in 2 tag sample : such an event is fed back to the 1
tag sample selection criteria, where the b-tagging information of Jet Probability is neglected and
the event has a chance to pass the x? cut even though it failed the x? cut in the 2 tag sample
selection. We will present our results concerning this recycling in Section 8.2. The other is how
to deal with the events which have three or more b-tagged jets : Such an event is forced down to
a double tag candidate by neglecting the third and fourth tagged jets. In such a case, SECVTX
tagged jets have the first priority. Jets which have lower Jet Probability value has the next
priority. So, for example, if we have two SECVTX tagged jets and one JP tagged jet, the JP
tagged jet is discarded. This method of sub-division of the tagged samples conserves the total
number of events in 1 and 2 tag samples, regardless of our cut value on Jet Probability.
Assuming 200 pb~! for the integrated luminosity and 6.7 pb for the ¢ pair production cross
section, we have the expected number of signal events shown in Table 8.1. For the cut values
other than 0.01 and 0.05, the Jet Probability algorithm has not been calibrated [44, 45]. So we

extrapolated the data-to-Monte Carlo scale factors as follows :

(SFo.05 — SFy.01)

SFpeut =
TPeut = 770,05 — 0.01)

x (JPcut — 0.01) + SFp.01 (8.1)

where SFj g, and SFj g5 are the measured values of the scale factors for the calibrated points,
and SFypey is the scale factor extrapolated for cut value of JPcut. By assuming the scale factor

in this way, we can measure the efficiency of our event selection for each sample at an arbitrary
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JPcut | # of 1 tag | # of 2 tag
none 35 7
0.01 31 11
0.05 28 14

Table 8.1: Expected number of #f signal events for different Jet Probability cuts assuming
200 pb~! for the integrated luminosity and 6.7 pb for the theoretical cross section. “None”
means we only use SECVTX tagging for the selection of 2 tag sample. These two Jet Probability
cut values are those for which the algorithm is calibrated.

cut on Jet Probability, and can calculate the expected number of signal events. The estimation
of the number of background events is performed also in a very ad-hoc way. The background
estimation is only possible for Jet Probability cuts of 0.00, 0.01 and 0.05 in the same way as in
Chapter 6, where the cut of 0.00 corresponds to the case where we only use SECVTX tagging in
the double tagging of events. We fit the estimation obtained at these three points into a linear
function

Bkgdjpeyt = a - JPcut + b (8.2)

where Bkgdjpeyt and JPcut each refers to the expected number of background events and the
cut on Jet Probability, a and b are the parameters determined in the fitting. By using the values
of @ and b obtained in the fit, we estimated the number of background for arbitrary cut value on
Jet Probability. The expected number of signal and background events in this way are plotted
for several points in the Jet Probability cut range of 0.001 to 0.7 in Figure 8.2. The point at
0.0001 shows the number of events for the case where Jet Probability is not used for the double
tagging. Note that the total number of events stays constant through the scanned cut value

region.

8.1.2 Templates for the Mass Fitting at Various Jet Probability Cuts

Looser tagging of the second b-jet provides increase of the signal events in the 2 tag sample, but
might provide more combinatorial background to 2 sample since a charm quark coming from W
boson decay may be tagged as the second b-jet, though the branching ratio of W — cs is the half
of the hadronic W decay and the Jet Probability tagging efficiency for charm jet is supposed to
be smaller than for b-jets. Figure 8.3 shows the signal templates of 2 tag sample for different cut
values on Jet Probability. We can, in fact, see that the fraction of the wrongly reconstructed
events in the templates increases as the cut value gets larger. We show the signal templates of
1 tag sample for different cut values on Jet Probability in Figure 8.4. The fraction of correct
combination decreases with larger cut value on Jet Probability also for 1 tag sample. This is
due to the fact that the fraction of recycled events, where the fraction correct combination is

presumably small because these events are already rejected at the 2 tag sample, in the 1 tag
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Figure 8.2: Number of signal and background events as a function of the Jet Probability cut.

sample increases.

For the signal template parametrization, we made histograms for 12 different top mass inputs
(from 150 to 205 GeV/c? with 5 GeV/c? step) and fit them simultaneously, in the method
described in Chapter 6. Due to the above discussion, the signal template parametrization is
affected by the increase in the fraction of combinatorial background. Figures 8.5 and 8.6 show
the 18 parameters for the signal template functions at various JP cut thresholds from 0.001 to
0.2 for 1 and 2 tag samples. The most left point (JPcut=10"*) shows the SECVTX only case.

The definition of the parameters, as, are the same in the subsection 6.1.

Parameter a8 shows the fraction of the f; function, which presumably corresponds to the
fraction of combinatorial background. Behavior of a8 of 1 tag sample looks as expected since
the fraction of combinatorial background increases as the recycled events with two tagged jets
increases with looser double tagging condition. For the 2 tag case, it is expected that a8 becomes
larger as the cut on Jet Probability is relaxed due to increased charm tagging. However, the
behavior below 0.01 is not consistent with this assumption. This may be due to the MC statistics,
but may also be due to methodology itself. This template variation affect the sensitivity in

addition to the low statistics of each pseudo-experiment.

As for the background template in the scanning of the cut on Jet Probability, we simply
used Wbb + 2parton ALPGEN Monte Carlo sample.
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Figure 8.3: 2 tag signal templates for different cut values on Jet Probability. The cut values
are from left on top column : 0.00 (the case where Jet Probability is not used), 0.01 and 0.02
from left on bottom column : 0.05, 0.1 and 0.2. In the top-right box in each plot are the fraction
of correct combination, along with the RMS of the solid histogram.

8.1.3 Statistical Sensitivity with 1 and 2 tag samples

Using the templates described in the previous section, we performed 5000 pseudo-experiments
for each Jet Probability cut. Figure 8.7 shows the results of this sensitivity study for 1 tag,
2 tag and these two samples combined. The expected lower and upper statistical errors are
plotted as a function of the cut value on Jet Probability. Figure 8.8 shows the same plot, but
zooming into the region of combined results. The point at the Jet Probability threshold of 10~*
shows results using only SECVTX. Also shown is the >1 b-tag case (inclusive SECVTX sample

measurement), where all the events having >1 SECVTX tagged jets are used as one sample for
the top mass measurement.

Table 8.2 summarizes the quantitative numbers from some representative points. Compared
to the inclusive SECVTX measurement, we have 5 ~ 6% improvement at the best point. Even

with the current calibrated point (i.e. JPcut = 0.05), we still have 4 ~ 5% improvement over
the inclusive SECVTX measurement.
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Figure 8.4: 1 tag signal templates for different cut values on Jet Probability. The cut values
are from left on top column : 0.00 (the case where Jet Probability is not used), 0.01 and 0.02

from left on bottom column : 0.05, 0.1 and 0.2. In the top-right box in each plot are the fraction
of correct combination, along with the RMS of the solid histogram.

8.1.4 Adding O tag sample

The change in cut threshold on Jet Probability does not affect 0 tag sample. This enables us to
add the 0 tag sample to the combination by the following formula :

1 1 1
- = + (8.3)

2 2
combined Ul,2tag UOta_q

where ocompined 15 the statistical sensitivity with the three channels combined, 01 2tqg and ogtag
are the statistical sensitivity of 1 and 2 tag samples combined, and of 0 tag sample, respectively.
From a set of pseudo-experiments, we obtained ogiqy = 10.3 £ 0.2 GeV/c? for 200 pb 1.
Figure 8.9 shows the expected statistical sensitivity of the top mass measurement with 0, 1
and 2 tag samples combined. The point at the Jet Probability threshold of 10~* shows results
using only SECVTX. Also shown is the >1 b-tag case (inclusive SECVTX sample measurement),
where all the events having >1 SECVTX tagged jets are used as one sample, combined with 0
tag sample.
Table 8.3 summarizes the expected statistical sensitivity for several representative cut values
on Jet Probability. The improvement over the case where b-tagged events are not subdivided
is also summarized in percentage (%). Even after including 0 tag sample in the combined

measurement, the improvement is expected to be ~ 4.5% at the cut of 0.2, and ~ 4.0% for the
calibrated point (cut value 0.05).
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One tag template parameters at various JP cuts

parlin 1ag template parz in 1 tag template

Figure 8.5: Eighteen parameters for the top mass template at the various cut values on Jet
Probability for 1 tag sample.
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Two tag template parameters at various JP cuts

arLin 2 tag tei ar2 in 2 tag template]

Figure 8.6: Eighteen parameters for the top mass template at the various cut values on Jet
Probability for 2 tag sample.
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Figure 8.8: Statistical sensitivity of combined fit of 1 and 2 tag samples for integrated luminosity
of 200 pb~! as a function of the Jet Probability cut. Left: expected lower statistical error Right:
expected upper statistical error. JPcut=10"* point shows the case where only SECVTX tagger
is used, and open circle corresponds to >1 tag case.

JP cut upper lower improve (upper) | improve (lower)
none (1> tag) 4.960 £0.097 | 4.856 £0.095 — —
none (142 SECVTX) | 4.863 £0.006 | 4.761 +0.005 2.0% 2.0%
0.01 4.753 £0.004 | 4.631 £0.005 4.1% 4.6%
0.05 4.739 £0.005 | 4.607 £0.005 4.4% 5.1%
0.5 4.695 +0.005 | 4.573 £0.005 5.3% 5.8%

Table 8.2: Statistical sensitivity on the mass of top quark assuming integrated luminosity of
200 pb~! for several representative cuts on Jet Probability for measurement combining 1 and 2
tag samples.
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Figure 8.9: Expected statistical sensitivity of the top mass measurement combining 0, 1 and
2 tag samples for integrated luminosity of 200 pb~! as a function of the cut threshold on Jet
Probability. Left: lower error. Right: upper error. JPcut=10"* point shows the combined
results using only SECVTX, and the open circle corresponds to >1 tag case (inclusive SECVTX
sample measurement).

JP cut upper lower improve (upper) | improve (lower)
none (1> tag) 4.397 £0.004 | 4.312 £0.004 — —
none (142 SECVTX) | 4.306 £0.005 | 4.235 +0.005 2.0% 1.8%
0.01 4.229 £0.004 | 4.143 £0.004 3.8% 3.9%
0.05 4.219 £0.004 | 4.125 £0.004 4.0% 4.3%
0.2 4.198 +0.005 | 4.109 £0.005 4.5% 4.7%

Table 8.3: Expected statistical sensitivity on the mass of top quark with several representative

cuts on Jet Probability for integrated luminosity of 200 pb™" in the measurement combining 0,
1 and 2 tag samples.

8.1.5 Summary of Sensitivity Study

We performed a series of pseudo-experiments in order to optimize the cut threshold of the
Jet Probability algorithm for the best statistical sensitivity on the measurement of the mass
of the top quark in the combined fit to the 0, 1 and 2 tag samples. The best optimized b-
tagging condition using Jet Probability is expected to improve the statistical error by ~ 4.5%
compared to the case where we use the events with SECVTX tagged jets inclusively as one
sample and combine it with 0 tag sample. However, Jet Probability has not been calibrated for
the corresponding cut threshold (0.2).

At present, Jet Probability cut at 0.05 provides the best result among the calibrating points
(i.e. mistag matrix and scale factor are both available), and we use this point for our analysis.
At this point, we still estimate an improvement of ~ 4.0% on the statistical error on the top

quark mass measurement.
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8.2 Effect of the Event Recycling

We performed another series of pseudo-experiments in order to understand the effect of recycling
the double tagged events that fail 2 tag event selection criteria into the 1 tag sample selection.
We performed 10000 pseudo-experiments with and without the recycling of the events, assuming
the integrated luminosity of 162 pb~!. Figure 8.10 shows the distributions of the statistical
uncertainty on the top quark mass with 0, 1 and 2 tag samples combined for each case. We
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Figure 8.10: Upper and lower statistical error on measured top quark mass in pseudo-
experiments for with and without the event recycling. Mean values for upper and lower errors

are also shown.

expect a smaller statistical uncertainty when the recycling is enabled. The improvement is of
the order of ~ 3%.
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Chapter 9

Validation of the Measurement
Method

It is very important to check the validity of the measurement method. It is especially crucial
to understand the possible bias to the top quark mass measured in our method. In fact, it is
possible that we need to introduce a new function to project the result of the likelihood fitting
to the true mass of the top quark. At the same time, we need to assure the validity of our
estimation of the statistical error. In this chapter, we perform a validation of our method, by
performing a series of pseudo-experiments. The pseudo-experiments were performed with the
total number of candidate events in each sample fixed to the number observed in data. The cut

on the Jet Probability is set to 0.05, based on the study described in the previous chapter.

9.1 Bias to the Center Value

In this section, we compare the top mass input to the pseudo-experiments and the top mass
output from the likelihood fitting, in order to understand the possible bias of our method.
Figure 9.1 shows the distribution of the top quark mass (center value) output from the for the
combined likelihood fitting with 0, 1 and 2 tag samples in 1000 pseudo-experiments, assuming
the top mass of 175 GeV/c2. We take the median of the distribution as the representative value

for the output center values, and estimated the error on the median with :

RMS
Omedian = Nop (91)

where RM S is the RMS of the distribution and Npg is the number of pseudo-experiments (1000
in this case).

We performed a set of 1000 pseudo-experiments with different top mass settings between
150 and 205 GeV/c2. The output center value is plotted as a function of the top quark mass

input to the pseudo-experiments in Figure 9.2. We observe the general trend that the output is
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Figure 9.1: Center value returned from the likelihood fitter in pseudo-experiments assuming the
top mass of 175 GeV/c2.

consistent with the input with these plots.

In order to check the bias more closely, we plot the difference between the output and the
input masses against the input mass (Figure 9.3). The bias is not apparent in 2 tag sample
and combined measurement at this statistics level. 0 and 1 tag channels look to have certain
structures (0 tag channel looks to have a slope. On the other hand 1 tag looks to be shifted
toward smaller output mass by ~ 0.5 GeV/c?).

In our attempts to understand the source of this bias, we found that the initial m;,, value
for the fitter affects the result. We normally set my,, = 175 GeV /c? as the initial value in
the likelihood fitting. The bias disappears when we use the my,, value input to the pseudo-
experiments as the initial value in the fitting. We also found the following characteristics of this

bias :

e This bias disappears if we increase the number of generated events in each pseudo experi-

ment. We expect the bias to disappear with further increased accumulated data.

e The bias disappears with smaller background settings in the pseudo experiments. This is

consistent with what we observe in the comparison of 0 tag and 2 tag channels.

A possible understanding of this is that the likelihood function more frequently has a local
minimum besides the minimum around the true my,, as the background contamination grows
in a limited statistical situation. In such a case, if we do not input an appropriate initial value
for myep, the fit is likely to end up with the wrong local minimum. However, naively starting
with the my,, value input to the pseudo experiment as the initial parameter value in the fit
is obviously not a fair method since we do not know the true top mass in the measurement
using data. In order to reduce the bias in the current measurement conditions of 0 and 1 tag
channels which are more subject to larger bias, we decided to use the center value obtained in

the fitting of the 2 tag channel as the initial value of mp, supposing 2 tag channel is more likely
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Figure 9.2: Fitted output mass as a function of the top mass input for 0 tag (top-left), 1 tag (top-
right), 2 tag (bottom-left) and combined fit (bottom-right). The line shows the output = input.

to reconstruct the my better (pseudo experiments presented in this section already adopts this
scheme). Although our study lives with this bias due to the limited statistics in 0 and 1 tag
samples, the 2 tag channel is highly purified against the background and is not subject to this
bias as illustrated in Figure 9.3. Note that the combined result is also free from this bias, which
indicates that the local minima described above disappears by combining the likelihoods of the

three channels.

9.2 Bias to the Statistical Error

Another important issue here is to know whether the statistical error estimated in the likelihood
fit is a valid value. We calculate the pull of the measured top quark mass in each pseudo-

experiment in order to check this issue.

output input
(mtop — Mygp )

pull =
0, output
mtop
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Figure 9.3: Difference between the output and the input masses is plotted against the input top
mass for 0 (top-left), 1 (top-right), 2 tag sample (bottom-left) and combined fit (bottom-right).
The line shows the output = input.

where miggut and mfngp " are the input and output top mass of the pseudo-experiment, and
o, output 18 the statistical error on mfg;p " estimated in the likelihood fit. In fact, upper and
top

lower errors are independently estimated in each pseudo-experiment. Therefore, we assign the

output >m

top

input

upper error to o, output When m top

top

in the calculation of the pull. Figure 9.4 shows the distribution of the pull

, and the lower error is assigned to O, output when
top

output

input
My < M

top
obtained from 1000 pseudo-experiments assuming the mass of the top quark of 175 GeV/c?.

The distribution of the pull is expected to be centered around 0 and have a width of 1, if both
the center value and the error obtained in the likelihood fit has no bias. We fit the distribution
to a Gaussian function, and take the parameters corresponding to the mean and the width of
this function to represent the distribution.

We use the same series of pseudo-experiments as in Section 9.1 in this study. Figure 9.5
shows the mean of the pull plotted against the top quark mass to input the pseudo-experiments.
This is actually an expected behavior, since the mean of the pull distribution is closely correlated
to the difference between the output and input, which is plotted in Figure 9.3.

Finally we plot the width of the pull distribution as a function of the input top quark mass
in Figure 9.6. It is clear that the width of the pull is off from the expected value of 1 by more

106



s
o
=}

X2 I'ndf 26.82/29
Constant 87.53+ 3.64
Mean  0.08423 0.03597
Sigma 1.111+ 0.030

# of Experiments /0.25
[o2] o]
o o

N
o

N}
=}

4 5
pull

‘o
U‘\\\‘\\\‘\\\‘\\\‘\\\‘\
it

w

K

N

o

-

N

w

Figure 9.4: Pull in pseudo-experiments assuming the top mass of 175 GeV/c?. A fit to Gaussian

function is also shown.

than 10% in 0 sample, and by about 5% in 1 tag sample. For 2 tag sample and the combined
measurement, the deviation from 1 is not so clear, but there might be a few % of bias. The fact
that the width of the pull is larger than 1 indicates that the statistical error estimated in the
likelihood fit is an underestimate.

Our investigation shows that this deviation of the pull width from 1 disappears when we a
much larger number of events in each sample. In this sense, this is due to the small statistics of
the sample used in the measurement of the mass of the top quark.

Although the bias here is of few % for 2 tag sample and the combined measurement, we
correct the statistical error obtained in the likelihood fit by introducing a scale factor in the

analysis of data, which will be described in Section 11.6.
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Chapter 10
Systematic Uncertainties

We estimate the systematic uncertainty on our top mass measurement in this chapter. The
systematic uncertainty arises due to our limited understanding of the physical processes which
are related to the measurement method. We estimate the systematic uncertainty by breaking it
down into different uncertainty sources, which are considered to be independent. The sources

considered are :
e generator modeling
e initial state radiation
e final state radiation
e parton distribution function
e b-tagging efficiency
e background shape
e resolution of the jet measurement
e jet energy scale

For each source of the systematic uncertainty, we perform a set of pseudo-experiments for
an alternative modeling, and assign the difference of the result from that assuming our nominal

model as the uncertainty arising from the source.

10.1 Scheme of Estimation

In this section we briefly illustrate how we estimate the uncertainty arising from each uncertainty

source with an example of the case of generator modeling in 2 tag sample.
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We have been used Monte Carlo events generated by HERWIG assuming it describes the
properties of ¢t events well. In order to estimate the uncertainty coming from this modeling, we
take the PYTHIA Monte Carlo generator as an alternative modeling and compare results with
Monte Carlo sample generated by PYTHIA to those of HERWIG.

Shown in the left plot in Figure 10.1 is a comparison of the signal templates of 2 tag sample
produced with Monte Carlo events of PYTHIA and HERWIG. Both Monte Carlo samples were

Template Histograms [ Results of Pseudo Experiments |
g <
Pt —— HERWIG, m=179 L —— HERWIG, m=175|
20.12 ' ElZOD median : "
R wor PYTHIA =17 S 000l PYTHIA: 174.83 <eee PYTHIA, m=175
; - K] +/- 0.08

0.08 E 800 HERWIG : 174.80

+/-0.07

o
o
>

o
o
R

o
o
]

0 L o il IV I R s |
350 130 140 150 160 170 180 190 200 210 220
M, (Gevic) m, (GeV/c")

o

2 I I ot ]
100 150 200 250 300

Figure 10.1: Signal template constructed with HERWIG and PYTHIA Monte Carlo events for
2 tag sample (left), and the measured top quark mass in pseudo-experiments by generating

pseudo-events due to this template (right).

generated with the assumed mass of the top quark of 175 GeV/c%.

Based on these templates, we performed 10000 pseudo-experiments. We used the background
template that we usually use. We will estimate the systematic uncertainty arising from back-
ground template modeling in another series of pseudo-experiments. The total number of events
in each pseudo-experiment was set to the number observed in data. The distribution of the
measured top quark mass in such pseudo-experiments for each Monte Carlo modeling is shown
in the right plot of Figure 10.1. For each modeling, we calculate the median of the distribution.
RMS/\/Npg is assigned as error, where Npg is the number of pseudo-experiments. The median
was 174.83 £0.08 GeV/c? for PYTHIA, and 174.80 £0.07 GeV /c? for HERWIG. We assign the
difference of the two results 0.03 + 0.10 GeV/c? as the uncertainty coming from the generator

modeling for the measurement in this sample.

10.2 Generator

We use Monte Carlo sample generated by HERWIG as our standard Monte Carlo sample.
We compared the PYTHIA sample to HERWIG sample. Main difference between these two

generators are

e i spin correlation is considered by HERWIG, but not by PYTHIA.
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e Final QED radiation is considered by PYTHIA but not by HERWIG.
e They use different fragmentation models.

Estimated uncertainty using pseudo-experiments is shown in Table 10.1.

generator combined 0 tag 1 tag 2 tag
pythia | 174.70 £0.06 | 174.16 £0.15 | 173.70 £0.13 | 174.83 £0.08
herwig | 174.81 +£0.06 | 174.63 +0.14 | 174.22 +0.14 | 174.80 +0.07
Amygop 0.11 +0.08 0.47 +£0.20 0.52 +0.19 0.03 £0.10

Table 10.1: Estimation of systematic uncertainty due to the generator modeling.

10.3 Jet Resolution

The detector simulation applied to Monte Carlo events does not model the jet resolution well.
The resolution of the jet energy measurement has been studied by looking at the distribution of
(E%et — E%) /E7. in events where a photon and a jet are identified. The resolution of the energy
measurement of photons is negligible compared to that of jets. The width of the distribution
was found to be about 15% narrower for Monte Carlo events than that in data [53]. We estimate
the possible bias in the top mass measurement due to this difference in resolution by performing
pseudo-experiments using templates produced with the energy of the Monte Carlo jets smeared
by 15%. Such a set of pseudo-experiments resulted in a shift on the measured top mass of
1.33 +£0.21, 0.20 £ 0.11 and 0.54 +0.11 GeV/c? for 0, 1 and 2 tag samples, respectively.
The shift for the combined measurement was found to be 0.71 + 0.10 GeV/c2. We assign the
shifts observed here as the uncertainty coming from the jet resolution modeling of the detector

simulation.

10.4 Jet Energy Scale Uncertainty

Systematic uncertainty due to the jet energy correction dominates the whole systematic uncer-

tainty. There are seven level corrections for the jet energy as follows:
e Level 1 - Detector response correction as a function of pseudo-rapidity.
e Level 2 - Detector stability on central calorimeter.
e Level 3 - Energy scale correction.
e Level 4 - Multiple interaction correction.
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e Level 5 - Absolute energy correction.
e Level 6 - Underlying event correction.
e Level 7 - Out of cone correction.

The +10 uncertainty to each level of correction has been obtained along with the measurement
of the correction factor. We, therefore, estimate the uncertainty from each level and sum the
results to obtain the total uncertainty due to the jet energy scale.

In the data sample used in this analysis, there is few multiple interactions in CDF since we
have low beam intensity, and this correction effectively provides no contribution. And underlying
(spectator interaction part of the pp collision) sample also gives us no correction and uncertainty.

The procedure of estimation of the systematic uncertainty coming from each level of correc-
tion is the following :

(1) Change the jet energy scale by 1o, and produce a distribution of reconstructed top mass
corresponding to 10 correction. The +1¢ shifted templates are prepared both for signal and
background.

(2) Using the template obtained above as a base of the pseudo-data, perform set of pseudo-
experiments.

(3)Assign the difference of the medians from +1sigma correction as the systematic error due to
the correction level.

In the construction of the template, the event selection is done with the shifted correction scale.
Thus the uncertainty estimate includes influence of the energy scale on the event selection.

Table 10.2 summarizes the uncertainty due to each level. As for the level 7 (out of cone)
correction, we divide the uncertainty into two parts : for the energy within 0.4 < AR < 0.7
(“splash out”) and 0.7 < AR (“splash out”) of the jet axis. We have separated uncertainties
for data and Monte Carlo from level 1 to 3 since we apply the jet energy correction of these
levels to data in a different way from Monte Carlo samples !. This is because of the limited

reproductivity of the data by the CDF detector simulation 2.

10.5 Initial and Final State Gluon Radiation (ISR / FSR)

Gluon radiation of the quarks in a ¢ event can result in the mis-measurement of the jet energy

or a mis-identification of the jet produced in the #¢ decay, which in turn gives rise to a poor

! Level 2 correction is the correction for the change in the gain of photo-multipliers of calorimeter. This is
mainly due to the aging of the device, and no such correction is necessary for the simulation with Monte Carlo
samples.

2 The correction factor is different between data and Monte Carlo. Therefore, applying the jet energy correction
factor for data to Monte Carlo events would result in wrong center value. However, we estimate the uncertainty
due to data corrections by applying it to Monte Carlo events, considering that taking the difference of the result
of —1o and +1o correction would cancel the shift in the center value and result in a right estimate at the first
order approximation.
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Level Source combined | Otag (GeV/c?) | ltag (GeV/c?) | 2tag (GeVc?)
1 (sim) 7 dep. 2.24 £ 0.04 3.33 £ 0.11 2.35 £ 0.10 1.82 £ 0.05
1 (data) 7 dep. 1.77 £ 0.04 2.98 £ 0.11 1.61 £+ 0.10 1.39 + 0.05
2 (sim) Cal. Stability | 0.90 £ 0.04 1.60 £ 0.10 0.75 £ 0.10 0.76 + 0.05
3 (sim) Raw Scale 3.58 £ 0.04 4.35 £ 0.11 3.83 £ 0.10 3.10 £ 0.05
3 (data) Raw Scale 2.89 + 0.04 3.72 £ 0.10 2.85 £ 0.10 2.52 £ 0.05

5 Absolute energy | 2.36 + 0.04 2.85 £ 0.11 2.55 £ 0.10 2.14 + 0.05
7 Out of Cone 1.65 + 0.04 1.97 + 0.10 1.78 + 0.10 1.55 £ 0.05
Splash out 1.47 + 0.04 1.42 + 0.11 1.36 £ 0.10 1.49 + 0.05

total 6.37 £ 0.11 8.32 + 0.30 6.56 + 0.28 5.56 £ 0.14

Table 10.2: Systematic uncertainty due to the jet energy correction.

reconstruction of the top quark mass in the event. In this sense, a better understanding of the
initial and final gluon radiation processes is essential for a better measurement of the mass of
the top quark.

A study dedicated to the understanding of the initial gluon radiation has been performed in
CDF RunII [65]. In order to disentangle the ISR effect from FSR, the study was performed using
This study

takes advantage of the fact that there is no FSR jets in such a Drell-Yann process. Furthermore,

Drell-Yann events with Z/v* decaying into leptons (pp — Z/v* — eTe™,uTu™).

the event is produced by the ¢g annihilation process, and the result is expected to describe the
properties of ISR in tt events (85% by ¢¢ and 15% by gg scattering) well. If an ISR occurs
in a Drell-Yann event, part of the Pr of the system is carried away by the gluon, skewing the
Pr spectrum of the di-lepton system. The Pr spectrum of the di-lepton system was analyzed
in terms of the invariant mass of the leptons. PYTHIA was tuned to reproduce the observed
spectrum in data, and parameters reproducing the +1o (“more ISR”) and —1o (“less ISR”)
condition was found to be (Agcp, K — factor) = (0.384, 0.5) and (0.100, 2.0), respectively,
where K — factor is the K factor to the transverse momentum scale of the ISR evolution. The
values of our default PYTHIA sample is (0.250, 1.0).

Table 10.3 summarizes the median of measured the top quark mass in pseudo-experiments
corresponding to the three ISR settings. Since the result of “default” is always smaller than
“more” and “less” ISR cases, we assign the maximum difference among the three numbers as
the systematic error.

As for the estimation of the systematic uncertainty coming from the final state radiation,
the Monte Carlo samples corresponding to “more” and “less” FSR condition is generated with
PYTHIA with (Agcp, K — factor) = (0.384, 0.5) and (0.100, 2.0), respectively, where K — factor
here is the K factor for FSR evolution, and not the same parameter as that in ISR. These are

driven by measurements of gluon radiation in W — qq_' and Z — ¢q processes at LEP experiment
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combined 0 tag 1 tag 2 tag
more ISR | 175.13 £ 0.06 | 175.11 £ 0.15 | 174.64 £ 0.14 | 175.03 + 0.08
default | 174.70 £ 0.06 | 174.16 + 0.15 | 173.70 + 0.13 | 174.83 £+ 0.08
less ISR | 175.31 + 0.06 | 175.05 &+ 0.14 | 174.70 £ 0.13 | 175.52 £ 0.08
Amyop 0.61 £ 0.09 0.95 + 0.21 1.00 £ 0.19 0.69 + 0.11

Table 10.3: Systematic uncertainty due to the initial state gluon radiation.

[66]. Table 10.4 summarizes the results of the pseudo-experiments for “more”, “default” and

“less” FSR conditions. As in the case of ISR, we take the maximum difference among the three

combined 0 tag 1 tag 2 tag
more FSR | 175.70 £ 0.06 | 174.99 £ 0.15 | 174.80 £+ 0.14 | 176.03 + 0.08
default 174.70 £ 0.06 | 174.16 £+ 0.15 | 173.70 £ 0.13 | 174.83 £ 0.08
less FSR | 175.15 + 0.06 | 175.18 £ 0.14 | 175.00 &+ 0.14 | 175.00 £ 0.08
Amiop 1.00 £+ 0.08 1.02 + 0.21 1.30 + 0.20 1.20 £+ 0.11

Table 10.4: Systematic uncertainty due to the and final state radiation.

conditions as the uncertainty due to this source.

10.6 Parton Distribution Functions (PDF)

Our default ¢ Monte Carlo sample is based on CTEQS5L [48] with ag = 0.118. We calculate the
systematic uncertainty due to PDFs by changing the choice of PDF group, ags and the internal
parameters of the PDF.

We generated forty-six reconstructed mass templates, where the PDFs used are :

0 - CTEQS5L Our default pdf.

1 - MRST with Agcp = 228 MeV Another leading order PDF using more or less the same
data as our default but fitted by different group. No significant difference is expected
relative to the default, but if a difference is found, we take the difference between CTEQ5
as a systematic due to different PDF group.

2 - MRST with Agcp = 300 MeV Same as previous, but using different value of ag. The

difference between these two is taken as a systematic due to different ag.
3 - CTEQG6L More recent fit from CTEQ group for reference. Leading order.

4 - CTEQ6L1 Same as CTEQG6L, but with different ag. Also for reference.
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5 - CTEQ6M A next-to-leading order PDF from the CTEQ group. Using a leading order
matrix element in conjunction with this PDF does not give a correct description of event
rates. However, we assume that the relative behavior of various NLO PDFs is accurately

modeled even though we use a LO matrix element.

6-45 - CTEQ6M uncertainty PDFs With the PDF set CTEQ6M, the CTEQ group made
available 40 complementary PDF sets, each of which represents a 1o variation along
one of the twenty eigen vectors (corresponding to 20 parameters of the PDF). +10 (—10)
variation on the n-th eigen vector comes in 2n + 4-th and 2n + 5-th set of our numbering.

The variation of the measured top quark mass due to the different PDF is estimated in
pseudo-experiments as usual. Figure 10.2 summarizes the results of the forty-six sets of pseudo-
experiments. On the left plots, results from +1¢ variation on the same eigen vector is connected
with lines.

We sum up half the top mass difference due to each eigenvector £1o fluctuation in quadrature
and obtained the result shown in Table. 10.5

combined 0 tag 1 tag 2 tag
different family | 0.01 £ 0.04 | 0.03 £0.10 | 0.08 £+ 0.09 | 0.03 £+ 0.05
different ag 0.07 £ 0.04 | 0.30 £0.10 | 0.28 £ 0.09 | 0.03 £ 0.05
Eigen Vectors | 0.18 + 0.10 | 0.46 £0.22 | 0.23 = 0.19 | 0.14 + 0.11
total 0.19 £ 0.12 | 0.55 +£0.26 | 0.37 £+ 0.23 | 0.15 £+ 0.13
Table 10.5: The estimation of the uncertainty due to PDF.

10.7 Background Shape

There are two potential sources for this uncertainty: one is due to the fraction of each
background since we fix the fraction of each background process in the background template.
The other is due to the Q? dependence of the background shape. Checking with samples with
different Q? provides the uncertainty.

To estimate the uncertainty due to the relative background fraction, we performed pseudo-
experiments based on the reconstructed top mass distribution of each background process instead
of using the combined background for tagged samples. This is an extreme because we do not
expect any one of the background processes has the fraction of 100% in the background template,
and must be a safe way of estimating the uncertainty. Table 10.6 summarizes the top mass shifts
due to this background shape modeling. We regard half the largest difference among these as the
systematic uncertainty. The 0 tag sample measurement is not expected to be shifted due to the

variation in the tagged background shape, and the result is consistent with 0. For the 0 tagged
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background, we only consider the shape of W+light flavor jets process for the background, and

no uncertainty of this type is estimated due to the composition of the 0 tag background template.

condition combined 0 tag 1 tag 2 tag
combined (default) | 0.00£0.08 | 0.00£0.20 | 0.00+0.19 | 0.00+0.10
mistag 0.02+0.08 | —0.20£0.20 | 1.20+0.19 | —0.00£0.10
Wbb —0.50 £0.08 | 0.02+0.20 | —2.34 £0.19 | —0.15+0.10
single top (s-chan) | —0.09 +£0.08 | —0.34 £0.20 | 0.31 £0.19 | 0.00 £0.10
single top (t-chan) | —0.09 +£0.08 | —0.11 £0.20 | 0.00 £0.18 | —0.02 £+ 0.10
% 0.26 £0.06 | 0.18+0.14 | 1.77+0.14 | 0.08 £0.07

Table 10.6: Systematic uncertainty due to the background fraction of each source.

Four different Q2 samples of the Wbb + 1parton Monte Carlo events (our default is Wbb +
2parton) are used to estimate the Q? uncertainty due to the tagged channels. Half the maximum
difference among the results with the four different Q? is taken as the uncertainty of this source.

The samples and resulting top mass shifts are shown in Table 10.7.

condition combined 0 tag 1 tag 2 tag
Q? =4M32, 174.76 + 0.05 | 174.56 &+ 0.14 | 175.01 £ 0.14 | 174.67 + 0.07
Q* = M2, + P%? | 174.77 £ 0.05 | 174.52 + 0.14 | 174.95 £ 0.14 | 174.71 £+ 0.07
Q* = M2, /4 174.73 £ 0.05 | 174.55 £ 0.14 | 174.17 £ 0.14 | 174.76 £ 0.07
Q* = M2, 174.78 £ 0.06 | 174.48 + 0.14 | 174.59 + 0.14 | 174.70 + 0.07
% 0.03 £0.04 | 0.04 +0.10 0.42 + 0.10 0.05 + 0.05

Table 10.7: Top mass results in pseudo-experiments assuming different Q? for Wbb background
process in the construction of background template.

For the Otag background, we estimate the uncertainty by varying the Q? for Monte Carlo
samples with different Q? and and the parton multiplicity. We used VECBOS W + 3parton
(with hadronization and fragmentation by HERWIG, the basic function of this Monte Carlo
generator is the same as ALPGEN) sample for the the comparison of different Q2. On the other
hand, we used ALPGEN W + 3partons and W + 4partons samples for the comparison of Monte
Carlo samples with different parton multiplicities. The shift in the measured top quark mass in
pseudo-experiments due to each variation in the Monte Carlo modeling is added in quadrature
and we obtained the total uncertainty due to this source (summarized in Table 10.8).

Although we independently estimate the uncertainty due to the background shape mod-

eling of 0 tag and tagged samples, we included all the channels in the tables. We observe
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condition combined 0 tag 1 tag 2 tag
(Q* =miy) — (Q* =< ptjer >?) | -0.11 £ 0.08 | -1.02 £ 0.22 | 0.07 £ 0.19 | -0.04 £ 0.10
parton multiplicity 0.62 £ 0.08 | 2.62 +£0.21 | 0.25 £+ 0.19 | 0.14 £ 0.10
total 0.63 £0.11 | 2.81 £0.30 | 0.26 £ 0.27 | 0.15 £ 0.14

Table 10.8: Top mass shift due to different 0 tag background templates.

zero-consistent shifts in measured top mass in the channels irrelevant to the variation in the
background templates as expected. Quadratically adding the results from Tables 10.6, 10.7 and
10.8 we obtained the total estimated systematic uncertainty due to the background shape as

summarized in Table 10.9.

combined 0 tag 1 tag 2 tag
bkgd shape total | 0.68 &+ 0.13 | 2.82 £ 0.35 | 1.84 £ 0.32 | 0.17 £ 0.16

Table 10.9: Total uncertainty due to background shape modeling.

10.8 b-Tagging Scale Factor

We only discuss uncertainty due to the scale factors of SECVTX and Jet Probability since mistag
uncertainties were already discussed in the Subsection 6.2.1. We usually apply the nominal
data-to-Monte Carlo scale factor for absolute value of of the b-tagging efficiency in our study.
However, the scale factor measurement comes with an uncertainty, and we have to consider the
+10 variation of the scale factor. At the same time, there is no reason to not consider the
possible E%et dependence of the scale factor.

The scale factors of the b-taggers [56, 44] were measured to be 0.82 +0.06 for SECVTX and
0.820 +0.095 for Jet Probability. The E7T dependence corresponding to 10 were found to be :

SECVTX (+10) : 0.81+0.0011 x (Er — 25 GeV) (10.1)
SECVTX (~10) : 0.81 —0.0003 x (Er — 25 GeV) (10.2)
Jet Probability (+10) 0.820 4 0.0012 x (Ep — 20 GeV) (10.3)
Jet Probability (—10) 0.820 — 0.0007 x (Ep — 20 GeV) (10.4)

Since we use two different b-tagging algorithms in our analysis, we have to consider the
scale factors for both, taking into account the correlation between these two taggers. However,
no study on such correlation has been performed yet, and we consider extreme cases : (1)
no correlation at all, (2) 100 % positive correlation and (3) 100% negative correlation. The

estimation must be a safe one by taking these extreme cases.
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Nine combinations of the following are tested for the absolute value and the Er dependence of
the scale factors: SECVTX (+, 0, —) and Jet Probability (+, 0, —), where “£”and 0 each denote
the £1¢ variation and the nominal value for the scale factor. The scale factor is considered into
the signal mass template by randomly rejecting a fraction of b-tags of jets in the Monte Carlo
studies. By changing such fraction of rejection, we compose templates for varied scale factors.

Tables 10.10 and 10.11 summarizes the pseudo-experiment results for nine combinations of
Half

the maximum difference among the nine cases is taken as the uncertainty. The uncertainties

varied scale factor conditions for the absolute value and Er dependence, respectively.

due to the absolute value and E7 dependence were added in quadrature to estimate the total
uncertainty due to the b-tagging scale factor (Table 10.12).

SECVTX | Jet Probability combined 0 tag 1 tag 2 tag
0 0 174.67 + 0.06 | 175.27 £ 0.15 | 174.50 £ 0.14 | 174.42 + 0.07
0 — 174.60 & 0.06 | 175.16 £ 0.15 | 174.43 £ 0.13 | 174.59 £ 0.07
0 + 174.57 + 0.06 | 175.11 £ 0.15 | 174.73 + 0.14 | 174.32 £ 0.07
— 0 174.62 + 0.06 | 174.82 £ 0.15 | 174.83 + 0.14 | 174.50 £ 0.07
- - 174.73 + 0.06 | 174.98 £ 0.15 | 174.65 £ 0.14 | 174.72 + 0.07
- + 174.54 + 0.06 | 174.95 £+ 0.15 | 174.69 + 0.14 | 174.45 + 0.07
+ 0 174.59 + 0.06 | 175.04 £ 0.15 | 174.56 £ 0.14 | 174.53 £ 0.07
+ - 174.87 £ 0.06 | 175.12 £ 0.15 | 174.57 £ 0.14 | 174.75 £ 0.07
+ + 174.80 + 0.06 | 175.13 £ 0.15 | 174.79 £+ 0.14 | 174.62 £+ 0.07
M 0.17 £ 0.05 0.22 £ 0.11 0.20 + 0.10 0.20 + 0.05

Table 10.10: Top mass measured in pseudo-experiments supposing nine different combination
of varied absolute values of scale factors for the SECVTX and Jet Probability.

10.9 Summary of the Systematic Uncertainties

Table 10.13 summarizes the systematic uncertainty due to each source estimated in this chapter.
The total systematic uncertainty is obtained by adding all sub-categories in quadrature. The
systematic uncertainty in 2 tag sample measurement is smaller than those of the 1 or 0 tag.
This is considered to be due to the fact that the reconstruction of 2 tag events does not get as
much affected as the other channels in such a way that a correctly reconstructed event turns to

be combinatorial background with a varied jet energy correction.
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SECVTX | Jet Probability combined 0 tag 1 tag 2 tag
0 0 174.67 £ 0.06 | 175.27 £ 0.15 | 174.50 £ 0.14 | 174.42 + 0.07
0 - 174.53 £ 0.06 | 174.94 £+ 0.15 | 174.56 £+ 0.13 | 174.26 + 0.07
0 + 174.73 £ 0.06 | 175.19 £ 0.15 | 174.83 £+ 0.14 | 174.45 + 0.07
— 0 174.54 + 0.06 | 175.32 £ 0.15 | 174.36 + 0.14 | 174.39 + 0.07
— — 174.49 4+ 0.06 | 175.17 £ 0.15 | 174.34 + 0.13 | 174.45 £+ 0.07
- + 174.61 £ 0.06 | 175.08 £ 0.15 | 174.60 £ 0.13 | 174.47 + 0.07
+ 0 174.69 £+ 0.06 | 174.98 £ 0.15 | 174.45 £+ 0.14 | 174.47 £+ 0.07
+ — 174.65 £ 0.06 | 175.09 £ 0.15 | 174.91 + 0.14 | 174.62 + 0.07
+ + 174.64 4+ 0.06 | 175.18 £ 0.15 | 174.67 + 0.14 | 174.50 £ 0.07
% 0.10 £ 0.04 0.19 + 0.11 0.25 + 0.10 0.18 + 0.05
Table 10.11: Top mass measured in pseudo-experiments supposing nine different combination

of varied Er dependence of scale factors for the SECVTX and Jet Probability.

combined 0 tag 1 tag 2 tag
absolute value | 0.17 £ 0.05 | 0.22 + 0.11 | 0.20 £ 0.10 | 0.20 &+ 0.05
FEp dependence | 0.10 £ 0.04 | 0.19 £ 0.11 | 0.25 £ 0.10 | 0.18 + 0.05
total 0.20 £ 0.07 | 0.29 £ 0.15 | 0.32 =+ 0.14 | 0.27 + 0.07

Table 10.12: Top mass shift on b-tag scale factor variations.

systematic combined 0 tag 1 tag 2 tag
ISR 0.61 £ 0.09 | 0.95 &£ 0.21 | 1.00 £ 0.19 | 0.69 £ 0.11
FSR 1.00 £ 0.08 | 1.02 + 0.21 | 1.30 £ 0.20 | 1.20 £ 0.11
pdf 0.19 &£ 0.12 | 0.55 = 0.26 | 0.37 &= 0.23 | 0.15 + 0.13
b-tagging 0.20 £ 0.07 | 0.29 £ 0.15 | 0.32 £+ 0.14 | 0.27 £ 0.07
bkgd shape total | 0.68 = 0.13 | 2.82 £ 0.35 | 1.84 £ 0.32 | 0.17 £ 0.16
jet resolution 0.71 £ 0.10 | 1.33 £0.21 | 0.20 + 0.11 | 0.54 £ 0.11
jet energy scale | 6.37 £ 0.11 | 8.32 + 0.30 | 6.56 + 0.28 | 5.56 £ 0.14
generator 0.11 £ 0.08 | 0.47 = 0.20 | 0.52 = 0.19 | 0.03 £ 0.10
total 6.56 £ 0.28 | 9.03 £ 0.69 | 7.06 £ 0.61 | 5.77 + 0.34

Table 10.13: The summary of the systematic uncertainties. We assume these are uncorrelated.
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Chapter 11

Results and Discussions

In this chapter we finally analyze the data obtained in the CDF Run II experiment and measure
the mass of the top quark using the technique described in the preceding chapters. The integrated

luminosity corresponding to the data used in this analysis is :
e 162 pb! for 1 and 2 tag samples.

e 193 pb~! for 0 tag samples.

11.1 Candidate Events

We describe the candidate events found in the data in this section.

Thirty-eight events were selected with at least one SECVTX tagged jet with the kinematic
requirements. Seventeen events were found to have another b-tagged jet. Six out of seventeen
were rejected by the x? cut, and no events were failed due to the mjj cut. Six events which
unsatisfied the x? cut were fed back to the 1 tag sample selection criteria. Table 11.1 shows
the details of the remaining eleven events which satisfied all cuts and were used in the mass
measurement in the 2 tag sample. Summarized in this table are the run number and event
number in the CDF Run II experiment, the type of lepton (CEM : electron, CMUP : muon with
|n] < 0.6, CMX : muon with 0.6 < |n| < 1.0), Pr of the lepton, Zr, E7 of the leading four jets,
x? and the reconstructed mass m; and the invariant mass of the two light flavor jets. Table 11.2
summarizes the six events rejected by the x? cut.

Twenty-six events were found to fulfill the kinematic and tagging conditions of 1 tag sample,
including the six events which failed the x? cut of the 2 tag sample selection. Nine out of the
twenty-six events were rejected by the x? cut, and seventeen events were selected to be used
in the top mass measurement in 1 tag sample. Table 11.3 shows the details of the remaining
seventeen single tagged events which satisfied all cuts and were used in the mass measurement

as well as the nine events rejected by the x2 cut.
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run event | nj l P} Er Ei! EJ? E%? E | me My
GeV  GeV GeV GeV GeV GeV GeV  GeV

CEM | 98.7 316 485 4417 4035 11.7 | 49 1326 721
CMUP | 544 371 | 101.87 71.0 57457 37.2 | 04 176.8 85.7
CEM | 318 315 | 12647 63.75/ 39.2 25.1 | 5.0 154.0 66.8
CEM | 304 115.1 122.3 31.5 189° 1717 | 0.8 1316 89.8
CEM | 529 317 82.9 65.657 35.457 13.5 | 0.3 169.9 78.3
CMUP | 431 299 71.37  61.95 51.9 18,57 | 0.1 178.6 84.6
CMUP | 371 629 | 129.457 98.0 66.27 56.1 | 0.7 177.1 75.2
CEM | 522 517 | 106.57 65.6 46.057 329 | 1.5 2646 91.7
CMUP | 80.2 345 | 100.67 55.7 31.7 26457 | 64 1923 624
CMUP | 39.7 50.1 | 84.157 81.65/ 43.4 33.1 | 5.6 247.0 615
CEM | 111.2 294 103.4  53.057 49.3 2437 | 0.6 184.6 75.0

144674 1782954 | 3.
153693 799494
153694 1694029
154175 1630925
155145 132579 | 3
160437 280173
161788 361577
162986 1538897
163012 2249546
166567 11615607
166614 804529

S O N N SN U (O N NGy S

Table 11.1: The eleven events in 2 tag sample used in the measurement of the top quark mass.
Jets with their Er values tagged with © are SECVTX tagged and with 7 are tagged by Jet
Probability. The jet Er shown here are after the generic correction at level 5.

run event | mj 1 pl Er E3} E3? EZ  Elf x> me My
GeV  GeV GeV GeV GeV  GeV GeV  GeV
148153 6088 | 3.5 CEM 54.9 48.2 71.9° 49.47 19.2 9.4 26.1 177.1 419

156116 6116596 4 CEM | 253 28.2 | 74557 57157  36.67 29.3 | 366.8 231.7 20.7
160591 894406 4 CMUP | 114.8 1105 | 156.47 70.357 614 17.6 9.6 2322 925
165314 1155563 | 3.5 CMUP | 28.8 12.6 | 56.3 22.85/ 20.7 104 | 18.6 149.4 43.2
167139 1191211 4 CMX | 312 635 | 625% 4237 4025/ 236 | 136 175.0 564
167551 7969376 4 CEM | 772 549 | 79.6°7 5047 31757 250 | 1736 278.0 40.9

Table 11.2: The six events rejected by the x? cut in the 2 tag sample selection.

Forty-two events survived our kinematic cuts for the no-tag selection criteria, including the
E# > 21GeV. Table 11.4 summarizes the properties of these events. Two of these events
were rejected at our x? cut, which are shown at the bottom of this table. Remaining forty
events are used as 0 tag sample and are used for the mass measurement. There are two events
which has SECVTX tags in this 0 tag sample. The operation condition of the silicon detector was
considered not sufficient enough in the data taking of these two events, and these events were

not categorized into 1 tag sample.

11.2 Di-jet mass mj; for the Selected 2 Tag Events

Before measuring the mass of the top quark, it would be interesting to assure that the hadroni-

cally decaying W boson is reconstructed as expected. We reconstruct the mass of the W boson
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by calculating the invariant mass of the two jets assigned to the light flavor partons in the y?
fitter using the events in the 2 tag sample. Energies of the jets after the all the correction (in-
cluding top-specific correction) are used in the calculation of the invariant mass. We show the
invariant mass before and after the x? cut in Figure 11.1, with sixteen and eleven events fulfilling
the 2 tag sample selection at each stage, respectively. In the figure, distributions obtained using
tf Monte Carlo sample with the top mass input of 175 GeV/c? are shown for comparison. The

histograms of the Monte Carlo events are scaled so that the areas equal to those of data. The

[ Invariant mass of hadronic W] Entries 171 [ Invariant mass of hadronicW | Entries 11
Mean 66.99 Mean 76.65
«— 8c | RMs 2016 ~ 8¢ | RMS 10.02
§ 7E.CDFRun Il Preliminary § 7E.CDFRun Il Preliminary
[] E [] E
© et |:|tf MC © et |:|tf MC
o) £ o) £
-~ 5k 1 -~ 5k 1
2 E — 162 pb " data 2 E — 162 pb " data
c /= c /=
[} E [ E
> E > E
2k 2c
i i
ot . o] NI Ll
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
m; (GeVic?) m; (GeVic?)

Figure 11.1: Invariant mass of the two light flavor jets before (left) and after (right) the 2

cut. Histograms show the Monte Carlo distribution (m; = 175 GeV /c?) while the crosses show
the data.

large tails of the distribution before the x? cut are due to the wrong combination as well as the
initial/final gluon radiation. We can clearly see the effect of the x? cut in the figure. These plots
show that the properties of our selected candidates are well consistent with the description of t
events in the Standard Model.

11.3 Results of the Likelihood Fit

Using the selected sixty-eight events the likelihood fit was performed to measure the mass
of the top quark. Measurement with the 2 tag sample results in the mass the top quark of
180.9 81 GeVc?, the 1 tag sample yields 132.8 T23* GeV/c?, and the 0 tag sample gives
176.4 9:2 GeV/c?. The combined likelihood fit of these three channels results in 177.2 733 GeV /c2.
Figure 11.2 shows the reconstructed mass distribution of each sample along with the best fit
result, as well as the likelihood curve used in extracting the mass of the top quark.

We also tried a likelihood fit to each sample without the constraint on the number of back-
ground events. We can obtain another result on the mass of the top quark that is independent
of the estimation of the number of background events by performing this fit. This serves as

a crosscheck of our result of the likelihood fit with the background constraint. The fit was
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Figure 11.2: Result of the likelihood fit to the data sample for 0 tag (top-left), 1 tag (top-right),
2 tag (bottom-left) and the combined fit of these three channels (bottom-right). The histogram
shows the reconstructed mass of the data events for each sample. The distribution shape and
the background contribution corresponding to the best fit are shown in lines. In the top-right
box of each plot is the likelihood curve used in the measurement of the mass of the top quark.
For the combined fit, we only show the likelihood curve.
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performed without the Ly, term in 7.1 :
L = Lypape (11.1)

The fit mass of the top quark is : 181.9 fg:i GeV/c? for 2 tag sample, 132.6 fgﬁf GeV/c? for 1
tag sample and 176.1 i’g:% GeV/c? for 0 tag sample. The combined fit of these three channels is
179.4 20 GeV/c?, with the background fraction for 1 tag channel of 100%. Figure 11.3 shows

the result of this fit.
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Figure 11.3: Result of the likelihood fit to the data sample for 0 tag (top-left), 1 tag (top-
right), 2 tag (bottom-left) and the combined fit of these three channels (bottom-right). The
background constraint is turned off. The histogram shows the reconstructed mass of the data
events for each sample. The distribution shape and the background contribution corresponding
to the best fit are shown in lines. In the top-right box of each plot is the likelihood curve used in
the measurement of the mass of the top quark. For the combined fit, we only show the likelihood
curve.

Summarized in Table 11.5 are the results of the likelihood fit both with and without the
background constraint. The results between the two likelihood fits are consistent for each sample,
except for the background fraction of 1 tag sample in the combined fit. In fact, the top quark

mass measured in the 1 tag sample in both constrained and unconstrained fit is much smaller
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than those in other samples. This is clearly due to the fact that the reconstructed masses of the
1 tag events are distributed in lower mass regions than any other channel. We will consider this
further in Section 11.5.

11.4 Check of the Result with Pseudo-Experiments

The validity of the center value for the top quark mass measured in the previous section can not
be checked by any results based on Monte Carlo studies. The Monte Carlo studies rather take
the top quark mass as the input, which has no presumed value. The behavior of the statistical
error, on the other hand, can be studied as a function of the top quark mass in the Monte Carlo
studies. We can compare the statistical error of the measurement in data to the distribution
obtained in pseudo-experiments.

We use a set of pseudo-experiments assuming a top quark mass 175 GeV/c?, which is close
to our measured center value in the combined channel (177.2 GeV/c?). The distribution of the
upper and lower statistical errors estimated in likelihood fit is shown in Figures 11.4, 11.5, 11.6
and 11.7 for 0, 1, 2 tag sample and combined fit, respectively. The arrow in the plot indicates

the estimated statistical error on the data measurement.
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Figure 11.4: Distribution of the upper and lower statistical errors on top quark mass for 0 tag
sample measurement obtained in 1000 pseudo-experiments assuming top mass of 175 GeV/c?.

The arrow indicates the value in data measurement.

The distribution of the pseudo-experiments in these figures can be interpreted as the proba-
bility distribution of the upper and lower statistical errors. The statistical errors of the 0 and 2
tag samples and the combined fit are reasonable because they are all within the probable regions.
On the other hand, the upper error for the 1 tag sample measurement is unexpectedly large. In
fact, 954 out of the 1000 pseudo experiments had the estimated upper statistical error smaller
than that of the measurement in data. This means that we are statistically unlucky concerning

the 1 tag sample. One possibility could be a concentration of the W+3.5jets events in low mass
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Figure 11.5: Distribution of the upper and lower statistical errors on top quark mass for 1 tag
sample measurement obtained in 1000 pseudo-experiments assuming top mass of 175 GeV/c2.

The arrow indicates the value in data measurement.

region as shown in next section.

11.5 Investigation into the 1 Tag Sample

As one can see in Table 11.3, the reconstructed masses of the 3.5 jet events in the 1 tag sample
are concentrated in low mass region. It would be interesting to know whether these events are
responsible for the unexpectedly low value of the top quark mass measured in the 1 tag sample,
although the results described in Section 11.3 stays our nominal results.

We try an alternative likelihood fit only with the 4 jet events in the tagged samples. The
results are shown in Figure 11.8. The 0 tag sample is exactly the same as in Section 11.3. The

1 tag sample provide the fit mass of 171.6 *]7s GeV/c? with ten candidate events, and the 2

tag sample gives 183.6 fg:? GeV/c? using nine candidate events. The combined likelihood fit of

the three samples provides 180.3 i’i:g GeV/c2.

11.6 Scale Factor for the Statistic Errors

As described in Chapter 9, the width of our pull distribution is not consistent with 1. This
suggests that the statistical error calculated in the likelihood fit might be an underestimate.
Therefore, we introduce a scale factor for the statistical error in order to obtain a correct
statistical error. We define the scale factor so that the fraction of the pseudo-experiments which
have the input top mass within the statistical errors around the output center values becomes
68%. We use the set of 1000 pseudo-experiments assuming the top quark mass of 175 GeV/c?,
which was used in Section 11.4.

The scale factors were found to be 1.043 and 1.019 for the 2 tag sample and the combined
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Figure 11.6: Distribution of the upper and lower statistical errors on top quark mass for 2 tag
sample measurement obtained in 1000 pseudo-experiments assuming top mass of 175 GeV /c?.

The arrow indicates the value in data measurement.

fit, respectively. Applying these scale factors, our fit results are 180.9 T8 (stat) GeV/c? for 2
tag sample and 177.2 172 (stat) GeV/c? for the combined fit.
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The arrow indicates the value in data measurement.
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run event | n; 1 Y Er E}} E? EF  E X’ my  mjj
GeV  GeV GeV GeV GeV  GeV GeV  GeV

141597 1353293 | 3.5 CMUP | 51.2  30.9 544 42.957 35.8 13.2 3.4 135.2 110.7
145036 245760 4 CMUP | 282 674 | 101.9° 67.5 209 18.7 53 1759  58.8
148153 6088 | 3.5 CEM | 549 482 71.95 494’ 19.2 9.4 0.3 1443 805
149387 2551061 | 3.5 CEM | 66.8 29.7 | 37.95/ 28.9 17.2 8.8 4.2 1220 58.8
152266 3554 4 CMUP | 306 40.2 67.2 45.857 19.8  16.2 0.6 153.6 89.4
153738 2083102 4 CEM | 230 67.2 | 107.05/ 63.2 57.9 24.8 2.6 216.8 105.1
155345 3194866 | 3.5 CEM | 264 619 | 46.357 45.4 16.2 8.9 3.8 1229 109.4
160153 1270879 4 CEM | 932 521 92.5  53.25 28.9 19.4 0.2 170.2  84.7
161379 494836 4 CEM | 1554  29.7 102.8 406 3235  16.3 1.3 152.8 78.8
161633 1571961 4 CEM | 486  36.8 100.5 54.5%7 26.3  16.0 2.6 1345 100.8
162423 261933 4 CEM | 733 305 | 40.05/ 31.2 31.1  16.6 09 1296 734
162519 931923 | 3.5 CMX | 72.6 338 | 489/ 24.9 183 129 3.3 131.1  63.3
162631 7109631 4 CMX | 845 223 76.1 38.8 20.057 154 45 169.8  99.3
164274 2932602 | 3.5 CMUP | 77.6 24.2 | 37.95/ 32.4 26.4  10.8 1.3 1486  95.1
164819 2297394 4 CEM | 315 468 40.9 39.357 17.6  15.7 0.7 159.2  90.3
165314 1155563 | 3.5 CMUP | 28.8 12.6 56.37 22.857 20.7 10.4 1.0 1264  92.6
166007 498553 4 CEM | 447 527 | 7015/ 61.1 58.0 15.2 2.9 1905 109.6
155320 480816 4 CEM | 99.4 281 | 54.157 34.0 21.0 17.6 | 41.6 1462  39.1
156116 6116596 4 CEM | 253 282 | 74557 57157 3667 29.3|366.8 231.7 20.7
160591 894406 4 CMUP | 1148 1105 | 156.47 70.357 61.4 17.6 9.6 2322 925
161013 111162 4 CEM | 786 719 | 109.65/ 99.5 224 20.0 9.6 172.6 137.3
161678 5912849 4 CEM | 276  54.7 | 102.957 80.0 405 27.1 | 10.3 200.0 128.1
165313 1770456 | 3.5 CMUP | 112.0  22.9 | 102.757 22.7 15.2  13.4 | 209 137.8  43.7
166805 2534588 4 CMUP | 59.1 56.8 | 131.1° 37.1 29.1 221 | 136 1721 74.1
167139 1191211 4 CMX | 31.2 635 | 625 4237 40257 236 | 136 175.0 56.4
167551 7969376 4 CEM | 772 549 | 79.657 5047 31757 250 | 173.6 278.0 409
Table 11.3: The twenty-six events are selected as 1 tagged candidates, including the events

rejected in 2 tag event selection. Nine events shown in the bottom failed to pass the x? cut.
Remaining seventeen events are to be used in the mass measurement for the 1 tag sample. Jets
with their E7’s tagged with © are SECVTX tagged and with 7 are Jet Probability tagged. The
jet Er shown here are after the generic correction at level 5.
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pt Br Ej  Ef Ef B} | X me myj
GeV  GeV GeV  GeV GeV GeV GeV GeV
CEM | 468 31.1 498 40.1 281 263 | 04 1423 743
CMUP | 361 303 63.6 33.8 334 219 | 01 1453 793
CEM | 402 620 445 285 281 261 | 0.7 1834 799
CEM | 422 111 | 1347 925 720 254 | 0.1 193.6  80.3
CMUP | 495 89.4 | 114.0 343 235 218 | 0.3 170.1  75.9
CEM | 111.3 441 63.8 53.5 525 277 | 3.3 2224  73.2
CEM | 332 692 63.2 33.6 31.7 312 | 0.8 1689 91.0
CEM | 679 256 944 634 323 224 | 05 2102 876
CEM | 393 434 90.0 52.6 36.3 325 | 0.7 2028  90.6
CEM | 384 194 46.9 36.2 305 243 | 01 213.0 773
CEM | 109.2 519 | 89.57 852 4827 450 | 2.1 181.8 723
CEM | 96.0 46.2 52.6  40.9 320 252 | 0.6 167.3 874
CEM | 36.0 46.2 43.0 34.2 271 211 | 01 1521 765
CMUP | 296  30.1 52.5  44.0 343 288 | 4.0 1526 112.6
CEM | 51.8 61.1 95.8 75.5 300 265 | 53 1734  93.1
CEM | 46.7  55.0 451 434 3077 249 | 0.1 1517 819
CEM | 656 128.7 | 149.7 73.8 505 21.8 | 24 2998 75.1
CEM | 415 187 67.5 65.4 51.2 241 | 0.5 187.6 87.6
CEM | 548 70.2| 1032 70.1 4297 337 | 1.8 1471 709
CMX | 80.6 39.9 72.5  52.8 436 263 | 1.5 1699  92.1
CEM | 309 421 48.2  46.5 335 331 | 03 173.8 86.7
CEM | 1547 345 | 1271 51.8 2557 213 | 1.5 1764  90.8
CMUP | 82.0 104 | 1235 82.6 309 266 | 7.2 168.2  98.9
CMUP | 30.3 836 | 100.27 54.7 415 247 | 1.1 1530 89.6
CEM | 57.0 426 60.2 36.5 220 211 | 41 1351  87.7
CMX | 272 313 37.8 356 240 227 | 01 1282 781
CMUP | 419 436 | 59.67 274 263 247 | 05 141.8 876
CMUP | 394 19.1 355 34.1 282 212 | 14 1260 733
CMUP | 73.7 624 73.7 543  51.97 369 | 04 2022 759
CMUP | 489 272 | 1944 77.2 69.7 221 | 49 2861 783
CEM | 208 916 894 53.1 250 250 | 04 256.7 822
CEM | 905 300 | 121.1 244 238 235 | 0.5 189.8 85.8
CMUP | 253  36.0 78.9 418 314 2617 | 06 1602 727
CEM | 472 251 48.8 48.1 315 234 | 3.8 2596 625
CMUP | 459 74.2 78.7 44.0 340 284 | 2.7 1712 727
CEM | 345 350 341 326 244 243 | 1.5 171.1 899
CMUP | 555 416 | 1123 539 441 237 | 48 2929 675
CEM | 318 452 66.3  60.5 31.7 263 | 0.3 146.3  83.9
CEM | 326 462 70.1 648 61457 433 | 0.1 221.0 820
CMUP | 50.8 36.1 46.5 414 39.157 355 | 0.0 1806 784
CMUP | 3323 320.1 99.2 80.2 30.1 220 | 131 1922 107.1
CMUP | 34.0 57.2 | 113.2 47.8 29.1 27.6 | 12.6 167.8 141.1

run event | n;

<
—

144883 693354
151237 191785
152743 881536
153345 1121439
153389 3687166
154452 4848470
156457 13182
160150 217608
160438 628311
160441 1593640
160441 3910866
160594 290458
160988 3755474
161409 259495
161414 68227
161792 391660
161823 141809
162519 907935
162631 10198058
162837 1447297
164110 954852
164819 1242550
164822 901763
165121 9869922
165271 2372808
166063 1026436
166529 4938
166614 440459
166717 2288892
167023 7095000
167325 1861198
167549 208319
167551 3626393
167715 557934
167849 4509595
167977 6961724
168125 398014
168563 2395692
168599 6653973
168889 1456443
148857 462914
151844 2846111

R R R R R R R R R R R R R R R R R R R R R RRE R R R R R R R R R R RRR R RS

Table 11.4:  Forty-two events survived our kinematic cuts for the 0 tag selection criteria,
including the E%f1 > 21 GeV. Two of these events were rejected at our x? cut, which are shown
at the bottom of this table . Remaining forty events are used as 0 tag sample and are used for
the mass measurement. 133



for Otag sample | for 1tag sample | for 2tag sample | for combined sample
constraint Best fit 176.4 +93 132.8 254 180.9 T61 177.2 48
input bkgd frac. 0.61 £+ 0.18 0.38 + 0.07 0.025 +0.018 —
output bkgd frac. 0.57 + 0.16 0.38 + 0.32 0.031 £ 0.015 0.57 £ 0.16 (0tag)
0.41 + 0.07 (1tag)
0.026 + 0.005 (2tag)
unconstrained Best fit 176.1 &1 132.6 1242 181.9 71 179.4 34
output bkgd frac. 0.39 + 0.32 0.41 £+ 0.41 0.27 + 0.30 0.42+ 0.31(0tag)
1 - at limit (1tag)
0.26 + 0.30 (2tag)

Table 11.5: Summary of the likelihood fit with and without constraint on the number of back-
ground events. The measured top quark mass and the background fraction is shown for each
likelihood fit. The input background fraction is also shown for the fit with the background

constraint.
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Figure 11.9: The percentage of the pseudo-experiments which have the input top mass within

the statistical errors around the output center values (on the vertical axis). The scale factor
applied to the statistical error from the likelihood fit is plotted on the horizontal axis. Left plot
is for the 2 tag sample and the right plot is for the combined fit.
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Chapter 12

Conclusion

The top quark mass was measured in the lepton + jets decay of ¢t creation events in p — p
collisions at /s = 1.96 TeV. The data was taken with the Collider Detector at Fermilab (CDF)
in Run II. We subdivided the candidate events into three categories due to the number of b-
tagged jets in the event : 0, 1 and 2 tag samples. Two different b-tagging algorithms were used
in our analysis : SECVTX algorithm and Jet Probability algorithm. We optimized the cut
threshold in the Jet Probability algorithm in order to minimize statistical uncertainty on the
top quark mass measured in the combined fit of the three samples. As a result, we reduced the
statistical uncertainty on the combined top mass measurement by 5%.

We used data collected with CDF detector from March 2002 through August 2003. The

integrated luminosity corresponding to the data used in this analysis was :
e 162 pb~! for 1 and 2 tag samples.
e 193 pb~! for 0 tag sample.

We found eleven, seventeen and forty ¢t candidate events in 2, 1 and 0 tag sample, respectively.
We measured the mass of the top quark to be 180.9 T85 (stat) =+ 5.8 (syst) GeV/c? using the
eleven candidates in the 2 tag sample, and 177.2 32 (stat) + 6.6 (syst) GeV/c? by combining
the three samples.

The CDF experiment using the Tevatron Run IT has been eagerly studying the properties of
the top quark, and other analysis methods have also been explored for the measurement of the top
quark mass. Summarized in Figure 12.1 are the results from different analyses so far presented
by the CDF Run IT Collaboration. Study on combining results of different measurement methods
have not been performed yet for these Run II results. The combined measurements by CDF and
DO Collaborations as well as the combined result of these two collaborations obtained in Run I

are also shown in this figure.
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Figure 12.1: Results of top quark mass measurements using different analysis methods at CDF

Run II. The result presented in this dissertation is referred to as M eco-
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