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A MEASUREMENT OF THE MASS OF 

THE TOP QUARK IN THE DI-LEPTON CHANNELS 

USING THE D0 DETECTOR AT FERMILAB 

(Order No. 

SAROSH NOSHIR FATAKIA 

BosLon University Graduate School of Arts and Sciences, 2005 

.Vlajor Profe::;::;or: Ulrich Heinty;) A:;sociate Profes:;or of Phy::;ics 

ABSTRACT 

T11is dissertation describes a mea::;urernent of the mass of the top quark u:;ing 

events consistent with the hypothesis t[-----+ blF+ blF- -----+ b[+v bl-D: vd1ere (Z = e) 

p,). The events arc obtained from nearly 230 pb- 1 of pp collision data collected by 

the D(i) experiment between 2002 and 2004 during Run II. In this decay channel t';v'o 

neutrinos remain undetected. Extraction of the mass of the top quark by kinematic 

reconstruction is not possible because the event i::; urnler-con::;trained. Therefore, a 

dynamical likelihood method is developed to obtain the mass of the top quark. The 

mass of Lop quark obtained from the candidate events selected in the di-electron 

channel and the ep channel is: 

154.1 :+:t~:~ (stat.) ±6.6 (syst.) GcV. 
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Chapter 1 

Introduction 

Most objects have atoms as their structural and functional unit. This was estab-

lishecl by Dalton[l] back in the early nineteenth century. Dy the 19'.ZOs experiments 

performed inclepcndcntly by Ruthcrford[2L Bohr[3L Geiger along with Marnden[1l], 

Chadwick[5] and others[6] helped establish that atoms have sub-structure. Atomic 

electrons orbit the nucleus, whose constituents are protons and neutrons. The above 

me11Lio11ecl experiments were performed by clirccLing a beam of energetic charged par-

tides ( e.q. alpha particles, and beta particles) called the projectile, onto a target. 

The interaction of the projectile particles with the target caused the former to scatter 

in different directions. J\ particle detector was placed around the target' to measure 

the projectile's scattering angle. In these experiments an energetic stream of alpha 

particles (from a radioactive material) was used to 'probe' the atoms2
. Since that 

era, the particle physicist's quest has been to learn about the fundamental building 

blocks of maLkr and Lhcir inLernctions. 

The :,;cience of elementary particle physics helped us formulate a complete un-

1 These target at.(n118 (e.g. ~l\n) \Vere rnnch n1ore n1assivP corn pared to the projectile 
2 1'he ·wave particle duality[7] \Vas kn()\Vll by then. 

1 
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derstanding of the alom and ils constiluenls. This science Look a giant leap fon111axd 

with the invention of the particle accelerator[8]. A contemporary particle acceler­

ator is a machine which generates and a.ecclerates particles to rc:lalivisLic speeds. 

Although ''re can now read1 nmcl1 higl1er energies than before: the strategy to probe 

by bombarding elementary particles remains the same. For the experiment relevant 

to this dissertation, the distance scale probed is nearly 10-10 meters. Collisions at 

such extreme energies are sufficient to cause interactions among the constituents of 

lhe prolon and Lhe anti-prolon. 

1.1 The frontier of particle physics 

The Standard 1fodcl (S:\1) [9] of parlic:le physics has stood Lhe Lesl of decades 

of stringent experimental scrutiny. Hmvever, it has not been proved that the S.VI 

is a complcle and self-consistent description of elementary particles[lO]. According 

to the SIVI the top quark is one of the fundamental building blocks of matter. Tl1e 

value of the mass of the top quark is one issue that the S~1 does not address. This 

value is a free parameter of the model. It is established experimentally. 

Fermilab i::; the only place in the world 'vhere one can study top quarks until the 

Large Hadron Collider comes up at CER)J. AL Ferrnilab, the collisions beL\vecn a 

proton and an anti-proton are used to generate a pair of top and anti-top quarks. 

The first phase of the experimental program (Run I) began nearly fifteen years ago 

and the progran1 cuhninated in the discovery of the top quark[l 1 L as well as a precise 

measurement of its mass at nearly 180 Ge V with an uncertainty of about 5 Ge V[l2]. 

A second phase (Run II) in the experimental program began nearly four years ago, 

in ::;pring 2001. The prime objective of the current program ir:i the an::;wer to the 
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qucslion: docs the SIVI Higgs boson exist? \Ve hope to answer this question here at 

the Tevatron. A measurement of the mas::; of the top quark to a greater precitiion 

lhan \vhal was achieved in Run I is anolhcr imporlant objective for Run II. In lhc 

context of the Sl\il, a 1nore preci::;e rneasurernent of the nms::; of the top quark will 

allow us to indirectly constrain the mass of the Higgs boson better than before3 . 

This thesis is among the first few to present measurements of the mass of the top 

quark at the Tevatron in Run II. 

Currcnlly, at. lhc Tevalron lhc mass of the lop quark is measured from the decay 

of the top and anti-top quark pairs. The decay of these pairs can be via tliree 

principal modes. One of these modes is the di-lepton channel. In this channel, the 

final-state of the top and anti-top decay has two charged leptons4 . Thi::; di::;sertation 

describes a measurement of the ma.ss of the top quark using events consistent \Vith 

the S:\-1 hypothesis that the top and anti-top quark decay via the di-lepton channel. 

1.2 An outline of the dissertation 

The layout of this thesis is outlined below. The next chapter, Chapter 2 introduces 

the theoretical framework needed to interpret the results to follmv. The consequences 

of t.he measurement of the mass of t.he top quark in the context of the SIVI arc 

illustrated in Chapter 3. Chapter 4 is devoted to the de:;cription of the Tevatron 

collider and the D0 detector at Fermilab. In Chapter 5 the tools based on computing 

re::;ources a.nd their applications in genera.ting simulated events are outlined. The 

systematic and careful procedure of selecting candidate events from a large data 

3 This will be discussed later in Chapter 2. 
4 An electron or a muon is only considered. The tau lepton decays before it interacts \Vith the 

detector. 
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sd is described in Chaplcr 6. Chaplcr 7 illuslrnlcs Lhc basic principles used in 

calibrating the kinematic quantities which are of interest in this ana.ly:sis. The 

met.hod of cxlrncling the mass of the Lop quark is described in Chaplcr 8. The 

analysis algorithm is applied to nmnerous sinrnlated events for self consistency tests. 

Then the ma..c.;s of the top quark is mea..c.;ured using the selected candidate events. 

The statistical and systematic uncertainties associated \Vith the measurement arc 

di8cu8sed. A comparison with other measurements is discussed in Chapter 9, along 

with the t.hc implications of a precision measurement for Run II. Conclusions and 

the outlook for the future are presented in Chapter 10. 

For the completion of this dissertation my personal contribution \Vere manifold. 

They range from harchvare effort:s. :-;ofhvare development and data analysis. \Vith 

regards to this dissertation I \Vas involved in establishing the out-of-cone showering 

corrections for jets. For the first time in Run II, the average corrections to jct 11-

vectorn \Vere established to represent the parton 4-vectors. A dynamical likelihood 

filling algorillnn was designed and implemented for analysis of dala as \Vell as sim­

ulated events. All these tasks were accomplished for this di:ssertation. A summary 

of some personal efforts during my Ph.D. program are highlighted in Appendix I3. 

This has been a 1vonderful and an enjoyable collaborative venture. 

1.3 Conventions and terminology 

In this dissertaticm; unles8 otherwi:-;e stated, the units used to represent tl1e energy 

of the fundamental particles is in GeV. Following a common convention, the speed 

of light in vacuum ( c) is set to a dimensionless value of unity. Therefore, the units 

used to represent the momentum and IllclliS of fundamental particle8 are Ge V. 
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In this dissertation, the uncertainly in the statistic generally dcnolcs the uncer­

tainty in the mean measurement within rv 68% confidence limit. 



Chapter 2 

Theoretical Context 

This chapter addresses some theoretical issnes relevant to the phenomenology 

of the top quark. Some of its properties, which include the procluction aml decay 

modes, arc discussed in the context of the Standard Model (SM), 

2.1 Synopsis of the Standard Model of particle 

physics 

The mathematical framework which describes the dynamics of the elementary 

particles is the SIVl[9], The constituent:; of this model are a:,;sumed to be point-like 

particles, 

Accorcling to the SM, the fundamental constituents of matter arc fermions, There 

are 3 generations (families) of quarks and leptons (these are fermions), The top 

quark ( t) and the bottom qnark (b) constitute one such generation, The fermions 

interact 'vitl1 one another 'li1:-i. t11e exchange of ga,uge l>osons. T·he gauge l>osons are 

the mediators of the fundamental interactions, The gluon (q) is the mediator of the 

G 
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Particle name mass \'/Cak cm 
class (symbol) 1so-sp1n charge 

(GeV) (e) 

Gauge photon (1) 0 - 0 
Bosons vv+ 80.2 - +1 

z 91.2 - 0 
gluon (g) 0 - 0 
Higgs ? - () 

Quarks down (d) rv 1 X 10-2 -1/ 2 -1/ 3 
(fractional strange (s) rv 2 X 10-l -1/ 2 -1/ 3 

charge botton1 (b) rv 4.5 X lQO -1 / 2 -1 / 3 
fermion) up (u) rv 5 X 10-3 +1 / 2 +2/ 3 

charm (c) rv 1.5 X lQO +1 / 2 +2/ 3 
top ( t) rv 1.8 X 102 +1 / 2 +2/ 3 

Leptons cleclron ( e) rv 5.11 X 10-4 -1/ 2 -1 
(integer muon (µ) rv 1.06 X 10-l -1/ 2 -1 
charge iau (T) rv 1.78 X 10(1 -1/ 2 -1 

fermion) 
Leptons electron neutrino (ue) < 3 x 10-!J +1 / 2 0 
(neutral muon neutrino (uµ) < 1.9 x 10-4 +1 / 2 0 
fermion) tau neutrino (v7 ) < 1.8 x 10-2 +1 / 2 0 

Table 2.1: Some properties of the constituent particles of the SIVI of particle physics. 
Each of the quarks come in 3 color families. The set of S::VI particles is listed here. 

strong interact.ion: the vv± and z bosons mediate the vveak interaction, and tl1e pho-

ton (I) mediates the electromagnetic interaction. The SNI incorporates the physics 

of three of tl1e four fundamental forces, v'iz. the strong force: tl1e weak force and 

the electromagnetic force. Appropriate internal symmetries associated v,rith physical 

observations have been identified and they form the core of the mathematical fornm-

lat.ion of the s::vl. A unitary group U ( 1) , having quantum number Y, represents the 

weak hyper-charge symmetry. The special unitary group SU (2), describes the the 

'left-handed' (L) weak iso-spin interactions. Lastly, the S'U(3) group describes tl1e 

symmetries of the strong interaction, the quantum numbers of which are denoted 
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by C. Collectively Lhis results in a 8U0 (3) x S[h(2) x Uy(l) symmctry[9],[13],[H]. 

However, \Ve knmv from nature that the 8[h(2) x Ur·(l) symmetry is not exact, 

buL is broken sponLancously Lo yield elcclrornagncLic inLcrac:lions represenled bv 

l!p,,1 (1). Tliis is manifest in the varied rnass spectrum of tlie particles. 

The S:\1 succeeds in unifying the electromagnetic and weak interactions into 

a single electro-weak interaction. These interactions come about if one demands 

that the Lagrangian be invariant under 8UL(2) x Uy(l) symmetry. A problem 

lhaL appears is LhaL Lhe nrnss Lerms for lhe gauge bosons and fermions break lhe 

symmetry if added arbitrarily. The Higgs mechanism solves this problem. \Vhen an 

additional potential energy density term is added to the original Lagrangian density 

then the n1ass terms for the vveak gauge bosons and fermions can be acconnnodated 

without breaking the symmetry[14]. The potential energy density term is 

where ¢ is the complex scalar Higgs field. This gives rme to an additional mas­

sive (scalar) particle, the Higgs boson, which interacts with the gauge bosons and 

fennions involved in electro-weak interaction. All fermion masses in the S.VI, includ­

ing that of the t quark, come as free parameters. \Ve can establish these parameters 

experimentally. For a more exhaustive discussion on the S::VI numerous references 

arc indicated hcrc[15]. In the next sub-section the mvI free parameters arc discussed. 
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2.1.1 The free parameters in the Standard Model 

Some of Lhc free parameters of ihe Sl'vI arc the: 

• gauge couplings associated with the three independent gauge groups which 

manifest the vvcak, Uw clccLromagnetic and lhe strong inleraclions, 

• parameters which describe the Higgs potcntiaL 

• Yukawa type couplings betv.reen the Higgs boson and SIVI fermions, 

• CKJ\!I mixing para.meters which rclaLc the weak cigensLatcs lo the strong eigen­

states. 

All Slvl free parameters arc not experimental observables. Pscmlo-paramctcrs arc 

used to re-express the free parameters in terms of experimental observables. The 

scl of pseudo-para.meters relevant lo lhe measuremcnLs in lhe clecLro-wcak sector 

are the: 

• E\1 coupling constant ( ClEAt), 

• strong coupling constant ( 0 8 ), 

• gauge boson masses (2\1w, 1112 ,), 

• Higgs boson mass (mh,), 

• fermion rne:u:lses. 

It is known tliat: except for the mass of the top quark, all other fermion rncIBS 

terms are very small compared to the energy collisions of interest in this thesis. 

Therefore, in interactions involving high momentum transfer (the 4-vcctor of \Vhich 

is denoted by Q) there arc essentially six parameters of interest. They arc the: 



10 

• E:\1 coupling constant, etmvr( Q2 
r:::; 1'1'1), 

• strong coupling constant, 0:8 ( Q2 
r:::; A!~), 

• top quark n1 ass mt. 

For describing the physics of collisions involving high momentum transfers, the pa­

rameter oEAt is most dependent on Lhe mass of the iop quark (ml), from among all 

quarks. Therefore, OFJ!\J is calculated as a function of mt and then added explicitly 

to the five flavor aHM, which is denoted by a~J\!J ( Q2 
r:::; A1'i). This is then taken a.."S an 

input parameter for the SM. Similarly, for calculations involving ahad: contributions 

from the five flavor:; are accounted for by n~~AQ2 
r:::; M~). 

\i\Te now discuss some issues pertaining io ihe Sl\1 which hinted at the existence 

of the t quark before its discovery. 

2.1.2 Evidence for the existence of the top quark 

The discovery of Lhe Lop quark in 1995 at the TevaLron[ll] was noi accidental. 

Before its discovery, experimental results hinting at its existence i,vere available. The 

hints \Vere consistent. with the theory of the SJ\!! as \Nell. This sub-section motivates 

sorne of this indirect evidence. The experirnents were done at energies below tl1e 

threshold for the t quark production. The experimental evidence i,vas based on the 

absence of flavor-changing neuLrnl currents in B meson decays and ihe measurement 

of the weak isospin of the b quark. Furthermore, the absence of triangle anomalies 

provide thcorcLica.l consistency. 
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A. Measurement of B 0 - 13° mixing 

b b b ) ) u,c,t) d 

B" u,c,t u,c,t B" B" B" 

d u,c,t b 

Figure 2.1: Dox cliagram for the 13° ---+ 13° transition. These Feynman diagrams 
illustrate the mixing in the 13 meson sector, and the loop contribution from the t 

quark is clomin:111t since it. is most massive compared Lo 1.he others. 

The 13° and 13° mesons can mix[lG] with each other through the interactions 

represented by the box diagrams in I"igure 2.1. ln order to match experimental data 

involving the level of 13° - 13° mixing it was necessary that the l quark exist, ancl 

that its mass (m1) was constrained to be mt> 45 GeV[17]. It was, however, possible 

to have models in which quarks from lower mass states contribute to the observed 

high levels of 13° - 13° mixing[18]. Hence, this evidence was not sufficient. 

B. Measurement of the forward-backward asymmetry AFB at Z resonance 

and the partial decay width r(Z---+ bb) 

The forward-backward asymmetry in e+ e- ___, bb at the Z boson resonance helped 

in investigating the iso-spin doublet nature of the b quark. Figure 2.2 is the leading 

order contribution to e+e- --+ bb. However corrections from processes as shown 

in Figure 2.3 contribute as well. In the electroweak sector of the SM, partic:les 

arc grouped into S[h(2) weak isospin nmltiplcts. The helicity states associated 

with a left-handed particle p have weak isospin qmu1tum number TfL, and it can 

he measured unclcr certain conditions. The process c+ c- ---+ bb can proceed via 

e+ e- --+ 1* --+ bb as well as e+ e- ___, Z --+ bb. The interference between these two 

processes results in an asymmetric angular distribution for b production. The value 
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of lhe weak isospin quanl um number TXL for the b quark inlluences the amount of 

asymmetry. In particular the coupling of the b quark to the Z-boson is proportional 

lo (J:?L + 1
3 

sin2 Bw ). where Bw is lhe weak mixing angle. For a weak isospin singleL 
0 • 

state TkL = 0, the coupling would be +0.07. However, for a doublet component of 

the weak isospin (TfL = -0.5), one obtains a value of -0.43. The experimentally 

cletermined value of TXL, from c+c- --+ bb below the Z pole, is -0 .. 5(}1 :1:88\~[19]. 

This substantiated the claim that the b quark is part of a weak isospin doublet, with 

lhe l quark as i ls partner. 

b 

Figure 2.2: Leacling order Feynman diagrams for the e+e- --+ bb process. 

b 

z0rt 

Figure 2.3: Next-to-leading-on!er Feynman diagrams for the e+e---+ bb. 

Precision measurements of the width r 7 of the Z boson have been rnacle at LEP. 

Consider the production of bb via the decay of the Z boson represented in Figure 2.2. 

The measurement is done at the Z resonance production threshold, e+ e- ---+ Z ---+ bb. 

The effect on the partial width r z-b& due to the top quark, is clue to the next 

lo leading order process illustrated in Figure 2.3. 
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C. Absence of flavor-changing neutral current decays 

One of the most important features of the Sl\I is the Glashow Ilioponlos Maiani 

(GIM) [22] rnechanism which leads Lo the absence or Ilavor cha11ging neulral currenl 

(FCNC) trarn;itions at the tree level and the suppression of FCNC transitions at the 

one loop level in the quark sector. A large set of experimental limits on rare processes 

can be explained via this mechanism. This mechanism requires the presence of a 

second generation of quark pairs, the charm and the strange quarks. 

Before the discovery or the second or third generaLion quarks, it was experimen-

tally observed tliat the decay K2 -+ 11+ 11- was very rare: 

_r_(~K_-z_-+_µ_+_µ_-_)_ ""g x 10-9. 
f(K2 ---+all modes) 

However. with the introduction of a seconcl generation of quarks it was possible to 

theoretically explain this feature. 

The treatment conk! be extencled to incorporate a third generation of quark 

pain;. The existence of three pairs of quarks along with three pairs of leptons was 

significant in theory. since it could help explain the absence of certain 'triangle 

'Y 

Fignre 2.4: J\ fermion (quark or charged lepton) trim1glc diagram which could cause 
a.11 a11orr1a.ly-. 
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D. Absence of triangle anomalies 

In the electro-weak sector of the 81-t contribution from a triangular loop leads to a 

divergence. Consider the Lriangle diagram illusLraLed in Figure 2. 11. The anomaly 

is proportional to the strengtl1 of tl1e coupling of tl1e weak neutral current times 

the square of the charge of the fermion. For a theory which is re-normalizable, 

the contributions from these diagrams must be zero. It can be shown that if the 

number of quark generations and the number of lepton generations is equal, then 

the anomaly will cancel out. This argument is the simplest way by which we can 

avoid the anomaly, but it is not necessarily the only one. Hence this lone argument 

for the existence of the t quark is insufficient. 

2.2 Some fundamental properties of the top quark 

The Lop quark was discovered barely 10 years ago[ll]. The SM Lop quark 

• is a fermion, vvith spin 1 /2, 

• has electromagentic charge +~ times the electromagnetic charge of the electron, 

• has 1 unit of color charge. 

These above mentioned characteristics vvere assigned even before the discovery of 

ihe top quark. Hmvever, these properties have not been verified for the signal events 

we call tl1e top quark. Along with the above cl1aracteristics, it is also known that: 

•the current world average value of its mass is measured to be 178.0 ± 4.3 GeV[20], 

• its mass is known to a rnucl1 better relative precision than the masses of the light 

quarks, 

• from the knowledge of its ma.."ls, it can be predicted that it decays in about 10-25 s, 

before it can hadronize. This makes it pos::;ible to study the properties of the direct 
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decay products of the l quark without much influence of the strong iniernciion. 

2.3 Significance of the top quark mass 

Yukawa type couplings relate the matter content of the Sl'vf to the Higgs field. 

The top quark mass (mt) is related to the Higgs vacuum expectation value v by 

m1 = Y ]2, where Y is the Yukawa coupling. Since v;::::: 2116 GeV and m 1 ;::::: 178 GeV 

it yields the coupling constant Y ~ 1. A unity value of the coupling constant may 

perhaps yield insight to physics that is not supported by the S:tvf. 

2.3.1 An indirect consequence of the top mass: 

radiative corrections and indirect constraints 

In the SNI, higher order (radiative) corrections Lo electro-weak processes and 

self-energy terms depend on the mass of the t quark; as 1.vell as mass of the Higgs 

boson via ihc Feynman loop diagrams. Consider ihe EvV pa.rnmcier p, which can 

be expre:ssed as[21] 

A1~1 _. 

p = , 7 ( . 2 ) = 1 + l:,.r A1-z 1- ::;m Bw· 
(2.1) 

The contribution due to radiative effects can be re-expressed as1
: 

(2.2) 

Each of the above terms represent contributions involving higher order loop cor-

rcctions from other EvV para.meters. In this context, it has been cs1.ablisheci[l5] 

1 In the sirnplistic Horn approxirna.Lion L.hc radiative cffocts arc absent and 6.r = 0. 



propagator (leading order term) 
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1G 

Fignre 2.5: Feynman diagrams representing Lhe processes which conlribule Lo lhe 
mass of Lhe H' boson. The mass (self-energy) of Lhc H' boson Afw is represenLed as 
Afw = m0 + 0.m (m;/m~) + 0.m (log(mh)) +higher orcler corrections. 

UmL 

and, 

3G F 2 ---m 
8,/2112 t 

(2.3) 

(2.11) 

These rncliaLi vc corrections arc very scnsi Live Lo Lhc mass of Lhc Lop qnark and arc 

less sensitive to the mass of the Higgs boson. If they were sufficiently sensitive, then 

by now we wonld know more about the mass of the Higgs boson. 

As an example let us consider the precision mass measurement of the ~V boson. 
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The mass (self-energy) of the H7 boson can be attributed lo lhe propagalor term 

(m0 ), as well as loop contributions. Figure 2 .. 1 describes the leading order (prop-

agator term) and the nexl-to-leading order (one loop diagrams) c011tribulions Urnt 

involve the mass term of the vV boson. The mass of the \IV boson is expressed as a 

sum of contributions from these Feynman diagrams as: 

(m2) A1w = m 0 + L'lm1 + L'lm2 + ... = m 0 + L'lm ---j, + L'lm (log(mh)) + ... m, (2.5) 

Therefore, the electroweak corrections to the vV brnon mass have a quadratic depen-

clence of the l qnark mass arnl a logarithmic depemlence on the mass of Lhe Higgs 

boson. 

The ratio of the mass of the t quark to that of the b quark enters as the quadratic 

correction. The t qnark is nearly 40 times more massive than the b quark. Therefore. 

the contribution from the L'lm 1 term, which is proportional to ( :1) , is the dominant 

correction term compared to the logarithmic contribution, L'lm2 , which is clue to the 

mass of the Higgs brnon 2 . lf a precision measurement of the \IV boson mass as well 

as the t quark mass is obtained, we can constrain the Higgs mass better than what 

is known cunently[l 2]. 

2.4 Top quark production in proton anti-proton 

collisions, and their subsequent decay modes 

At the Tevatron the top quark is produced via the strong interaction as well as the 

weak interaction. However, the production of tt quark pairs occurs via the strong 

2 Quaclratic terrns ('..,) c;],,rn~, only appear for t\.VO loop cliagrarns involving virtual Higgs hoson, 
and t,heir effect.8 are too f:lmall. 
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Figure 2.6: Leading order Feynman diagrams for the tt pair production. At the 
center-of-mass of l.!J6 TeV, nearly 85% of the time the production mechanism is via 
qij annihilation (the cliagrarn on the top), while the glrnm-gluon fnsion represents 
the remaining 15%. The prot011 and anti-protcm (valence) quarks arc represented 
symbolically by q and ij respectively. 

b 
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b w 

Figure 2. 7: Leading order Feynman diagrams for the top quark production via weak 
interaction. 

interaction. The lcacling order Feynman diagrams for the pair-production arc shown 

in Figure 2.6. Production of a single t quark occurs via the weak interaction. The 

weak processes arc illustrated in Feynman diagranrn in Fignrc 2.7. For this analysis, 

we rely on the tt pair production process. At 1.96 TeV center-of-mass energy, nearly 

85% of the ti. pairs are produced by quark anti-quark annihilation, and the rest are 

produced via gluon-gluon fusion. 
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Figure 2.8: I\ ext-to-next-to leading order tf. production cross-section as a function 
of the t quark mass. This plot is obtained from [23]. 

The Sl\1 t(f) quark primarily decays into the w+pv-) boson am! a b(b) quark'i. 

Threfore, the characterization of the decay channels of the tf. quark is done fol­

lowing the snhseqncnt decay channels of the H·± hoson. Tahle 2.2 illustrates the 

branching fraction of the it'± pair into hadrons and leptons. Two-thirds of the 

iimc Lhe H' hrnon decays lrnclronically, while lhe remaining one-third of the lime 

it decay:; into charged leptons and their corresponding nentrinos4
. \IVhen both the 

vV bosons (from the tf. pair) decay into either e and/ or µ then the decay channel 

is called the di-lepton channel. This channel constitutes nearly 4.8% of the tt 

clecay. The chances of occurrences of all tf decay mocles are graphically represented 

in Figure. 2.9. \IVhcn both the vV bosons decay to electrons, then the final-state is 

the di-electron channeL but when they decay into muons then the final-state is the 

:3Kearly 99.9?{1 of tlH" tirnf'. In the Sl\.I~ t -----tell/ dPcay occnrs nearly 0.001%, of the tirnf'. 
4Fro1n no\v onvvard, unle8s ot.her\vise st,atecL reference to particles vvill also in1pl:i{ reference to 

their a.nt.i-part.icle8. 



y,v+ ___.. e+ve H/ + ___.. 11+v11 y,v+ ___.. y+z;T Hl+ ___.. qq' 

(1 / 9) (1 /9) (1 / 9) (6/ 9) 
nr- -----t e-vc 

(1/ 9) 1/ 81 1/ 81 1/ 81 G/81 
vv- ___.. µ-vµ 

(1 / 9) 1/ 81 1/ 81 1/ 81 6/ 81 
H/ - -----t T-VT 

(1/9) 1/ 81 1/ 81 1/ 81 6/ 81 
y,v- ----+ q' q_ 

(6/ 9) 6/ 81 6/ 81 6/ 81 36/ 81 

Table 2.2: Possible decay rnode:; for the ~v+ H/ - daughter pair from the tt pair. 

di-nmon channel. However, vvhen they decay to an electron and a muon, then tl1e 

decay constitutes the eµ channel. 



• e-e (1181) 

• mu-mu (1/81) 

• tau-tau (1/81) 

• c -mu (2/81) 

• e -tau (2/81) 

• mu-tau (2/81) 

D e+jets (12/81) 

• mu+ jets (12/81) 

• tau+jcts (12/81) 

D jets (36/81) 
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Figure 2.9: Probability oJ occurrences of Lhe t.[ final-slates. The dominant decay 
mode ( ,...._, 1l'1.·1%) is Lo Lhe all jcls channel, \Vhilc the (charged) lepton +jets channel 
has nearly 28% contribulion. The least likely decay mode is the (charged) di-leplon 
channeL vvhich get only about 4.8% of the total occurrences. 



Chapter 3 

Experimental Context 

This chapter develops an experimental perspective from the nmlcrlying theoretical 

concepts of the electro-weak (E\V) parameters of the Stamlarcl Moclel (SM) alreacly 

discussed. Some of these parameters arc deterministic and arc nscd to constrain 

other undetermined parnrnetern. 

3.1 SM measurements in the EW sector 

The rnea:illrements of the mass of the t quark and the VV boson are illustrated in 

ihis section. 

3.1.1 The mass of the top quark 

Figure :i. l shows various direct measurements of the mass of the top quark at 

ihc Tcvairon by Lhe CDF and D0 experiments in Rnn I. The Rnn I measure­

ment of the t quark mass in the di-lepton clmrrnel by the J)(i) experiment was 

168.4 ± 12.3 (stat.) ± 3.6 (sysL.) GcV[27]. The single most precise mcasurcmcnL 

of the mass of the t quark is 180.1 ± 5.3 CeV[12]. 
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Mass of the Top Quark 
Measurement 

CDF di-I 

00 di-I 

COF l+j 

00 l+j 

COF all-j 

TEVATRON Run-I 

150 200 

2 
M10P [GeV/c ] 

167.4 ± 11.4 

168.4 ± 12.8 

176.1 ± 7.3 

180.1 ± 5.3 

186.0 ± 11.5 

x2 I dot = 2.6 I 4 

178.0 ± 4.3 
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Figure 3.1: Direct measurements of the mass of tlie t quark. llesult.s from t11e 
measurement of the ma.'-is of the top quark are illustrated from direct measurements 
by the ])(/) and the CDF experin1ents in various channeb. 

Top-Quark Mass [GeV] 

GDF 

00 

Average 

LEP1 /SLD 

LEP1 /SLD/mw!r w 

125 150 175 

mt [GeV] 

176.1 ± 6.6 

179.0 ± 5.1 

178.0 ± 4.3 
x2iDo F: 2.6 / 4 

171.5 ± 10.5 

178.5 ± 9.7 

200 

Figure 3.2: Current world average for the mass of the t quark. This is the winter 
20CH result from the Tevatron EvV vvorking group[2.5] and the LEP E\V working 
group[2·1] 



3.1.2 The mass of the lV boson 

W-Boson Mass [GeV] 

TEVATRON 

LEP2 

Average 

NuTeV -•-

LEP1/SLD - ... -

LEP1/SLD/mt -... -

80 80.2 80.4 

mw [GeVJ 

80.452 ± 0.059 

80.412 ± 0.042 

80.425 ± 0.034 
x2/DoF: 0.3 r 1 

80.136 ± 0.084 

80.373 ± 0.033 

80.386 ± 0.023 

80.6 
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Figure :13: Results of the mass of the lV boson from LEPE\V\VG Results of the 
mass of the l:V boson from the LEP electroweak vvorking group[24]. 

Figure 3.3 illustrates the currently knm;i,rn information of the mass of the lV 

hoson from independent experiments. The current "rorld avcrnge from the direct as 

well as indirect measurements is 80.412 ± 0.042 GeV[24]. 

Although direct measurements arc possible for measuring the mass of the t quark, 

it it> of interest to check the t>elf consistency of the SivI by estabfo;hing indirect 

constraints from independent experiments. Figure 3.2 illustrates the measurements 

of the mass of the t quark which arc used Lo extract the current world average. These 

come from indirect constraintt> from the Sl\if as 1;1,rell as from direct n1easurements 

just discussed. The current \vorld average for the mass of the t quark from the LEP 

electroweak vmrking group[24] and the Tcvatron electroweak working gronp[25] is 

178.0 ± 4.3 GeV[20]. 
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A precision measurement oJ lhe lV boson mass ( Aflv) along wilh lhe lop quark 

mass (mt) can be used to constrain the mass of the Higgs boson (mh)· Figure :~.4 

shmvs the plot oJ lhe mass of the Hl boson versus the mass of the l quark. Hypo­

thetical values of the rnass of the Higgs boson are illustrated as the shaded bands 

overlaid in the mt - A1w space. From current indirect mea..c.;urements the G8% con­

fidence level (CL) contour for a consistent set of Afn· and mt is shmvn as the dark 

line. The dotted contour indicates the set obtained via direct measurements at a 

68% C.L. (for either one of the parameters). Such constraints can be made LighLer 

with more precise measurements of the Hr boson as 1vell as the top quark. T11e 

region overlapping the hvo contours is the region consistent \Vith both direct as well 

as indirect cornstraint::; for a set of values of mt. Mn· and mh. 
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Figure 3.4: The mas:; of the l'V botlon expre:;sed as a function of the ma:;:; of the 
t quark and the mass of the Higg:; bo:;on. The rmt:;t; of the t quark i:; paramet­
rically repre:;ented along the horizontal axis, and it ranges from 130 Ge V to 210 
GeV. The mas:; oft.he Higgs boson i:; parameterized along the :;haded (yellow) band 
ranging from 114 GeV to 1000 GeV. The combined LEP2 and the Tevatron data 
is represented by the dotted (green) contour, while the LEPl and the SLD results 
arc represented hy the continuous (red) contour. vVhile the former represents direct 
measurement of the nu1ss of the t quark, the latter represents an indirect measurc­
rnent. Thi:; is the LEP Electroweak Working Group\; (August) sunnner 2004 result. 



27 

3.2 SM analysis of the free parameters 

For the analysis of electro-weak data in the reahn of the SI\:] one uses a set of 

input parameters1 . Some free parameters of the s:rvr are less precisely knm;i,rn than 

others. The para.rneters ap,H(Q2 
:;::j ilf~), CF and !VT7 are more precisely measured 

than o 8 (Af:&), mu, md, and so on. One can trade a parameter which is less precisely 

known for another one \1-'hich is heller measured and this freedom is used to extract 

a set of the best measured ones a,s input parameters. 

The contributions from the above mentioned parameters arc replaced by QED 

running coupling at the Z mass :scale, O:p,A.r(J\i/~). The hadronic contribution to the 

running hadronic coupling constant at similar energy scales denoted by ~a~~d (.Mi), 

as illustrated in Table 3 .1, is obtained through dispersion relations from data on 

e+e- ----+ hadrons at 101;1,r center-of-mass energies[;);)]. Using the input parameters 

of the SrvI, the rncliati ve corrections can be established Lo a sufficient. precision to 

match experimental accuracy. Theoretical predictions and mea.'mrement::; from data 

help derive constraints on some parameters, namely, mt, a5 (A1~), and mh. 

1 As mentioned before in Chapter 2, the masses and the couplings involved in Lhc t.heory a.re 
ad-hoc 
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Observable Vfea.surernent (GeV) S\·l fit value (GeV) 

Afz [GcV] 91.1875 ± 0.0021 91.1873 

l'z [GcV] 2.•1952 ± 0.0023 2.11965 

sill 2 elept ( Qha.d) 
'· eff l• I3 0.2324 ± 0.0012 0.23140 

Af-vv [GcV] 80.425 ± 0.034 80.398 

T'n1 [GeV] 2.13:3 ± 0.069 2.094 

mt [GeV] (pp [23]) 178.0 ± 4.3 178.1 

.6a{r:}d (m~) [33] 0.02761 ± 0.00036 0.02768 

Table 3.1: Results of some electroweak precision measurements at high Q2 from [26]. 
The first block shows the Z-pole measurements. The second block shO\vs additional 
results from other experiments: the mass and the width of the \V boson measured 
at the Tevatron and at LEP-2, the mass of the top quark measured at the Tevatron, 
and the the contribution to o(m~) of the haclronic vacuum polari,,;ation. For the 
correlations bet\:veen the measurements, taken into account in the analysis[26]. The 
Sl\il fit re:sult:s are derived from the SIVI analysis of altogether 18 result::;, abo including 
constants such as the Ferrni constant CF (fit 3 of Table 3.2), u:;ing the progran1s 
TOPA/;O [31] and /;FITTEll [32]. 
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I Fit II 1 2 3 

!vleai:;urernents Mn·, fw Trlt rnt, Miv: fn· 

(GcV) 

mt (GeV) 178 r:+ll.O .o_s.5 177.2 ± 4.1 178.1 ± 3.9 

m1i (GeV) 117:~g2 +-6 
129_~0 113:~~ 

log [mh] (GeV) 2 ()7+0.38 
· -u.:30 2.11±0.21 2.05 ± 0.20 

O:s (A1z) 0.1187 ± 0.0027 0.1190 ± 0.0027 0.118G ± 0.0027 

x2/dof 16.3/12 15.0/11 16.3/13 

Afw (l\iT e V) - 80386 ± 23 -

Table 3.2: Global Standard Model fits of electro~reak parameters obtained from 
data. All fits use the Z pole results and D.0:~121 (m~) as listed in Table 3.1, also 
including consta.nLs such as Lhe .Fermi cons Lant G F. In addition, lhc rncasurcrncnis 
listed in ca.ch column a.re included as well. For fit 2, lhe expected vV mass is also 
shown. For details on the fit procedure, using the programs TOPAZO [31] and 
ZF1TTEH[32] .. More detail:; can be found at [26] and [30]. This example is from 
Altarelli and G runevvald [ 29]. 

3.2.1 The SM predictions 

The Slv1 is tested by fitting the set of measured observables in order to extract 

the input parameters of the model. The probability of the fit is based on the x2 

value in the minimum and the number of degrees of freedom. This is a yardstick 

to confirm the compatibility of the Slvl >vith all experimental results for the ::;ame 

set of input parameters. Having determined the input parameters, it is possible to 

calculate values Jor any observable. measured or unmeasured. 

Consider the example from Altarelli and Grunewald[29] shm~rn in Table 3.2. In 

column 1 a fit of all Z pole data in addition to the J.\1vv and l 'n: is presented. In 

column 2, the fit from all Z pole data as well as the nit is presented, while in 

column :~ only mh i::; omitted from all other input parameters. The value of m.t 



can be obtained indirecLly from radiative correclions from column 1. From lhe 

fit \Ve see that the extracted value of mt is in perfect agreement with the direct 

mea.suremcnt in Table 3.1. Information from column 2 can be used to estimate Afn,. 

The experiniental rneasurernent of Mw in Table 1 is larger by about one standard 

deviation with respect to the value from the fit in column 2. From the fit in column 

3 'vVe obtain log10 (mh) = 2.05 ± 0.20 which yields mh = 113:'..:~; GeV. 

Of particular interest is the constraint on the mass of the Higgs boson, because 

this is the only fundamental particle of the Standard ::VIodcl \vhich has not been 

observed yet. The Figure 3.5 shows the ~X2 curve derived from higl1-Q2 precision 

electrmveak measurements, performed at LEP and by SLD, CDF, and D0. as a 

function of the Higgs boson mass, assuming the Standard l\lodel to be the successful 

theory of the nature of elementary particles. The preferred value for its mass, 

corresponding to the minimum of the curve, is at 11:3 GeV, \Vith an experimental 

uncertainty of +62 Ge V and -42 Ge V (at 68% confidence level derived from ~X2 = 1 

for the black line, thus not taking the lheorctical uncertainty shown as the blue 

band into account). Wl1ile this is not proof that tl1e Standard-l\ilodel Higgs boson 

actually exists, it does provide a range of mass values for a possible discovery. The 

precision electroweak measurements tell us that the mass of the Standard-l'vlodcl 

Higgs boson is lower than about 237 GeV (one-sided 93 percent confidence level 

upper limit derived from ~x2 = 2.7 for the shaded (blue) band, thus including both 

the experimental and the theoretical uncertainty. 

This thesis is a small step toward obtaining a more precise measurement of the 

mass or the 1.op quark at. Lhc Tevatron in Lhc near future. Indircct.l.y, Lhc more 

precise measurement \Vill help constrain the mass of the Higgs boson further, and 

help narrow its search in future particle physics experiments. 
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Figure 3.5: Global x2 fit to all SM pararneters except the mass of the Higgs boson, 
mH. Tliis is the sunnner 2004 result fron1 tlie LEP Electrovveak \Vorking Group. 
The shaded (yellow) band is the range of hypothetical values of the mass of tl1e 
Higgs boson "\Vhich is excluded from our current experimental as "\Vell as theoretical 
knowledge of the Sl\J. The fits are obtained using three input values of lla~~d· The 
lypica.l uncertainty in the fils is only shown for the continuous solid conlour. The 
dis-conlinuos conlours have uncertainties ,;1,rhich arc similar in order of magnitude. 



Chapter 4 

The Experimental Setup 

The physics of elementary particles is studied at speciali~ed facilities where elemen­

tary particle collisions are generated in controlled experiments. The work described 

in this thesis has been done at one such facility, the Fermi National Accelerator 

Laboratory (Ferrnilab). 

4.1 The Fermilab Tevatron accelerator 

The Tevatron at Fermilab[34], in Batavia, Illinois, is currently the world's rno:;t 

energetic particle accelerator. In the early 1990s the laboratory's rnaiu focus was 

the discovery of the top (t) quark. The t quark was discovered in 1995[11], and 

experiments continued collecting more data until 1997. The period of data-taking 

from the early 1990s to 1997 is callee! Rnn I. After an upgrade in the increased 

luminosity enabled by the Main Injector, and the increased center-of~rnass energy 

(JS) of proton anti-proton collisions from JS= 1.8 TeV to JS= 1.9G TeV, along 

with increased proton anti-proton beam luminosity, Run II commenced in 2001. At 

the Tevatron Collicler the focus of research on studies of interactions of protons and 
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anti-protons continues al the highest energy frontier. 

4.1.1 Generation and acceleration of protons and anti-protons 

Heam:-; of proton:-; and anti-protons are independently boo:-;ted to 980 GeV energy 

in various stages. Some components involved in generating the highly relativistic 

hcams arc listed below and their role is discussed briefly. 

• The Pre-accelerator, 

• the Linear accelerator, 

• the Booster, 

• the l\11ain injector, 

• the Anti-proton source, 

• the Ilccyckr. and 

• the Tevatron. 

The Pre-accelerator (Prcacc) is the source of H- ions '"'hich arc eventually 

used to produce protons. The Preacc consists of a source of Hydrogen gas housed in 

an electrically charged dome. The source converts Hydrogen gas into H- and this 

ioni:,:;ed gai:; i:-; boo:-;ted to 750 ke V in a Cockroft-vValton accelerator. A continuou:-; 

beam of H- ions at 750 keV is thus produced. 

Lsing tlie beam of H- ions the Linear accelerator (Limi.c) boosts their energy 

by nearly,)()() times to 400 fvieV. The accelerator consists of copper cavities composed 

of drift tubes. The drift tubes arc operated using po"rcr amplifiers generating rndio 

frequency (IlF) signal voltage. IlF voltage applied to the drift tube modules produce 
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an electric field which accelerales the beam. Acceleration or Lhc beam works much 

the :-mrne way as a parallel plate capacitor accelerate::; charged particle::; moving aero::;::; 

it. As Lhe velocity of the particles incrca.ses, Lhe driil L ubcs (as well a.s Lhe length or 

the gap between thern) get larger. Tliis allovv::> acceleration of the bean1 of H- ions, 

in bunches. After the n- beam is energized to 400 :\1e V it is sent to either of the 

t\vo sites: 

(i) the Booster, for further acceleration, or 

(ii) the Linac dump, for beam tune-up or diagnostic studies. 

In tlie Booster the 400 l'vieV H- ions are ::;tripped of electrons, leaving only 

the proton core. The protons are then injected into the Dooster synchrotron ring. 

The Hooster is the fin;t :synchrotron, in the subsequent cl1a.in of accelerators. It 

consists of a series of magnets around a ring \vith a radius of nearly 75 m \Vith 

18 interspersed RF cavities. There arc dipole magnets which arc used to bend the 

tn1jectory of accelerating protons, ·while quadrupole nrngnets focm; the particles into 

bunches. The electric field in RF cavities accelerate the beam to the high energy or 

8 Ge V, hventy time:; it;.; initial energy. The bearn is then led to the Main Injector 

(IvII). The MI is a synchrotron nearly .)30 min radius with 18 RF cavities. It boosts 

protons from energies of 8 GcV to 150 GcV. However when the protons a.re used for 

producing anti-protons, the beam is then cnergi:.-:cd to 120 GeV and led to the anti­

proton source from which 8 GeV anti-proton bunches arc extracted (this is described 

in the next paragraph). These are led back into the l\H where they are boo:;ted to 

150 GeV just like the protons. Finally, the 150 GeV proton and anti-proton beams 

arc led from Lhc Jvll 1.o the 'fovatron. 

The beam of 120 GeV proton bunches from the l\H is led to the Target station for 

producing anti-protons. The proton bunches arc smaf;hcd into a fixed nickel target 
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Figure 4.1: A schematic of 1.he Fermi National Accclern1.or Laboratory's proton 
anti-proton collider facility. 

every 1.5 seconds. The incident proton bunches interact \vith the target protons t o 

yield a proton, anti-proton pair: 

p+p--+p+p+p+p+X 

apart from a plethora of other products (represented as X in the above equation). 

The anti-protons produced come out '"'ith relativistic energies and in all directions. 

They arc focused into a linear beam with a lithium target acting as a lcns[37], then 

they arc sent through a pulsed magnet which acts as a charge-mass spectrometer. 

Herc 8 GcV anti-protons arc collected from the spray of particles. The rest of the 

beam ii-3 then dumped. On average, for every million protons that hit the target, 
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only about lwcnty 8 GcV anti-protons survive io make ii to the ncxi stage for 

further acceleration. Since the incident protons on the nickel target are bunched, 

ihc produced anti-protons arc bunched too. The Dcbunchcr accelerator is used to 

reduce the large energy fluctuations in the bearn[36]. These bunches are circulated 

here until the next component, the Accumulator, is ready to accept a ne,;v· bunch. 

The anti-protons which arc circulating and not yet ready to he accepted by the 

Accumulator are stochastically cooled 1. The 8 Ge V anti-proton beam is extracted 

from lhc Accumulator and sent lo ihc :\II for subsequent acceleration in a direction 

opposite to tlie proton motion as illustrated in Figure 4.1. After the proton and 

anti-proton bunches reach energies of 150 GeV, the beam is directed into the last 

synchrotron accelerator, tlie Tevatron. 

The Tevatron boosts the proton and anti-proton beam energ,y from 150 GeV 

to 980 GcV. Numerous RF cavities situated vvithin the ring produce sinusoidal RF 

frequency to generate an increasing electric field. As the beam circulates the ring, 

it is accelerated to eventually reach 980 Ge V energy in about 85 seconds. A high 

magnetic field produced by supercomlucting electro-magnets constrain tl1e bean1 

within the radius of the ring. For example, in approximately 20 seconds, as the 

beam energy incrca.scs from 150 GcV to 800 GcV after about 106 turns around the 

Tcvatron, the magnetic field in the Tevatron rises nearly five fold (from 0.66 Tesla 

to 3.E> Tesla). On the average the beam gains 650 keV energy from the electric field 

after each turn. For generation of the high magnetic field there are nearly 1000 

1The anti-protons leave the target at. a wide range of energies, positions and angles. This 
randomness is equivalent to thermodynamic tmnperature (not physical temperature) so we say 
that the beam coming off t.he target is ' hot'. The 'hot' beam •vill not pass completely into a beam 
pipe of reasonable dimensions. Also, this hot beam is very diffuse and not intense, or 'bright.' 
Intense beams arc needed in the Collidcr in order to increase tbc odds of making a collision 
produce a ra.re event. Stochastic cooling is a. technique that is nsed to remove the randomness of 
the 'hot' beam on a particle-by-particle ba.'iis. Simone van der Meer was awarded the Nobel prize 
for this procedure. 
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superconducting magnets in lhe Tevalron, carrying nearly :1 kA of current at low 

temperatures of about 4 K. 

Other than accelerating protons and anti-protons, lhe Tevalron also functions 

as a storage ring 'ivl1ere oppositely rnoving protons and anti-protons can collide 

with each other. Once proton and anti-proton beams reach 980 GeV energy the 

t\vo beams arc made to collide at a pre-determined position for hours at a stretch. 

The operation of generating and circulating the proton and anti- proton beam is 

called a 'store:. A continuous period of dala accumulation during a store is called 

a :nm:. Eacl1 nm is identified by a serial number called the run number. Tl1e 

information obtained from a proton anti-proton collision ('event') during a nm is 

identified via the event number. Once the mnnber of colli:siorrn per second (described 

by the luminosity of the store) decreases to a rate that is too lmv to be useful for 

the experiments, the store is ended and the Tevatron is prepared for a ne\v store. 

For this thesis, collisions are 8tudied at the location called D0 \vhich is 8hmvn in 

lhe lmvest point on the Tcvalron ring shmvn on the schematic in Figure '1.1. The 

D0 detector i8 l1oused at thi8 site for our particle phy8ics experin1ent. 

4.2 The D0 detector 

The D0 Experirnent[35] is a ''rorldwide collaboration of scienti8ts conducting 

research on the fundamental nature of matter. The experiment uses the D(f) detector 

for the study and detection of fundarnental particles e.g.: tl1e t quark, the H7 and 

Z bosons~ and their interactions, and the search for the Iliggs boson, and even to 

search for clues to physical phenomenon not represented by the Standard 1fodcl. 

Bunches of 980 Ge V protons collide at the center of the DC) detector 'With bunche:; 
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of 980 GeV anti-protons coming from ihe opposite direction. The Lwo independent 

beams are focused to collide at a point called the beam spot. which is at the center 

of the clctedor. This point is the nominal interaction point. 

The proton anti-proton colli:sions at the Tevatron give rise to a plethora of final­

state particles. These energetic particles interact with the detector material yielding 

characteristic clues for their identification. Appenclix A summarizes the interactions 

of high energy particles involved in this analysis. 

Apart from identification of ihe particles producecl 111 the proton anti-proton 

collision. it is e:ssential that the measurement of the positions as well as momenta 

of these particles be as accurate as possible. In order to do so. we need to define 

a coordinate system for the detector. which allows us to locate the final position of 

these particles with respect to one another, as well as with respect to the nominal 

interaction point. 

4.2.1 The D0 detector coordinate system 

I3y convention the direction of the proton beam defines the +z axis of the detector's 

coordinate system. The origin of the coordinates is defined to be at the nominal 

interaction point, and a right-hanclecl coordinate system is used. Figure 4.2 is a 

schematic of Lhe D0 detector in the :r - y coordinate plane. 

Since the detector has cylindrical symmetry, it i:s convenient to use cylindrical 

polar coordinates for identi(ying Lhc trajectory of Lhc final-sLaLe particles, as well 

as to locate their final position in the detector. Tf :r, y and z are the coonlinates 

in a rectangular Cartesian coordinate system, the distance from the nominal inter­

action point is r = Jx2 + y 2 , the 1tzi11mtlrnl angle is¢= lan- 1 
(;), and for polar 
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Figure 4.2: A schematic of the D0 detector in the x - -y plane. The direction of 
the proton beam is from the left to the right and the anti-proton beam is from the 
opposite direction. The upgraded components for Run II arc labeled in this plot. 

orientation, instead of the angle e, the pseudo-rapidity variable r7 is used2 ·where 

T/ = -ln [tan(~) l · ( 4.1) 

Here , 17 is a convenient choice for polar representation, since the multiplicity of parti-

2The rapidity (u), of a particle is defined as 

y = - ln --- . 1 (E + P:, ) 
' 2 E - Pz 

where E is the energy of the particle and Pz is t.hc ,~ component. of the moment.um of the particle. 
In the limiL. that the particle's rest mass energy is negligible compared t.o its lolal energy, we can 
approximate y by "I· 



cles produced as a Junction of r7 is roughly uniform. Funda.menla.lly, the incremental 

pseudo-rapidity (ll17) and incremental azimuthal angle (~¢) are Lorentz invariant 

qua.nLilies with respecl lo boosts along the beam direction, and therefore convenient 

for tl1e study of the event topology in the laboratory coordinate systern. 

4.2.2 The detector sub-systems 

The DQ') detector is a typical rnul1.i-cornponcn1. collidcr detector. It envelops the 

region around the nominal interaction point. The detector is constructed to extract 

the maximum information possible about the trajectory of particles produced from 

the collision and flying outward from the point of interaction. It also provides 

enough information to enable a measurement of the momentum and in some cases 

ihc energy of the particles. 

Geometrically the detector can be isolated into 3 distinct r7 regions, the central 

region, Lhc forward and backward regions, and the region between Lhc central and 

the forward-bachvard regions, called the inter-cryostat region. The various sub­

systems are arranged in layers, overlapping symmetricall:y along the z direction. 

The 'f} ranges of various sub-detectors in these regions arc not the same for all, and 

thus they are able to cover gaps vvhich exist at the boundary of the inter-cryostat 

region. 

Tl1e sub-section belovv is a.n overview of tl1e ]){() detector sub-systerns and a more 

detailed description is available al.[38]. Table 4.1 lists the 'f} ranges for the various 

independent sub-systems. 

An event is acceptable if at least one charged particle from the proton anti-proton 

collision is dcLectcd by a pair of Luminosity Monitors 1vithin the time \Vindmv 

of consecutive proton and anti-proton bunch crossings. T11ese monitors surround 



functionality detector f r7[ range 
Lmninosity Lmninosity Tvfonitorn (L\·l) 2.7 < 1111 < 4.4. 
Tracker Silicon }1icrostrip Tracker (SivIT) 

Central Fiber Tracker ( CFT) 1771 < 1.62 
Ccnlral Prcshower Dcteclor (CPS) f r7[ < 1.2 
Forward Preshower Dcteclor (FPS) 
outer plane FPS 1.4 < lrtl < 1.6 
inner plane FPS 1.6 < lrtl < 2.5 

calorimeter Central Calorimeter (em) 1771 < 1.1 
Inter-cryostat detector 1.1 ~ 1111 < 1.4 
Encl Calorimeter (em) 1.4 ~ 1111 < 2.4 
Central Calorimeter (hadronic) 1771 < 0.7 
End Calorimeter (hadronic) 1.5 ~ 1771 <rv 3.1 
Inter-cryostat detector 0.7 ~ lrll < 1.5 

:Muon Central \1uon System f r7[ < 1.6 
Forward IvI uon System LG < f 17[ < 2.0 

Toroid magnet central lr1[ < 1.0 
forward i.o < Inf < 2.s 

Table 4.1: Table of various detector sub-systems and their geometrical acceptance 
in pseudorapiclity. 

the beam pipe at z = ±1.:35 cm. Listed below are the detector sub-systems, gomg 

out·ward from the interaction point, that a particle produced \vould encounter. 

A. Tracking System 

The charged particles \vhich arc produced in Lhc proton anti-proton annihilation 

interact ,;v-itli the components of the tracking systeni (called tracker for short). If 

the interactions are recorded by the electronic devices coupled to the detectors~ 've 

call the phenomenon a detector hit. Trajectorief:l of tlie particles are reconstructed 

by combining the hits obtained from all detector sub-systems. The tracking system 

a.long \Vith the magnetic field assists identification and Lhe resolution of Lhc tracks 

left by charged particles. I ; <J\V momentum particle tracks liave a mucli smaller radius 

of curvature compared to tracks \Vith high momentum. 



The tracking system can be functionally subdivided into a Si dclcctor, a scm­

tillating detector and a solenoid for producing a magnetic field. The inner-most 

detector is the Silicon :rviicrostrip Ttacker (S:\!JT). This is followed by the CenLral 

Fiber Tta.cker (CWT) whicl1 is the scintillating detector. Hotl1 the above detectors 

are immersed in the solenoid's constant magnetic field of 2.0 Tesla which is parallel 

to the detector's axis. An overall trajectory of particles in fiight can be obtained 

using information from the tracker. 

1. Silicon microstrip tracker (SMT) 

T11e SivlT detector consists of 6 barrel shaped detectors v.rith silicon (Si) sensors 

parallel to the z axis. These are closest to the nominal interaction point. There are 

12 disk shaped detectors witl1 Si sensors in bet1veen and at the end of the barrel 

segments, these are the F disks. These lie vvithin the central region of the detector. 

There arc 11 more, larger, disk detectors in the forward region \Vith Si sensors in the 

tnmsverse plane (x-y plane) called the H disks. The detector covers a high T/ range, 

so that ii could dclcct tracks from longitudinally boosled shori lived particles, e.g. 

H hadrons. An added advantage is that it can also detect tracks frorn primary 

vertices which may be displaced:~ from the nominal interaction point by nearly 25 

cm. 

The Si sensor detectors interact with charged particles produced in the proton 

anti-proton collision. Figure 1.3 is a schematic of the basic operation of the detector. 

The Sl\1T uses n-type Si wafen.;. These silicon wafers, which are 300 micro-meter 

thin, are probed with very closely spaced, but narrow conducting strips as shm;v'n in 

Figure 4.3. The probe is capacitively coupled ( o.c coupled) 1.o a p-n semi-conductor 

junction. A charged particle (with sufficient energy) passing through the Si 1vafer, 

:1The root rm~an square of the spread in z: is "" 25crn. 
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Figure /1.:1: A schematic outlining the principles of operation of tbc unit S:.\·IT de­
tector. 

will produce electron-hole pairs in the detector material. The electron-hole current 

is drawn t.o the strips by high electric fields. Across the p-n juncLion, opposite 

charge is induced on lhe conducting strips. This charge is Lhcn rneasurcd. The pair 

of probes yielding a favorable response indicate the passage of the charged particle 

within its vicinity. The distance bet\vccn these strips (pitch of the detector) governs 

the spatial resolution achieved -..vith the detector. 

The barrel's response is used for identifying Lhe trajectory of charged particles 

(track). A :::;cries of barrel hits arc used to depict the track r1 in the central region. 

They a.re useful for the identifica.t.ion of r - rj) coordinates of Lhe pa.rLicles which 

arc detected by the sensors, \vhilc the disks measure the r - <jJ as well as the r - z 

coordinates. Due to its position the cfoik's response iH used for the track8 with 

higher rapidity'. or more forward tracks. Using overall information from the hits in 

the detector a 3 dimensional trajectory of the particles passage within the volume 

of Lhe subsysten1 can be reconsLrucLed. 



ii. Central Fiber Tracker (CFT) 
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Figure 1lA: The trarn;ven;e view of the layout of the D(i) tracking system. The 
position of the S:VIT and the CFT deteetors, with re::.;peet to the solenoid housed 
within th0 central cnlmi mntcr c:orn am dnpicted. 

Scimillating fibers a.re arrnnged in 8 cylindrical super-la.yen" a.round the bean1 

pipe. The fiber:" detect charged particles flying off from the interaetion region, and 

wit,hin lr1I < I .G2. The response from t.hc fiber t.rncker is obta.iucd fo.s\icr cornpn.red 

\io \..he SMT > uml Urn8 \..he informal.ion from lhb ;:;ys\..cm b u;:;cc.l Lo sdcd po ten-

Lially ui:;cful cvcnl;:; (make \..rigger decisions) from all prol.ou anti-prolon colfo;ions. 

A charged ernih; photonH aH it tn·1vernes through the Hcintillating material. These 

photomi are trn.mm1itted by total internal refleetion to the end of the fiber. One end 

of r.}10 filwr i:'I mirrored, a.nd the oth0r nnd is optically couplnd to a. wave guide thus 

enabling the rcdfocted light to prnpagatc via the wavn guide to a. light measuring 

device called the visible light. photon counter (VI Ye). This is n.11 ~1rnla.nchc phot.o 



diode that is operated at liquid He tempernt ures. The device has a high quanl um 

efficiency ( t"V 80%) and a high signal gain of over three orders of magnitude. A 

minimum ionizing particle crea.tes on average eight photo-electrons per layer of scin­

tillating fibers. The response frorn individual fibers in various layers gives useful 

information about the hits from charged particles. 

iii. Solenoid Magnet 

Housed \Vithin the central calorimeter's cryostat region, between the CFT and 

the Preshower detectors, is the superconducting solenoid magnet. It produces a 

magnetic field of 2.0 Tesla uniform in r; and rf>. The Lorent,..; force bends the trajectory 

of charged particles. Thus, \vithin the magnetic field, together vvith the CFT and 

Sl\ilT, a 1neasurement of the track rnornentmn ir:; possible from the measurement of 

the radius of curvature of the tracks. 

The solenoid is designed to present only a small amount of material1 to the 

particles corning from the interaction point, so ai:; to mininfrLe the pair production 

of photons inLo e+, e- pairs and mulLiple Coulomb scattering. 

B. Preshower detector 

The presence of the solenoid before the electromagnetic calorimeter causes un­

\vanted degradation of the energy resolution in the calorimeter. The Preshmver 

detector is meant to make up for the loss in energy resolution, especially for elec­

trons, by sampling the particle showers directly. This is a scintillating detector, so 

neutral particles are undetected by it. The sub-system is split into a central (Central 

Preshmver) and two fonvard (Forward Preshower) detectors. 

1. Central Preshower (CPS) Detector 

The CPS has a G mm lead absorber before the scintillator detectors, to increase 

4 It. is ~ 1 radiation length at r1 = 1. 
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Figure ·'1.5: A transverse vie>v of one quadrant of the Fonvard Preshower detector. 

lhe showering of electrons and phoLons. Three layers of scintillating slrips of lri-

angular cross-section constitute the detector. Each strip has a hole in the center 

\vhich has a vvavclcngt.h shifting fiber 1.hat. directs 1.hc light. 1.o 1.hc waveguides. The 

waveguides transmit the light to the VLPC sirnilar to tliat in the CFT. 

u. Forward Preshower 

The fonva.rd Preshmver dcteclor (FPS) design is similar to the CPS, and has 



similar scintillating strips, excepl lhal lhe FPS is mounted in lwo pieces on the 

end calorirneter:s. In the FPS there is a thin 11 mm lead absorber plate, similar 

lo lhe CPS. Herc, lhere arc lwo scintilla.ling layers on each side of the absorber. 

The inner layer:s detect tl1e minimall;y ioni,,;ing particles e.g. 
7 

nrnor1s; while the outer 

layers detect the electromagnetic shmvern \Vhich are initiated in the lead plate. The 

inner layer detector is optimized to measure small signals (similar to the CFT); but 

the outer layer detector i:s tuned to measure larger signab (similar to the CPS). A 

pa.rliclc lhal initiales a shower in the outer layer and docs nol cause scintillalion in 

the inner layers is identified as a photon. Ho\vever, if it did have ::;cintillation in tl1e 

inner layer then it is identified as an electron. The role of the FPS is to discriminate 

between photons and electrons, whicl1 is not pos:sible using only tlie calorimeter. 

The spatial resolution for the charged particles from the tracking system is dis­

cussed in Chapter 7. 

C. Calorimeter 

The calorimeter dclcctor is designed lo idenli(y as well as measure ihe energy 

and direction of electron::;, photons and hadron::;. It is al:so used in mapping tl1e 

trajectory of the muons passing through it. 

The calorimeter is divided into nearly ;)0: 000 cells. These cells arc arranged in 

concentric layers in 17 - di space, with the nominal interaction point at the center. 

In each layer, 2 x 2 adjacent cells in 17 - 6 arc uniquely grouped into a Trigger 

T<.nver (TT). Analogon::; to the cell::; the TTs are afoo assigned unique integer T/ and 

¢ indices to designate their position. For a particular r7 index of the TT, there are 

32 TTs covering Lhe ~h space. These TTs constitute an r7 ring. 

Figure 4.G represents a quadrant of the D0 calorimeter in the x - y plane. In 

terms of their functionality and composition, the calorimeter can be divided into t';v'o 
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m1t111 components, lhe electromagnetic calorimeter arnl the lrnclronic calorimeter. 

Geometrically, we classify the calorimeter into a central, and two encl cap sections. 

The latLer correspornl Lo the forward and backward TJ regions. E1tch calorimeLcr 

cell contain:; layers of depleted Ur absorber plate:; :;andwiched between LAr and a 

resistive plate similar to the one shown in Figure 4. 7. 
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Fignre 4.6: A qnadrant of the D0 calorimeter iu the x - y plai1c. 

An incident p1trticle interacts wilh lhe Ur absorber producing numerous sec-

ondary particles. The secondary particles having snfficient transverse momentum 

interacL wiLh another layer to produce more sccornliirics. This cunmlative effecL 

leads to a shower of daughter particles. The signal detected is proportional to the 

number of charged particles traversing the LAr gap (mainly the secondaries). There-

fore, the number of secondaries detected in the active material is proportional to the 
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Fip;ure 11.7: Tlepre;:;entation of a pair of calorimeter cells, electronically coupled to 
form a read-out cell of the no C;j.)orimeter. 

energy of Uie incident particle. Thi:--:i is nsed Lo determine the energy of the incident, 

particle. The drift field across the LAr gap causes the shower of particles moving in 

the gap to produce ionization tracks as it moves toward the absorber plate. 

The electrons from ionized Ar drift toward the signal board, producing an electric 

field t.lw.t induce::; ;j. cliarp;e ir1 tl1e Cu re;j.dout pad::;. The re;j.dout p;j.<.b for the sarne r1 

and</>, hut consecutive dep\.h1', a.re grouped together to rorrn readout celli-i. Figure 11.7 

is a i-;d1ernaJic reprel-ien\.a.\.i011 of 1-iUCh a. pair or adjacen\. readout cells. 

i. Electromagnetic calorimeter 

13eginning from the innermost calorimeter layers, 4 layers constitute the E::VI 

calorimeter (ECA L), wliile the remaining- layers co11;:;titute the hadronic calorimeter 

(TT CAL). T'lie tra11i:;ver;:;e sep;menta.tiou of the cells ii:; nearly 0.1 x 0.1 T/ - <.f> units, 

except for layer 3 wlticl1 i1' twice a.8 fine a .. -.; the otlter layers. A 8l1ower iliitia.1.ed 

by an E.:Vl object would proliferate mo:--:iL in the 1.hird layer: and so its granularity 

is made finer for this layer enhancing the geometric resolution of the showering 

particles. The EM calorimeter is 21 radiation lengths deep, and this is usually 
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sufficient to fully contain shower development of the high energy particles which 

interact electromagnetically 1vith the calorimeter material. The outer layers of the 

calorimeter cons Lil utc the hadronic calorimeter. 

Tl1e absorber plates are 3 mm thick in the central calorimeter, and 4 nnn thick 

in the end calorimeters. Copper pads are sanchviched between circuit boards etched 

on cao and these pads provide a high electric field (pre-determined as the drift field 

in the LAr active medium) of nearly 2.0 - 2.5 kV in the LAr environment. 

II. Hadronic Calorimeter 

Encompassing t11e El'vl calorimeter is t11e haclnmic calorimeter. Functionally, t11e 

calorimeter is divided into a fine haclronic (FII) and a coarse hadronic ( CII) part, 

whose energy re::;olution is rnuch coarser than the fonner section. Gemnetrically it 

comprises of a central and tvm end calorimeters. The calorimeters are 7 interaction 

lengths and 9 interaction lengths deep for the central and end calorimeters respec­

tively. Here too, the transverse ::;egmentation of the celb is nearly 0.1 x 0.1 rJ - ¢i 

units, except for cells beyond lr1I > 3.:1 \Vhere the segment.a.Lion is Lwice as coarse. 

The FH calorimeter consists of 6 rnrn uranimn-niobiurn alloy absorber and the CH 

calorimeter consists of 4G.5 mm copper absorber plates. Sho\\rers of particles pro­

duced from hadrons interacting vvith the detector material develop in these layers. 

D. Muon Detector 

IVIost of the particles produced arc detected and contained after they interact 

within the calorimeter. Only the neutrinos and high PT muons having a radius of 

curvature sufficiently large, escape from the calorimeter and into the rviuon detector. 

1Vluons primarily lose energy by ionization when they pai:;s through Lhc bulk of Lhc 

detector material, producing secondary electrons from the ionized active material. 

It is reasonable to conjecture that the charged particle '<Vhich escapes 'vithout sub-
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stantial loss of energy from the calorimeter sub-system and is detected by the IVIuon 

detector is a muon. 
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Figure -1.8: The layout of lhe :Muon detector al D0 in lhe x - y plane. The muon 
system is housed outside the calorimeter. The Forvmrcl and half of the Central 
systems arc illustrated. 

Like most sub-systems, Lhe l\:Iuon detector comprises of Lhrce geometrical sec-

tiorn;, a central and two end or fonvard and backward muon systems. Each of these 

is functionally categorized into ;) systems, the A, I3 and C layer detectors. This gi-

gantic sub-system is the outermost one, and it completely envelopes the calorimeter 
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as shown in Figure 11.8. Because oJ its enormous size the detector's sub-systems arc 

spread far apart, and its performance is of coarse granularity. The functional units 

of the muon detector arc single wire proportional chambers (drift tubes) operating 

at drift voltages and scintillating fibers. The proportional drift tubes (PDTs) are 

confined to the central region, but in the fonvard system they are replaced by drift 

tubes called mini drift tubes (l'vIDTs). Scintillating detectors arc used in both the 

central as vvell as forward regions. 

lVIuons passing through the drift tubes ionize the gas it contains. The secondary 

electrons wl1ich are produced accelerate under the influence of the constant elec­

tric field tm~rard the central anode wire as well as the charged anode pads on the 

periphery of tl1e drift tubes. They cause further ionization of tlie ga.-; in the drift 

tubes, leading to production of more electron ion pairs, subsequently leading to an 

avalanche in electron production in the neighbourhood of the anode. The ions, which 

are much more massive, drift ~nvay from the anode making V·ntY for the avalance elec­

trons. As they move towards the cathode, they induce an opposite charge on lhe 

cathode. F1·orn tlie delay in the response of the avalanche electr011s reaching t11e 

anode ·wire and the anode pad, the position of the initial interaction of the muon 

can be estimated. Keighboring drift tubes arc staggered in alignment, so that the 

position of the muon's passage in the detector is obtained as it passes through it, 

and hence its passage as a function of time is deterministic. 

The muon system has three large toroid magnet:;: one central and one each in the 

forwa.rd-ba.cln;,ra.rd regions. The Lorentz force clue to the magnetic field causes the 

muon Lo curve. After det.ermining the radius of curvature of Lhe Lrajcctory between 

the A, D and C layers it is possible to determine the p of the muon track. 

The resolution of individual hits obtained from the detector sub-system, the 



magnclic field strength and the iolal number of hits obtained as the particle moves 

through the cletectori are the primary contributions to the overall position resolution 

of Lhe particle track. 



Chapter 5 

Simulations 

This chapter describes the generation of sinmhtecl events which arc nsed in 

the analysis. The clata events of interest are rare. therefore underntancling the 

physical observables involves use of computer-based Monte Carlo (MC) methods for 

simulating many such events. Moreover, in order to plan the system of detectorn. 

we need to study the simulations of a wide variety of processes which conic! be of 

potential interest. Simulations enable lmdge1. estimation and planning as well. 

Sinmlations help us understand the interaction of high energy particles with the 

cletector, and also help determine the geometric acccptm1ce, the resolution arnl the 

efficiency of our detectors. However. accurate simulation warrants the knowledge of 

the physical interactions of the particles with the detector material. 

Simulated events from signal as well as background processes which have a worthy 

representation of data sets are widely used for obtaining an optimal set of selection 

criterion. AHhongh Lhc rcla1.i ve normalization bci.wec11 signal and backgrmmd is 

estinmted using data, these nornmlizatiom; depend 011 the purity of the selected 

clata ensemble. The aim is always to keep the pmity of the ensemble as high as 

possible, and to mi11imize the losses i11 signal events as a result of the selection 
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criLerion, i.e. selection culs1 . 

There are two fundamental steps involved in the generation of a. 1/Ionte Carlo 

simulaLed event. Ii firsL involves Lhe genera lion of lhc particles produced in a spe­

cific physics process, aTJd secondly a sinmlatioTJ of tlie interaction of the final-state 

particles vvithin the detector. 

5.1 An overview 

This section deals with the simulation of an event which evolves from a pro­

ton anti-proton collision. These generators sinmlate specific physics processes usiTJg 

computer generated pseudo-random numbers, utilizing known cross-sections for their 

production. Various steps arc involved in this process. Figure 5.1 illustrates dia­

grammatically the various steps whicl1 occur during typical event generation. Using 

ihe parLon densiLy Junctions (proton as well as Lhe anLi-proton) the hard scatLcr 

final-states are first produced. Then using the showering and hadronization gener­

ators, a list of the final state particles in the event are produced. The list includes 

the identities as well as all kinematic information of the particles. Primarily, a sim­

ulated physics event consisting of all final-state particles is generated using an event 

gcnernLor. Then Lhe underlying interactions arc simulated giving rise Lo physical 

particles using a shovvering and 11adronization generator. Lastly: the interaction of 

the final-state particles vvith the various sub-detectors is simulated incorporating re­

alistic effects; e.g. presence of a nia.gnetic field in the tracking region, and detector 

resolutions. 

The validity of the simulation is tested in regions of kinematic phase space where 

1This is described in the Appendix D. 
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Figure 5.1: Schematic illustration of the sequences in a generic event generator start­
ing from the proton anti-proton hard scatter interaction. This diagram illustrates 
the part.on shmvcr in the final-sLate, hmvevcr one can have initial-state parton show­
ering too. The tin1e a.xi::; point::; vertically upvni.rd. T11is figure is obtained from [41]. 

the detector acceptance is high. Distributions of physical observables from data arc 

compared vvith those from simulated events. The resemblance of the tvvo distribu-

tions constitute a benchmark for the success of event simulation. In cases of rare 

eventt>; or nnob::;erved phenomena, the simulated dit1tributiont1 only mimic theoreti-

cal predictions used in modeling them. If in addition, for a physical observable, an 

extrapolation to unmeasured regions in phase space is desired, 1.hcn a prediction of 

the differential cro::;8-8ection in that region is utiliz;ed. One such example ir:; tlrnt of 

the limited solid-angle coverage due to holes or cracks in the detector. 

Some essential ingredients for event simulation arc summarized here. 
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A. parton distribution functions 

The measurement of the tl cross-section relies upon the knowledge of the prob­

abilit.y distri but.ion of the moment urn fraction x of Lhe partons in a pro Lon (or anti­

proton), a.t a particular value of rnornentmn transfer. This is the part.on density 

function of the parton in the proton (or anti-proton). The parton density function 

is determined experimentally. Once the cross-section is knmvn then the all-inclusive 

physics processes can be simulated in ratios 1;1,rhich are in agreement \vith measure­

ments. 

Tl1e Iv! C signal events whicl1 have been produced are using the CTEQ6.1 l\/I parton 

distribution functions[42]. These distributions have been established by the CTEQ 

collaboration [42]. Figure 5.2 illustrates tlie CTEQ6.1 distributions for some part.ems 

&"> a function of high momentum transfer Q2 value. 

B. Leading order matrix clement generators 

Figure 5.1 illustrates the basic principle of the 2 ____, 2 hard scatter process where 

iw·o partons from the incoming proton and anti-proton interact giving rise to two new 

partons, wl1ile the nm1-interacting partons constitute the remnants. Once the hard 

scatter process is determined, theoretical principles are used to compute the matrix 

clements of interactions 1vhcrc there arc a fixed number of particles in the final-state. 

The mathematical degree of complexity grows with the increase in number of final 

state particles. 

Typically an event generator provides a list of simulated particles simultaneously 

seen in the detector from an event. Every particle's identity, and 4-momentum is 

known. In addition, the initial posit.ion or vertex information may also be saved in 

the list. 

For this analysis, the hadronic collisions 1vhich arc 1vcll described within the 
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Figure 5.2: The proton's parton distribution functions from the CTEQ6.1 set plotted 
at a Q2 value of 100 GeV. This figure is obtained from [41]. 

framevvork of the Standard 1fodel are simulated. For initiating the ha.rd scatter, the 

signal and background processes for the analysis a.re generated at /S = 1.96 TcV 

ut;ing the Alpgen[43] Monte Carlo genera.tor, ven;ion 1.2. 

The Alpgen generator is based on exact leading order evaluation of part.on matrix 

clements, v.rhich include the t and b quark masses. In specific cases the c quark mass 

may also be included. Starting from a 2 part.on initia.1-state: up to 6 final state 

pa.rlons can be accornmodaLed. This leads Lo Lhc esiimaiion of ma.Lrix clcmcnLs for 

the signal a:s v.,rell as background production process which may or may not have 
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remanants 

Figure 5.3: A schematic showing the 2 ---+ 2 scattering process for a proton anti­
proton collision. 1\vo partons coming from the proton and anLi-prolon carry only 
a fraction of the proton and anti-proton momentum. The remaining fractions re­
main with the other non-interacting partons. Incoming partorrn have 4-rnomenturn 
denoted by p 1 ,p2 while the out going partons have 4-rnomentum denoted by p3 ,p4 . 

associated initial-stale radiation and final-stale radiation. 

C. Higher order corrections: perturbative and non-perturbative QCD 

computations 

Interactions mediated by real and virtual bosons are described a.':l ·well. !teal 

gauge boson emission diagrams are considered in the context of perturbative com-

putation. Tlie real emission diagrams are based on the lea.ding order n1atrix element 

generators) and can be evaluated. Virtual particles that may possibly be emitted 

or absorbed arc also included in calculations. Huwcvcr as one proceeds Lo calculalc 

frmn one order to the next, the mathematical complexity increases. 

There arc Lwo traditional approaches to model Lhcsc higher order processes. In 

one of the 1nethods the rnatrix elenient corresponding to tlie process is calculated 

order by order. These describe the initial-state radiation and final-state radiation 

states as \Vell. Since the phase space available for gluon emission increases ·with 

energy, the estimation of matrix-element becomes less relevant for the full recon-

slruction oJ events aL higher energies. Al high energies the pcrturbalivc expansion 

is feasible since the coupling strength at these scales are nrncli s1naller compared to 
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unity, and this is done in Lhe second method. 

D. Showering and hadronization event generators 

The QCD perturbative theory holds well at short distance scales ( rv 10-18rn). AL 

large distance scales the interaction strength (coupling constant) increases and a 

perturbative approach breaks dmvn. At these scales the partons are incorporated as 

bound states. This takes place via the fragmentation process and then the hadroniza­

tion process. 

The fragmentation process is not well understood from firsl principles, i.e. from 

the QCD Lagrangian. There a.re three popular computational models v.rhich attempt 

to simulate this phenomenon. These models are the string fragmentation model, the 

cluster fragmentation model and independent fragmentation nrndel. The success of 

the models is judged in terms of hmv ·well they mimic the data from the Tevatron. 

There arc tools in the form of computer programs which model the shmvcring 

and hadronization of the free particle final-state products. These are the show­

ering and hadronizaLion evenl genernlors.Parlons produced in Lhe event undergo 

fragmentation tlms allowing the quarb to branch into ( q, g) pairs, anti-quarks into 

(ii., g) pairs, and the gluons into (.q, q) or ( q: q) pairs. The fragmented part.ans are 

hadronizcd employing various hadronization models. 

Pythia[44] uses the Lund String fragmentation and hadronization scheme. An­

other SHG, Isajct[1l6] uses the Feynman-Field scheme. Henvig[115] uses the cluster 

fragmentation scheme. In this analysis "\Ve use Pythia[44] version 6.2(CTEQ5L) for 

simulating the fragmentation and hadronization. EvtGen [ 4 7] is used to model the 

deca_ys of Lhc b hadrons Lo their final-states. The last step in the cvcnL genera.Lion is 

to evolve and haclronize spectator partons, i.e. those partons vd1ich have not formed 

physical states with other partons in the event. There is no unique way to incor-
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porn.Le these left over partons. Pythia uses an extension of the Lund Color scheme 

while faajet overlays minimum bias events over the primary hard scatter event. 

5.2 Simulation of the physics processes 

The hard scatter process used for the generation of simulated data is tl ---+ bb 

rt z:; V1-l.l1- and these arc generated for 7 different input values of Lhe l quark 11H1fiS 
1 1 

V'iz. 120: 140, 160, 17G, 190, 210, 230 GeV. The samples have contributions of ta.u 

lepton stat.cs decaying into haclronic as well as lcp1.onic channels. However, the 

di-electron channel signal process is: 

while lhaL for lhe di-muon channel is: 

The e11 channel processes are: 

as ·well as 

It is also possible lhaL lhc response from final-sLale objects can be faked by processes 

other than tl1ose rnentioned above. These constitute tlie background processes. The 

principal background process in the analysis is z /;* ---+ lf r1 + jj' where l indicates 



62 

c, µ, or T lepton. The di-boson process nr+iir- -----+ ljl:; + jj is also a background 

process. Simulated events corresponding to signal and background processes \Vere 

gcneraLed using Alpgen followed by Pythia. Details or Lhe gcneralion or specific 

processes are given in [.J 1] and [G2]. 

5.3 Simulation of the D0 detector 

The Detector Description and Simulation Tool , also known as GEA.\JT[48L is 

a. program t..haL describes the passage of elementary particles through a variety of 

materials of different shapes and sizes. For im;tance consider the fabrication of t11e 

vertex tracking detector. This detector, being closest to the nominal interaction 

poinL, is prone Lo extensive rndiaLion damage. If we use a deLector \vhich is made 

of Si, e.g. our current Sl\/IT detector, then the typical life-time of t11e material be­

fore which il is considered damaged due to radiation is nearly 2 fb- 1 of intcgraled 

lurninosity2 [39]. Hmvever, if the exact same detector design is used but the silicon 

material is replaced \vith artificially produced diamond, then the lifetime of the 

detector is incrcascd[10]. This is however an expensive choice. Simulating various 

detector geometry, an optimal design can be achieved using less expensive material. 

Therefore, before building an actual dcteclor, a complete simulation of the experi­

ment helps in considering the benefits and optimal utility of the detector over t11e 

costs and the time required for the construction. 

l\/loreover final-state products produced in the detector interact with the detector 

material and the eventual resolution •vith which we measure the physical quantities 

is unrealistic. This is a useful tool for studying the responses from physics objects 

2Frorn tests done with the Run II design specifications. 
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with realistic clcLeclor effects and resolulions which match that obtained from data. 

The full simulation path consists of two programs: D0gstar[49] and DQ)sirn[50]. 

This section highlights lhe simulation of the DO dcLcclor's response. 

D0GEANT Simulation of tl1e Total Apparatus I~esponse (D0gstar)[49] is a sin1-

ulation package (or program) which is available for the generation of fvionte Carlo 

studies of the DC:) detector vvith different configurations, e.g. \Vith the magnetic 

field in the tracking system set off, or even if its polarity were changed. It provides 

users with a full GEANT simulation of all the various sub-detectors wiih a simple 

interface. After that, information can be simulated at the basic level of electronic 

channels, e.g. studies with some disabled SIVIT detector channels can also be per­

fonned and the effects on identifying and diagnosing simulated events can be done 

&">well. 

D(i)gstar is a wrapper for GEAl\T. It determines the amount of energy deposition 

in the active region of the detector. The primary sequence::; of the DQ)geant program 

arc: 

• D0gen: which is the standard event generation package, 

• ])(i)geo: wl1ich create::; the GEA.\IT geometry parameters; 

• ])(/)kin: which is a package whicl1 deals with kinematics for ])(/)gstar: 

The D0Sim package is used to perform ihe cleclronies simulation and pileup of 

any aclclitiona.l minimum bias interactions that occur in the same bunch crossing as 

the signal event. IL is used 1.o generate files suitable as input for the reconstruction 

software (D0reco) starting from files supplied by D(!1gstar program. T11e analog 

output of D0gstar is digitized for each detector at this stage. The various steps are: 

• merge hard scatter and minimum bias events 



• add caJorirncter pileup from previous events 

• n1 ake I, 1 calorin1eter trigger tcnver information for L 1 simulation 

• add calorimeter noise 

• add SIVfT noise and inefficiencies 

• add CFT noise and inefficiencies 

• add IvI non noise and inefficiencies 

• save all relevant kinematic information from events 

5.4 Additional corrections on simulated events 

Due to our lack of complete understanding of the detector deficiencies) additional 

corrections arc applied Lo fully simulated and reconstructed events so as Lo match the 

response from data. For example, there is an additional correction factor applied to 

the efficiency per muon in every object derived by E. Varnes[53]. The oversmearing 

of missing transverse energy in Z---+ ee + X l\fonte Carlo events from A. Kumar, ct. 

al.[54] is also applied. The over-smearing corrections are described in Chapter 7. 



Chapter 6 

Data Selection 

Kot every proton anti-proton collision is useful for the physics goal of this thesis. 

Events of interest have to be sorter! from a large number of events. Only a couple 

of relevant events arc expected from over 1010 proton and anti-proton collisions. 

This chapter describes how potentially useful events are selected from all proton 

anti-proton collisions. The selected events constitute the data ensemble. 

6.1 Event signature 

From Lhc SM we can inicr LlrnL Lhe producLion and decay vcrLcx of I quark arc 

separated by~ 10-15 m, which is smaller than the spatial resolution of our detectors, 

therefore inhibiting the direct detection of the t quark. So its detection proceeds 

through the identification and rcconstmction of all its decay products. 

The large mass of the t quark restricts it from being produced with high rela­

tivistic momentum. It decays into the b quark ancl the n- boson. In the di-lepton 

channel, the \IV boson subsequently decays into e and u,, or µ and uµ- Therefore. 

these lighter cleca:v products have high momentum and large angular separation in 
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Figure 6.1: A sketch representing the signature of a typical eµ candidate event 
within the detector. 

the laboratory frame of reference. This ensures that on the average, the stable decay 

products have a high transverse momentum (pr) , and are isolated with respect to 

one another. The final products detected arc lhc jets from the b-quark, and lhc 

t\vo charged leptons. The neutrinos remain undetected. Figure 6.1 is a cartoon of 

the characteristic event signature of an eµ event. Summarizing, \Ve have the event 

signature as one with at lea.st: 

L Tvvo1 high Pr isolated jet objects. 

2. Isolated higl1 pr electron positron pair in the, di-electron channel, 

isolated high Pr muon anti-muon pair in lhe, di-muon channel, 

1 There can be more t.han two jct. object.s in the event , and it may be al.tributecl l.o init.ial-sta!.e 
radiat.io or final-state radiation. 
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isolated high Pr cledron(posiiron) anii-muon (muon) in the, eµ channel. 

3. Large imbalance in the transverse momentum due to the undetected neutrinos. 

The event signature can be faked by some non-Lop quark processes as well. These 

processes are: 

1. The Z boson production accompanied by at least 2 hadronic jet objects, and 

where the Z-boson may decay into a pair of oppositely charged, but same 

flavor leptons. T11is process is the primary physics process which mimics t11e 

event signature in the di-electron and the di-muon channels. \Vhen the Z boson 

decays into a pair of T leptons, and they decay into e and a 1.1, then it is possible 

to fake the eµ channel characteristic as "\vcll. Herc the mis-measurement or 

resolution effects contribute to the imbalance in the transverse momentum of 

the original event. 

2. The di-boson H7+Hr- production, once again accompanied 'vith the production 

of at least 2 hadronic jets, is also a source of a physics process faking the di­

lepion decay channel. The lV boson decays inio ihe charged lcplon and iis 

corresponding neutrino. Along vvith the hadronic jets, this process mimics the 

evenl signal urc as well. 

3. The detector resolution effects contribute to a class of fake events called 1n­

stnrrnerdat fakes. Consider an event final-state ~vvhich ha,s a muon and at lea,st 

3 jet objects. A jet object can mimic an electron object when it has sufficient 

electro-magnetic energy contribution in the calorimeter. In such a ca,se the e11, 

event can be faked. However, in the above scenario, if there \Vere an electron 

object and at least 3 jets, instead of a muon object, then a di-electron object 

can be faked instead. 
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6.2 The strategy of event selection 

A 11 sub-systems of tlie I )0 detector are used to identify the objects produced in 

an event. From the detected final-state products, the puzzle of inferring the initial 

physics process is solved. 

Information from an event is not available immediately after a physics colli::;ion. 

In fad much ol' the information is available later, and Lherefore event selection is 

achieved only via a carefully designed selection scheme vvhich filters out unwanted 

events in stages. 

Tl1e follovving sub-sections describe the ::;ystematic proce::;s in ~vvhich useful events 

are identified, and ~ssociated information is saved. Our resources limit the amount 

of information we can save. \Ve cannot record information from all collisions because 

they occur too frequently, even before the previous event is recorded. J\!IoreoveL if 

we \Vere in a hypoLhcLical position lo record every event, then we would not be able 

to reconstruct all of it and save them on tape devices in a reasonable tirne. Filtering 

of the events at D0 is achieved in three stages by using a trigger system. The 

purpose of the trigger system is to produce a signal that starts the readout of the 

events at the appropriate stage. It is desirable to record and save all useful proton 

anti-proton collisions and reduce the background events. 

Figure 6.2 is a flowchart of the tri-level trigger system and data accumulation at 

D(i). The detector readout electronics design allows us to save about 104 events per 

second at the firnt stage called the le-uei one (L 1) trigger system. Here, the deci::;ion 

whether or not to read out all detector elements is taken. At this stage electronic 

information which can be read out fast from detectors is utili,,;cd for estimating 

the importance of the event. If the decision is not to take the event, the readout 
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Figure G.2: (Top) Sunnnary of the three level ])(-) trigger system rn lhrn I I. The 
allocated bandwidth and decision time are indicated in the schematic. 
(Dottom) The flowchart of 11 and L2 triggered data path. The arrov.r indicates the 
dirccLion of dala llow. 
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elcclronics is kepl ready for the nexl event. Clrnra.cterislic, but coarse informalion 

from the calorimeter and muon detector is utilized for accessing the importance of 

the event. The trigger decision at. 11 is on-line, vvhich indicates that t.he decision Lo 

record tlie event is taken just after it occurred. The next stage is the le-vet two (L2) 

trigger system. If the 11 decision is not confirmed then the readout process at 12 

is stopped and reset. The decision is taken before the next proton and anti-proton 

bunch con;8ing. 12 trigger selects only about 10% of all event.ti saved by 11. At 

the last st.age, level 3 lrigger syslern, only about. 2% to 5% of lhe events accepted 

after L2 are selected. Here the filtering of events is performed by software off-line, 

which indicates that it is much after the event has taken place and after it has been 

fully reconstructed. It has access to tlie inforrnation from all the sub-8ysterns of tlie 

Dv) detector. 

6.3 On-line trigger selection 

This section deals with the event selection procedure applied at the 11. Preliminar_y 

information about the final-state of a physics process is first obtained via this trigger 

sy8tem. The importance and classification of the event is based on a pre-defined set 

of condilions, called 11 filters. H Lhe evenl is rejecled by the 11 filters, then it 

is lo::;t. Hcllvever, if the event meet::; the filter requirement::; it is pa::;::;ed to t11e L2 

stage. The success of a filter for an event, (also called triqqer firinq) indicates the 

presence of one or niore final-state objects sought in the event. Since various sub­

detectorn measure response independently~ one or more conditions can be used for 

event selection, using boolean AND and OR logic syntax. 

The set of conditions that need to be met at the Ll stage are illu::;trated m 
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Table 6.1 and the sub-section that follows describes the Ll objects which arc used 

in the ana.ly:sis. 

6.3.1 Ll EM objects, jet objects and muons 

Physics study involves analysis of off-line objects like the electromagnetic, muon 

and jet objects. These objects are reconstructed by the reconstruction farms 2 . 

In order Lo 1.riggcr on interesting events, one needs to use on-line information, Jor 

example from the Ll trigger. 

analysis Ll trigger 
channel name 

eµ rnulotxatxx_CE!vl(l,3) 
mulpt3wlxx_CE!v1(1,3) 

di-electron CE:\1(1Jl) 
CEivI(2,G ) 

CE:tv1(2,3) CE:t'v1(1,9) 
di-muon rnu2p1.xa1.xx 

Table G. l: Ttiggers applied at the Ll stages for selecting di-lepton events. 

The transverse energy HT of the trigger tmvern (TTs) is used to study the re-

sponse of the Ll trigger tower readout. However, if the complete TT information is 

usecL then the TT describes a Ll jet object. The El'vI TT which is fired constitutes 

ihe Ll electromagnetic object, vvhilc the jct TT which is fired is the Ll jct object. 

At 11 one can determine the number of TTs (El\iI as well as jet TT) which satisfy 

the HT threshold levels. 

Tl1e CEl'vf triggers are termed CETvI( N: Ry), where iV is tl1e number of E\'l 

objects fired by the trigger having the threshold Er. A single EM trigger, CElvf ( 1: x) 

2 A host of stand alone processors constitute a. farm. 



analysis 
channel 
eµ 

di-electron 

di-muon 

L3 trigger 
name 

MU _A_ElVfl 0 

l\1ATX_ElVIG_L 12 

2El'vLHI 
EL2L20 
E2_2L20 
E3_2L20 

21\HJ _A_L2_\10 
2_\1C _A_L21\!H_LL::~TRK 10 

21vIU_A_12I'v10_L3115 
21vIU _A_L2~v10 _L3TRK 5 

21\/1 U _AJ,21\!IOJ,31,6 

Table 6.2: Triggers applied at Lhe 13 stage for selecting di-leplon events. 

fires when there is at least one E:IVI TT with _t,'.T > x. In an event that passed such a 

trigger \Ve assume that the highest ET TT in the precision readout fired the trigger. 

The scintillator detector as well as the drift tube's response dictate the presence 

of 11 muon objects. Favorable response from Lhe muon dclectors obtained after 

the bunch cro:ssing are attributed to cosmic muons. These objects are eventually 

rejected. Detector hits constitute Lhe Ll muon objects. 

Senne L 1 trigger tower studies can be found in Appendix E and more details are 

available [55]. 

6.3.2 L2 EM objects, jet objects and muons 

Events that pass the 11 requirements arc filtered at 12. For the cm objects, 

simple cone algorithms a.re used to process the Ll TT response and form cluster(s) 

of em objects at 12. Jet clusters are also formed using the Ll jet objects. It can 
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be determined at this stage if lhe E:tvI or jct TT which fired in Lhc cvenl is isolalcd 

or not. The summation of the transverse energy in the clusters of TTs can now be 

defined as \vcll. 

At L2 it is possible to determine the nmnber of hits in the scintillator detectors 

as well as the drift tubes for a 12 muon object. If a. Ll muon object has: 

1. at leasl 1 wire hit in Lhc A layer drill-Lube dclcdors, 

2. at least 1 scintillator hit in the A layer scintillator detectors, 

3. at leasl 1 wll'c hits in lhe B,or C layer dril'l-lubc detectors, or al lcasl 1 

scintillator hit in the H, or C layer scintillator detectors, 

then it is referred to as a 'loose quality' muon object. However, if a Ll muon object 

has: 

1. at least 1 wire hit in the A layer drift-tube detectors, 

2. at least. 1 scintilla.Lor hil in the A layer scintilla.Lor dctcclors, 

3. at least 2 wire hits in the B,or C layer drift-tube detectors, 

4. at least 1 scintillator hit in tlie H, or C layer scintillator detectors, 

then it is classified as a :medium qualiti muon. 

For the di-muon channel event selection at least one medium muon object is 

required. In the eµ channel there arc no additional rcstriclions for muon objccls or 

El\iI objects at 12. Hmvever, for the di-electron channel, it is required that there be 

two 12 cm clusters over a 7JT threshold ol 10 GcV. 
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6.3.3 L3 EM objects, jet objects and muons 

AL L3, qualiLy cuLs can be applied on L2 Elvl objects lo characleri'.6c Lhem fmthcr. 

The following attribute:::; of the L3 ern object can be detennined: 

A. f KM: Elvf fraction, this is the ratio of the EM energy deposited in the EIVI layers 

of the calorirneter and the total energy of the cluster (which includes contributions 

from hadronic layer::; if any). The higher this ratio, the more likely it is that the 

clusler response is from an cleclromagncLic object. 

B. fi.~0 : the isolation of an EJVI cluster is measured by comparing only tlie El\/! energy 

of Lhe cluster \1-'iLhin a cone of radius 0.2 to lhe total cluster energy wiLhin a radius 

()f 0 4, Qu·11·1t1't·1t1'"e],· tl·1e e1·1·1 l
0 S'()]·1t1'01·1 f1···1c·t1'c)TJ l·s clefi1·1e(j ·1, f - Hio1<.z(0.4 )-HF:M(o.2) . . . c. c., v • ,,.' ; ' .· , ... c. • c · • . •. · • c .ti iso - ~:F:M(0.2) 

C. 8hower width: The vvidth of shmver shape of the ElvI clusters in the three inner-

most EM layers can also he determined 3 . 

L3 jcL objects arc also clusters of energy in Lhe calorirncLcr which arc selected from 

L2 jet objects. Compared to El\il objects, jet objects a.re wider in the (rJ, d>) spread, 

algorithms are used off-line to reclassify and categorize these objects. However: at 

L3 some characteristic information is available as well. The fraction of jct energy 

in the coarse hadronic layers: compared to that in the fine hadronic layers can be 

determined. 

L3 muon objects are similar to L2 muon objects. Hm;i,rever, at L3 the muon 

:
3The shmver shape is re-established off-line as well. However at L3 there is an added advantage. 

l\Ia.xinmm energy i;; depo;;ited in the third EJvI layer by EIVI objed;; when they shower in the material 
of the calorimeter. The finer granularity of t,he third layer is an advant.age, and it provides good 
energy resolution for the cm clusters. Due to the presence of iron toroid and the pre-shower the 
K'vI shower initiation occurs before the K\I objects hit the calorimeter itself and do not initiate in 
t.lw first EM layer. It is possible that the maximal energy of the El\I duster may not be deposited 
in the third layer, buL. in Lhc second layer. Therefore sampling of t.hc clusl.cr width in t.hc firsL 
three layers of the calorimeter provide a useful discriminant a.t L3 as '..Vell. 



objects from L2 can be used in conjunction wilh lrnck infonnalion from the CFT 

and the 81,JT, confirming the presence of a muon track object, This is implemented 

in the 13 muon triggcrn for the di-muon cha.nneL where al least one muon track 

object is required. 

6.4 Off-line reconstruction 

Optimal use of all saved information is made to understand the response in 

the detector. T11e process in which information from all detector subsystems is 

incorporated to reveal the signatures of the physical particles produced in the event 

is called off-line recon.strnction. It is also knmvn as 'reco'. Sofhvare is used for all 

off-line reconstruction. 

Over 50 lhousand detector electronic channels carry infornrntion off-line for lhe 

recorn;truction of the physics event. Information fron1 only those events whicl1 pass 

the trigger requirements are saved to peripheral devices e.g. tapes. The main 

sequences arc the reconstruction of: 

• The track objects in the event. 

• The primary vertex, using the track objects. 

• The electron objects, muon objects and jet objects. 

• The unbalanced transverse momentum usmg all reconstructed objects, clus­

tered as well as unclustered energy in the calorimeter. 

\V"ell defined set of selection criteria are used, each of i,vhich has to be met for the 

reconstructed object to be considered valid. This ensures a larger fraction of events 

from the selected sample having the characteristic event signature. 
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The Section 6.5 describes the set of selection criterion used, \·vhilc ensuing sub­

sections describe the reconstruction of various objects in the event. 

6.4.1 Reconstruction of a track object 

The tracking detectors record hits or clusten:> of hits from charged particles. 

Algorithms are used to find and fit the tracks in the event using the collection of 

clusters or hit information from one or more of the sub-clctcc1.ors. The rnat..hcnrn1.ical 

equation v,rhich indicates a possible particle trajectory in the event is called a track. 

Therefore the track object is a re-creation of a possible trajectory which the particle 

in an event may have follov.rcd. 

Once the track objects are defined, the next step is to reconstruct the primary 

and the secondary vertexes. However, in this thesis the secondary vertexes arc not 

used, and will therefore not be discussed. 

6.4.2 Reconstruction of the primary vertex 

\Vhile the incon1ing proton and anti-proton bunches are focused at the nominal 

interaction point, the actual point of collision may however be different. Algorithms 

\'Vhich use trnck objects as inputs, arc used to identify the possible position of the 

impact. Reconstructed tracks are used in conjunction '"'ith the beam spot infor­

mation to determine this point. This reconstructed point is defined as the primary 

vertex. 

Once tracks to be used in the event are selected, a clustering algorithm is used to 

identify tracks belonging to different interactions. The clustering algorithm bunches 

neighbouring tracks in a 2 cm segment along the z axis. \\Tithin each cluster the 
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tracks arc filled to a common vertex using a Kalman Filler[56] algorithm. The bcsl 

fit determines the position of the primary vertex, and all tracks in the same event 

a.re rcfitLed with Lhe requirement that they originate from the new vertex position. 

More tha.n one hard scatter rnay occur in the sa.rne lrnncli crossing. Therefore 

it is possible to reconstruct more than one primary vertex. Instrumental effects 

like tracking resolutions, or mis-identified tracks can give rise to spurious primary 

vertexes. The selection of a primary vertex to be used in reconstruction is based 

on lhc track mulLipliciLy or on Lhe lransverse momentum of the associated tracks. 

The optimal selection may depend on the physics process. For tl1e tf events it vva.s 

established that the sum of the logarithms of the transverse track momenta gives 

the best discriniinator in finding the primary vertex[57]. 

The identification of the primary vertex is crucial for an accurate measurement 

of the transverse momentum of all objects in the events, e.g. the electron objects, 

muon objects, or jet objects as well as the imbalance in transverse momentum. 

6.4.3 Reconstruction of muon objects 

Niuon objects arc reconstructed using information from the tracking detectors, as 

well as the muon detectors which are located outside the calorimeter. A 13 muon 

object in conjunction with a gcomclrica1ly matched lrac:k object would correspond 

to an off-line nmon track. An estirnate of the muon rnornenturn is obtained froni 

1.hc bending angle of the muon track in 1.hc toroidal magnetic field. Further details 

will be discussed in the next section. A muon track object in tlie calorimeter cell 

(IvITC) is reconstructed as we11[58]. 
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6.4.4 Reconstruction of electron objects 

Off-line, energy infonnalion from all calorirnclcr cells is available. Rc-cluslcring 

of energy deprn;itiornc; into simple cone objects of radius 0.2 units is done. T11e 

cluster energy can also be determined. The segmentation of the calorimeter provides 

rneasurements of the longitudinal shower sliape as ,;vell as the transverse shower 

shape of energy depositions. In addition the Central Pre-Shmver detector (CPS) 

dclcclor provides energy rncasurcrncnl as well as Lhc cluslcr shapes of lhese objecls 

since tlie shower development is initiated in the CPS. The CFT and the Si detector 

provide precise matching with lhc CPS cluster position, and they provide means lo 

rneasure the transverse mornenturn (pr) as well as tl1e ratio (P /p). 

The L:J em objects which have an associated track object are said to be 'tight' 

electron objects. The algorithm for obtaining the isolated electron objects uses 

calorimeter clusters ,;v~hich are matched with the CPS information. These in turn 

arc ihcn matched wilh lracks. Isolated cluslcrs and isolated tracks arc onl v selected . . . 

for t11is analysis. 

Off-line all qualitative information from 13 electron objects a.re either refined or 

preserved. These features, described earlier in Section 6.3.3, arc: 

• The EM fraction of energy in each cluster. 

• The rmI isolation. 

• Then, m;ing the H-matrix teclmique one can compare observed shower shapes 

to expectations using the covariance matrix of energy deposits in different 

calorimeter layers. This leads to a composite variable for discriminating shower 

shapes of electron and photon objects and other hadrons4 • 

4To determine the electron/ photon likeness of a shower, the electron response is generated using 
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Table 6.3 sumnH:U'izes ihe algorithms used for defining an cleclromagnctic cluster 

(object). For this analysis, only the first algorithm is used. 

seed isolation cut associated track energy info angular info 
cluster yes yes El\kluster Track 

SEl'vf + cluster yes yes ElVIclustcr Track 
cluster yes no ElVIclustcr cal/ PS 
SEI\-1 yes yes Track Track 
SE1vf no yes Track Track 

Table 6.3: J\ list of electron ID definitions used in reconstruction a.lgorithms. 

6.4.5 Reconstruction of jet objects 

The algorithm used for the off-line reconstruction of jet objects is the Improved 

Legacy Cone Algorithrn[59]. The algorithm aims lo reconstruct all clusters of 

calorimeter energy depositions as fixed radii cones in (r/: ¢ , r) space. 

Every calorimeter cluster is assigned to be a massless 4-vector object, with the 

direction of the object corresponding to the trajectory and the energy of the object 

as its scalar component. All such 4-vector objects \Vithin a pre-determined cone 

size arc combined, and various fixed radius cone configurations arc obtained. An 

a1goritlnn is u:-;ed for clmitering particles, parton:-; or even energy depositions. Por 

ihis analysis , the algorithm uses a fixed cone of radius 0.5 units. The algorithm is 

modeled such that each of these cones contain stable jets, 'i.e the jet axis and t11e 

4-vector sum of all the calorimeter objects are as 'close' as possible. 

t.hc det.edor sirnula.Lions. Then , ror cxarnplc ror a. sample or N sirnulat.ed electrons, one ca.11 define 
a covariance matrix. Then the x2 'vhich measures the consistency of a shower with a typical 
cm shower can be defined. This value of the x2 is used as a discrirninalin~ value. There arc 8 
observables used in constructing the x2

, they are: fractional shmver energy in each of t.he .J K'vI 
layers of the calorimeter, the shower widths along the two transverse directions, the logarithm of 
the total energy, and the longitudinal position of the event's primary vertex. 
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During reconslruction ii is possible lo decipher jcls which include defective or 

noise calorimeter cells. or TTs. Their contribution in cluster energy can be deter­

mined, and a.voided as well. 

6.4.6 Corrections to off-line objects 

The reconstructed electrons, muons, and jets are calibrated. This involves a series 

of corrections which \Nill be described in Chapter 7. 

6.4. 7 Determination of the unbalanced transverse 

momentum 

After full reconstruction of all objects in an event i::; achieved and after necessary 

correction::; are applied to those object::;, the imbaJa.nce in the transverse rnornemturn 

is csiinrnied. The response is altribuied lo ihe presence of undcledcd neutrinos in 

the final-state of the event 

6.5 Selection cuts 

T\vo main types of criteria are imposed for event selection. Data quality criterion 

a.re imposed to remove known corrupt nms and luminosity blocks. Secondly, event 

selection cuts are imposed to enhance higli signal-to-background ratio. This section 

deals with the latter issue. 
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6.5.1 Selection cuts for track objects used in reconstructing 

the primary vertex 

The clmracteri:;tic:; of the track:; u:;ed for primary vertex rccon:;truction arc: 

• The p1 of track:; to be 2: 0.5 GeV. 

• SNIT hits 2 2. 

• DCA significance of tra.c:k objects ::-; 3.0. 

6.5.2 Selection cuts for the primary vertex identification 

The selection criteria for the primary vertex arc: 

• The absolute value of the longitudinal spread or the PV from Lhe center or lhe 

detector (lzol) be < 60.0 cm. This criterion ensures that the primary vertex is 

rcconsLrudcd wiLhin lhc tracking volume of Lhc silicon detector. 

• At least three tracks arc associa.Lcd with Lhc primary vertex. 

Further details regarding the primary vertex selection criteria and its characteristics 

are available in [60]. 

6.5.3 Selection cuts for muon identification 

In addition to the medium muons described above. further cuts are applied on the 

muon objects. Tracks recon:;tructed using the muon detectors are extrapolated to 

the point of closest approach (PCA) to the beam, and moreover these parameters are 

compared 1vith tracks from the tracking subsystems at the point of closest approach 

as well. A global fit is performed with all central tracks within 1 radian in az:imuthal 



82 

and polar angle of a muon track al PCA. The central track wilh lhe highest x2 

probability is considered as the muon candidate. The measurement of the muon 

lrack paramelcrs is taken from the tracking dct.cctorn. This identifies a muon objecl 

whose origin is consistent with that of one corning fron1 tl1e primary vertex. In 

addition, 

• The (r, 0) distance of closest approach (dca) significance, defined as Lhe ralio 

of dca to its error , i::; limited to [dca[ / O"dca < 3.0. 

• The clistance along the beam direction from the muon to the primary vertex 

is also constrained to [~z (!1, PV) [ < 1.0 cm. 

It is difficult to determine the radius of curvature of high PT muon objects for the 

stiff t racks. \Ve avoid abnormally large Pr rnuons fron1 the signal sarnples which tend 

to be matched to poorly reconstructed tracks by restricting the fit to the matched 

lrack using x;rnck < '1.0. 

Background processes containing b jet decays may give rise to higl1 Pr muon ob­

jects too; however , lhcsc muon objects arc not well isolated from the jcl objects in 

the event. An isolation variable devised on the ratio of the visible energy (halo) 

surrounding the muon and its PT is estimated. Specifically, it is required that: 

• Halo(0.1, 0.4 )/PT,muon < 0.12. 

• TrkConc(0.5)/PT.m11on < 0.12. 

• For high PT muon objecls, PT > 15.0 GeV is used. 
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6.5.4 Selection cuts for electron identification 

After iniLial idenLifica.Lion of an clecLron objecL, we can enhance Lhe quality of lhe 

object by further in1posing quality cuts. Tl1e qualitative requirement:::;, de:::;cribed 

previously in section G.4.4, are: 

• f EM > 0.9. 

• fi.rn < 0.15 . 

• hmx8 x2 < 75.0. 

• Electrons arc required to pass the likelihood (L) cut of: L > 0.85. This cut 

has been revised5 . 

• The electron candidates are also required to have an associated track. 

If an electron satisfies all the criteria mentioned and has a p1 > 15.0 GeV, then they 

a.re sclccLed. 

6.5.5 Selection cuts for jet identification 

For selecting jci objects in lhe events, the follmving cuts arc applied Lo recon-

structed events: 

• A cut on the fraction of energy deposited in the electromagnetic calorimeter 

fliAt is applied 0.05 <!HM < 0.95 . 

• PT > 20.0. 

5For the analysis done in spring 2004, electrons in the central calorimeter 'vere selected with a 
likelihood cul of L > 0. 75, and clccLrons which arc in the end calorimeter have a lighter likelihood 
cut of L > 0.80. 
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6.6 Expected signal and background yields 

After application of selection cuts, the expected signal and background yields "\Vere 

established[52] from data as well as the simulated Nionte Carlo generated events. 

Table 6.4 highlights the expected background and signal yields in the di-electron 

channel, for the data sample of 24:3.00 pb-1 used, while Table 6.5 corresponds to the 

cxpecLcd background and signal yields in the di-muon channel, for Lhc daLa sample 

of 224.33 pb-1 used. The corresponding results for the e/l channel is illu::;trated in 

Table 6.6 \Vhich uses daLa sample of 228.29 pb-1
. 

process/ event statistical systematic 
category yield uncertainty uncertainty 

inclu::;ive Z /'y* 0.1:3 ±0.0:3 +U.UJ 
-0.07 

inclusive lVlV 0.14 ±0.05 +0.07 
-0.0G 

'inslnunenlal fakes 
missing Er fakes 0.59 ±0.09 0.00 

EIV1 fake 0.07 ±l).03 0.00 
total bkg 0.93 ±0.11 +u.uts 

-0.09 

expected signal 1.91 ±o.o.s +u.~.:> 
-0.28 

# selected events [ G 

Table 6.4: The expected ::;ignal and background yields and rmrnber of events for 
the di-electron channel[52]. The expected signal yield assumes a 7 pb tt production 
cross-section. 
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category/ event statistical systematic 
process yield uncertainty uncertainty 

Z /1* 1.14 ±0.1:3 +tuu 
-0.5·1 

1Vf!V 0.16 ±0.02 +0.07 
-0.0(i 

instrurnental 
fake 0.07 ±0.03 +0.02 

-0.02 

total bkg Ll? ±0.U +ll.:1\J 
-0.63 

expected signal L55 ±0.0G +u.:LU 
-0.24 

# selected events [ 0 

Table 6.5: The expected signal and background yields, and observed number of 
events for the di-muon channcl['32]. The expected signal yield assumes a 7 pb tt 
production cross-section. 

category/ event statistical systematic 
process yield uncertainty uncertainty 
Z/~:* 0.38 ±0.06 +ll.UI> 

-0.08 

WW 0.36 ±0.00 +0.18 
-0.15 

1- processes 0.02 ±0.02 +0.01 
-0.02 

inslrumenlal 
fake 0.20 ±0.02 ±0.07 

total bkg 0.96 ±0.07 +u.u 
-0.18 

expected signal 5.22 ±0.11 +u.;:i:J 
-0.42 

# selected events I 8 

Table G.6: Expected background yields, expected signal yield and observed nun1-
ber of events for the et1 channel[52]. The expected signal yield assumes a 7 pb tl 
production cross-section. 
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6. 7 Selected data sample 

After the application of all selection cuts, and removal of all runs v,rith poor quality 

of the detector response, 8 events 'vere selected in the eµ channeL 5 'vere selected 

in the di-electron channel and none were selected in the di-muon channel. T11e run 

numbers and event numbers for the selected di-electron events are given in Table 6. 7: 

and Lhc sclccLcd cµ events in Table 6.8. 

run number event nun-iber 
177681 1:386S)716 
18032() 14448436 
166779 121971122 
1781.52 26229014 
178177 13511001 

Table 6. 7: Run numbers and event numbers for Lhc sclecicd cvcnLs in the di-clccLron 
channel. 

run number event number 
178733 8735139 
1791'11 11709332 
179195 2638170 
178159 :37315438 
177826 152596G4 
179331 19617819 
174901 8710859 
168733 1997007 

Table 6.8: Ihm numbers and event numbers for the selected events in the eµ, chamiel. 



Chapter 7 

Detector Calibration and 

Resolution 

This chapter addresses the calibration of the 4-vectorn of the final-state parti-

cles. \!Vhile Lhe precision of Lhe rclevenL measuremenL is depernlenL on Lhe iuherenl 

resolution of detector suli-:,;ystems, its accuracy i;,; achieved via energy calibration 

nsing well-measured, easy to resolve, and well established resonances1
. For selecting 

candidate events from collider data ancl measure the mass of the top qnark using 

the selected events, it is essential to measure the 4-vectors of the final-state objects. 

I11 pro Lon ancl anli-proLon collisious, iL is clifficulL Lo acco1111L for Lhe rnomenl um 

of all final-state particles which fly along the proton anti-proton beam axis. These 

hard-to-detect remnants can possibly carry a substantial fraction of the total energy 

along the beam-pipe. Moreover, the detector is absent for the high T/ range (1171~4). 

Therefore, it is not possible to estimate the 4-vectors of all particles. Since there 

rs no initial momentum along the transverse direction of the heams, the vector 

1 For cxa.1nµlc, 1.VC \vill not :yet try to use the nc1v resonance state, \vhich the Sc lex cxpcrirncnt 
at Fcrrnilab clai1ns to have discovcrcd[61]. 
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physics 
study 
liigh PT 
high PT 
high PT 
high PT 
high PT 
lmv Pr 
lmv Pr 

analysis 
channel 
Z--+ e+e-

7ro--+ ''fl 
/ + .i et event 
Z + jel--+ e+e- + jel 
z--+ µ+µ-

J 17/J --+ µ+ µ,­
J 17/J --+ e+ e-

calibrated detector 
sub-system 

ern-calorirneter / tracking 
em-calorimeter 

hadron-calorimeter 
hadron-calorimeter 

muon system / lrncking 
tracking 
tracking 
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Table 7.1: Physics processes used in the energy-momentum calibration. The value 
of the resonance rnaRs is obtained from the Particle Data Group[64]. High Pr physics 
involve:-; object:-; ~vvl1ich are rv 10.0 Ge\! or higher. 

sum of tlie transverse mornentun1 of all final state products can be constrained to 

the null value. This is essentially crucial for estimation of the missing transverse 

energy in an evenl and in calibration of the jct energy. The irackiing system is 

u:-;ed to establish the tran:-;verne momentum of charged particle:-;. This motivates 

the calibration of the momentum of the final-state muons and electrons particles 

in the transverse plane. For the case of electrons and jets: the shm;v·er developrnent 

in the calorimeter makes it impossible for momentum estimation of the plethora of 

generated daughter particles. Estimation of the shmver energy can he achieved via 

the response (deposited charge) of the daughter particleb in the active layer of the 

calorimcLcr cells. 

Table 7.1 sl1mvs some of t11e pliysics processes used in the energy-momentum 

calibration of various detector sub-systems. Electron pairs produced from known 

resonances , r. .g. the Z-boson, arc used to calibrate the energy scale of the cm-

calorimeter and to determine the position and momentum resolution. A procedure 

similar in style is adopted, using the muon pairs from those resonances, to establish 

the transverse momentum scale for the muon system. The tn-mbverse momentum 
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scale is then adapted for obtaining the momentum scale as well. The position 

resolution of the tracking system and the issues of jet energy calibration and the jet 

energy resolution arc discussed. 

7 .1 Calibration of the electron energy scale 

The absolute energy scale of the calorimeter modules v,ras established[62] before 

Run I commenced. A controlled beam oJ electrons was used to calibrate the clec-

tromagnetic calorimeter's re:sponse. After obtaining a prelin1inary calibration , tl1e 

detector is re-calibrated in-situ using collider data. This avoids potential effects due 

electronic noise from the readout systern (whicl1 is different frorn that of Run I). Tl1e 

electronic coupling (harchvare coupling) to the detector may result in an electronic 

response which differs from lhc original response. 

T11is thesis deals ~vvith t11e measurement of high pr ( i.e. Pr rv 10 GeV or higher) 

electrons. For the electromagnetic calorimeter calibration at high transverse energy 

i.e. Br rv 15.0 GeV or higher, electron pairs from the Z resonance decays are used 

to reconstruct the on-shell Z resonance. The measured 4-vector (E[eco) of the decay 

products is then corrected using 

E' = ctEreco + 3 
'l. 'l, I ' 

(7.1) 

in addition to a kinematic constraint on the invariant Z mass as shown by .J. Zhu[G3]. 

This help::; scale tlie reconstructed Z pole mass to the more accurate value obtained 

from the Particle Data Group[G4] as "\Vell as from the LEPE\V\VG[65]. In Equa-

tion 7.1 £ [eco is the reconstructed energy of the ith electron, \Vhilc £f, is obtained 

after correcting that by the factor a and an offset ,3 such that the central value of the 
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Z resonance coincides \vilh the value from that or ihe Particle Data Group2. These 

correction8 are dependent on TJ, since re8porrne of the calorimeter in the central. for­

ward or lhe inter cryostat region differ. However, the corrections arc applicable to 

all high Pr electrons irrespective of the underlying pl1ysics process. The widtl1 of 

the Z resonance gives a measure of the mass resolution that can be obtained from 

the calorimeter. 

Monte Carlo events are modeled to mimic the kinematic distributions from data. 

The value or the resonance mass of ihe VV boson and the Z boson is from the Particle 

Data. Group, resolutions of the invariant ma,ss distribution rnay differ due to our 

inability to simulate the accurate model of the detector. Therefore, a correction, 

known as the oversmearing correction, is applied to tune the electron energy response 

to match the resolution obtained from data events. The scalar value of the smeared 

1-momenta, Esm e.ar is then represented as: 

(7.2) 

where :r is a random number obtained from a unit Gaussian distribution (Rl'v'IS of 

unit value \vitl1 the mean of J1;ero ). and crF: is the electron oversmearing resolution [66]. 

Once the value of the over-smeared energy is obtained, then the 4-vectors are ob­

tained using the original angular projections of the electron. 

The central and the end-cap electromagnetic calorimeters arc structurally and 

functionally independent, the scaling and smearing corrections for electrons in these 

region::; are obtained ::;eparately. Plot::; of the Z re::;onance from data and ::;imu­

lated events are shmvn in Figure 7.1. The high PT di-electron invariant mass is 

2 This measurement. is domina.t.ed by the results from r.he LRP experiments. 
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detector scale oversmearing 
region parameter parameter 
central (CC) - vvi thin fid uci a.1 1.003 ± 0.001 0.045 ± 0.004 
central (CC) - not in fiducial 0.950 ± 0.011 0.115 ± 0.009 
Encl-cap Region (EC) 0.99() ± 0.005 0.034 ± 0.009 

Table 7.2: The scale parameters and oversrnearing parameters[66] applied to electron 
objects in the sinmlated events. 

reconstructed from data. events, and tl1e distribution obtained is mnnerically fit to 

Gaus::;ian function. The RMS of the best fit is used as a measure of the energy 

resolution. The details regarding the evaluation of the scale and smearing correc-

tiorn; are described by S. Jain in [66]. These overnmearing parameters and the scale 

factors obtained from S. Jain[66] arc shown in Table 7.2. 



140 

120 

100 

80 

60 

40 

20 

25 

20 

15 

10 

5 

(2:ndl 952J:27 

Data 
Conslanl 114.1 ± 4.79 

Me.in 91.2:0.1266 

~gma 4.339:Qll97 

70 80 90 100 110 120 
M(Z) (GeV/c 

2
) 

{:rn11 10.17•11 

Data 
Con~ant 1M4:2213 

Mean 91.16±0.3434 

Sigma 3.396±0.39116 

70 80 90 100 110 120 
M(Z) (GeV/c 

2
) 

3000 

2500 

2000 

1500 

1000 

500 

MC 

92 

/:ndf ro.4M 

Ccnsl11t 3175:2a.67 

Sigma 2.111± o.ca2~ 

~o 10 80 go 100 110 120 
M(Z) (GeV/c 

2
) 

x':ndl 411.4!.'S 

1000 MC Constant 103ll±19~1 

800 Me.in 91.49±0.113367 

600 
Sigma 1.21:0~352 

400 

200 

~o 10 80 so 100 110 120 
M(Z) (GeV/c 

2
) 

Figure 7.1: Comparative study of the reconstruction of the Z resonance from Teva­
tron data and simulated Z ~ c+ c- events. The pair of plots on the top correspond 
to the case when both electrons used in the nH-1ss reconstruction a.re in the CC as 
well as the fiducial region of the detector. The bottorn plots represent tlie case wliich 
have botli electrons in the EC region. Tlie region vvhich is dominant in signal events 
is numerically fit using the Gaussian function, and the R~v'IS of the fit obtained is 
used as a measure of the energy resolution. The plots are obtained from S. Jain[GG]. 



93 

7.2 Calibration of the muon momentum scale 

A procedure similar in style is adopted for rnuons for reconstructing the Z res­

onance from Z ---+ µ+ µ- events. IVIuons are calibrated such that the mean of the 

resonance distribution corresponds to the value of the Z pole obtained from tl1e 

Particle Data Group[64]. The RMS of the cli::;tribution gives a measure of the rna::;s 

resolution \vhich can be obtained from Lhe Lracking sysLem and Lhe muon sysLern. 

The sea.le and oversmearing corrections are applied to the JVIC 1nuons so as to cali­

braLe Lhe muon momentum scale, vvhich gives a realisLic represent.a.Lion of the nu1ss 

resolution obtained using tl1e tracker and the muon sy::;tern in conjunction. 

Figures 7.'2 and ?.;)illustrate the reconstructed Z resonance from a pair of muons 

in data events as \Vell as simulated events. 
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Figure 7.2: The Z boson reconstruction from di-muon events detected in the central 
muon system. The left plol is from lhe Tevalron data, and the right plol is from 
l\!IC events. The plot at the bottom is from :MC events but with lhe scale and over 
smearing corrections applied lo the muons. The horiwntal error bar represents Lhe 
hi::Jtogram bin width. All plot::J are obtained from D. Shpakov[67]. 
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Figure 7.3: Z reconstruction from di-muon pairs detected in the fonvard muon 
system. The upper left plol is from the Tevalron data, while lhe upper right one is 
from ]\JC events. The boLtorn plol is from ~1C evenls buL with Lhe scale and over 
smearing corrections applied Lo Lhe muons. The horiwnLal error bar represents lhe 
hi::Jtogram bin width. All plot::J are obtained from D. Shpakov[67]. 
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7 .3 Calibration of the jet energy scale 

Figure 7.4 describes a sclierna.tic of the evolution of pa.rtons to energy depositions in 

the calorimeter. A cone algorithm is used to envelope clusters of energy deposition, 

to represent a consolidated object also knovvn as the jet. Unlike tlie calibration of 

finaJ-::;tate electrons and muon::;, the energy of the final-state partom is non-trivial 

lo calibrate. The jct energy calibration is lypieally done in two steps. First lhe 

re::;ponse of the jet objects i::; calibrated to the detector level. Then tlie particle 

response is obtained. Finally, Lhe response is calibraLed in terms of the final-slaLe 

partons. 

This section describes the energy calibration of jets to yield an average response 

as if a collection of stable particles vvere the final-state objects. In the next section, 

the mapping of the re::;ponse at the particle level (production stage) to the parton 

level (production stage) a.L hard-scalter is discussed. 

T11e measured energy of the jet ( Bdet) contained within a cone of radius R i::; 

correlated to the energy of the particles ( Eparticles) that initiated the jet formation. 

The latter is a function of the jef s cone of radius R, pseudo rapidity \vi th respect to 

the origin of the detector T/det, and the instantaneous luminosity £, and is described 

in a D(i) collaboration I\""'ote [69]. 

(7.3) 

where the factor O(R, 7Jdet, £) corrects for the energy deposited in the .iet cone and 

docs not originate from the final-state particles. The fact.or R( 1','del, R, r7de1,) accounts 

for the non-linear response of the calorimeter material. The factor S(Edet: R, 7}det) 

accounts for the out-of-cone effects during the jet shcnvcr development. The following 
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p p 

Figure 7.4: A schematic representing the evolution of partons to particles: then 
to energy cluster(s) in the calorimeter: and eventually to the jet enveloped by a 
hypothetical cone. 
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sub-secLions describe Lhese facLors. 

7.3.1 Offset correction 

Jets manifest as clusters of energy deposition(s) in the calorimeter. The deposition 

may occur in response to final-state particles and also may also occur due to: 

• Uranium noise. 

• .'v1ininmm bias interactions from beam crossings. 

• Pile-up from previous beam crossings. 

This correction factor is derived from a sample of events from proton and anti-proton 

collision having only the LO (level zero) trigger confirma1.ion8 . Therefore, such events 

correspond to detected collisions which are not biased by any of the L 1, L2 or L3 

triggers. 

The experimental procedure for such data acquisition is called a minimum bias 

run. The result yields a response called 'offset'. An average offset response is 

omitted from lhe response acquired during physics collisions. Figure 7.5 represents 

the transverse energy density per unit r7x0'> as tlie function of the detector T}dct· 

7.3.2 Response correction 

The response of the calorimeter does not scale linearly v.rith increasing energy 

depositions. The correction is determined from the imbalance in the transverse 

energy in events having only two objects, one of vvhich is an cm object. Since the cm 

energy scale is more precisely determined, it is common practice that the response is 

3This corresponds to the event confirmation obtained via the Luminosity monitors. 
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Figure 7.G: Rr density per unit Tl x ~9 as a function of detector hi in rninirnurn bias 
data measured from a lmv (yellow squares), medium (pink urw.rarcl triangles) and 
high (blue clovvnward triangles) luminosity sample. The line represents a fit to the 
medium luminosity daLa. The horiwnLal error bar rcprcscnLs Lhc bin widLh. This 
plot is obLained from N. Parua[69]. 

determined from a hadronic jet object recoiling against a photon object. Therefore, 

after the electrornagnetic scale has been determined, this response is calibrated. Tn 

this analysis jet algorithms with cone radius of 0.5 are used. Figure 7.6 shows the 

jcL response for 0.7 jcL cone algoriUnns[69]. 

7.3.3 Showering correction 

Reactions in proton anti-proton inelastic scattering can be described through 

interactiom; of initial-state partons that produce final-state partons. The fina1-8tate 

partons undergo haclronization and fragmenta.tion. Hadrons from these partons 
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Figure 7.6: .Jct energy response for a 0.7 cone algorithms. This plot is obtained from 
P. Pcrca[69]. 

interact with the calorimeter material yielding a shower (cascade) of particles. The 

character of individual hadron shmvers is independent of ·whether they originate from 

a gluon or a quark. Hmvevec quark and gluon jet8 differ in their fragmentation, 

and on average, quarks a.re known to produce narrower la.Lera.I profiles lhan gluons. 

Irrespective of the nature of the original part.on initiating the shmver, cone algorithnis 

of fixed size a.re used to estimate the energy deposition in the calorimeter. Particles 

frorn >vithin any such hypothetical cone can scatter and deposit energy outside t11e 

cone, >vhile those from neighbouring un-clu8tered energy deprnition, may leak in to 

lhe cone1 . The shmvering correction accounts for these effects on an a:vernge[70]. 

4In the case of events >vith three of more jets, energy may leak in from from particles of 
neighbouring jets. 
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Figure 7. 7: (Left) Energy density profiles from 1+.iet events in the central calorime­
ter as a function of the receding distance from the jet axis. (Right) The average 
energy densiLy profile for jeL objecLs for Lhe cent.ml calorimeLer afLer ba .. scline sub­
iracLion. The horiwnLal error bar represent. Lhe bin width of the histogram. 

Independent corrections arc obtained for the three calorirnc1.cr regions shown in 

Table 7.3. The corrections obtained for the data set used are derived from values 

of the jet energy contained within the fixed cone jet algorithm shown in Table 7.4. 

If the fixed cone algorithm ·were sufficient to describe the jct objects, then the 

fraction F would ahvays correspond to unityi and no correction would be needed. 

Figure 7. 7 (lcfL) represents the energy density profile for the central calorimeter as 

a function of the receeding distance from the jet axis. The energy density 'vithin a 

cone radius of 0.,S can be cst.irnat.ed after baseline energy subtraction. This is shown 

in tlie Figure 7.7(right). A similar set of corrections is obtained for sirnula.ted l'vTC 

events. Table 7.4 and 7.5 shmvs the average fraction of jet energy contained in fixed 

cone algorithms for data and simulated events respectively. 
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detector region detector 17 ranges 
central o.o :S; ITJI < o.7 

inter cryostat o.7 :S; ITJI < 1.s 
end cap i.s :S; lr1I < 2.5 

Table 7.3: Ilanges of detector pseudorapidity used to obtain the jet energy calibra­
tion and associated corrections, e.q. the showering corrections. Identical detector 
pseudorapidity range is used to obtain other independent corrections vvith regards 
to reconstructed .iets. 

detector T/ .n Fjet=0.5 = Ejet=o.5 / Ejet=JL Fjet=0.7 = Ejet=o.r/Ejet=JL 

[111 < o.7 1.0 0.92 ± 0.02 0.9S) ± 0.02 
0.7 < lr7[ < 1.8 1.2 0.89 ± 0.02 0.96 ± 0.02 
1.8 < lr1[ < 2.5 1.5 0.85 ± 0.03 0.94 ± 0.03 

Table 7.4: The average fraction of the jet energy contained in the fixed cone algo­
rithms as a function of detector r7 (from Tevatron data). 

The calibrated jet energy is determined using the offset corrections, the response 

function, and the shmvering correction using Equation 7.:3. 

7 .4 Evaluation of the missing transverse 

momentum 

There is no momentum component of the proton and anti-proton beam along 

the transverse direction. Due to conservation of momentum, after a proton anti-

proton collision we constrain the kinematics of each event to have a nnll transverse 

momentum. The vector sum of the imbalance in transverse momentum is denoted 

ai:; the missing transverse momentum p;. 
After the energy of lhe reconstructed jets and electrons, and the moment.urn of 

the muons in the event are obtained, we then estimate the unbalanced momentum 
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detector T/ JL Fjct=0.5 = Ejct=0.5/Ejct=.TL Fjct=0.7 = Ejct=o.1/Ejct=.JL 

ITJI < 0.1 1.0 0.94 ± 0.02 0.99 ± 0.02 
o.7 < ITJI < 1.8 1.2 0.88 ± 0.03 0.97 ± 0.03 
1.8 < lr1I < 2.s 1.5 0.66 ± 0.10 0.88 ± 0.10 

Table 7.G: The average fraction of energy contained in fixed cone jets as a function 
of detector T/ (from l'v1 C events). 

111 the transverse plane. At this stage all smearing and scale corrections for the 

jets, electrons ancl muons have been applied. There may be energy depositons in 

ihc calorimcLer ihai may fail Lo quali(y as clcdrous or jcLs. Those dcposiLions arc 

categori~ed as lm-clustered energy. 

The Lr ans verse missing energy mcasurccl usiug Lhc calorimeLer (J,lr cazl is Lhcrcforc 

estirnated cts: 

-JP; cal= E
__,electron + '°' E--;'jel + E--;uncLustered ,. L..J .,. T (7.4) 

all electrons all jets 

independently along the x and y a,xes. After the calorimeter energy clusters have 

been used to extract the momentum. they are combined with the muon momenta 

to >•ielcl the imbalance in the event's transverse momenta as: 

E p;lcctron + E p/,et + fijTu.nclnstcrcd + 
all eleclrons all jels all rnuons 

P
_, m,uons 
T . (7.5) 

7.5 Correcting the jet 4-vector to represent the 

parton 4-vector 

Reactions in proton-antiproton inelastic scattering can be described through inter-

actions of initial-state partons producing final-state partons. The final-state partons 
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undergo haclroni:i-;ation and fragmcnlalion, and often hard-gluon radiation. As ex-

plained before, the final-state partons manifest themselves as jets of particles, whose 

response can be measured with a detector. Hence, lhc ·1-vcctor of any fina.l-siale 

parton is not identical to the 4-vector of the objects originating froni those partons. 

A correction is therefore required to extract the 4-vector of the original hard parton 

from a jct. This correction, 'vhcn applied to the jct, adjusts the 1-vcctor of the jct 

on average to that of the original parton. 
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Figure 7.8: The energy spectrum of partom; from light quark:; and the b quark. The 
number of entries in the t'vo histograms are normalized to unity. 

The energy spectrum of jet objects from simulated events (tt---"* µ+ multi-jets 

process) originating from heavy-quark hadronization differs from those originating 
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via light-quark hadroni,,;aiion5 . Figure 7.8 shows the energy specLra in these two 

cases. The corrections are therefore derived separately for jets originating from 

fragmentation oJ light quarks (u, d, s, c) and heavy quarks ( b) as a Junction oJ energy, 

and in three pseudorapidity bins of the D0 detector, as shovvn in Table 7.3. For this 

study, simulated tt events are used in vvhich one of the iv bosons produced in the 

hard scatter is forced to decay hadronically ·while the second H7 is forced to decay 

into µ and v µ. 
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Figure 7.9: (Left) The energy of light-quark partons versus the energy of their best­
matched reconstructed jets. (Right) The average profile of the scatter plot at left. 

Fitting the profiles of Enco versus Eparton vvith '2nd degree polynomials (i.e. :3 

pararneters) yields tl1e fit para.meters as shown in Figure 7.9. The following tables 

are the parameters obtained from the fits. The ranges of detector r; for which 

5Thc b quark comes directly from tlw t quark decay and is expectedly harder than the light 
quark which comes from t.he iv bo;;on decay, which in tnrn come from the t quark deG1.y. :\Ioreover, 
t.here is a significant di rTerence in the dcteclor"s response to the light quark jets and [.he b jets, 
vvhich are dominated by the presence of semi-leptonic decays of b quarks. 
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ihe corrccLions were established arc displayed in Table 7.3. Additional information 

regarding thi8 correction6 can be found in Appendix F. A detailed study can be 

found in [71]. 

GThese correct.ions were obtained in Summer 200:!. The correct.ions used in this dissertation 
have been updated. 
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pseudorapidity Po(GeV) Pi P2(Gev- ) 

1171 < 0.7 -2.927 0.9602 :t 184 x 10-4 

0.7 s 1171 < 1.8 :1.847 0.8541 7.465 x 10-4 

1.8 s 1171 < 2.5 11.:140 0.8071 6.510 x 10-4 

Table 7.6: Coefficients for jct::; matched to light qm1rk::;: as a function of detector T/. 

pscudorapidity Po(GeV) P1 P2(Gev-1
) 

lril < 0.1 0.2687 0.8600 5.333 x 10-/l 

0.1 s lr1I < 1.8 0.2231 0.8534 4.402 x 10-4 

1.8 s lr1I < 2.5 4.328 0.7913 5.854 x 10-4 

Table 7. 7: Coefficients for jets matched to b quarks, as a fund ion of detect.or rr J cts 
that contain a muon were corrected according to the rvicthod described in[71]. 

pseudorapidity Po(GeV) P1 P2(Gev-1
) 

1171 < 0.7 -3.743 0.9291 2.719 x 10-4 

o.7 s lr1I < 1.8 -0.80H 0.8513 5.225 x 10-11 

1.8 s lr1I < 2.5 19.37 0.6306 9.619 x 10-11 

Table 7.8: Coefficients for jets without muon matched to b quarks, as a. function of 
detector r;. 

pseudorapidity Po(GeV) Pi P2(Gev-1
) 

1171 < 0.7 34.09 0.5569 1.641 x 10-4 

0.1 s lr1I < 1.8 52.21 0.3817 1.682 x 10-4 

1.8 s lr1I < 2.5 0 0.60 1.11 x 10-:3 

Table 7.9: Coefficients for jets ·with muons matched to b quarks~ as a function of 
detector T/· The jets \Vere corrected according to the method described in[71]. In 
the fon.vard region, enough data was not obtained to fit the low-energy behavior. 
Therefore, 1ve v.rere forced to set p0 = 0 in the fit. 
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7.6 Electron energy resolution 

The energy resolution of the em-calorimeter <Jp"" is parameteri7'ed by 

(7.6) 

Herc <7 L'cm is the energy residual Etrue - Eem, where Etrue is the energy of the simu-

lated electron, and Eem is the reconstructed energy, after application of overnmearing 

corrections Lo iL. P1trnmcLcrn Ce,,,, Sem, arnl N 0 n represenL lhe corrnLanL Lenn, lhc 

sampling term and the noise term for the em-calorimeter. 

The noise term (Nern) accounts for the: 

• the energy equivalent of the electronics noise, 

• the fluctuation in energy due to pile ·up. In this case particles, other than those 

of inLeresL cause Lhc lhe energy llucLuaLions. 

The sampling Lenn ( Sem), also known as slodrnsLic Lenn, acco1111Ls for: 

• Lhe slaLisLical llucLu1tLio11s in Lhc number of primary processes. 

The consLanL (Ce,,,) Lenn acconnLs for conLribuLions from: 

• physical impcrfccLions in lhc calorimeter maLcrial. 

• non-nniformii.y of signal gencrni.ion and/or colleci.icm, 

• cell-to-cell intcrcalibrntion crror(s), 

• llucL uaLi011s in Lhc arnonnL or energy leakage from Lhc periphery or Lhe malcrial, 

• losses in dead regions of the detector. These regions cannot be read out dne 

to some mcclrnnical failure. 
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• conlributions from the Ilucl uaiion in lhc cm cornponcni in lhc hadronic show-

ers. 

After the scale and oversmearing corrections described in Section 7.1 have been 

applied to simulated events, the variance of the electron energy residuals arc cva.1-

uated in definite D.Etrne intervals. The distribution of the variance evaluated from 

ihc residuals arc plotted versus the D.Etrue inlcrvals in Figures 7 .10 and 7 .11. The 

cli::;tribution is fit to the function sl1own in Equation 7.6. The parameters from t11e 

best numerical fit to the distribution determines the detector's energy resolution 

parameters for the high-1','r electrons. At these energy scales, the noise term is 

negligible compared to the contributions of the ::;arnpling and the constant terms. 

Table 7.10[66] shmvs the values for the electron energy resolution parameters. 

detector Cern Sern Nern 
region parameter parameter parameter 

(lGCV) (GeV) 
(CC) - ,~rithin fiducial CHH39 ± Cl.0002 0.2211 ± 0.002 -

(CC) - not in fiducial 0.1116 ± 0.0011 0.38G ± 0.013 -

(EC) O.o:316 ± 0.0005 0.258 ± 0.006 -

Table 7.10: Energy resolution parameters for 1.hc central calorimeter (CC) and end 
calorimeter (EC) as a function ol rJdeL. 
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Figure 7.10: The cfo;tribuion of the fractional electron energy re::;olution vernus elec­
tron energy in the central calorimeter. The best fit to the distribution yielclti em­
calorirneter resolution parameters for CC em-calorimeter. The top plot represents 
the case 'vhen both the electron object::; u::;ed in reconstructing the Z resonance are 
in the CC. The bottom plot represents the case when one of the electrons is not in 
the CC. The plots arc obtained from S . .Jain[66]. 
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Figure 7.11: The distribution of ihe fractional electron energy resolution versus elec­
tron energy in the end-cap calorimeters. The parameters from the best fit to the 
distribution yields the resolution parameters for end cap electromagnetic calorime­
ter. This plot is obtained vvith both the electron objects used in reconstructing the 
Z resonance in the end calorimeters. The plot is obtained from S . .Jain[GG]. 
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7.7 Muon momentum resolution 

The para,rneterihation of the 1n11on trcu1s·ver::1e lno1nent1nn (pr) resolution is given 

as[G8] 

I( 1 1) 2

) (b)" uf/PT = \ p1f1c - PT = a2 + PT (7.7) 

This parameteric representation is motivated by the inherent tracking resolution of a 

charged particle in a magnetic field and by the multiple scattering of the charged par-

ticle in the detect.or volume. After the transverse momentum resolution is obtained, 

the momentum resolntion is corrected as a function of the transverse momentum 

resolution aml the polar angle resolution. 

For evahmti11g the resolution, muon objects which have the scaling and over-

smearing corrections applied to them. The residual of the invcrnc trarnvcrsc mo-

mentum is estimated as a function of the inverse muon PT. Then Gaussian fits to 

the distribution are nsed to estimate the variance ( u1;PT) of the residual is obtained 

for intervals in 6 1;p.,, as shown in Figure 7.12. The u1;Pr clistrilmtion as a hmction 

of 1/PT is parameterized using Equation 7.7. The best valnes of parameters a and 

b from rrnmcrical fits arc used as the resolution parameters. Figures 7.13 and 7.14 

illustrate uPT of the muons as a function of their inverse PT for the central and 

the forward regions respectively. The resolntion uPT tlms obtained is for the mnon 

system in conjur1cLion wilh the lrncking system. Further dclails of lhis anal.vsis arc 

described by D. Sh pakov [ 6 7]. 
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0.025 clGeV <:: p; < 0.05 clGeV, 1.62311 <:.1111 pt_1_eta_1 

Mean 0.0002012 

RMS 0.003416 

x' I ndf 27. 17114 

Constant 181.8 ± 9.912 

Mean 0.0003626 ± 0.0001105 

Sigma 0.002782 ± 0.000104 

-0.015 -0.01 0.015 0.02 

0.075 c/GeV <:: p;, 0 <:: 1111 < 1.62311 pt_3_eta_O 

..---------------i Entries 310 
Mean 0.0002485 

90 RMS 0.003854 

x' I ndf 21.31 I 12 

Constant 82.86 ± 6.686 80 
Mean 0.0001986 ± 0.0001625 

Sigma 0.002696 ± 0.0001475 
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-8.02 -0.015 -0.01 -0.005 0 0.005 0.01 0,015 0.02 

Figure 7.12: Tvluon inverse p1 · residuals for some !:::.p'l' and !:::.77 ranges. The variance 
of best fits from these distributions give a measure of the i7l / p

1
• for various l /PT 

intervals. These values are then used to estimate the inverse transverse momentum 
resolution parameters. Above plots arc obtained from D. Shpakov [67]. 
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Inverse Pr residuals vs. 1/pl' l~l ~ 1.62311 / / ndf o. rn / 2 
Q) ~---------~ a 0.001432±1.Se-05 

" ........ b 0.02924 ± 0.004284 
0 

0.00 

0.001 

-0.02 0 0.02 0.04 0.06 o.oa c/GeV 

Figure 7.1:3: cr1;PT of the rnuom:i as a function of l / p1 for the central region. The 
best fits to residual distributions yield the values of crPT used. Iviuon resolution 
parameters from the central muon system as a function of the muon 1/ pr. The 
horizontal error bar corresponds to the bin \vidth. This figure is obtained from D. 
Shpakov[67]. 
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Figure 7.14: cr1/ PT of the muons as a function of l /PT for the forward region. Muon 
resolution parameters from the forward muon system as a function of the muon l / p1 .. 

The hori~ontal error bar corresponds to the bin ,;i,-idth. This figure is obtained from 
D. Shpakov[67]. 
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7.8 Jet energy resolution 

Similar to the case of electron energy, the energy resolution of a jet of energy FJ 

is parameterized as 

(7.8) 

where C. S. and N represent the constant term, the sampling term and the noise 

term for the calorimeter. 

Di-jet events are used to estimate the residual transverse energy as a function of 

the mean transverse energy. If the calorimeter were ideal in its response, then the 

vector sum of the total transverse energy would be a null value for the di-jct events. 

The jct cone algorithms have an ad-hoc cut of 8.D GcV for the Ll Er which may 

bias results for the jct Er calibration. Moreover the jct turn on curve as a function 

of offiine Er is much more sluggish than that of the electron Er. These factors 

motivate the establishment of the jet transverse energy resolution as a function of 

Dy for 1",'r 2: 50.0 GeV using cli-jct events. For the range Dy < 50.0 GeV. events 

with 1+.iet objects are used to evaluate the residual Er. Once this is accomplished. 

then the variance from fits to rcsichrnls arc obtaiuccl as a function of a fixccl rnuge of 

Er. This is then established for various values of Er. The best fit to the distribution. 

such as one in Figure 7.lG yields the resolution parameters in Equation 7.8. Instead 

oI usiug lhc energy variable, lhc cli-jct iuvarianL mass is used as a rcprcscnlaLivc 

variable. 
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Figure 7.15: Parameteric representation of the re::;olution of jet energy scale. T11e 
solid line repre::;enb the fit to data distribution. while the dashed line represent::; 
the fit to events obtained via IVlonte Carlo ::;irnulation. The values of pO, pl: p2 
obtained from the best numerical fit correspond to the parameten:i obtained from 
data events for the constant term C . the sampling term 8 and the noise term 1\T. 
The dotted curve represents the Run I paramcteric curve. This plot. is obtained 
from A. Kupco[69]. 
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7.9 Summary of the object resolutions 

For the selected data events and the standard D0 \1onte Carlo events, the 

measured transverse momenta of objects are smeared \vith their experimental reso-

lution::;. For the a.nalysi::; or1 mass rneasurement, the resolutions7 u::;ed a.re listed in 

the table belmv: 

1771 region 

lrJI < 1.6 
lrJI > 1.6 

0.00276 
0.00522 

b 
0.0279 
0.01179 

Table 7.11: The parameterization of resolution for reconstructed muons. 

hi region Ncm/GcV~ Scm/GcV Ccm 
1171 < 1.1 0.21 0.23 0.011 

1.5 < lrll < 2.5 0.20 0.26 0.032 

Table 7 .12: The parameterization of resolution for reconstructed electrons. These 
numbers have been obtained from the reference 

1771 region N/Gev~ S/ GeV c 
lrJI < o.5 5.05 0.753 0.089 
0.0 ::; lril < 1.0 0.00 1.2 0.087 
i.o ::; lr1I < 1.5 2.24 0.924 0.135 

hi ~ 1.5 6.42 0.0 0.097 

Table 7.13: The parameterization oJ resolulion for reconslruded jets. 

7These s t.a.nda.rd resolutions pa.ra.rnders were obtained frorn the Top Quark Properties Group 
in spring 2004. 



Chapter 8 

Mass Measurement 

Until 11ow we have clcscribcd the various steps taken am! the tools usccl to select 

a set of events which represent the characteristics of top and anti-top quark pairs 

clcrnying into the cli-lcpton channel. This chapter clcscrihcs a mcthocl for determining 

the mass of the top quark in the di-lepton channel using the selected events. 

In order to illustrate the complexity of the problem. the di-lepton event topology 

is first dcscribccl, and specific measurements from the selected event arc obtai11ccl. 

After a description of the problem a solution is illustrated. Detailed studies involving 

the application of the mcthocl to simulated events for performing sclf-ccmsistcncy 

tests as well as establishing the associated systematic uncertainties arc shown. J\ 

measurement of the mass of top quark from Tevatron data is obtained, fulfilling the 

goal of this thesis. 

8.1 The di-lepton event topology 

In the di-lepton channel top anti-top qnark pairs decay via t ---> H'b, followed by 

TV ---> lv1 yielding six final-state particles as displayed in Figure 8.1. These final-state 

119 
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p 

Figure 8.1: A schematic of the di-lepton event topology: pp --+ tt + X --+ 

blivli bl2Dz2 + X. The six particle final-state is the simplest case with two b jets in 
the event. 

particles are: 

• A pair of charged leptons from 1 : 

• The corresponding pair of neutrinos from among: 

• The b, b jets. 

However, there may be additional jets in the event from initial-state radiation, final-

state radiation or from split jets. In this analysis only the two leading transverse 

momentum jets in the event are considered. If there are additional jets in the event 

then they are neglected. 

If the identities as well as the 3-momenta of the final-state particles are known 

(18 quantities), then the complete event reconstruction is possible. However, we can 

only identify and measure the 4-momenta of the jets and the charged leptons. The 

two neutrinos in the event remain undetected, but the vector sum of their transverse 

1 As explained before, this analysis does not consider the final-state with T, vT 



121 

momenta can be inferred from ihe observed missing Pr in the event. Therefore, a 

set of only 14 observables { o} out of the 18 value:-> { v} are rnea.surecl. 

In order to constrain the L[ evenl kinematics lhc energy-moment urn conservation 

principle is irnposed. For completeness, a description of the algoritlnn proposed by 

Dalitz and Goldstein in reference[72L[73] is presented in the next sub-section. 

8.1.1 Constraints from the event topology 

This sub-section describes the mathematical construct for the di-lepton event 

analysis. Consider { band f to represent the 3-momcnta for the t. b and l final-state 

particles in the laboratory frame of reference, while t°'; b°', and [0 arc the corre­

sponding covariant 4-mornenta in the same frame of reference. Since the neutrino 

is undetected, all conslrainls arc expressed in terms of l'', b0
, and l". Herc b°', 

and za are the measured quantities, and tcr is the quantity we seek. Using energy­

morncntum conservation. \VC obtain three sets of constraints: 

A. The invariant Inass of the charged lepton and its corresponding neutrino is set 

to be equal to the mass of the y,v boson) m 1v. Two independent constraint:-> are 

obtained for the charged lepton and its corresponding anti-neutrino and the charged 

anti-lepton and its corre:-,;ponding neutrino. The Lorentz invariant equation for the 

pa.rliclc pair is: 

In order to solve for t°', this equation can he re-written as: 

(8.1) 
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\Ve obtain an equalion similar in form for lhc anti-parliclc syslem. 

B. The invariant mass of the particles from the decay of the top quark is set to 

be the invariant rna.ss of all the anli-particles which decay from the anli- top quark. 

This can be set in terms of the detected observables as: 

The mass of the neutrino (mu) is neglected. Therefore, v.re obtain: 

(8.2) 

Incorporating Equations 8.1 and 8.2, the event kinematics remain under-constrained 

by just one equation. In this thesis we use a 11ypotl1esiy;ed value of the mass of tl1e 

top quark to fully constrain the set of kinematic variables from the event. 

Let us first consider the system of the intermediate state particle the t-quark, 

and the fina1-statc particles b-quark and the charged lepton l. \,\Then Equations 8.1 

and 8.2 have common solutions for the '1-momentum ta in the laboratory frame of 

reference, then the kinematic configuration yields a set of solutiorrn for the neutrino 

momentum as well. \V·e nmv illustrate that multiple solutions may exist for the 

neutrino and anti-neutrino momenta. 

Consider the schematic shmvn in Figure 8.2. From the origin at point P, the 

3-momenta b (PB) and f (BL) arc illustrated in succession. Point Bis the center 

of a sphere of radius Ri,v described by Equation 8. L and the point L is the center 

of the sphere described b:y Equation 8.2 ·with radius R,/. In order to obtain realistic 

solutions in lhe 3 particle decay scheme l --+ Mi/ --+ bl v1, these spheres must inlersecL. 

The momentum vector tis a valid solution for the Equations 8.1 and 8.2 if it lies on 



123 

Figure 8.2: A representation of the 3-momentum vectors in the lab frame ofreference 
for the t ---+ bV\l, W ---+ lv1 decay Hequence. ThiH diagram iH from [73]. 

the circle of intersection of the two spheres. This circle of intersection is represented 

along JM N, the solid line in Figure 8.2, or the dashed line 1\1 N in Figure 8.3. The 

radius of this circle of intersection CX = i, is given in the reference by Dalitz and 

Goldstein[72], [73]: 

where. 

2 Alfv 171 =-(Et - Eo), 
Ez 

(8.3) 

(8.4) 

is the minimum value of Et which can yield physical solutions[72], [73]. For a range of 

values of lbl and in, spheres of varying 171 will be obtained. It can he established[73] 

that all such circles can be enveloped by a paraboloid as shown in Figure 8.3. All 
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Z' 

Figure 8.3: The geometrical representation of the paraboloid surface for all values of 
the momenta twhich can be established to be physically consistent with the observed 
values of band f. This diagram is from [72], and is a close-up of the paraboloid shape 
from Figure 8.2. 

possible values of t lie on the surface of the paraboloid. A convenient parametric 

form of representing the equation of the paraboloid is: 

t= t~ + (E - E0 )Z + ircosrJ + JrsinrJ, (8.5) 

where J = bx f, i = f x J and the angle 'T/ is subtended by CX and i. Moreover, 

the parameter t~ is the top quark momentum at the bottom of the paraboloid when 

E = E0 , and it is given by[72],[73]: 

__, __, __,( Mi) 
t 0 = b + l 1 - 4E[ . 

Although the equation of the circle MN provides solutions for t pertaining to 
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ihe event, Lhcse soluiiorrn do noL correspond Lo a consLanL value oI m 1. H can be 

proved[72],[73] that points having the same value of m, lie on the plane defined by 

unii vectors [ arnl 1, where i = [ x (bx[). Inierseciion oI consLanL m1 planes and ihe 

paraboloid re:;ults in the ;,;]anted ellipse with the major axis given by the line segment 

qh in Figure 8.:J. Therefore, the vector [described by such ellipses is consistent with 

the decay kinematirn. The projection of this ellipse on to the original plane Ai N, 

which is perpendicular to r gives a circle with Q H a;,; its diameter and centered at 

D, as shown in Figure 8.3. The radius r* oI Lhis circle is given by [72],[73]: 

~12 2 ,, w ( 2 2) r = -- m -rn . 
* 2bcJ" t * 

(8.6) 

In the above equation. 

and it repre;,;ents the smallest possible value of m 1 which call be accommodated 011 

the parnboloicl surface. The top quark momentum for this configuration can be 

parmneteri~ed on the circle, in term;,; of CJ, the analog of r1 in Equation 8.5, 

[ = t~ +ix*+ l(E - E 0 ) + ir. cos CJ+ .Jr* sin CJ. (8.7) 

1h reduce the mathematical complexity oI Lhe system, we project the circle 011 

to the transverse momenta plane. The projection of tlie,; on an ellip;,;e AN on this 

trnllsvcrsc plane as shown ill Figure 8.4. For c011straining the six particle final-state 
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we can define Pr( LT) a.s: 

(8.8) 

- -The vector 'fJr - [y lies on Lhe transverse plane and is related Lo [y by a reileclion aL 

-the origin and a translation. Tl1e locus of all t solutions lie on an ellipse AN' on this 

plane as shmvn in Figure 8.4. \Vhen the t\vo ellipses A1\r and A.l\T' intersect then 

physical solutions for the transverse momenta of the neutrino (in the laboratory 

frame of reference) are obtained. Both ellipses are projected onto the transverse 

momenta plane, which is illusLraLed in Figure SA. 

# , 
AN: 

\ I 

' , 
~ .... • 

AN 

-Figure 8.4: Solutions for the t and t projected on to the laboratory transverse 
momentum plane. The dotted and continuous ellipses represent lhe Lwo independent 

projections (which are described by AN and AN' in tliis section) of [and f. 

Tl1e points vvhere the two ellipses intersect correspond to a. physical solution for 

[ t of the top anti-top system in the laboratory reference frame. Therefore. there 

arc 0, 2, or at most 11 solutions for a given mt, for the neutrino and anti-neutrino 

momenta in the event2
• 

2Herc \Ve hypothetically distinguish the pairs of particles b. t+ from the anti-particles b. l-. I3y 
considering all sets of jet and charged lepton pairs this ambiguity is avoided. 
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8.2 The Method of analysis 

Fron1 the analyzed set of data, vvhich corresponds to an integrated lmninosity 

of nearly 2:30 pb-1
, eight candidate events in the eµ channel and five candidate 

events in the di-electron channel have been obtained. No event passed tlie selection 

criterion for the di-muon channel[52]. These selected events are used to estimate 

the mass of the Lop quark. In this section, the mass of the Lop quark is treated as 

an unknown parameter. The l'vlaxirnurn Likelihood rnethod[74] is used to estimate 

this unknown parameter. 

First: individual candidate events are u:sed to extract kinematic information. 

The event selection and the calibration of the 4-vectors of objects vvas described in 

Chapters 6 and 7 respectively. In the next sub-section, \Ve discuss the mass analysis 

of a single event. Finally, information from all candidate events is combined to 

esLimaLe the most likely value of lhe mass of the top quark. 

8.2.1 The mass analysis of an event 

A hypothetical value of the top quark mass fftt is tu;ecl to solve the system of uncler­

const.rnined cqualions. Then, for every event, up Lo n real solutions arc obtained for 

the neutrino and anti-neutrino momenta., ,;v,here n = 0, 2 or 4. There is a. two-fold 

combinatoric ambiguity in pairing a charged lepton and a b-jct. Therefore, up to 

n = 8 po:ssible neutrino rnon1enturn solutions are possible. 

This algorithm was developed for measurement performed in Run 1[27]3. Ideally 

we would like Lo calculate Lhe probability Lo measure Lhe H observables { o }, given 

3 A stand-alone soft:\.vare vvas prepared by appropriate modifications of the Run I code. 



ihe Lop quark mass m 1. This probabiliLy p( { o }lm1) can be expressed as: 

p({o}lm1) = { d18 {v} · p({o}l{v}) · p({u}lm,). hu) 
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(8.9) 

For every evcnL p( { o} I {v}) is Lhe prohabiliLy clcnsiiy Lo rneasnre Lhe scL of M ob-

servables {o}, for a given set of 18 final-:;tate values {v}. It can be described by 

generating many signal events having identical input m,. The p( { v }Im,) is the prob­

ability density to obtain the final-state set {v} for a given m,, which can be evalnatccl 

using Feynman rnle:o[75]. This can be :;implified a:o: 

p( {v}lmi) = dxd:rlMl 2 I(:t)f(x). (8.10) 

Here f(:r) and f(:Y:) are the proton and anti-proton parton distribution function at 

momentum fractions x and x respectively. The matrix element for the process: 

is denoted by M. Therefore. Equation 8.9 can be cxpres:;cd by[27]: 

p({o}lm,) ex { f(x)f(x)IA·1l 2p({o}l{v})d18{v}dxdx. 
J{v) 

(8.11) 

Evaluation of Equation 8.11 is computationall;-; inten:;e, :;o we simplify the ex-

pression. Later in this chapter we study its implication by comparing the mass of 

the Lop quark obLainecl from Lhis analysis versus the value usecl for the ge11eration 

of the top and anti-top quark pair. 

The simplified analytic computation is now dcscribecl. For every event a weight 

Wk, that corresponds to the k1" neutrino anti-11eutrino momenta solution, am! which 

is a function of the hypothesized mass of the top quark m,, is obtained. The method 
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is along lhc same lines as tlmt oJ Dalitz and Goldslcin[72] as well as Kondo[76]. This 

is established in three steps. 

A. At first we map Lhc dctcclcd final-state particles in lhc event to represenl 

particles at the parton level [71]. This involves application of corrections described 

in the previous chapter, viz. the over-smearing corrections for the electron, muon 

and the jct 1-momcnta, as \Vcll as the particle-to-part.on level corrections. For the 

tvw charged lepton and jet pair, the weight (Wk) described in the reference [72] is 

given by: 

(8.12) 

This vveight represents the probability to measure the set of observables { o} using 

a hypothcsi,..;cd mt and corresponding to the kth neutrino and anti-neutrino solution 

pair. It incorporates the parton distribution function for the proton and anti-proton, 

and also the decay distribution of the vll bosons. In the Equation 8.12 f (x) is 

the proton's parton distribution function evaluated at Q2 ~ rn;, and J(x) is the 

corresponding anti-proton parton distribution function. The expression p(E'lrnt) is 

the probability density function for the energy of the charged lepton to be }!,'' in 

the re:st fran1e of the top quark with mass Tn·t· T11is can be analytically represented 

as[77]: 

(8.13) 

Likewise, p(F'lrnt) is tlie probability density function of the anti-lepton energy to 

be E' in the anti-top rest. frame. 

B. Cornbining all the n solutions for the neutrino momenta, the total event weight 



(W) obtaiuecl is expressed as: 

n 

w = W({o},m1) = (normali~ation) L wk· 
k~l 
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(8.14) 

C. To aceonut for the detector rcsoluLions, we average Lhc weight hmciion Wk over 

the experimental re:;olutions as well. These object resolutions were listed in Chapter 

7 in Tables 7.lL 7.12 and 7.l::l. Given the measured final-state observables and the 

hypothesized m1, the event weight Wk(m1) represents the likelihood that the event 

is observed using a hypothesi~ed value of the mass of the top quark. The neutrino 

and anii-ueulrino solutions which arc noL physical arc neglected. A null value of Wk 

is assigned such tliat when we sum over all such weights, their contribution is void. 

Therefore, using Equation 8.14, we can approximate Equation 8.11 as: 

p({o}lm1) "'° W({o}, m,). (8.15) 

A distribution of weights W from every event is used to extract the m 1 which is 

consistent with the set of mcasnred kinematic observables from all selected events. 

The value of the parameter ni1 which corresponds to the maximum of the distribution 

is also obtained. The statistical analysis tool used for this purpose is introduced in 

the next section. 

8.3 The mass analysis: the first step 

Consider a variable X (which takes values from a set X') that may be derived from 

experimental observable(s). Suppose the distribution of this variable is expressed 

as a function of the unknown parameter, e.g. m 1 (which may be clescribed hy a set 
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of values 111). LcL ihe density funclion of X at :r: be given by the analytic fonciion 

J (x lmt)· The likelihood function Lis the function obtained by exchanging the roles 

of :r: and ml, so that the para.meter io be determined m 1 is Lreaied as an unknown 

variable, and the quantity x is treated as the known variable: 

L (mtl :r) = .f(xlmt) , for mt in Af and x in X'. (8.Hi) 

In the method of maximum likelihood, the aim is to establish a value M ( x) of the 

parameter m t that maximizes L(mtlx) for every x in X'. The value M(:r) is called 

ihe maximum likelihood estimator of ml. A choice of this estimator is explained in 

the next section, while the evaluation of the maxinmm likelihood function used in 

this dissertation is explained in sub-section 8.4.1. 

8.3.1 The peak weight as the mass estimator 

_0.024 
.c 
.!2>0.022 
(1) 
3:: 0.02 

"O 
(1) 0.018 
N 
·; 0.016 

E 0.014 
0 
c 0.012 

0·01 •~:.-;1 ?"'10~~1~9"-'co~~1~1.,;0~~1.;sC1Co__L_J-... ....... 
hypothesized m t (Ge ) 

Figure 8.5: The weight distribution of a simulated event generated using 175.0 Ge\! 
a,s the value of the nia,ss of the top quark. 

The value of tl1e hypothesiz;ed Tnt corresponding to the global maximum of 
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ihe weight distribution W represents the best estimate of ml corresponding to lhe 

kinematics of that event. As an example, consider Figure 8.5 >vhich illustrates 

ihe vveighl distribution of a simulated eveni with an inpul m 1 = 175.0 GeV. From 

simulated events as 1;i,rell as data events, tlie peak value (mpcak) is used as a mass 

estimator (vvhich was denoted by M in the previous sub-section) for the ma.ximum 

likelihood analysis. This value is not an unbiased estimator of the actual mass[78]. 

It has been ::;hmvn[79] that it i::; a better e::;timate to the input :MC value of mt 1vhen 

compared lo the mean of the weight dislribulion W. In this analysis, hypolhesi~ed 

values of mt with 1.0 GeV increments are used for solving tlie event kinematics. 

Therefore, the peak value of the distribution can be off by at most c.a-:~Yt: = 1.0 GeV. 

This fluctuation is marginal compared to the statistical and systematic uncertainties 

that are obtained in the measurement. 

The mpeak value determined from an event may not be an ideal representative of 

the mass of the top quark. However, when we consider these value::; from many ::;irnu­

lated evenls generated vvith the same input mass, lhen the shape of ihe distribution 

represents the likelil1ood of measuring the ma.<-;::; of the top quark as a function of tl1e 

hypothetical value used to constrain the set of equations mentioned in Section 8.1.1. 

Analysis of a large number of simulated events shmvs that kinematic selection cuts 

used in event selection introduce a bias in the distribution[81]. 1viorcovcr; as ex­

plained before in Equation 8.15, the weight function is only an approximation of 

the probability to measure the event observable::; { o} for a hypothetical value of 

the mass of the top quark and it is not the exact solution. The presence of effects 

such a.s initial state radiation and final state radiation in Lhe event. also introduce 

a bias[78]. Hence~ \Ve compare the peak of the weight distribution of events to 

templates '<Vhich represent expectations from 1vIC events. This mcthocl[83] (using 
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template distributions) helps avoid the effects of unwanted bias in the estimator. 

The next section describes the analysis procedure used to extract the most likely 

value of the mass of the lop quark using an ensemble of events. 

8.4 Mass analysis using an ensemble of events 

An un-binned maximum likelihood method is an ideal lool for solving this prob­

lern, since it works \Yell for ensembles witl1 srna.11 nurnber statistics. Application of 

this met.hod would require an analytical representation of templates from simulated 

events. Due to the limited availability of simulated events, ternplates of binned his­

tograms are used to represent likelihood cfo;tributions. Finally, a binned maximum 

likelihood rncthod[85L[89] is used to extract the best estimate of ml. 

From an ensemble of iVtot selected events \Ve obtain {rn~eak; rn;eak' · · · rn;,1,~k} rnctSS 

estimators. \Ve assume this distribution follows a probabilily distribution fonclion 

J( {m~eak}lmt) v.rliich can be established from ternplate distributioms. Detaih; about 

the construction of template distributions are described in the sub-section 8.4.:). 

The ma,ximum likelihood function used in the analysis to derive the best estimate 

of our parameter mt; using the estimators mpeak from the ensemble of events is now 

defined. 

8.4.1 The Maximum Likelihood Function 

Consider the hypothetical case where \Ve have a. set of l'iltot entries {m~eak' m;eak; 

· · · rn;~;~l} which arc binned in N bins (of a histogram). IJ the entries in each of lhe 



bins arc n 1 , n 2 , n:r · · nN. simply clcnoted by ff lhcn 

N 

L ni = i'\rtot· 
i=l 
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(8.17) 

Consider N 101 as a rnmlom variable from a Poisson distribution wilh a mean value 

of Vtnt· \Ve first determine the probability of obtaining Ntnt u:sing the Poisson prob-

ability distribution function and then distribute the observations of the mpeak in a 

histogram with N bins, the bin content of which is denoted by n. The joint proba-

bility di:strilmtion function for obtaining N1ot with corresponding bin contents given 

by f! is: 

fjoint(filiJ) = 
J/t~}-'t e-1/tot 

1\rtot! 
__ 1_\Tt_ot_! -( Vj )

01 
( l/2 )n' (VN)n" 

'n.1 !n,2 ! · · · ·n·.1.V ! Vtot Vtot . . . Utot : 
(8.18) 

where in the above eqnation the probability for an entry to be in bin z has been 

expressed as the expectation value v; divided by Vtot, where: 

N 

Vtot = Lv'i. 
i=l 

The Eqnation 8.18 can be simplified to: 

lvr n'i 

f ( .~ 1 ~l _ II vi -v, 
joint Tl u - -I e . 

i=l n.i. 

The expectation value of the nnmber of entries in the i1h bin (v;) is given by: 

(8.19) 

(8.20) 

(8.21) 
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where m;nin and m;nax arc the bin limits. Taking lhe logarithm of lhc joinl proba-

bility distribntion function in Equation 8.18 ancl omitting the terms which do not 

clepcrnl on the mass parameter, the logarithm of the likelihood funcLion for lhc 

1>innecl 1iistograrn of mpcak values ccu1 l>e exprest:ied as: 

;.\T J\T 

log L(11totlmt) = ~)ni log Vi - vi) = L ni log Vi - Vtat- (8.22) 
i=l i=l 

Alternatively, if the nmnbcr of entries in each of the i 1
" bin arc distribntcd 

randomly. having Poisson probability distribntion function with a mean value vi, 

lhcn the probability dcmity will also be given by Equation 8.18[85]. EquaLion 8.22 

is the log-likelihood function used for obtaining the maximum likelihood estimate 

(MLE) of m, from an ensemble of events4
. 

The set of expectation values for entries 

in the Equation 8.22 is obtainccl from template histograms which arc corntructcd 

from many simulated events. The estimator mpeak from the ensemble of data events 

is used to construct the ensemble histogram. The entries in those histogram bins 

correspond Lo the seL of numbers denoted by 

ii= {n.1,n2, · · ·n,v}. 

For performing tests usmg simulated events, ii is obtained from the histograms 

using the lone estimator mpeak from every event. Figure 8.6 illustrates the values 

41n this dissertation, the total 1n1111bcr of entries in the cnscrnblc histogra.111 is kept fixc<l. \vhilc 
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Figure 8.6: An exaniple of the rnaxinnnn log likelihood fit. The rninirnurn froni tl1e 
nurnerical fit is minimum of the likelihood function and it corresponds to tl1e most 
likely estimate (l'vfLE) of the parameter (the rnass of tlie top quark) for the ensernble 
of events. 

of the negative of the log-likelihood distribution using Equation 8.22 as a function 

of the parameter mt for an ensemble of simulated events. The template histograms 

used in the sLudy arc shown in Figure 8.8 and 8.9. The best estimate for lhc 

simulated ensemble corresponds to tl1e minimum of the (best) numerically generated 

fit obtained from the distribution of the negative logarithm of the likelihood versus 

the input 1\/IC mt. The best fit to the set of points is obtained using the nmnerical 

analysis package _\:HNCIT in ROOT[84]. 

For likelihood functions L \Vhich arc Gaussian distributions, ma,x1mum log-

likelihood function correspond to curves v-rhich are quadratic in nature[89]. However, 

the template histograms are not Gaussian distributions. Therefore~ an asymmetric 

function is used to fit over tlie range of rnt. The the most likely estimate of the 

the number of ent.ries in each of the individual bins are randomly distributed. 
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mass of Lhe lop quark corresponds to the minimum of Lhe best numerical fi L to lhe 

likelihood distribution. The simplest asymmetric fit (a cubic function) is used for 

this analysis. Compared to Lhe quadraLie functional form used in the munerical fit, 

the cubic fit is a better fit in 1nost cases. 



8.4.2 Statistical uncertainty from ensemble studies 
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Figure 8.7: A schematic illustrating the evaluation of statistical uncertainty in the 
evaluation of Lhe maximum likelihood eslimale (J'vILE) from an ensemble of evcnls. 
The doLted (parabolic curve) represents Lhc besl numerically oblained fit. around 
lhc neighborhood of the global minimum. 

Using Gaussian templates and ensemble hislogra.ms which arc Gaussian dis-

tributions; the standard procedure[89] of establishing the statistical uncertainty is 

illustrated belmv. 

From the numerical fit illustrated in Figure 8.6 and Figure 8. 7; let the global 

minimum (MLE) of the x-axis be (xmin). Let it8 corresponding log-likelihood value 

he denoted by Ymin (say). The statislica.l uncertainty <Jsla l (1vilhin a ,......, 68% con-

fidence limit) for the determined fvl LE corresponds to tl1e values of m t 1vhich are 

within Ymin ±0.5. If lhis strategy is repealed for many ensembles, and a distribution 

of the pull5 fron1 all ensembles is a Gaussian distribution, 1vitl1 a rnean of 11ero and 

unit RlVIS. The mean value of zero reflects the fact that there is a null bias in de-

GThe pull from every ensemble is defined as (filled nit - input 1IC mt) / (osta t) 
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icrmining lhc l'vILE. The unit value of the RMS of the Gaussian distribution shows 

that the statistical uncertainty is estimated within a t"V 68% confidence limit. 

The same idea is used in this analysis. Hmvever, instead of estimating the sta­

tistical fluctuation at only Ymin ± 0.5., vve evaluate it a.t Ymin ± (O.G + N x 0.07G) , 

where (N = L 2, :3). The pull distribution corresponding to all these cases are de­

termined. It is observed that vvhcn the limits arc determined at Ymin ± O.Ei., the pull 

cfostributions better represent unit Gam:isian di:stributions. 
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8.4.3 Template construction 

Figure 8.8 and Figure 8.9 represent the Lcmplaic dislribulions used for lhe analy­

sis in the efl cham1el. Similar plots of the template distributions for the di-electron 

channel are illustrated in Figure 8.10. From studies done previously ( \Vhich may 

be found in [27] and [80]), estimates were ma.de for establishing the statistical m1-

certa.inty (Llo-stat ) associated ·with the measurement of the mass using simulated 

ensembles having small number slatislics ( rv 10 events). The aJgoriLhrn used in this 

thesis yields Llo-.~tat ~ 16 to 19 GeV[81] for ensembles of eight events with~ 20% 

background conlaminalion. H is not possible to gcneralc JVIC events wilh a con­

tinuously varying input mt, nor is it feasible to generate them for a wide range of 

hypothetical mt. The samples are generated over a range of hypothetical mt values, 

spanning about three to four times the Llo-stat from the assumed central value of 

1 75.0 Ge V. This helpi-3 avoid bias which may occur at lower or higher emls of the 

filled mass range, while numericall.Y ext.rncling Lhe maximum likelihood fit. The 

input rnt values used to generate the signal JVIC template distributions are 120.0: 

140.0, lG0.0) 175.0, 190.0, 210.0, and 230.0 GeV. 

Primarily two types of templates arc used in this study. For studies \Vith signal 

ensembles templates from the three di-lepton signal processes are used. Templates 

representing contamination from background processes arc also constructed and then 

added to signal templates. A random multinomial admixture of events from signal 

and background processes are used. The sources of background contamination and 

their average proportion in an ensemble are illustrated in Table 8.1 [52]. 

If many thousands of unique simulated events are used to construct template 

histograms, then the histograms can be binned in small intervals, r.g., i5 GcV, and 

the bin-to-bin fluctuations in those templates would be minimal. In this analysis 
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sLatisLics obtained for Lemplale construction is limiLecL and the results obtained for 

the most likely value of the ensembles depend on the nature of template construction. 

This prompts us to check lhc self-consistency of lhe a.lgoriLhrn used. The self-

consistency tests using sirnulated ensenibles are discussed in Section 8.5. It has 

been empirically established[87] that the optimal histogram bin size, which provides 

an unbiased estimation of the probability density represented by a histogram is 

achieved for: 

(8.23) 

\vhere D.w is the width of the histogram bin, (J is the standard deviation of the 

distribution and I''{ is the statistics available. Similar results have been obtained by 

Freedman and Diaeonis[88]. They establish a bin width given by: 

l 
D•W = 2(1QR)1V-1 (8.24) 

where IQ R is the inter-quartile range (the 7.sth percentile minus the 25th percentile). 

In boLh forrnulaLions Lhc widLh is proportional Lo N-fr. 

For this analysis, template binning of 30 Ge V is used. A sumnrnry of event crite-

ria and relevant details regarding Lhc template statistics is described in Appendix G. 

For the studies done 1;1,rith a sirnple-minded \'Jonte Carlo (Pythia[44]: without detec-

tor resolution effects) binning from values of 20 Ge V upto even 10 Ge V \Vas used. 

In this case the statistics for signal processes were nearly t-vventy times as much as 

what was available from the complete Dv) detector simulated Monte Carlo events. 

The sLatisLics for background processes used were of Lhe same order as Lhose from 

signal proce::;ses. 



norm. PEAK (140) 
0.4 Mean 159.5 

G. 35 

0 . 3 
RMS 25.83 

~- 25 

t:: 
&,.) 2 l:" . 
t: 

~. _5 

0. 1 

f. .(>o 

() E...~~L.L.Ll...c..L.c.L...u...l..LJ...Ll..i...t..cJ:::::b:::::i~ 
80 1 0 0 120 ~ 40 160 ~ 80 20:: 220 24:: 2 (, 0 2 8 0 

PEAK m
1
GeV 

norm. PEAK (175) 
c . 35 

Mean 179.7 
0 . 3 

c . 25 
RMS 25.01 

0 . 1 

G. 05 

0 ...._.0.-.,__.LLI..L1..J....LI..J...LI..J..J....LL.1..LL.LLLJ...LLLL.t..=IIJ 

8 0 1 0 0 1 20 ~ 40 1 60 ~ 80 20~ 22 0 24~ 2 6 0 280 
PEAK m 1 GeV 

1'12 

norm. PEAK (160) 
0. 4 p---------;::::::========-~ 

c . 35 

0 • .3 

:ii!. 25 
~ 
0 
t:: 
dJ. 2 
l: 
t: 
:a.~ " 

o. l 

c . 05 

Mean 171.9 

RMS 25.34 

<l ...._ ...... """'-.L.1..l..l.u..Ll..J.-1...1...l...LI..J...1..LJ..J...LLLLLLLLl..LJ...1.J 
80 1 00 120 ~ 40 1 60 ~ 80 20:: 220 24:: 2 (, 0 280 

PEAK m
1
GeV 

0 ., 

c. 25 

.... 
~o . 2 
0 
!:: 
& 
~- _5 
t: 
:,:; 

0 . l 

c. 05 

norm. PEAK (190) 
Mean 189.2 

RMS 27.01 

0 ...... ..-..... .L.1..l..LLI..1..1..J.-1...L.l...LI..J...LI..J..J....LL.LLL.LLLJ...LJ...1.J 

8 0 100 1 20 ~ 40 1 60 ~ 80 20~ 220 24~ 260 280 
PEAK m 1 GeV 

Figure 8.8: Template distributions for analysis in the eµ channel. 
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Figure 8.9: 1fore template distributions for analysis in the e11 channel. 
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Figure 8.10: Some ternplate dist ributions for analysis in the ee channel. 
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8.4.4 The data ensemble 

The Figure 8.11 and Figure 8.12 arc the dala hislogra.rns of mpeak values from 

the selected data events in tlie eµ, channel and tlie di-electron channel respectively. 

Events obtained after application of each and every selection criterion described in 

Chapter 6 as 1vell as in [52] constitute the ensemble of data events. The mnnber of 

events obtained in each channel i:s given in Table 8.1. 
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Figure 8.11: Histogram of the mpeak: distribution from the selected data events in 
lhe eµ channel. 

The values of rripeak from the "\veight distributions of each of the selected events 

arc populated in histograms whose bin widths arc identical to those of the template 

histograms6 , 

0The bin width in the histograms in Figure:,; 8.11 and 8.11 is ,...., 2 GeV. 



1 

0. 8 

"' Q) 
·;::::: 
'E 0. 6 
Q) 

:i:t.: 
0. 4 

0. 2 

--------------------

I peak distribution (ee channel) I 

Entries 5 

Mean 166.2 

I I I I I I I I 

:Pao 120 140 liJO lsq, 2osi ~o 210
0 

4.6.Q 2so 
nypotnes1zeu mt l ev J 

1'16 

Figure 8.12: Histogram of the rnpt'<ak distribution from the selected data events in 
the di-electron channel. 

8.4.5 Construction of simulated ensembles for 

self-consistency tests 

Simulated events arc also filtered using kinematic and quality criteria identical 

to those used in selecting data. events[52]. As explained before: the peak values 

(mpeak) from the event weight of the simulated event::; corresponding to an ensemble 

a.re binned inLo an ensemble histogram. All available simula.Led events arc used Lo 

construct independent em;emble histograms. The mnnber of events used to construct 

such simulalcd ensembles is set lo Lhe number or events observed in each or lhe 

di-lepton channels. The rna.in ingredients of ensemble composition are listed in 

Table 8.1. 



e/I ee p,p 
channel channel channel 

inlcgratcd luminosi Ly pb-I 228.29 2/13.00 22·'1.33 
# candidate events 8 5 0 
% :;ignal contribution 84.46 67.25 53.08 
% zo /"/ inclusive processes 6.47 4.59 39.04 
% lV+lf' - inclusive processes 5.83 4.9~i 5.48 
% instrumental effects 3.2'1 23.23 2AO 
% total background contribution 15.,)11 32.75 116.92 

Table 8.1: The composition of templates and simulated ensembles expressed as a 
percentage of the total composition. The information from this Table is obtained 
from [52]. 

8.5 Evaluation of the Maximum Likelihood 

Estimate 

The l\faximum Likelihood Estimate (l\ILE) from an ensemble corresponds to the 

numerically obtained minimum of the log-likelihood fit such a,<:; the one in Figure 8.6. 

This is the most likely estimate of the value of the mass of the top quark obtained 

using the mpf'.a. k: estimators from the ensemble of events. 

\Ve can use the l\ifLEs obtained fron1 simulated ensembles to deterrnine the con-

tribution of systematic uncertainties. 

8.5.1 The Maximum Likelihood Estimate using simulated 

ensembles 

Figure 8.13 represents the dislribut.ion of the maximum likelihood estimates ob-

tained from 100 independent ensenibles vvhich liave 80% signal events generated with 

input m1.=175.0 GcV and 20%) background contribution in them. The distribution 



can be fitted to a Gaussian form. \iVc use the mean of the dislribution as lhc most 

likely e:-:;timate of the generated or input mt. It is vvell established that for a Gau:-:;-

sian distribution, Lhc mean is the maximum likelihood cstirnator[89]. Therefore we 

nurnerically fit the IVI LE di:-:;tribution to a Gaus:-:;ia.n function and use tl1e mean and 

variance from the numerical fit for the estimated value of mt and its statistical 1111-

certainty respectively. Although the variance of the Gaussian distribution is biased, 

it i:-:; pos:-:;ible to correct for that bias. 
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Figure 8.13: Histogram of the mrnt likely values from 100 simulated en:-:;ernble:; each 
with eight events. 

Starting with various input value:-:; of the generated rnass of the top quark :-:;in1-

ila.r studies \Vere done. Table 8 .4 shows the expected statistical uncertainty from 

test:-:; using simulated efL ensernble:-:; of 8 events. Results from a :-:;irnila.r case :-:;tudy 

\.vi th :-:;imulated di-electron event ensemble:-:; ( 5 event per ensemble) are pre:-:>ented in 

Table 8.5. The set of the IvILE distribution and pull distributions obtained in these 

studies are illustrated in Appendix I. 
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input MC mt (GeV) 140 160 175 190 210 
# ensembles 241 239 194 294 289 

filled m 1 (GeV) H0.5 160.7 176.3 192.l 210.0 
HA4 S of mean (GeV) 17.26 19.24 18.60 20.23 17.39 

pull (GcV) -0.008 -0.04 -0.03 +0.15 +0.07 
RJ.11 S of pull (Ge V) 0.82 1.08 1.02 1.07 0.90 

Table 8.2: lle:;ults from :;inmfated errnembles of 8 eµ event:; using 140, 160, 175, 19l\ 
and 210 Ge V a;:; the input mt. 

input MC mt (GeV) 140 160 175 190 210 
#ensembles 128 112 160 159 1-'13 

fitted ml (GeV) 1/13. 7 lfr:l.2 178.8 186.3 208.7 
HAJ S of mean (GeV) 23.08 22.03 25.18 22.63 26.48 

pull (GeV) Cl.07 0.12 +0.12 -o.cm 0.8G 
RiW8 of pull (GeV) 0.86 0.9.] 0.91 0.89 1.04 

Table 8.3: Result:; from simulated ensemble:; of 5 di-electron events using 140, 16l\ 
175, 190, and 210 GeV as the input mt. 
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8.6 Self-consistency tests using fast MC 

The follmving consistency tests are primarily done to check for bias due to oversight 

or bugs in the kinematic likelihood fitting, or other unforeseen problems. 

~\Vl1en an analysis sirnilar to that in Section 8.5 is undertaken for 100 simulated 

ensernble8, signal events having an input mt of 175.0 GeV, then 1;1,re obtain the 

mean fitted mass of 171.5 GeV, \vhile nearly 3% of the ensembles yield un-physical 

solutimrn. Tlie contribution of 8inrnlated background-like event8 are rnultinornially 

incorporated into ensembles. vVe repeat lhe experiments many more limes, wilh 

predeterrnined fraction of signal and constituent background proces::;es. In this 1vay 

a more appropriate representative of the mean fitted value of mt is obtained. This 

mean value obtained by the algorithm is used as the measured mass of the top quark, 

for simulated signal events with input mt value of 175.0 GeV. 

The above procedure is repealed for signal evenls generaled with various olher 

ma.% points[90]. Tl1e set of points obtained can then be used to construct a cali­

bration curve of the average value of the maximum likelihood estimates versus the 

value of the mass of the top quark used in their generation. The best numerical fit 

to the set of points is shmvn in Figure 8.14. If the analysis algorithm is perfect then 

the best fit to the set of independent measurements \Vonld correspond to a straight 

line with unit slope and an offset corresponding to the nominal value of 175.0 GeV. 

The tests were clone using many (.SOO) events per ensemble, to avoid any effects clue 

to 8ma11 stati8tics that rnay creep in and produce a bias. In the first ca,se (results 

shown on the top plot in Figure 8.14) the ensembles were derived from events which 

\'Vent in to constitute the template distributions. A straight line parameterized a.s: 

fitted mass =pl· (input mass - 175.0 GcV) + pO GcV (8.25) 
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gives the best fit to lhe ensemble test results for pl= 1.007 ± 0.09, and pO = 175.7 

± 0.2 GeV. This fit to the set of points shmvn in Figure 8.14 is consistent with a 

straight line or uniL slope a.nd a nominal offset or approximately 175 GeV. 

Tl1e results illustrated in tl1e bot.torn plot in Figure 8.14 are frorn an independent 

test. In this test, it \Vas ensured that the events which were used for ensemble con­

struction \Vere not used for template distributions, but other events corresponding 

to the relevant signal and background processes were m;ecl. 

The calibration curves shmvn in Figure 8.15 arc obtained using ensembles wilh 

small number statistics. The top plot is obtained using ensembles with 8 events, 

while the bottom plot in Figure 8.10 is obtained using 5 events per ensemble. The 

background contamination in both studies were kept the same, nearly 1 G%. T11e 

best straight line fits in these independent tests correspond to a straight line of unit 

slope and a nominal offset of 175.0 GcV. This is a proof that the analysis algorithm 

is self-consistent. 

These results relied lhe fad lhat the developed dynamical likelihood fitting 

method is self-consistent. If there are any biases, then t11ey are at a level nmch 

smaller than that due to fluctuations in the calibration curve for the case of ensem­

bles \vi th small event statistics (plots in Figure 8.15). 
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Figure 8.14: Calibration curve from simulated ensembles constructed using signal 
and background events from Pythia[44]. The bottom plot represents the calibration 
curve \Vhen the events used in constructing templates and simulated ensembles \Vere 
separated. This was not ensured for the calibration curve displayed on the upper 
plot. 
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Figure 8.15: Calibration curve from simulated ensembles constructed using signal 
and background events from Pythia[44]. The upper plot repre:sents the calibration 
curve obtained using 8 signal and background ( 15%) events per ensemble, vd1ile the 
hot.tom plot represents the calibration curve \vhen only 5 events were per ensemble. 



151 

8. 7 Self-consistency tests with simulated events 

incorporating the full detector resolution ef-

fects 

input MC mt (GeV) 140 160 175 190 210 
fitted < mt > (Ge V) 1:19.89 159.GO 176.91 192.0G 20!).0() 

<RAIS of mean> (GcV) 18.7·1 17.53 17.62 20.M 18.27 
< J-(Jll ;j 

,JJ.\TLTj)I .. 
> (GeV) 1.92 1.78 1.77 2.08 1.84 

<pull > (Ge\!) -0.05 -0.07 -0.02 +0.06 +0.09 
< R1'18 of pull> (GeV) 0.91 0.92 0.96 1.11 0.92 

Table 8.4: llesults from simulated ensembles with 8 eµ events using 140, 160, 175: 
190; and 210 Ge\! as the input mt· Every result is the mean of 160 independent 
random ensembles, vvhich are re-slrnffied and used 25 tin1es. The average the mnnber 
of unique ensembles used (Nexpt) is 100. 

input MC mt (GeV) 140 160 175 190 210 
fitted < m1 > (GcV) 1-12.95 163.76 178.·16 190.811 209.50 

<RAIS of mean> (GeV) 24.01 23.62 23.85 24.43 25.82 
< /-(.i\il::i 

v1V,.,.pt. 
> (GcV) 3.14 3.05 3.06 3.15 3.32 

<pull> (GeV) -0.10 -0.08 0.00 +0.03 +0.10 
< R1'18 of pull > (GeV) run UH ().!);) 0.97 l.01 

Table 8.5: Results from simulated ensembles with 5 di-electron events using 140, 16l\ 
175, 190, and 210 GeV as the input rnt. Every result is the mean of lGO independent 
random ensembles, \Vhich are re-shuffled and used 25 times altogether. The number 
of unique set of ensembles ( Nexpt) is 64. 

All tlie steps described previously are repeated using tl1e simulated events with 

the full detector resolution effects. Figure 8.16 describes the calibration obtained in 

the e11. channel. The relevant information is listed in Table 8.4. Calibration for the 

analysis in the di-electron channel is illustrated in Figure 8.18, and Table 8.5 lists 
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the relevant statistic. 
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Figure 8.lG: Calibration curve from simulated ensembles constructed using signal 
and background processes of the e1L channel. 

As ::;hown previously, the straight line parameteri7:ed as: 

average fitted mas::;= pl · (input mass - 175.0 GeV) + pO GeV (8.2()) 

gives the best fit. to Lhc ensemble test results for pl= 1.001 ± 0.03, and pO = 175.5 

± 0.8 GeV. This fit to the set of points shmvn in Figure 8.16 is consistent with a 

straight line or unil slope and the nominal offsci or 175 Ge V. 

It has been shown (in Appendix .J) that when the purity of the ensembles is 

reduced, then the fitted parameters are less likely to be consistent vvith a straight 

line of unit slope and an offset of 175.0 GeV than that \vith lesser or no background 
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Figure 8.17: Calibration curve from simulated ensembles constructed using only 
signal di-electron channel events. 

contamination. Figure 8.1 7 illustrates the best fit obtained from signal processes 

in the di-electron channel. After the ensembles were contaminated vvith nearly one 

third of background processes) the best fit obtained is illustrated in Figure 8.18. In 

fad when ensembles have nearly 50%) background type processes, then the slope of 

the straight line fit reduces by nearly 20% of its norninal value of unity7 . 

7'rlie results a.re described in Appendix J. 
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Figure 8.18: Calibration curve from simulated ensembles constructed using signal 
and background processes of the di-electron channel. 
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8.8 The Maximum Likelihood Estimate using the 

data ensemble 

In this section the results of lhe l\faximum Likelihood eslimales from lhe data 

ensembles are presented. 

8.8.1 Results from the data ensembles: eµ and ee channels 

input MC m1, negative statistical 
(GeV) log(likelihood) uncertainty 

120.0 15.86 0.47 
140.0 13.26 0.35 
160.0 12.92 0.38 
175.0 13.85 0.25 
190.0 H.73 0.32 
210.0 16.36 0.21 
230.0 17.37 0.21 

Table 8.6: Log-likelihood versus input :tvIC ml for the cµ ensemble. 

input MC mt negative statistical 
(GeV) log(likelihood) uncertainty 

120.0 8.58 0.62 
HO.O 7.33 OA8 
160.0 7.01 0.57 
175.0 7.19 0.37 
190.0 7.64 0.47 
210.0 8.69 o.:~rn 

2:30.0 9.70 O.:H 

Table 8.7: Log-likelihood versus input :tvIC mt for the ee ensemble. 

The Table 8.6 lists the logarithm of the likelihood obtained for various input 

JvIC mt for theeµ channel. Table 8.7 is the corresponding listing obtained from the 
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cc ensemble. Figure 8.19 and 8.20 arc lhe logarithm of the likelihood plots as a 

function of the input mass of the top quark using the data ensemble for the eµ and 

lhe di-electron channels respectively. The l\faximum Likelihood Eslimales (::VILE) 

are the the rninirna of the functions vvhich best (numerically) fit to the two negative 

log-likelihood distributions. 

The :~vILE (from Figure 8.19) of the mass of the top quark from the ensemble of 

8 events ::;elected in the eµ channel is: 

l r:3 - +17.1 (-d l) G \ T m1 = o .o -H.9 sva . e . (8.27) 

The corresponding IVI LE (from Figure 8.20) obtained for the 5 events selected in tl1e 

di-electron channel is: 

· - ir:s G +25
·
0 ('t· t) C' "'-' nl,t - d . -22.:~ s ,<1 .. -.e v . (8.28) 

\Vhilc the con!-:listency checlrn de::;cribed in the previous section indicate that there i!-3 

no need for a bias correction in the case for the eµ channel) a correction to eliminate 

lhe bias is applied in the di-electron channel. The corrected IVILE is presented in 

the next sub-section. 

Figure 8.21 represents Che normalized template distribution for the mass that fits 

the data best. Here, the ternplate witl1 signal events having an input :rvrC rnt = 160 

Ge V is used. Superposed on the template histogram is the normalized histogram of 

mpeak values from the eight eµ candidate events. 

Figure 8.22 represents the normalized template in the ee channel for an input 

value of lhe mass of the Lop quark of 160 GeV. A normali,,;ed histogram of the rnpeak 

value::; obtained from the five candidate events are superposed over the template 

distribution. 
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for the efL channel that fits the data best. Superposed on the normalized template is 
the normalized eµ, ensemble l1istogram with the mpcak values from tl1e eiglit candidate 
events, 
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Figure 8.22: The combined signal (input mt = 160 GcV) and background template 
for the ee channel that fit::; the data best. Superposed or1 tl1e normalized template is 
the normalized ee en:;en1ble histogram 1;1,rith the 1npca.k values frorn the five candidate 
events. 
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8.8.2 The Maximum Likelihood Estimate of the di-electron 

data ensemble with the calibration bias correction 

The calibration curve from Figure 8.18 is used to correct the most likely value of the 

mass of the top quark obtained from ensembles. The di-electron data ensemble gives 

the best numerical fit sho\vn in Figure 8.20. <-L':i well as the top plot on Figure 8.23. 

After the application of the bias correction) the same numerical fit nmv translates 

into the fit shown on the bottom plot of Figure 8.23. The :VILE we now obtain for 

the di-electron data ensemble is: 

- 1 h h 4·· +27.l ( 't' t ) (' v mt - <J,>. _ 2:u; s a . ,.e . (8.29) 
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Figure 8.2:): (Top) The parameterized log-likelihood distribution as a function of 
the input }1C top quark mass for the ensemble of di-electron events. This plot is 
identical to the Figure 8.20. 
(Bottom) The log-likelihood distribution as a function of the input :tvIC value of 
the top quark nrnss; for the ensemble of di-electron events. This plot is obtained 
after the application of the bias correction derived from the calibration curve in 
Figure 8.18. 
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8.8.3 A caveat 

Consider Lhe disLributions or ~:JLEs using sirnulaLed events with detector resolution 

effects. U::;ing errnembles 1.vith signal events v.rith an input m1cu:::s of the top quark of 

175 GeV, the question to be addressed is: 

how likely is it that the algorithrn yields a measured uwss which is < 160 Ge l7 ? 

For this study each one of these ensembles has the nominal background composition 

as well (Table 8.1). The simulations for the eµ channel have 8 events per ensemble, 

while those for tl1e di-electron cham1el have 5 events per ensemble. 

Figure 8.211 is a distribution or the :tvILEs for lhe eµ channcL and Figure 8.25 is 

that from the di-electron channel. It lia.s been ensured that in each of these tests, 

all ensembles have unique events8 . From both distributions nearly 15 - 20% of the 

total ensembles yield l\'ILEs having values less than 160 GeV. It must be noted that 

this value is dependent on the bin vvidth of the respective histogram::;. 

8 Ko ensemble is created aft.er the re-shuffling of events. 
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Figure 8.2-1: The distribution of MLEs from unique and simulated ep ensembles, 
ihc signal events having input :MC rnL = 175 GcV. 
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Figure 8.25: The distribution of 1v1LEs from unique and simulated ee ensembles~ the 
signal events having input 1vIC mt = 175 GeV. 
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8.9 Combined log-likelihood distributions 

In order to co1nbine the results, functions from Figure 8.19 and the bottom plot 

on Figure 8.23 (which give the best estimate of the value of the mass of the top 

quark in each of the two channels) are added. Figure 8.26 represents the combined 

log-likelihood as a function of the input value of the mass. The ~VILE obtained from 

this combined numerical fiL represents t.he rnosL likely eslimalc ol the Lop quark 

for the ee and eµ ensembles. The l\ilaxirnum Likelil1ood Estimate for the combined 

ensembles and the associated slatist.ical uncertainly is: 

154.1 ~i~:~ (stat.) GeV. (8.30) 
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Figure 8.26: The combined log-likelihood distribution for the f:fl and the di-electron 
data ensembles. 
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8.10 Systematic uncertainties 

Lsing ensembles of simulated events; the prnnary systernatic uncertainties are 

established. A comprehensive listing of the a..c,:sociated uncertainties is illustrated 

in Table 8.10. Frorn previous studies[27] we know that the systematic uncertainty 

in determining the energy scale of jets is the dominant contribution to the overall 

systematic uncertainly in this measurement 9 . The oilier sources of systematic un-

certainties are from l\ilonte Carlo sinmlations witli multiple parton interactions. Tlie 

use of Alpgcn along with PyLhia., for signal event generaLion, as opposed to another 

genera.tor, e.q. Henvig, may introduce a systematic biaB. This effect is explored aB 

well. The issue of systematic uncertainty being introduced due to the finite statistics 

is also addressed. 

In the sub-sections vvhich follow, we discuss the above-mentioned sources of sys-

icrnatic uncertainties associated wiLh the measurement of the mass. For estimating 

every systematic uncertainty, ensembles of simulated events >Vere specially produced 

incorporating the ph_ysica.l effect under study. The ensembles were then fitted using 

the nominally produced templates of simulated events. 

8.10.1 The jet energy scale 

.For estimating the lmccrtainty in Lhc determination of jct energy scale, the jcVs 

4-vector frorn every selected event is fluctuated by an amount LJ..p; tlrnt corresponds 

to its combined systematic and statistical uncertainty[91]. For estimating the upper 

limiL on the uncerLainLy, the ·1-vcdors of Lhe jcLs arc increased by the definite amount 

D..E, vd1ereas for estimating the lovver limit it is decreased by l::.E. 

9 This m1certainty has a larger effect in the c:ase of the mea;;urement of the top quark mass in 
the single lepton + jets channeL since there are at. least 4 jets associated with every event. 



source of 
systematic 
uncertainty 
(correlated ) 
califmz.tion of 4-vectors 
(at 150 GeV) 
jet 4-vector 
(at 178 GeV) 
jct ·1-vecior 
physics processes 
multiple parton interactions (tuneA) 
event generators (fast !VIC) 
parton distribution functions 

(un-correlated ) 
ensernble calibrntfon cvrue 

bad:grm1,nd es/Jrno.l:ion 

uncertainty 

(GeV) 

+5.9 
-5.2 

1.0 
3.0 
0.9 

1.3 
( = f:lstat.) 

0.05 ± f:lsl.aL 
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Table 8.8: A summary of various systematic uncertainties associated with the mass 
meaHurernent in the eµ channel. The results have been estimated for input nit = 
175 GeV (unle1-3s otherwise specified). 

T,vo distinct tests are performed to establish the jet energy systematic uncer-

tainty. In the first test) the ensembles as well as template histograms are constructed 

only from the signal pn)ccss) for all input values of the mass of the top quark. The 

4-vectors of the jets used in the analysis arc fiuctuatcd as just mentioned above. 

In the second test, both the ensembles and templates arc constructed from signal 

ai:; well ai:; background processes. Then the 4-vectors of the jets in both signal and 

background processes used in the analysis are fluctuated a.s in the former case. 

All results arc derived from the series of calibration plots illustrated in this 

section. Figure 8.27 and Figure 8.28 represent the calibration curves for the (etL) 

ensembles '"'ith events whose jct energy scale is increased and decreased by one 



source of 
systematic 
uncertainty 
(correlated ) 
califmz.tion of 4-vectors 
(at 150 GeV) 
jet 4-vector 
(at 178 GeV) 
jct ·1-vecior 
physics processes 
multiple parton interactions (tuneA) 
event generators (fast !VIC) 
parton distribution functions 

(un-correlated ) 
ensernble calibrntfon cvrue 

bad:grm1,nd es/Jrno.l:ion 

uncertainty 

(GeV) 

+1.1 
-J.4 

+2.0 
-4.1 

1.0 
3.0 
0.9 

2.2 
( = f:lstat.) 

0.6 ± f:lsl.aL 

171 

Table 8.9: A surmnary of various systematic uncertainties a.%ociated with the rnc:tSS 

measurement in the di-electron channel. The results have been estimated using 
input mt = 175 Ge V (unless otherwise specified). 

standard deviation from the nominal value. Figures 8.29 and 8.:30 represent studies 

of a similar nature, '''hen the templates and ensembles have contribution of both 

signal as \vell as background procest-les. The actual uncertainty is obtained from 

the calibration curve for the measured value of the data ensemble. From both 

studies: t-;ignal-only studiet-l and studies with signal and background, we estimate 

results ·which are consistent with each other, and are l'V 5 GeV. Since the ensembles 

used in these studies arc common: the systematic unccrt<'Lintics arc expected to be 

completely co-related. 

Figure 8.31 and Figure 8.32 represent the calibration curves for ensembles ·with 

eventt-l whot-le jet energy 8cale it-; increat-led and decreat-led by one t-ltandanl deviation 

from the nominal value. Since the nature of this source of systematic uncertainty is 
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common to the cµ channel, we obtain results which arc consistent with lhc previous 

analysis. 
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Figure 8.27: Calibration curve from ensernbleti of simulated events from the eµ 
channel, the jet energy from the leading jets have been scaled additionally by .6.0" 8 

with ret;pect to the nominal jet energy calibration scale. 
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Figure 8.29: Calibration curve from ern;embles of simulated events from the :;ignal 
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Figure 8.30: Calibration curve from ensembles of simulated events from signal and 
background eµ processes: the jet energy from the leading jets have been reduced by 
D.() e: 1vi th respect to the nominal jet energy calibration scale. 
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Figure 8.31: Calibration curve from ensembles of 1:Jimulated events from the di­
electron channel: the jet energy from the leading jets have been scaled by +ilO"E 

with respect to the nominal jet energy calibration scale. 
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Figure 8.32: Calibration curve from ensembles of simulated events from signal di­
electron processes~ the jet energy from the leading jets have been scaled by -ilO"J<; 

with respect to the nominal jet energy calibration scale. 



176 

8.10.2 Electron energy and muon momentum scale 

The precision wilh \Vhich \Ve knmv Lhe clecLron energy sca.le[63] is much bcLLcr Urnn 

that of the muon rnornentum scale[67]: \vhich in turn in rnuch better than that of 

the jet energy scale10 [69]. It can be estimated that for an electron ( mnon) of nearly 

50 CeV; the uncertainty in energy (or rnomentmn) rneasurement is "" 2 CeV. For 

a jet of corresponding energy the uncertainty in energy determination may be upto 

nearly ·1 GeV. Therefore Lhe sysLcmaLic unccrLainLy associated wilh lhe energy scale 

of the electrons and muorn; is small compared the systematic uncertainty associated 

wiLh Lhc jeL energy scale. 

8.10.3 Multiple parton interactions 

All simulated events used for the analysis have incorporated single parton inter-

actions only. To understand the effects of the bias due to this, special signal events 

were generated incorporating the full detector resolutions for an input top mass 

value of 175.0 GcV. Ensembles constructed from these 'vcre then used to estimate 

the magnitude of the uncertainty. The measured value of this effect is 1±1 Ge V[78]. 

8.10.4 Signal event generator 

\Ve nse simulated events generated by Pythia[1lt] as ·well as Henvig[ 15] for esti-

mating this uncertainty. Templates constructed using events generated with Pythia, 

were used Lo obtain Lhe l\:Iaximum Likelihood Estimate from ensembles events con-

structed using Henvig LO and NLO samples. The uncertainty on the mea.c;urernent 

of the mass of the top quark due to this effect ·was measured to be about 3 GeV[78]. 

10For simpli(·it.y vve a;.;sume the region of interest for the energy-momentum scale of 4-vectors is 
front 15 Ge V to nearly I 00 Ge V 
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8.10.5 Ensemble Calibration Curve 

The uncertainty due Lo Lhc slalistical fluct nations of the constituent points on lhc 

calibration curve wa.'S estimated at 1 GO GeV and 178 GeV for the tvvo channels. Tl1e 

results 1;v·ere consistent 1vith the statistical size of the available simulated ensembles. 

For the eµ. case: the estiniated uncertainty due to calibration was 1.:3 GeV, v.rhile 

that for the di-electron channel it was 2.2 GeV. The uncertainties ( = .6.stad in the 

l \1110 channels arc uncorrelated. 

8.10.6 Signal and background estimation 

Ensembles with the background composition increased by one standard deviation 

with respect to the (nominal) predetermined background composition were used for 

this test. These ensembles vvere using in conjunction with the nominal templates, 

and 1.he results were calibrated just as before, for 1.hc nominal case. An estimate 

of 0.6 ± .6.stat. 1vas obtained for the di-electron channel~ while tl1e corresponding 

uncertainty for the C/I channel was determined to be 0.05 ± fl s tat · This uncertainty 

is also uncorrelated in the tvm channels. The uncertainty due to background con­

tamination is much smaller compared t o the one obtained due to the fit from the 

ensemble calibration curve. 

8.10. 7 Miscellaneous issues 

There arc other issues 1vhich have systematic effects on the measurement oJ lhc 

mass of the top quark. All these issues a.re small compared to that due to tl1e 

uncertainty in the measurement of the jet energy. The systematic uncertainty due 

to the effects of trigger bias have not been included. Previous studies[92] in the C/I 
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channel have shown that the effect of this is '°" 2 Ge V. The syslenrntic uncertainty 

due to a different higher order polynomial fit to the log-likelihood distrilmtions have 

not been studied rigorously. Preliminary sl udics have shown that a. '1 parameter 

(cubic) fit does not produce a significant systenmtic uncertainty than that frorn a. G 

parameter fit. 

8.11 The combined systematic uncertainty 

source of 
uncertainty 

statistical 

jet energy scale 
event generation 
parton distribution function 
underlying event sinmlalion 
ensemble ca.libn1tion curve 
combined systematic 

I total 

e11 channel 
(GeV) 

+17."I 
-14.9 

1.3 
6.6 

+18 
-16 

ee channel 
(GeV) 

+27.1 
-23.6 

2.2 
6.9 

+28 
-25 

combined 
(GeV) 

+14.2 
-12.8 

G.6 
3.0 
0.9 
1.0 
1.1 
6.5 

Table 8.10: A summary of the measured uncertainties associated ·with the mass 
measurement. These results arc derived from Table 8.8 and Table 8.9 

Previously. in Section 8.9 a combined statistical uncertainty in the measurement 

of the mass of the top quark in the t\vo independent channels \Vas discussed. This 

section highlight::; the combination of the sy::;tematic uncertaintie::; in these channel::;. 

The Table 8.10 highlights various uncerlainlies from the previous section. The 

systematic uncertainties in the hvo independent channels are consistent V>"ith each 

other. Ilmvever~ the systematic uncertainties determined from the ensemble tests 
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in lhc di-electron channel arc less precise llrnn those of the eµ channel. This arises 

from the fact that the total number of simulated events generated in the di-electron 

channel arc nearly half of chose in lhe eµ channcl11
. Iviorcovcr, the size of the e1t 

ensen1ble is 8 events; whereas that of tlie ee ensernble is nearly half (G events) as 

well. Since the underlying physics which gives rise to these uncertainties is iden­

tical in the hvo cases, 1vc primarily use those results \vhich arc more precise. The 

uncertainty due to the jet energy scale calibration is determined as the weighted 

average obt.aincd in Lhe cp channel. This uncertainty, along with the contributions 

fron1 multiple pa.rton interaction, from tlie use of different event generators, differ­

ences in parton distribution functions are correlated uncertainties in the channels 

which are combined. The uncerta.int.v due to the ensen1ble calibration curve and 

that from background estimation are the 1m-correlated systematic uncertainties in 

the t\vo channels. 

11 'rlie tf-+ (inclusive) di-leptons process is used 
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8.12 The measured mass 

Figure 8.33 illustrates tlie individual results in the efl and the ee channel as 'vell 

a.s a combined measurement. These mea.surements are contrasted \Vith the current 

world average as well as the Run T lnea::;urement from tlie dilepton cliannek 

The measured mass of the top quark from the di-electron ensemble and the eµ 

ensemble is: 

mt= 154.1~it~ (stat.)± 6.6 (syst.) GeV. (8.31) 

8.13 Salient features of the mass analysis 

In this measurement a total of thirteen events \Vere used. The topological charac-

icristic:s of Lhcsc events matched Lhat of events c:onsislenl with Lhe Standard l'vlodcl 

decay of tt via. the di-lepton channel. This is the first rneasuren1ent of the mass of 

the top quark in Run II in the di-lepton channel using the D0 detector. 

A simplistic approach of using a single estinrntor per event is taken. However, 

the analysis preformed in Run I[27] used information from the shape of the weight 

distribution of events as \Vell 12 . 

It i::; interesting to note from Table 8.1 [in Section 8.4.5] that the number of 

c:andidale events obtained from collidcr data arc more than we expcc:t[52]. IL is 

plausible that some or all of the excess events Tnay not be signal processes. Therefore, 

for simulated ensemble tests, the total ensemble size is kept fixed13 , while the number 

of the events from signal and background processes arc multinomially varied about 

12This procedure is computationally more intense and efforts arc undcnva.y to obtain a measure­
ment using this technique. 

1:3This idea is different. from the analysis done in Run I where the absolute number of background 
events was kept. fixed. 
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the nominal value. 

l\fore importantly, our understanding of the detector resolution and the applica­

tion of various corrections (e.g. correcting jcL ·1-veclors to represent parton /1-vecLors) 

represent an average value. Tlierefore, an ensen1ble \vitl1 srnall nurnber statistics is 

more prone to fluctuations than an ensemble ·with large number statistics. 

For this analysis, information from the t\vo leading Pr jets in the event is used. 

Information from additional jets is neglected. From the 8 candidate events in the eµ 

channel, only one evenL has more Lhan Lwo jets. Event #8710859 in Run #17,1901 

ha,s 4 jet objects 'ivith Pr > 15 GeV. From among the 5 candidate events in the ee 

channeL 4 have only 2 jets each, while the fifth event (Event #14448436, from Run 

#180326) ha:s G jets v.rith Pr> 1G CeV. 
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combined (dissertation) 
154.l+l~U ±6.6GeV 

11 -U I II 

ee channel ( disseitation) 
II I II 

ISSA~N~ ±6.9GeV 

emu channel (dissertation) 
II I II 

153.5~~;,g ± 6.6 GeV 

D0 Run l (di-lepton) 
I I I 

168.4±12.3 ± 3.6 GeV 

Run I world average 
178.0 ± 2.7 ± 3.3 GeV 11 I 11 

I I I I I 

130 140 150 160 170 180 190 

mt (GeV) 

Figure 8.33: The combined results from lhis disscrlalion. As a comparison lhc 
mea~urernents of the top quark mas::; in the di-lepton channel in Run I and the 
current (Run I) world average value are also illustrated. The inner error bar (red) is 
only due to the statistical uncertainty. The outer error bar is due to the combined 
statistical and systematic uncertainties. The shaded (yellow) region corresponds to 
the overall Run I world average measurement. 



Chapter 9 

Comparison With Other 

Measurements 

Tl1is chapter describes the implications of the 111easnrernent of tl1e mass of the top 

quark. The obtai11ed rcsuli is firsL compared with oLher imlcpendent rcsulls of lhe 

mass of the top quark. 

9.1 Independent measurements in the di-lepton 

channel 

At first. the result obtai11cd in this analysis is contrasted with the other imlc­

pendent rneasurernenh; in the di-lepton channel. Fignre 9.1 illustrates that this 

mcasureme11t is consistcnL with oLher independent measuremenLs in lhe di-lepton 

channel. This measurement i;,; not within one standard deviation with respect to 

the Run I worlcl average measurement of 178 ± 2.7(stat.)±:3.:J(syst.) GeV. How­

ever, the meruc>nred value of the top quark is within two stamlarcl deviations from 
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(dissertation) 

154.l ~li_l ± 6.6 GeV 
11 I II 

CDF Run II di-lepton (preliminary) 

I I 
168.1+!LO±8.6 GeV • I I 

-9.8 

D0 Run l (di-lepton) 

I • I 
168.4 ± 12.3 ± 3.6 GeV 

CDF Run I (di-lepton) 

II • II 
167.4 ± 10.3 ± 4.8 GeV 

Run I world average 

178.0 ± 2.7 ± 3.3 GeV 11 I 11 
I I I I ~ 

140 150 160 170 180 190 
m

1 
(GeV) 

Figure 9.1: A comparative illustration of the measurements of the top quark in the 
di-lepton channel for the CDF and the DV.) experiments. The inner error bar (reel) 
is due lo the statistical uncertainty. The outer error bar is due lo the combined 
statisLical and systernaLic uncerLainties. The shaded (yellow) region represents lhe 
overall Run I v.mrld average measurement. 
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ihe Run I world average measurement. This inconsisLency may possibly be due to 

statistical fluctuations. The uncertainties in all di-lepton channel measurements are 

dominated by lhc sialisLic:al unc:erlainly (inner error bar in the plol in Figure 9.1). 

\Vhile tl1e vvorld average rneasurernent was detennined using over tv . .ro hundred cm1-

didate events from all the possible tt decay channels, only 1:3 candidate events \Vere 

used for this measurement. 
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9.2 Independent measurements from Run II 

This section deals with the current Ineasurements of the top quark mass in I tun I I 

from both the D() a.s well a.s the CDF collaborations. The CDF detector is located 

at the position D0 indicated on the Tevatron schematic in Chapter 4, Figure 4.1. 

9.2.1 Recent results from the D0 experiment 

The D(:) experiment has also measured[93] the mass of the top quark using 

the top and anti-top quark pairs ~rhich decay to a charged lepton (an electron 

or a muon) and at least 4 jets. \Vhile two of these jets are from the hadroniza­

tion of the b-quark, the other two jets originate from the hadronic decay of the 

VF-boson. Using a template method[D4] the mass of the top quark was deter­

mined to be 170.0 ± 6.5 (stat.) :+:6~i5 (syst.) GeV. In an independent analysis, us­

ing the ideogram method[94] the niass of the top quark was measured to be 177.5 

± 5.8 (stat.) ±7.l(syst.) GeV. These results have been compared with previously 

obtained re:·mlts in Run I by the CDP and the D(() collaborations, as well a . ., the Run 

I v.rorld average in Figure 9.2. 
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D0 Run II Template (preliminary) 
I 

170.0 ± 6.5 ± 1 ~·; GeV I I I I I 

D0 Run II Ideogram (preliminary) 

177.5 ± 5.8 ± 7.1 GeV I I I I I 

D0 Run I 

179.0 ± 3.5 ± 3.8 GeV I I I I I 

CDFRunI 

176.1±4.2 ± 5.1 GeV I I I I I 

Run I world average 

178.0 ± 2.7 ± 3.3 GeV 11 I 11 

I I I I 

140 150 160 170 180 190 
mt (GeV) 

Figure 9.2: :Measurements of the mass of the top quark from the CDF and the 
D(i) collaboration. The inner error bar (red) is due to the statistical uncertainty. 
The outer error bar is due to the combined statistical and systematic: uncerta.inties. 
The shaded (yellmv) region represents Lhe overall Run I vvorld a:varage measurement. 



9.2.2 Recent results from the CDF experiment 

CDF Run 2 Preliminary 

I I • I I 
Di lepton: q, of v 
(L= 193pb-'j 

170.0 ±~~:~ ± 7.4 

• 176.5 ±~~:~ ± 6.9 
I I _ 

Dilepton: Pz tt 
(L= 193pb ') 

I I 

I I • I I 

Dilepton: v weighting 
(L= 200pb- 'i 

I I • 

Lepton+Jets: Multivariate 
(L= 162pb°'j 

I I • 

Lepton+Jets: Mreco 
(L= 162pb-'j 

I I 

Lepton+Jets: OLM 
(L= 162pb-') 

• 
I I • 

Run 1 CDF Lepton+Jets 
(Run I only) 

168.1 ±~_8° ± 8.6 

I I 

179.6 ± ~:~ ± 6.8 

177.2 ± g ± 6.6 

I I 

177.8 ± ;:~ ± 6.2 

I I 

176.1 ±~:~ ± 5.3 

I I 

180.1 ±;:~ ± 3.9 
11. 

Run 1 DO Lepton+Jets 
(Run I only) 

I I . I I 
Run 1 World Average 178.0 ± ~:~ ± 3.3 
(Run I only! 

150 160 170 180 190 200 
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Figure 9.:): l\foasurements of the mass of the top quark from the CDF collaboration. 
The inner error bar (red) is due Lo the sLaLisLical uncertainty. The out.er error bar is 
due to Lhe combined statistical and sys Lema tic uncertainties. The shaded (yellovv) 
region represents the overall Run I world avaragc measurement. 

The CDF experiment has explored several different techniques for Lhc rnew:;urc-

rnent of the top quark mass. Figure 9.3 illustrates all independent 1neasuren1ents of 

the mass of the top quark by the CDF collaboration. The combined (preliminary) 

CDF Run II result is 177.8 !;:8 (stat.) ±6.2 (syst.) Ge\1[95]. Nearly 162 pb-1 of 

Run II data (from l\farch 2002 until September 2003) was used to obtain the result. 



Chapter 10 

Conclusion and future outlook 

A clyrrnmical likelihood method is developed to measure the mass of the top 

quark. Using eight events which are consistent with the hypothesis tt ___,NV+, bH7
-

__, bl+v1, bl-D1, (l = c, µ), the nrnss of the top quark has been measnred to he 

153.5 :1:lU (stat.) ±6.6 (srst.) GeV. A measurement of 155.4 :+:~U (stat.) ±6.9 

(syst.) GeV is obtained using the five events which are consistent with the tt ___, 

bJV+, Mv- ___, be+v,, Ee-ve decay. "lo candidate events were observed which arc 

consistent with the tt ___, bJV+, bvv·- ___, b/L+111,, b/CDµ decay. The combination of the 

two inclcpcndent measurements yield a mcasnrcmcnt of 

151.1 :1:1~§ (siaL.) ±G.6 (sysl.) GeV. 

This is the first mcasnrement of the mass of the top quark in the di-lepton channels 

from nearly 2:)(J pb-1 of pj5 of collider data collected in Run II using the DG) detector. 

In ihe innnecliate future, wiih the inclusion of more recent claLa, collecLecl from 

spring 2004 until summer 2004, the statistics is expected to nearly double. This will 

lead to a more precise measurement of the mass of the top quark in the di-lepton 

channels. Double the data set will be useful, since the bias that arises potentially due 

189 
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io small sLaiistics will be annulled. "While the statistical unceriainiy \Vill improve due 

to the increased data size, efforts are under way to further reduce the uncertainties 

due Lo systematic effects as \vell. The TevaLron program will continue Lo dominaLc 

the proceedings in collider physics. It is the ailn of the Tevatron program to rneasure 

the ma..c.;s of the top quark precisely, up to an uncertainty of about 2 Ge V[96]. 

The Large Hadron Collider (LHC) program at CERN is expected to begin in the 

next couple of years. \Vith nearly seven-fold increase in the center of mass energy 

and higher lurninosiLy, Lhe facility is expected Lo produce Lop quark events much 

more frequently. That is vvhy it is dubbed to be the first ''top factory:'. While t11e 

main thrust of the LIIC program is to discover physics which is not described by 

the Standard l\ilodel; the current measurement::; related to the top quark will reach 

toward precision mea..c.;urement. It is projected that the LIIC data will reduce the 

uncertainty on the measured mass of the top quark to about 1 to 2 Ge V[97]. Before 

concluding this chapter; it is worthy to quote from the August 2004 issue of Physics 

Today, [pages 26-27] :•Re-evaJuaLion of Top Quark Daia Raises Estimate of Higgs 

Hoson;s l'vla.%1
': 

"But. theorists contend a further ten.fold reduction m the uncertainty is necessary 

for f11,ll r.:r:ploitation of what LHC will have learned about the Higg,c;. Sm:h ,c;pedo.cuJar 

precision, however, will require the 300 Ge V electron-positron linear collider that's 

at the top of the particle physics community's wish list". 



Appendix A 

Glossary 

A glossary of Lcrmiuology usccl in lhis disscrLatiou is ohLaincd from Bock[98]. 

term 
calorimeter 

COillfJCil::latir1g & 
11011-COill JJCIU:la ti11g 
calorimeter 

geometrical 
c1ccepta,11ce 

hadronization 

explanation 
A cornpm;ite detector using total absorption of 
particles to measure the energy and position of 
incident particles and jets. 
\Vhen an electron am! a hadron of similar energy 
internet with the El\I & hadronic calorimeter yielding 
output electronic signals of :;irnilar nature, then the 
calorimeter is a compensating one. However, when the 
response signal obtained from the electron is larger 
(1.1 - 1.35 Limes larger) Lhau LhaL from Lhc hadron, 
Lhcn the calorimdcr is non-compensating. 
The geometrical effects that cau:;e !ms of events: 
e.q. the finite solid angle coverage of the detector, 
the gap or dead region between sub-detectors. 
The process by which gluons and colored quarks 
combine to give rise to colorles:; particles (hadrons). 
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tcnn 
jet 

luminosity 
pileup 

radiation 
damage 

sphericity 

trigger 

explanation 
Products of the fragmentation of a quark into a 
collimated group of particle:; that are emitted along 
the quark's original direction. 
A measure of the intensity of colliding beam machines. 
Background signals which aclcl Lo observed events. 
origi11aLi11g i11 multiple events that occur in the 
sarne ti111e gate as signal of interest. At the Tevatron':; 
lurninosity nmltiple collisions rnay occur during a bunch 
crossing, gi\ring rise to Sllch events. 
(In the context of semiconductor detectors) it is the 
general alteration of the operational and detection 
propcrLies oI a clcLeclor due lo high closes oI irrncliaLion. 
In scmi-conducLor devices, high-c11crg_v parLiclcs produce 
three main types of effects: dislocation of atom:; from 
their nominal lattice :;ite, transient ionization and 
long term ionization. 

= 2 min ('£ t!ir I '£ r l 
where, PT is the transverse momentum perpendicular 
Lo a unil vcc:Lor Fi, the sums arc over 1tll particles oI the 
reaction, 1tml lhc minimum is formed wilh rcspccl to fL 
A co111bination of electronics and infor111atics providing a 
fast signal whenever some interesting event has happened. 
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Appendix B 

A brief history of my efforts 

This secLion deals wiLh a varicLy of Lasks prefonuecl while learning Lhe ropes aL 

the D0 experiment. 

As a service Lask Lo the hard ware efforts for the experiment, I workecl as part. of 

the Silicon Track Trigger team[99]. 'With guidance from Eric Hazen as well as Ulrich, 

I designed and implemented a software package[HJO] with could diagnose nearly 50 

features related to the functionality of two daughter cards: the Link Ttausrnittcr 

I3oard and the Link Receiver I3oard. The entire set of tests were conduct.eel within 

ihrce rninuLcs. The package was Lhcn used Lo Lcsi over 100 boards. 

In order to get lmncls-on experience with event simulation, an event generator 

was designed and developed for sLnd.ving cvc11L kinematics at a preliminary level. 

A two-body decay computed separately in two stages was implemented to mimic a 

simplistic model of the decay of the top qnark. Event kinematics obtained from this 

'home-made' evenL genernLor was comp1tred Lo clisLribuiions obtained from Pyihia. 

Furthermore, simple studies were done to enhance the production of simulated back­

ground llfonLe Carlo process. This is illnsLraLed in Appernlix D. 

Lsing a trial and error approach, a preliminary event selection was obtained for 

simulatecl events. This event selection was then used to present the first results 
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of my analysis algorilhm at ihc American Physical Society April 2002 conference. 

However, a more optimal approach has been laid out by the team obtaining the 

cross-section measurement of lhe signal process related lo Lhis disserlaLion. As 

a service task, I analy:;r,ed tlie data from the precision readout frorn the central 

electromagnetic trigger tmvers from late :>Jovember 2001 until spring 2002. These 

efforts arc described in Appendix E. 

My efforts in Chapter 7 were restricted to analysis of jet::;. I was involved in 

obtaining Lhc showering corrections of jcLs from November 2002 Lo summer 20031
. 

In spring 2003 average corrections vvere obtained for the 4-vec:tor::; of jets to represent 

the 4-vectors. Doth corrections \Vere used in analysis presented during summer 2003. 

Tlie llun I analysis software from Dr. Heint:;r, ,;v·cu; used to obtain tlie mass 

estimator used in the analysis. IImvever, the software was dependent on other Rnn 

I softvvarc, input and output tools. The soft\varc \Vas made framcvmrk independent 

and used for this dis::;ertation. The de::;ign and its baHic implementation of the 

analysis softvmre for this disseriaLion was done within a \vcek for the American 

Physical Society's April 2002 conference. However, numerous improvements and 

related functionality have been added since then. 

1 During (his period. r.hc output. fonnat or da.t.a. changed, a.11d considerable effort went Loward 
implementing t.he necessary software w analy11e data. 



Appendix C 

Interactions of final-state particles in the 
detector 

Collider detectors envelope the nominal interaction point. The final-state products 

interact with various detector sub-systems to leave characteristic signatures of their 

inLeracLion. The irncking dcLecLorn measure Lhe parLicle's posiLion as a hmcLiou of 

time with minimal energy loss. The calorimeter measures its energy with no time 

resolution. High energy clecLrou, phoL011, muon, hadr011, arnl ueuLrino iuLernciion 

with the detector material i:s relevant to thi:s thesis, and this section briefly de:ocribes 

their interactions1
. 

Electrons with energy greater than 100 MeV primarily lose energy via bremsstrahlung. 

In this process, the emitted photon carries off a large fraction of the electron's initial 

energy. For phoLous wiLh energy greaLer ihan ~ 100 :VlcV, pair producLiou is ihe 

dominant mode of energy loss. Thi:; gives ri:se to electron po:sitron pairs, which in 

iurn lose energy as described. 

A :single electron or photon can develop into an electromagnetic shower. consisting 

of many electrons and photons. The shower continues to clevelop until the energy of 

the daughter particles fall below 100 MeV, at which point the mechanism of energy 

1This generic inforrnation involves particle as \vcll as their anti-particles. ·The anti-µarticlcs arc 
not exclusively addressed herP. 
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loss becomes ionization and excilalion of alomic cledrons. 

Hadronic particles interact to yield shovvers in the bulk of the hadronic calorime­

ter. AbouL half the incident hadron energy is passed on lo addilional secondaries 

via inelastic scattering. Tliese secondaries have more transverse energy than those 

produced via electromagnetic interactions (E1-1 shmvers). Therefore, the hadronic 

showers have a larger transverse spread than the EM shmvers[lOl]. The rest of the 

energy is lost in the production of multiple slow pions and nucleons. 

High energy muons lose energy primarily via ionization of rna.Ller in lhe dclcctors. 

Interaction via. bremsstrahlung is at a mucl1 sknver rate compared to the electrons 

because the muon mass is nearly two hundred times that of the electron. 

l\eutrinos do not interact witl1 the detector at all. Tl1ose having a large transverse 

momentum leave a large imbalance in momentum along the transverse direction. 

A detailed description of particle interaction is beyond the scope of this disser­

tation. lleferences [101], [102], [103] and [104] provide additional reading material 

for more information on Lhis subjecL. 



Appendix D 

An illustration of the application of 
simple topological criteria towards 
optimizing the Monte Carlo production 

This section represents a simple application of topological criteria to extract 

optimal number of background cvcuts1
. 

\Vhile analy7'ing tt decays to di-lepton final :;tates, one inevitably come:; acro:os 

hackgronncl events. The signal process in the cli-electron channel 

will be dominated b;-; background from the 

process. Similarly, the di-muon events 

1This task \Vas acco1nplished and docn1nented in OrtobPr, 2001. 
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will be faked by 

One can also expect that 

\vith the T lepton decaying leptonically: or hadronically, '"'ill be a potential candidate 

for faking the signal events. 

Let us take a clo:;er look at the di-electron channel2
. The :;ignal event and the 

fake event have at least a pair of high PT electrons in the final state. \Vhile the 

former process has at least two high PT jcLs3 the latter process is less likely to give 

rise to a pair of jets. This section deals with the study of the latter type of events, 

the Z ---+ e+ e- background events. 

Consider Table D.1, '~'hich project:; the expected nmubcr of signal and back-

ground events produced in 2 flJ- 1
. It would be beneficial to study a hundred times 

more signal events than we actually expect alter selection cuts, from collidcr data. 

Study of a larger number of events will reduce statistical fluctuations by nearly ten 

times. \Ve cxpcct4 ncarl.Y 50 events after our signal cuts arc applied, thus \VC use 

a.bout GOOO signal tt---+ e+ e- X events. \Ve need to titudy a proportionate number 

of the background events as well. That would imply processing nearly 20 million Z 

--+ e+ e- events. This task vmukl be very cpu intensive. Since a small fracton of the 

Z ---+ e+ e- events have two or more high Pr reconstructed jets, only a small fraction 

2For the 8a.ke of 8implicity we nmv consider only di-electron events. The genera.] a.rgurnent.8 can 
be applied for t.he di-muon as 1vell as t.he e11 event.s. 

3Thcsc come from the hadroniz:ation of the b quark. 
4Thcsc estimations \Vere based on a preliminary l~Stirnation in summer 2001. 
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of Lhc loLal cvcnLs produced will be able Lo fake our signal cvcnLs. 

Projected Projected 
#events #events 

assumed Branching produced selected 
Process a( /S = 1.96 TcV) fraction in Run II in Run II 

(in %) (2fb- 1
) (2fl>- l ) 

tt ---+ all .).5 pb 100.0 rv 104 rv 5 X 10° 
tt--+c+c-x 5.5 pb 1.25 rv 102 

f"V 5 x 101 

Z---+ c+c- 200 pb 100.0 f"V /1 x 105 
f"V 2 x 105 

Table D.l: Table projecting the expected number of signal and background events 
in Run II. These projection::; vvere made in early 2001. 

GcncraLion of l'vionLc Carlo simulated cvcnLs is a long drawn process. AL first we 

use the !Vlonte Carlo generators, like Alpgen, Pythia, Hervvig, or lsajet. The output 

is then feel into a simulated detector (DOgstar followed by DV.)sim). Finally 've 

process these using D0reco: and obtain reconstructed objects. Simulating the la.st 

two processes take much more time than the first step. Therefore, it is much more 

efficient to apply certain topological cuts at the parton generator level (first step), 

even before the events are reconstructed. This gets rid of the bulk of events which 

will surely not pass the topological selection criteria on the reconstructed objects. 

\i\Tc now Lry lo determine Lhc approprialc sclceLion criteria on lhc l'vionLc Carlo 

events, such that tlie Z ---+ e+ e- events, which are not likely to fake tf ---+ e+ e- X 

events. can be eliminated before the reconstruction process. However, we do not 

\Vant potential background events to be eliminated. This study docs not use the 

information of the signal topology at all. lVIoreover, at this stage detector resolution 

is absent. Hence, the set of criteria that ,,rill be determined ·will not be optimal, but 

rather loose. 
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There arc Lhrec principaL but simultaneous ways we can use to reject the sample 

of fake events. They are: 

• .Jet multiplicity of the event (for all background events). 

• :Vlissing PT of the event (for all background events). 

• The invariant mass of the two highest p,- electrons (only for Z ---> e+ e-). 

In our stmlics, we nse a sample of nearly 2000 inclusive Z/'I* ---> e+e- events 

overlaid with 2.G minimum bias events. (These events were proce:;sed with the 

p8. ll version of the standard DI() reconstruction software available during summer 

2001.) The aim, as mentioned before, is to apply some loose cuts to eliminate those 

Z ---> e+ e- events which will not likely meet our eventual signal selection cut:; 011 

rcconsLrudccl ( rcco) objects. 

In the:;e experiment:;, we categoriooe each recon:;tructed event and VIC event m 

two categories. For the Class I experiment the categories are defined as: 

reco flag 1.ypc = 

0 if the event has: 

:::0: 2 jets 

w/ PT > 20.0 GeV 

w I 1171 < 2.5 

1 otherwise. 

(D.1) 
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[) if the event has: 

::,. 2particle jets 

l\1 C flag trp e = 
w/ PT > 10.0 GcV 

(D.2) 
w I lrll < 3.o 

1 otherwise. 

Here. a reconstructed jet is a calorimeter cluster energy deposit within a simple 

hypothetical cone object of radius D.R = 0.5 unit (.JCCD object). For the Z---+ e+e-

we ensure that the least possible dR > 0.1 between these jets and each and every 

electron object5 . 

The results from the 2000 Z---+ c+c- events arc shown in Table D.2. A similar 

exercise is done using a thousand 0 1' / Z ---+ µµ events. These events were overlaid 

with 2.5 mininrnm bias events and processed with the standard DO reconstructed 

vcrsion6 . Those rcsnlLs arc illusLraLccl in Table D.3. 

reco flag MC flag 
type= 0 type= 1 

type= 0 24 21 
type= 1 109 1846 

Table D.2: Clas:,; T experiment using the Z ---+ ee sample. 

Continuing a step further with a series of experiments, the Class II experiments 

·5This is not a requiren1ent. for the Z-----> pp sample Ho\vever in the Z---> TT 1°ve do make such a 
rcquirc1ncnt. 

6\F8rsion p08.11. \Vas used. 



reco flag MC flag 
type= 0 type= 1 

type= 0 15 5 
type= 1 50 930 

Table D.3: Clas:; I experiment using the Z --4 µµ ;,;ample. 

were performed. For these experiments, the reco flag i:; defined a:;: 

reco fiag type = 

0 if the event hrn;: 

::,. 2 jets 

w/ PT> 20.0 GeV 

w/ 1771 < 2.5 

and 

::,. 2 leptons (e/11) 

w/ PT> 15 GeV (e/µ) 

µ w/ 1771<1.7 

& Idnseg > 0 

c w/ lr1I < 2.5 

1 otherwise. 
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(D.3) 

\Ve continue to use the ;,;irnilar jet reconstruction algoritlmi7, and abo ensnre that 

the jet is at least away from every electron object by a dR > 0.1 jnst as before. The 

AIC Hag definition is Lhe same as in Equation D.2. The results from Lhe Z --4 e+e-

7J\ .JCCI3 jct object. 
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a.re in Table DA, and those from the Z-----+ µµ events arc in Table D.5. 

reco Hag MC Hag 
type= 0 type= 1 

type= 0 10 1 
type= 1 123 1866 

Table D .4: Class II experiment using the '.WOO Z -----+ ee events. 

reco Hag MC Hag 
type= 0 type= 1 

type= 0 5 0 
type= 1 60 935 

Table D.5: Class II experiment using lhc 1000 Z -----+ µµ events. 

Let us now arrnly~e the Z --+ TT events. Although we \Nill use the same analysis 

teclrnique as before, we present the results in 1vliich botl1 the final state T leptons 

decay lcptonically, T --+ eve/ 1w1, (called non-hadronic events) separately from those 

events in which at lca:;t one T lepton decay:; hadronically (called hadronic event:;). 

Our sample conbists of 2400 events overlaid with 2.5 minimum bias events, and 

processed with the same rec:onsiruc:led version as used before. \Ve have 288 non-

hadronic events. Of these, 

84 events are: Z -----+ T+T- -----+ V7 V7 fl+µ.- vµvw 

126 events are: Z-----+ T+T- -----+ V7 V7 e±µ=F vf'. ; 11 D11; e· 

The remaining 2112 cvenLs have at lea .. st one T lepton decaying hadronic:ally. 

Let us finst consider the 11011-hadronic events. In the Class I experiment, where 

ihc reconsiruc:led and 1\-IC flags arc defined in (1) and (2), we obtain ihc following 

results a.'i in Table D.6. The Cla.'is [I experin1ent results are shmvn in Table D. 7. 
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re co flag MC flag 
type= 0 type= 1 

type =0 6 0 
type= 1 18 264 

Table D.6: Class I experin1ent using 288 non-hadronic Z ---+ TT event san1ple. 

reco flag MC flag 
type= 0 type= 1 

type= 0 0 0 
type= 1 24 2G4 

Table D. 7: Class TT experiment using 288 non-hadronic Z ---+ TT event sample. 

f\ ow consider the hadronic events. The Class l experiment results are shmvn in 

Table D.8, and the Class II experiment results are in Table D.9. 

Therefore, by applying loose cuLs at 1.he 1vIC level over 9017<1 of background events 

which will surely not meet signal criteria are elin1ina.ted. At the Tvf C leveL at least 

two particle jets in the background event arc required. Events vvhich meet this 

criteria arc more likely to fake the signal events: and these can be further processed 

incorporating the complete detector interactions. 
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reco Hag MC Hag 
type= 0 type= 1 

type= 0 31 29 
type= 1 284 1768 

Table D.8: Class I experiment using 2112 hadronic Z - TT event sample. 

reco flag MC flag 
type= 0 type= 1 

type= 0 2 0 
type= 1 313 1797 

Table D.9: Class I I experiment using 2112 hadronic Z - TT event sample. 



Appendix E 

Some Ll TT studies 

This sccLion outlines sLudics performed Lo clcLcrminc Lhc efficiency of Lhc 11 TTs 

and identify defective, or hot TTs. 

In each layer. 2 x 2 adj accn1. calorimeter cells, in ( T/, m) space arc uniqucl.v grouped 

into a TT. Analogous to the cells, the TTs a.re abo assigned unique integer 17 aml 

¢indices to designate their position. Given a particular eta index of the TT, there 

arc 32 TTs covering the cb space. These TTs constitute an eta ring. Tables E.1 and 

E.2 illustrate briefly the realization of calorimeter cell's eta and phi indices into TT 

indices. 

CAL_ieta_cal[k] TT 17 index CAL_ieta_cal[k] TT 17 index 
1, 2 1 -L-2 -1 

3,4 2 -:3. -4 -2 
5,6 3 -5. -6 -3 
7,8 4 -7,-8 -4 

.. .. .. .. 

Table E.1: Assignment of calorimeter cell T/ indice:; into TT T/ indices. 

The TT T/ index values of ± 11 extencl to the 17 range of ±0.8 with respect to the 

center of the detector. This is the region of the calorimeter that was instrnrnented 

for the 11 trigger for most of the data discussed here. 
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CAL_iphLcal[k] TT c/> index CAL_iphLcal[k] TT ci> index 
1, 2 1 5,6 3 
3,4 2 7,8 4 

.. .. .. .. 

Table E.2: Assigmnent of calorimeter cell ¢ indices into TT cf; indices. 

Seven innermost layers1 of the calorimeter constitute the El\1 calorimeter. These 

layers are denoted by layer indices 1-7. The TTs ·which lie within the central E:Yl 

calorimdcr arc the CE:M TTs. The energy ( .b') or all cells in a TT arc summed up to 

obtain tlie total P. The total Br is defined as BsinB, vvhere Bis tlie angle subtended 

bet.ween Lhe z axis of Lhe detector, and the line through Lhc nominal origin of the 

detector a.nd tl1e center of a calorin1eter cel12
. 

The role of Ll readout as a diagnostic tool is illustrated here.. Comparing the 

number of limes each TT had the highest Er in an event Lo an average value, 

one can identify possible noisy or faulty towers. For a long run, under normal 

circurnslances, one would expect that all TTs fire the same number of limes, within 

the limits allowed by statistical fluctuations. One can easily identify the coordinates 

of the TTs giving statistically inconsistent counts and investigate further if they are 

defective or not. Figure E.3 and Figure E. '1 show the spectrum of the frequency 

count of the maximum and the second maximum E-r TTs respectively. 

The TTs in purple and blue fire less frequently than lhe ones in green, \Vhilc lhe 

ones in red fire more often than the expected average. There may be a slight variation 

of trigger rate versus 7]. llo\\rever. all TTs in a given 7J ring should fire at the same 

rate. In Figure E.3 tlie frequency count for the TTs fired by the CEIVI (1J5) trigger 

is depicted. The TTs (-1,3), (-1,14) and (-1,:·m) in pmple have a very low number of 

1 These are the ,1 em layers, however the :!rd layer is segmented into ,1 finer layers. 
2The cells constituting a. TT will have a unique value of(;}. 
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Figure E.1: Sketch shm;i,ring the t>uperposition of the Er spectrum. In the first plot 
we have the case \Vhere there it> no resolution effect, as it would be in an ideal 
situation. In the second one vve have a more realistic example. 
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Figure E.2: Cartoon of the turn-on-curve for CElVI(l)O) trigger w.r.t. CEl\iI(l,15) 
trigger, obLaincd by bin-by-bin division of hisLograrns from Figure E.1. 

cases where they arc the first maximum ~'r TT. Figure E.4 shows the frequency of 

the second highest TT in CEM(2,10) triggers. To some extent, a correlation between 

the TT::; resporrne in Figure E.:~ and Figure E.4 is evident. \Vithout doubt the TTs 

(-1,5), (-1,H) and (-1,30) show a much lower counL compared Lo Lhc average ones, 

in both cases. 

In Figure E.5, a histogram of Lhc frequency count from all 256 TTs is shown. As 

a cross check for good performance of various eta ring::; of the central El\if calorime-
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Figure E.5: Histogram of frequency counts from Figure E-.4 The Nican and RtvIS in 
1.hc plot represent all 256 CE:tvI TTs. Distributions for the frmr inner most 1111 rings 
arc also illustrated. 

ter, one can divide the above histograms into four histograms. Each one of these 

corresponds to the frequency count of TTs constituted in a certain eta ring. 

Another simple diagnostic is to see the Er spectrum of rnaxinnun TTs fired by 

ihe triggers3 . Using a parent sample of CEJvI(l,10) triggered events, one can con-

struct the CEIVI 15 tum-mi curve using CEJ\!I (1,15) triggered events, as in Figure E.7. 

Furthermore, using cli-EIVI triggers >ve can establish an unbiased measurement of the 

trigger efficiencies [i55]. Therefore, as the parent sample we use the events triggered 

by the CC:\1(1,15) trigger, and construct the turn-on curve of the events fired by 

the di-EIVI CEl\1(2,10) trigger. 1; sing the events triggered by the CEl'vI(l,10) trig-

ger a.s the parent sample we corn;truct the turn-on curve of the events fired by the 

CE-1-1(2,5) trigger. Plots for the unbiased trigger efficiency a.re shown in Figure E.8. 

:>Early data also showed irregularities in t.he the low F;T speer.rum [55]. 
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Figure E. 6: lVfoximum Er spectrum of the TTs in the region of interest. The munber 
of events triggered by CEIVI(L5) have been appropriately corrected for prcscak. 

The plateau of the turn-on curves in Figure E. 7 ai-3 well as Figure E.8 show a 

somevvhat irregular profile. Defective TTs may cause the turn-on curves to shovv 

such irrcgularitics4
. Turn-on curves arc established for all the 2.56 TTs \Nhich arc 

within 177[ < 0.8 regi011; where the CEl\if triggers are active. Senne curves froni 

individual TTs arc shmvn in Figure E.9. 

From the 256 TTs, 7 were identified as dcfcctive[55] and their contribution was 

omitted from the response. The turn-on curves were a.gain computed for the re-

maining TTs and arc shown in Figure E.10. 

4 In previous analysis defective TTs have actually caused similar irregularities. 
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of the CE1H5 trigger \vith re::;pect to the CEMlO trigger using precision readout 
from the TTs. 

The trigger-sinrnlator i::; u::;ed to create Nlonte-Carlo generated data. This repro-

duces the data from the detector as shmvn in Figure E.11. 
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Figure E.8: The turn-on curves for some TTs in an unbiased measurement of the 
CE1HO and CEM5 triggers using precision readout from the TTs. 
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Figure E.9: The turn-on curves for some individual TTs. These mea .. surerncn1.s form 
1.hc ba..sis or t.he overall measurement. in Figure KS. The plots on Lhe right. arc some 
or Lhc dcfecLi vc TTs in Lhc runs_ 
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Figure E.10: The turn-on curves for CEML)) CEMlO and CEIVI.5 triggers after the 
removal of ddccLivc TTs. 
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Figure E.11: The corrected turn-on curve for CEivilO and CEIV15 triggers overlaid 
with results from the trigger-simulator. 



Appendix F 

Additional information regarding average 
corrections to the jet 4-vectors for 
representing parton 4-vectors 

For the case of jets from simple cone algorithm, the mean reconstructed energy 

oI jcLs is esLablishcd in 5 Ge V increments oI the part011 e11ergy1. Then we fit lhe 

function Fjct = Po + p, Rparton + p2Fiarton to the mean reconstructed jet energy 

(Ejet) as a function of parton energy (Eparton). which is illustrated in Figure 7.9 

(left). Figure 7.9 (right) represents its profile (average). To extract the energy of a 

jet corrected to its parton level, we use the inverse function. obtained from solving 

lhe qu1tdratic equation, using the solulion lhal gives physical values oI Eparlon, for 

a. ra.nge of Rjct values: 

-pi+ VPI - 4p2(Jlo - b}et) 

2p2 
(F.1) 

AILcr obtaining the correclions. we nse them to reconstruct the invariant mass 

of physical quantities of greatest interest using the same Vlonte Carlo events used to 

extract the corrections. In a series of plots we represent the reconstructed mass of 

11'his is established using the profile averaging functionality in the Il00'1'[84] package. 
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ihc H' boson (Figure F.1) , and the mass of the l quark (Figure F.2), after applying 

the parton-level corrections to reconstructed jets. 
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Figure F.1: The reconstructed mass of the IV boson from simulated events. Starting 
clock-wise from t.he upper left plot: the ~V brnon mass is reconstructed using the 
quark:i; in the next. plot the recorn;truct.ed jets are u:;ecl, but without. any Jet. Energy 
Scale correct.ions[G<J]: using the energy scale corrections, as well as the parton level 
corrections, the VV is reconstructed: and in the bottom left plot the reconstructed 
jets arc only energy scale corrected. 



220 

linv t mass - quarks I Entries 10164 I i nv t mass - reco jets I Entries 10184 

::)00 Mean 173.7 
1 288 

I Mean "' 
5 '.)Q() RMS 6.803 1 o::i:::, RMS 18.71 

4 '.H)O 8'.)'.) 

2 2 
0 0 • • ,,oo i!iCC 
~ ~ 

2 :JOO 4:J:J 

:JOO 2:J:J t ~ 

1 

5 ,u l'.)C 15'.) 20~1 2 50 JCO 35C 0 -_::O 1'.)C 15C 20C 250 300 
inv mass (GeV) inv mass (GeV) 

I inv t mass - reco jets+ JES I Entries 10184 I inv t mass - reco jets+ JES+ p corr 111 I Entries 10184 

:JOO 

~ Mean 163.9 9:J'.) L 

Mean m 

8 ~) '.) 
soo RMS 26.74 RMS 27.3 

7'J:::' 

,. 00 6 ::i:::' 
2 

0 • > ~:J'.) 
• • 
~ 

400 "'" 3:J:J 

I 
?.00 

I \ .. 
0 

i 

' 2 ~) '.) 
j 'L 

1'.l'.) 
I ...... 

; 0 lCO i~,c 2CC 2~C ·3 00 3'JO JO l:JC lb:J 20:J 2b0 3CO :JbC 
inv mass (GeV) inv mass (GeV) 

Figure F .2: Reconstructed mass of the t quark from simulated events. Starting 
clock-wise from the upper left plot: the t quark mass is rcconstrnctcd 1rning the 
quarks; in the next plot the reconstructed jets arc usccl, but without any .Jct Energy 
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Appendix G 

Additional information regarding 
template distributions 

process cµ channel cc channel 
#entries #entries 

Signal: 
input MC m, = 120 GeV 1033 :i90 
input MC m, = 140 GeV 1882 994 
inpnt MC m, = lGO GeV 1577 690 
inpnt MC m, = 175 GeV 3675 1663 
inpnt MC m, = 190 GeV 2231 10()!1 

input MC m, = 210 GeV 3833 1774 
input MC m, = 230 GeV 4979 2365 
Physics background: 
inclusive Z / 1' 62 52 
i11dusivc di-boson (Hi+J,V-) 157 61 
Instrumental fakes: 
µ + jjj 42 not applicable 
fake EMs not applicable 65 
missing ET fakes not applicable 180 

Table G .1: Statistic of template distributiollR used in the analysis. These events 
are obtained after the application of event selection cuts. The selected events have 
mpcak value within the range given by: 100 GeV < mpcak < 280 GeV. The initial 
rntmber of events available for varions templates is not the same in all cases. 
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The cvcnL sclecLion criLeria used for c:onsLrucLing LemplaLc disLrilmLions arc onL-

lined here. 

FirnL, Lhc criLcria for Lhc analysis in lhc eµ channel arc highlighLcd. 

La Signal: 

In the eµ channel analysis. the signal events are selected with the following minimal 

charncteristirn[52]: 

1. An isolated electron matched to a track having PT> 15 GeV, within 1171<1.1 

or 1.5 < 1171 < 2.G. 

2. An isolated mnon matched to a track, having PT > 15 GeV. 

:3. A pair of isolated jets with PT > 20 Ge V. 

1. The event missing PT > 2.) GcV. 

o. Hy= max(pr(e).Pr(µ)) +l:,pr(.i), where s11111 is over all isolalccljcis wiLh 

PT> 15 GeV. 

Lb Physics background: 

These are processes other than the signal process that yield a final-state resembling 

that of a signal process. Such event;,; are are represented in this category. Therefore, 

for selecting the MC event;,; from the physics background processes. the set of criteria 

in La is applied. 

Le Instrumental fakes: 

In this category, an event which may have a mis-identified final-state object fakes the 

signal event signature. Therefore, data is used to obtain such events. For selecting 

the instrumental fakes from collider clata 1 the following criteria are applied: 

1,!\ subset of the collidcr data~ the 1','AfL1_c1:lra_{oosc skini is used Lo obtain ihc cvcnt.s for the 
te1nplate distribution. 
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1. Au isolaLcd EM duslcr wilh PT> 15 GeV. wiLhin lr1I < 1.1or1.5 < lr1I < 2.5. 

2. An isolated muon matched to a track with PT> lG GeV. 

3. A pair of isolated jets with PT > 20 Ge V. 

4. The event missing PT > 25 GeV. 

o. HT = ma:r (PT(e),JJT(µ)) + LPT(j), where surn is over all isolated jets with 

PT> 15 GeV. 

l\ow, the cc channel event selection cirtcria arc outlined. 

2.a Signal: 

The following minimal characteristics are applicable for signal MC event selection. 

1. J\ pair of isolated electrons with matched tracks, having PT > 15 GcV. Both 

electrons arc required to be withi11 lr1I < 1.1or1.5 < lr1I < 2.5. 

2. An invariant mass (Mee) value of the above pair not consistent with that from 

a Z boson decay, i.e., 1vlee < 80 GeY or, JVlee > 100 GeV. 

3. A pair of isolaLed jcLs having PT > 20 GcV. 

4. The event missing PT > 40 Ge V, if Alee < 80 Ge V, or missing PT > 35 Ge V, 

if Alee > 100 GcV. 

o. The event sphericity > 0.15 GeV. 

2.b Physics background: 

These arc processes oLher Limn Lhc signal process lhaL may yickl final sLalc objccLs 
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resembling the cvcnl signature. Such events arc rcprcscnlcd in Lhis category. There-

fore, for selecting the ]\JC events from the phy8ic8 background proce:sse8, criteria 

idcnlical to that in 2.a arc applied. 

2.c Instrumental fakes: 

In the ee channel, there are t';v'o sources of instrumental fakes. In the first ca.c,:e, if 

a process satisfies the event selection criteria by virtue of a mis-identified electron 

(at the very least), then it i8 categorized a.s a fake El'vI process. The events used in 

the template rcprescnling instrumental ETvI fakes in this channel is described2
. The 

minimal set of criteria for such an event is: 

1. One electron having identical characteristics to that of the signal process de-

scribed in 2.a (This is a probe electron). 

2. Another electron having clrnrnctcristics or the electron described above, \ViLh 

the exception tliat it has no 8patial match witl1 a. reconstructed tra.ck3
. (This 

i8 the taqqed electron), 

3. The electron lr1I criteria described in 2.a. 

1. A pair of isolated jct objects with PT > 15 GeV . 

.5. The event missing Hr < 10 GcV. 

In Lhc second case, due to detector resolution effects of various final-state objecls, 

the mis8ing transverse energy may be incorrectly estimated. The primary source of 

such events arc the inclusive Z /-y* - ee + Jake missing Er. DirccL Z /-y* decay inlo 

a pair of electrons but no neutrinos. Such events niay qualify the signal selection 

2 A t-mb;;et of collider da.ta, the DIENLc:rtnLloo8f; 8k:irn is u;;ed in t.his case. 
3 Therefore, it. is devoid oft.he likelihood criterion as well. 
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criLcria due lo missing ET mis-reconsLrucLion'1. Collider daLa5 is used to obtain lhe 

relevant template distribution. The selection criteria used is: 

1. A pair of isolated electrons with matched tracks, having PT > 15 GeV. Both 

electrons arc required to be \vithin 1171 < 1.1 or 1.5 < 1171 < 2.5. 

2. An invariant mass (Alee) value of the above pair not consistent. with that from 

a Z boson decay, i.e., Alee < 80 GeV, or, Alee > 100 GeV. 

:1. A pair of isolated jets having p1· > 20 GeV. 

4. The event missing PT < 40 Ge V, if .i\iee < 80 Ge V, or missing PT < ;35 Ge V, 

if Alee > 100 GcV. This is opposite of the signal criterion. 

0. The event splwricity > 0.15 GeV. 

41\.fore rh~taihi a.re ava.ilabh~ from the studies by A. Kumar, d. al int.he reten~rn:e[52] (page :·lO). 
5 A subset. of the collider data, which conRists of events wjt h at. least an electron and a jet object. 

( e+jet skim). 



Appendix H 

Additional information regarding the 
Maximum Likelihood Estimates using the 
negative log-likelihood fits to event 
ensembles 

l\umerous ensemble tests were done using ensembles with large number statistics. 

This was performecl to ensnre that there was no bias due to small statistirn or 

oversight in the developed algorithm. It was observed that a numerical fit to the 

log-likelihood disLributions clepemled 011 Lhe range 1rned by Lhe fiLLing algoriLhrn. 

This effect is pnrnounced when the ensernble si~e is large, (111ore tlian 100 events per 

ensemble). 

The series of plots that follow represent the log-likelihood distributions of 10 

clistinct ensembles. Every ensemble has 500 sinrnlated events processecl without 

detector resolution effects (every e11Remblc has a unique event). The numerical fits 

in the distrilmtions highlight the fact that the lvILEs obtained from a numerical fit 

over the range from 120 Ge V to 230 Ge V are different from the ones obtained from 

a narrow range of 160 GeV to 230 GeV (the pair of input MC 111ass points closest 

to the nominal 190 GeV point). Ilere, the input value of the mass of the top quark 

in the signal process is 190 Ge V. 
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Although these tests are usmg events having an input value of the top quark 

mass at 190 GeV, a similar discrepancy has been noticed for all other input values 

of the mai'.J::; of the top quark. It is evident from the plot:; that for en:;embles with 

large number statistics, a numerical fit within a na.rrmv region _yields a reasonable 

value of the \·1 LE. 'vVhen tlie ensemble has large number ::;tatistic::;; the response due 

to possible background events resembling the signal events of a specific input top 

quark mass is averaged out. However, for ensembles \vith small number statistics, 

this is not the case. 



Appendix I 

Additional information from simulated 
ensemble studies:the MLE and pull 
distributions 

In this section, information abont the MLE distribntions and the corresponding 

pull distribntions from unique ensembles arc presenLcd. Every ensemble has signal 

and backgronnd processes mnlt.incnnially distributed. The mean value:; of the pu-

rity (and contamination) is obtained from the cross-section measurement[52] in the 

respective channels. 

The pull of the cfo;tribution is defined as: 

(
fitted m,~- :vrc m,) 

pull= u (I.1) 

where u i:; the :;tatistical uncertainty obtained from the log-likelihood fit. For this 

analysis the greater of the left statistical uncertainty and the right statistical uncer-

tainty is nscd 

_ . ·( left right) 
(J - n1a.x er stat.~ (J stat. . 

Figures I. l through I..) represent the :VILE and pull distributions from tests with 

events having the full cldedor simulation, in lhc Ep cham1cl. Figures I.6 through 
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I.10 correspond to similar Lesls in the cc channel. 
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Figure I.1: :tvILE and pull distribution from unique e/I ensemble 1.csts with 140 GcV 
input mi,. 
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Figure I.2: :tvILE and pull distribution from unique e/I ensemble 1.csts with 160 GcV 
input mi,. 
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Figure I.3: :tvILE and pull distribution from unique e/I ensemble 1.csts with 1 TS GcV 
input m i, . 
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Figure I.4: :tvILE and pull distribution from unique e/I ensemble 1.csts with 190 GcV 
input mi,. 
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Figure I.5: :tvILE and pull distribution from unique e/I ensemble 1.csts with 210 GcV 
input mi,. 
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Figure I.6: MLE and pull distribution from unique ee ensemble test::; with 140 GeV 
input mt. 
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Figure I.7: MLE and pull distribution from unique ee ensemble test ::; with IGO GeV 
input mt. 
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Figure I.8: MLE and pull distribution from unique ee ensemble test ::; with 175 GeV 
input mt. 
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Figure I.9: MLE and pull distribution from unique ee ensemble test ::; with mo GeV 
input mt. 
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Figure I.HJ: ~vfLE and pull distribution from unique ee ensemble tests with 210 GeV 
input mt. 



Appendix J 

A study of the bias in ensemble 
calibration 

Tn this section, we study the effects when the composition of background processes 

is steadily increased in ensembles, The composition of various background processes 

in every ensemble is mnlLinomially varied and Lhe mean background composiLiou is 

kept constant, All results to follow are using di-electron ensembles with 5 events 

per ensemble. Before maximal opLimizaLiou oI Lhc di-clccLron sclecLion cuLs, lhe 

background contamination was ~ 46%. The:oe tests contain 20%, 40%, GO%, and 

80% of the nominal background contamination. 

As the background contamination is increased in em;embles as well as templates, 

the calibration curve for the system deviates from that of the ideal cnrve having a 

nnil slope am! a null oJiscL. Since Lhe LemplaLe mcLhod by defiuiLiou musL yield 

an ideal calibrn.tion curve 1
, it is evident from these studies that using s111all number 

sLaLisLirn in background LcmplaLes is iusLrumenLal in producing liirger poiuL Lo poinL 

deviation:,;. This results in a calibration curve which deviates from the nominal fitted 

curve of unit slope and a null offset. 

1. Rrnults using signal and 9.26% background events nmltinomially combinccl arc 

1 This is vcrifiC'cl frorn the toy sirnulation studies. as "\vcll as signal only studies incntioncd in 
Chapter 8. 
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shown in Table J.1 and Figure J.1. 

input MC mt 140 160 175 190 210 

< Tnt > 142.043 159.129 17G.418 192.494 211.79 
< R 1Vl8 of mean > 18.6365 17.7903 19.9562 21.5522 17.1098 
< K M::> 

\J'.._\iexp t. 
> 1.89556 1.79888 2.01725 2.1 8134 1.73014 

<pull > -0.08 -0.09 -0.02 +0.05 +0.11 
< R1\/l8 of pull > 0.99 0.90 1.07 1.1.) 0.91 

Table J .1: RcsulLs from simulaLcd ensembles wit.h ,.-._, 10% background con Lamina­
tion. 

I MC ens. calib: (e,e) sig+ ~ 10% bkg I x2 I ndf 1.818 / 3 
<:'.b U._ 

pO -1.208 ± 6.016 >-
>-

2 40._ p1 1.014 ± 0.03397 
>-

: ... ··· r 
220 r / "/ 111 r 

r 
2 00 

>- / ' fl 
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E1 so 
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: 160r v r 
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1 4 0 r ............ r 
r 

12 0 r 
r-, 
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MC input mass 1 (GeV) 

Figure J .1: Calibration curve for simulated ensembles vvith ,.-._, 10% background 
contamination. 

2. Results using signal and 18 .. 52% background events multinomially combined arc 

shmvn in Table .J.2 and Figure .J.2. 

3. Results using signal and 27.78% background events multinomially combined are 

shown in Table J.3 and Figure J.3. 
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input :rvlC rn1. 140 160 175 190 210 

<mt> 143.445 159.f.>11 175.f.>57 189. 722 210.212 
< RJ\18 of mean > 18.6004 19.886 20.6076 2:H5402 20.8660 
< KM"') 

V'v""'Pt. 
> 1.93229 2.03012 2.09062 2. ·11023 2.125 .. 15 

<pull> -0.12;3 -CU76. -0.039 +0.()!11 +0.108 
< HJ.\1 S of pull> 0.97124 0.954 1.07498 1.1863 1.017 

Table .T .2: Results from simulated ensembles with rv 19% background contamina­
tion. 

I MC ens. calib: (e,e] sig+ ~ 20% bkg I x2 t ndf 1.474 / 3 

L'.bU>-
t- pO 7.71 ± 6.657 
t-
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Figure .J .2: Calibration curve for simulated ensembles vvitl1 rv 19% background 
contamination. 

4. Results using signal and 37.04% background events multinomially combined arc 

shown in Table .T.4 and Figure J.4. 



2'16 

input rvIC mt 140 160 175 190 210 
< rn1 > 1-16.89 159.83 17·1 .797 189.81 209.323 
<RMS' of mean> 21.1991 20.648 22.7066 25.3922 24.0048 
< fiM::! 

.J1v·e;r;p1 ... 
> 2.21847 2.la54G 2.321Gl 2.61497 2.484:) 

<pull> -0.2057 -0.1328 -0.0497 +0.0274 +0.0981 
<RAIS' of pull > 1.08555 0.9890 1.11345 1.2123 1.0968 

Table .J .3: Results from simulated ensembles with "" 28% background contamina­
tion. 

I MC ens. calib: (e,e) sig+ ~ 30% bkg I ·/ I ndf 3.529 / 3 

L'.bU 
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Figure .T.3: Calibration curve for simulated ermembles vvith "" 28% background 
contamination. 

inpuL l'vIC m1 140 160 175 190 210 

<mt> 148.784 160.949 176.083 188.456 205.926 
<RAIS' of mean> 23.7513 22.9397 23.0111 26.5395 26.5679 
< HM:-0 > 

J'Vexpt. 
2.5:~969 2.38601 2.3644 2. 75919 2.77282 

<pull> -0.168 -0.1298 -0.049 +0.0117 +0.1089 
<RAIS of pull > 1.08151 1.02953 1.08215 1.2161 1.15357 

Table .T .4: Results from simulated ensembles with "" ~17% background contamina­
tion. 
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Figure .T.4: Calibration curve for simulated ensembles vvith ,..__, 37% background 
contamination. 



In the next two sets of tests, the number of background events have been kepl 

fixed for each ensemble, and the effects of bias in the calibration are studied. It is 

observed that the nature oJ bias when the background composition is Iluc:Lua.tcd is 

different fron1 wl1en the background composition is kept fixed. In the former, tl1e 

slope of the calibration cnrve deviates abont2 
,.-...., 175 Ge Vi \Vhereas it is different in 

the latter. 

5. Results from ensemble tests \vith signal and a fixed background combination of 

20% arc shown in Table J.5 and Figure J.5, while the results from ensembles \viLh a 

fixed background contamination of 40% are sl1own in Table J.6 and Figure J.6. 

input ).1C mt 140 160 175 190 210 

<mt> 1''12.1118 158.359 175.962 189.59 209.28/1 
< HA1S of mean> 20.7757 18.2517 21.3377 23.7459 20.666 
< llM.'S 

.JIVe~:pt . 
> 2.13514 1.86779 2.16331 2.42229 2.10341 

< pull > -0.0663 -0.0966 -0.0603 +0.0278 0.0923 
< RA1S of pull > 0.9878 0.88990/1 1.10687 1.18627 1.028 

Table .J .5: Ilesults from simulated ensembles with (fixed) 20% background contam­
ination. 

input Ivl C mt 140 160 175 190 210 

< fflt > 149.364 162.855 179.763 193.972 209.97 
< R2\1S of mean > 30.4177 27.5L55 25.1868 27.9157 23.172 
< lliH:::i 

.J1'\/<'.T1)l. 
> 3.32732 2.931-19 2.63378 2.911·1911 2.-15823 

< pull > -0.1265 -0.068725 +0.033253 +0.0/168 +0.097-t 
< HiVI S of pull > 1.05924 1.02692 1.00943 1.12753 0.932 

Table J.6: Results from simulated ensembles wilh (fixed) 110% background conLarn­
inat.ion. 

2\\Fithin statistical fluctuations. 
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Figure J.5: Calibration curve for simulated ensembles 'Nith fixed 20% background 
cont amination. 

I MC ens. ool;b, (e,e) s;g+ oonst 40% bkg I x.2 t ndf 1.492 / 3 
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Figure ,J .6: Calihralion curve for simulated ensembles \Vilh fixed ·10% background 
contamination. 



Appendix K 

Kinematic information of candidate 
events 

This section contains the 4-vectorn of the objects from the candidate events. 

The 4-vectors of the jets are obtained after the 77 dependent scale corrections, and 

ihe parLon level correcLions have been applied. The mpwk v1tl11es obLained from 

the event kinematics are depicted in the captions. The listed 4-vectors have been 

smeared using Lhe rclevanL resoluLion parameLers lisiecl i11 ChapLer 7, Tables 7.11. 

7.12 and 7.13 to extract the mpcak value for each event. First the kinematics of the 

eight eµ events are presented in the Tables K. l through K.8. The kinematics of the 

five candidate events selected in the ee channel are now listed in Tables K.9 through 

K.l:l. 

object Px Pv Pz IP1 
electron -10 .. )2 11.97 20.42 25.90 
lllllOll 8.43 55.96 -21.29 60.47 
jct 1 11.i)2 -76.28 30.07 83.31 
jct 2 -48.31 21.48 -49.82 73.1476 

ibr 37.64 -7.68 NA NA 

Table K.1: Four vectors of objecLs: cvc11L 1997007 in nm 168393. The mprnk value 
obtained from the event is 145 GeV. 

2Ei0 



object Px Pv Pz IP1 
electron -43.84 129.29 -5.66 136.64 
muon -2.62 29.47 15.18 3:3.25 
jet 1 39.17 -79.31 77.93 118.44 
jct 2 -3.1.5 -87.81 189.97 209.71 
jet 3 -39.42 -2G.74 36.96 60.38 

r6r 84.24 4.42 NA NA 

Table K.2: Four vectors of objecls: event 8710859 in run 17·1901. The mpeak value 
obtained from the event is 269 GeV. 

object Px Py Pz IP1 
electron -2G.26 44.67 -67.80 85.04 
muon 61.66 -51.29 -41.16 90.15 
jet 1 52.24 -148.75 -1.).55 159.01 
jct 2 -82./17 79.21 -'12.H 122.31 

~T -3.46 77.84 1V,1 N 11 

Table K.~:3: Four vectors of objects: event 15259654 in run l 7782G. The mpeak value 
obtained from the event is 140 GcV. 
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object Px Py Pz IP1 
electron -GG.75 -86.52 -7.).01 132.54 
muon 70 .4G 101.28 21.55 125.25 
jct 1 61.12 23A6 2'1.55 70.71 
jet 2 -45.96 -2.05 15.99 49.63 

J6T -15.53 -37.Gl NA l\TA 

Table K.4: Four vectors of object:;: event 37315438 in run 178159. The mpeak value 
obtained from the event is 133 GeV. 

object Px Py P:, IP1 
electron 15.56 -2.80 5.53 16.75 
muon -23 .. 57 -46.33 79.71 95.16 
jet 1 33.11 -105.86 -5.39 111.92 
jet 2 44.84 21.32 -9.49 50.98 

rr -G2.47 139.01 NA l\TA 

Table K.5: Four vectors of objects: event 8735139 in run 178733. The rnpeak value 
obtained from the event is 162 GeV. 

object Px Pv Pz 11~ 
electron 18.64 -24.12 -37.44 48.29 
muon 4.98 -52.30 -102.48 115.17 
jet 1 32.39 47.30 20.91 Gl.5G 
jct 2 -24.;)4 33.41 -6.60 42.57 

0r -27.50 -ll.811 IVA NA 

Table K.6: Four vectors of objecti':i: event 11709:132 in run 179141. The mpeak value 
obtained from the event is lGt GcV. 

object Px Py Pz 11~ 
electron 72.87 -6.49 -51.73 89.60 
muon - 70.11 -31.30 -19.55 79.23 
jct 1 98.72 1H.25 -16.55 109.91 
jet 2 -8G.37 63.62 -47.4G 117.10 

PT -23.18 -65.32 N 11 N 11 

Table K. 7: Four vectors of objects: event 26386170 in run 179195. The mpeak value 
obtained from the event is 164 GeV. 
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object Px Py Pz IP1 
electron -3G.72 -13.31 -G.85 39.GG 
muon -38.99 -5.0G 32.17 50.80 
jct 1 122.95 19.39 -l3.i18 126.12 
jet 2 -78.44 9.01 147.68 167.89 

J6T 27.25 -10.27 NA l\TA 

Table K.8: Four vectors of object:;: event 19617819 in run 179331. The mpeak value 
obtained from the event is 214 GeV. 

object Px Py P.z IP1 
clccLron -19.·16 51.92 -2Al 55.50 
electron -18.68 -6.97 9.30 22.01 
jet 1 -102.73 11.50 -:39.61 112.23 
jet 2 39.61 -12.49 56.37 70.41 

Pr 100.89 -45.16 NA IVA 

Table K.9: Four vectors of objects: event 121971122 in run 166779. The Tnpeak value 
obtained from the event is 150 GeV. 

ohjcct Px Pv Pz IP1 
electron -10.3378 66.63 7.15 67.81 
electron 42.27 -40.69 71.60 92.57 
jet 1 -75.lG 34.39 43.G8 94.11 
jct 2 -11.25 -32.4303 -17.89 39.42 

~T 110.61 -16.69 NA IVA 

Table K.10: Four vectors of objects: event 13869716 in run 177681. The mpeak value 
obtained from the event is 11111 GeV. 

object Px Py Pz 11~ 
electron 19.89 -58.52 -11.78 62.92 
electron -15.47 -9.17 -4.38 18.51 
jct 1 73.21 32.65 88.88 120.07 
jet 2 -3.62 21.93 -96.3G 99.12 

PT -78.67 12.66 N .11 N .11 

Table K.11: Four vectors of objects: event 262290H in run 178152. The m peak value 
obtained from the event is 183 GeV. 
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object Px Py Pz IP1 
electron 14.98 96.48 28.50 101.71 
electron 13.79 12.94 -:).2;) 19.18 
jct 1 99.59 -81.19 173.16 216.CH 
jct 2 - ·10.88 -32.M 35.73 63.82 

Pr -98.47 7.38 NA NA 

Table K.12: Four vectors of objects: event 13511001 in run 178177. The rnpr".ok value 
obtained from the event is 192 GeV. 

object Px P:v Pz IP1 
electron -63.76 82.76 -1 G0.36 183.10 
electron -11.92 -40.98 -44.27 Gl.50 
jct 1 65.81 -52.5 11 -1·19.72 172.58 
jct 2 -12.91 67..16 -18.73 72. '1'1 
jet 3 15.58 24.32 -G8.98 66.02 

0r -27.17 -G9.98 NA 1VA 

Table K.1:3: Four vectors of objects: event 14448436 in run 180326. The mpcak value 
obtained from the event is 162 GeV. 



Appendix L 

Normalized weight distribution of 
candidate events 

The >veight distributions of the five di-electron candidate events are illustrated in 

the Figures L.1 and L.2. 
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Figure L.1: \Vcight distributions of the candidate cvcnLs in Lhe di-clecLron channel. 
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Figure L.2: \\/eight distributions of the rernaining candidate events selected in the 
di-electron channel. 
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The vveighl distribulions of lhe eight eµ candidate events a.re illuslrnted in lhe 

Figures L.:3 and L.4. 
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Figure 1.3: \Veight distributions of candidate events selected in the eµ channel. 
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Figure 1.4: \Veight distributions of remaining candidate events selected in the eµ 
channel. 
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