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This thesis presents the results from the measurement of the lifetimes of B+ and B0 mesons

in four final states in pp̄ collisions at
√
s = 1.96 TeV using 195 pb−1 of data collected with

the CDF detector at the Fermilab Tevatron Collider. The proper decay length is estimated

using the J/ψ vertex in all cases to reduce the systematics in the ratio. For the B+ the

mean life cτ is determined to be 499 ± 12 ± 6 µm; for the B0, 446 ± 15 ± 8 µm. In both

measurements the first error is statistical and the second is systematic. The ratio between

B± and B0 meson lifetimes is found to be 1.119± 0.046(stat)± 0.014(syst)
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1.0 INTRODUCTION

Particle physics has covered a lot of ground since the second half of the twentieth century.

What we now call the Standard Model (SM) of particle physics [1, 2, 3] has been able to

accurately describe an immense majority of experimental data, and it does so starting from

a small set of assumptions about the nature of fundamental particles and their interactions.

In the SM, all matter is assumed to be formed by spin-1/2 particles organized in three

“generations”, each containing two quarks and two leptons. The first generation is formed

by the up (denoted u) and down (d) quarks, the electron (e) (the lightest charged lepton)

and the electron-neutrino (νe) (a neutral lepton). The second generation consists of the

charm (c) and strange (s) quarks, the muon (µ) and a corresponding neutrino (νµ). Finally,

the heaviest quarks (and, consequently, the ones most recently discovered) are called top

(t) and bottom (b); together with the tau lepton (τ) and the tau neutrino (µτ ), they form

the third generation. The interactions among these particles is described as the exchange

of gauge bosons with integer spins: the vector bosons W±, Z0 and the photon mediate the

electroweak interaction, and eight gluons mediate the strong interaction. Gravity (the only

other fundamental force we know about, and the weakest of them all) is not described in the

SM framework.

Due to the nature of the strong interaction, quarks can only be found in bound states

with other quarks, forming particles called hadrons. In the current terminology, hadrons

formed by the combination of three quarks are called baryons, and those formed by one quark

and one antiquark are called mesons. There is currently some evidence for the existence of

bound states of five quarks [4], but the issue of their quark content has not been completely

settled at this point.
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Hadrons are named according to their quark content. Mesons formed by quarks of

different flavor (like bū or c̄d) are given a name based on their heaviest quark. B mesons

are those that contain a b quark, D mesons contain a c, and those containing an s quark

are called K mesons (or Kaons). Special names are given to same-flavor combinations; of

interest for us is the combination cc̄, called a J/ψ meson.

Besides the particle content mentioned, the SM can be characterized in terms of the

symmetries of its Lagrangian (which themselves determine the particle content; each particle

corresponds to an irreducible representation of the symmetry group). The SM Lagrangian

is invariant under transformations of the gauge group SU(3) × SU(2) × U(1). The SU(3)

component corresponds to the color charge (mediated by and coupled to gluons and quarks,

respectively). SU(2) corresponds to the weak isospin and U(1) to hypercharge; these two

mix to give rise to the weak and electromagnetic interactions. Without further refinements,

all particles would need to be massless, since mass terms would break gauge invariance. In

order to allow mass terms for quarks, leptons, and the electroweak massive gauge bosons, an

extra spin zero neutral gauge field is introduced, which allows for a spontaneous symmetry

breaking mechanism (the Higgs mechanism), and implies the existence of a neutral scalar

particle called the Higgs boson, which remains undiscovered.

Other relevant transformations, that give their names to corresponding symmetries, are

charge conjugation, spatial inversion (or parity), and time reversal, denoted as C, P and T

respectively. Until 1957, it was believed that particle interactions were invariant under parity

transformations (which is to say, that no physics results could show a difference between

left-handedness and right-handedness). It came as a surprise that such is not the case (as

first shown by C.S.Wu and collaborators [5]) 1. Still, it was possible that interactions were

invariant under the combined action of C and P (i.e., under CP transformations). However,

in 1964, Christenson, Cronin, Fitch and Turlay observed that K meson decays do violate

CP [6]. This violation was described, in the SM, via a complex phase in the quark mixing

matrix (which will be described in section 1.2.1). Such description, motivated by findings in

Kaon decays, provides testable predictions for the behavior of CP violation in the decay of

1 When a nucleus Co60 was placed in a magnetic field, electrons from the beta decay were preferentially
emitted in the direction opposite that of the angular momentum of the nucleus.
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B mesons 2. In the last few years, it has been possible to accurately measure this and other

properties of particles containing b and c quarks. This influx of experimental information has

motivated the development of a set of techniques for their analysis, sometimes encompassed

under the name Heavy Quark Theory (see, for example, [7]), which will also be more tightly

tested as more data becomes available. Accurate measurements of the B0 and B+ lifetimes,

for example, will eventually be able to determine the validity of some of these techniques.

In this thesis work, we present a measurement of the lifetimes of the B+ and B0 mesons

and of the corresponding lifetime ratio. The measurement was made using exclusive decays

to states containing a J/ψ in the CDF detector at Fermilab’s Tevatron (the highest energy

proton-antiproton collider available today). The measurements of lifetimes for these heavy

mesons, and of the ratio, are important on their own right, but also because they establish

experimental procedures necessary in the study of CP violation and in the validation of the

Heavy Quark Expansion.

To help the reader situate the measurement within the context of B physics, this chapter

presents a summary of the measurement, a comparison with other results (from CDF and

other experiments), and a brief description of CP violation and the Heavy Quark Expansion

technique. The CDF detector is described in chapter 2. The data sample and the procedures

used to reconstruct our final states are described in chapter 3. The analysis and fitting

methods are detailed in chapter 4; chapter 5 describes the systematic uncertainties, and

chapter 6 summarizes the results.

1.1 THE MEASUREMENT AND ITS EXPERIMENTAL CONTEXT

The Fermilab accelerator complex underwent a major upgrade after the period of data taking

that spanned from 1993 to 1996, and it restarted physics data taking on April of 2001. To

distinguish the two periods (and the corresponding results), the former is referred to as

Run I, and the current one as Run II. The work reported on this thesis is based on Run II

data available up to November of 2003.

2In particular, one of the channels reconstructed as part of this thesis work (B0→ J/ψK0
s ) is especially

useful for the extraction of the CP violation parameter sin 2β.
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We reconstruct and measure the lifetimes of two b-flavored mesons: B+ and B0. Each

meson is reconstructed in two decay channels. The B+ is reconstructed in the modes:

B+ → J/ψK+ (with the J/ψ decaying into µ+µ−) and B+ → J/ψK∗+ (J/ψ → µ+µ−,

K∗+ → K0
sπ

+, K0
s → π+π−). Over 2100 B+ events with precise vertex information are

observed in the channel B+ → J/ψK+, and about 200 more are observed in the mode

B+ → J/ψK∗+ (to be compared with 900 and 80 observed events respectively in Run I [8]).

The statistical error of the lifetime measurements in Run II is now smaller than that of

Run I.

The B0 is also reconstructed in two decay modes: B0 → J/ψK∗ (J/ψ → µ+µ−, K∗0 →
Kπ) and B0 → J/ψK0

s (J/ψ → µ+µ−, K0
s → π+π−). About 950 signal events, with silicon

information, are found in the first channel and other 600 events in the second channel (to be

compared with 430 and 135 events respectively in Run I). Figure 1 illustrates the topologies

of these decays. It is convenient at this point to comment on the order of magnitude of

the quantities measured, and the units used throughout this study. B mesons have a mean

lifetime τ of about 1.5× 10−12 seconds, or 1.5 ps (1 ps, or picosecond, is one thousand of a

billionth of a second, or 1.0 × 10−12s). When reconstructing the decays, we usually do not

make a measurement of time, but of distance. That being the case, instead of τ , we will

most of the time refer to the quantity cτ (i.e., the speed of light c times the mean lifetime),

which is approximately half a millimeter or, in a more convenient unit, 500 microns (µm).

Detector resolutions, systematic uncertainties, some background parameters, etc. are also

more conveniently expressed in microns.

As will be described on chapter 6, the statistical uncertainty on our measurement is of

about 0.05 picoseconds for the lifetimes and 0.05 for the ratio. As can be seen in table 1,

currently the BaBar and Belle experiments (the “B Factories”) [9, 10] have smaller errors

than the ones reported here; however, our errors are dominated by statistical uncertainties

which will decrease greatly as CDF accumulates the full data sample of Run II, expected to be

ten times as large as the sample used here. Also, understanding the systematic uncertainties

involved in these measurements is important for the physics program at CDF because other

states (in particular, the Bs meson and the Λb baryon, which are not produced at the B

Factories) will be reconstructed with very similar procedures.
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Figure 1: Topologies of B meson decay channels considered.

Table 1: Results from CDF Run I, BaBar and Belle. The first errors are statistical, the

second are systematic.

CDF Run I τB+ = 1.68 ±0.07 ±0.02 ps,

τB0 = 1.58 ±0.09 ±0.02 ps,

τB+/τB0 = 1.06 ±0.07 ±0.02

BaBar τB+ = 1.673 ±0.032 ±0.023 ps,

τB0 = 1.546 ±0.032 ±0.022 ps,

τB+/τB0 = 1.082 ±0.026 ±0.012

Belle τB− = 1.695 ±0.026 ±0.015 ps,

τB̄0 = 1.554 ±0.030 ±0.019 ps,

τB−/τB̄0 = 1.091 ±0.023 ±0.014
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1.2 THEORETICAL CONTEXT

The decay of most mesons, including those considered in this thesis, is the result of the

charged weak interaction, in which a W boson is exchanged, as in nuclear beta decay. The

charged weak interaction is also (in the SM) considered to be responsible for other phenomena

besides weak decays; among them, particle-antiparticle oscillations and the violation of CP.

The couplings of quarks to the weak interaction is governed by coupling constants whose

relative amplitudes can be written as a 3 × 3 matrix. Measurements of lifetimes, mixings,

and CP violation, are, generally speaking, measurements of this matrix and therefore of the

charged weak interaction with quarks.

The measurements reported in this thesis correspond to properties of B mesons (i.e.,

two-quark states that include a b quark), as measured in exclusive modes including a J/ψ

particle (with quark content cc̄). Besides the characterization of the mesons considered,

these measurements are important because they are necessary components in the study of

CP violation in the b sector, and because they will ultimately allow us to test the adequacy

of a theoretical approach to the study of heavy flavor physics (the Heavy Quark Expansion).

Both issues are briefly described in what follows.

1.2.1 CP violation

In the SM, the couplings of u-type quarks (u, c, t) to d-type quarks (d, s, b) are encoded in the

so called Cabbibo-Kobayashi-Maskawa (or CKM , for short) matrix, which is usually written

as:

V =




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



, (1.1)

so that entries are labeled by the quark flavors. The unitarity of V implies constraints that

give information on its unmeasured (or poorly measured) entries. For instance, |Vud|2 +

|Vus|2 + |Vub|2 = 1 (and similarly for all other rows and columns). Also, |Vcb| and |Vub| are

known to be small; as a result, if only three generations exist, |Vtb| should be close to 1.
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Vcd Vcb
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VudVub
* Vtb

*Vtd

βγ

α

VudVub
*

Vcb
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Vtd

Vcb
*

Vtb
*

βγ

α

(0,0)

(ρ,η)

(1,0)

Figure 2: The unitarity triangle. The version on the left directly expresses Eq. (1.2). The

re-scaled version shows the definition of (ρ, η).

Other constraints arise from the orthogonality of columns (or rows); in particular,

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 (1.2)

which can be depicted as a triangle on the complex plane, which is hence called the “unitarity

triangle,” shown in figure 2. The lengths of the sides are simply |VudV ∗ub|, etc., and the angles

are

α = arg

[
− VtdV

∗
tb

VudV ∗ub

]
, β = arg

[
−VcdV

∗
cb

VtdV ∗tb

]
, γ = arg

[
−VudV

∗
ub

VcdV ∗cb

]
. (1.3)

This representation provides a simple summary of the CKM mechanism. Separate mea-

surements of lengths, through decay and mixing rates, and angles, through CP asymmetries,

should fit together, unless there are non-CKM contributions to flavor or CP violation.

The Particle Data Book [11] advocates for a “standard” parametrization of V that utilizes

angles θij and a phase δ13:

V =




c12c13 s12c13 s13e
−iδ13

−s12c23 − c12s23s13e
iδ13 c12c23 − s12s23s13e

iδ13 s23c13

s12s23 − c12c23s13e
iδ13 −c12s23 − s12c23s13e

iδ13 c23c13



, (1.4)

where cij = cos θij and sij = sin θij for the “generation” labels i, j = 1, 2, 3.

A convenient parameterization, due to Wolfenstein [12], stems from the observation that,

in the measured matrix, diagonal elements are close to 1, and others are progressively smaller
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as they get farther away from the diagonal. This can be formalized by defining λ, A, ρ, and

η via

λ ≡ s12 , A ≡ s23/λ
2 , ρ+ iη ≡ s13e

iδ13/Aλ3 . (1.5)

We learn from experimental data that λ ≈ 0.22, A ≈ 0.8, and
√
ρ2 + η2 ≈ 0.4, so it is useful

to expand V in powers of λ:

V =




1− 1
2
λ2 λ Aλ3(ρ− iη)

−λ 1− 1
2
λ2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1




+O(λ4) . (1.6)

The unitarity triangle described by Eq. (1.2) is specially well suited for measurement

because its three sides are of the same order (Aλ3 ). This also happens for the triangle

corresponding to the first and third rows, but the fast decay of the top quark does not allow

the formation of the mesons that would be necessary to measure the angles. The remaining

triangles are long and thin, with sides (λ, λ,Aλ5) (e.g., for the Kaon) and (λ2, λ2, Aλ4) (e.g.,

for the Bs meson).

Special attention has been given to the decay B0→ J/ψK0
s due to the fact that this chan-

nel allows a relatively clean extraction of a parameter from the unitarity triangle; namely,

sin 2β. This measurement requires the reconstruction of the signal, extraction of lifetime in-

formation, and the identification of the initial flavor of the B meson as either B0 or B̄0 (this

identification is called “flavor tagging”). In this context, the present thesis work is relevant

because it includes the reconstruction of this exclusive channel, as well as the extraction of

the corresponding lifetime. Also, reconstruction of the channel B+→ J/ψK+, which we also

perform in this study, is a necessary step for the calibration of the algorithms used for flavor

tagging.

Besides its use as a component in the measurement of sin 2β, the lifetime of B mesons

has an important role in the determination of the CMK matrix element Vcb (see, for example,

[13]). This is because Vcb is closely related to the weak decay of the b quark into a c. If

there were no other interactions within a meson, (i.e., if the other quark in the meson only

played the role of an “spectator”), all mesons with a b quark would have the same lifetime

as the b quark; this simple picture is usually called the “spectator model”. This is, of course,
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not the case. Interactions between the b and the remaining quark within the meson are

expected to change the lifetime of the meson in a species-dependent way by a few percent.

The framework for calculating this is the Heavy Quark Expansion. Precise measurements of

the ratio of lifetimes of particular species of B mesons can help establish this technique.

1.2.2 The Heavy Quark Expansion

The availability of experimental data on b decays (both present and expected in the near

future), from the B Factories and from hadron colliders, has strongly motivated the develop-

ment of systematic theoretical approaches for the study of b-flavored hadrons; one of them,

the Heavy Quark Expansion (HQE) [7], allows the calculation of expected B-hadron lifetimes

within the SM.

As mentioned before, different species of heavy hadrons would all have the same lifetime

as their heaviest quark Q if there were no interactions between Q and the other quarks. For

both theoretical and experimental reasons, we need to refine the description. On the theo-

retical side, we do know that there are other interactions. The spectator model prediction

has to be corrected due to the effects of the strong force (described by Quantum Chromo-

dynamics, or QCD) and weak interactions among the heavy quark and the others (which

are not “spectators” anymore), and even because of the quantum mechanical interference

among different possible ways for the hadron to decay. From the experimental viewpoint,

the spectator model prediction fails clearly in the case of the c hadrons since, for them, the

ratio between the shortest and the longest measured lifetimes is roughly 16.

This section describes briefly the application of the HQE to the calculation of B lifetime

ratios. Roughly speaking, the basic idea is to isolate the physics in which we are interested

in two steps: first, by factoring out the non-perturbative behavior of the strong interaction

and, second, by expressing the quantity of interest as a power series in the (inverse of the)

mass of the heavy quark. For heavy hadrons, the leading terms of such expansion should

provide a good agreement with experiment.

Going into some more detail, these two steps are as follows. First, an operator product

expansion (OPE) is used to separate the non-perturbative QCD contributions and the short-
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Figure 3: Illustration of the OPE for weak decays (From [7]).

distance contributions coming from b quark dynamics. Second, the fact that mb � ΛQCD

(where mb is the mass of the b quark and ΛQCD is a constant that indicates the onset of

non-perturbative QCD) is exploited by expressing the total width as an expansion in terms

of ΛQCD/mb. In fact, B hadrons are the best candidates for application of the HQE, since

the b quark is heavy enough to confidently use the expansion in ΛQCD/mb, yet it is not heavy

enough to make the leading corrections negligible. In contrast, the HQE can be applied to c

hadrons only with some reservations; in some cases it gives a reasonable approximation, but

mc is often too low for the 1/mc expansion to be reliable [14]. The following gives a brief

description of the method and its results; for a more comprehensive explanation, we refer

the reader to [7, 15, 16].

The basic idea of the OPE is that interactions at higher (energy) scales can be modeled

as local operators at lower scales. This is illustrated in figure 3; the exchange of the heavy

W boson can be approximated by a point-like four-quark interaction, multiplied by a Wilson

coefficient C, which absorbs all effects of QCD interactions above some factorization scale

µ (short-distance effects), while the low-energy contributions below µ (long distances) are

collected in the matrix elements of local operators. This results in an effective Hamiltonian

describing the flavour-changing weak interactions up to corrections m2
b/M

2
W , of the form [15]:

H =
GF√

2
V ∗cb

∑

d′=d,s
u′=u,c

Vu′d′
[
C1(µ1)Qu′d′

1 (µ1) + C2(µ1)Qu′d′
2 (µ1)

]
+ h.c. (1.7)

where GF is the Fermi constant and the Vij’s are elements of the CKM matrix. The Wilson

coefficients Ci(µ1) contain the short-distance physics associated with scales above the renor-

malization scale µ1. The weak interaction is encoded in the four-quark operators Qu′d′
1 and
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Qu′d′
2 . Penguin operators and doubly Cabibbo-suppressed terms have a negligible effect on

the B+–B0
d lifetime difference, and have been omitted in 1.7.

The total decay rate Γ(Hb) can then be related to H through the optical theorem:

Γ(Hb) =
1

2mHb

〈Hb|T |Hb〉, (1.8)

where the transition operator T is defined by

T = Im i
∫
d4xT [H(x)H(0)]. (1.9)

After the OPE, in the case of hadrons composed of one heavy quark (either b or c)3

and any of the light quarks (u, d, s), it is possible to use the fact that the mass mQ of the

heavy quark is large compared to the QCD scale parameter ΛQCD, and expand T in terms

of ΛQCD/mQ; this expansion is what motivates the name of the method (HQE), and has the

form [7]:

T = Γb b̄b+
zG
m2
b

b̄gσ ·Gb+
∑ zqi

m3
b

b̄Γiq q̄ Γib+ . . . (1.10)

where only the first few operators, of dimension three (b̄b), five (b̄gσ ·Gb) and six (b̄Γiq q̄ Γib),

are shown. As before, the operators contain the soft, nonperturbative physics, while their

Wilson coefficients (Γb, zk) absorb the hard contributions, which are calculable in pertur-

bation theory. G is the gluon field tensor, q stands for light quarks u, d, s, and Γi denotes

spin and color structures of the four-quark operators. The Feynman diagrams for the three

terms in (1.10) are shown in figure 4.

Using a similar expansion technique, from a framework known as Heavy Quark Effective

Theory (HQET) [16, 7], the matrix element 〈Hb|b̄b|Hb〉 of the leading operator b̄b between

heavy hadron states Hb can be expressed as

〈b̄b〉 = 1 +
1

2m2
b

〈b̄(iD)2b〉+
1

4m2
b

〈b̄gσGb〉 (1.11)

where 〈. . .〉 ≡ 〈Hb| . . . |Hb〉/(2mHb), and D is the QCD covariant derivative. Together,

equations (1.8), (1.10) and (1.11) imply that, to leading order in m−1
b , ΓH = Γb; i.e., that the

total decay rate of all b-flavored hadrons is equal to the rate of free b-quark decay. This is

3 Although the top quark is heavier than b and c, its decay time is too short to allow the formation of
bound states.
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Figure 4: Heavy quark expansion for the total decay rate of b-hadrons. For the transition

operator, only the absorptive part of the diagrams is used. The third term in 1.10 gives

rise to the diagrams on the right, usually referred to as Weak Annihilation (WA) and Pauli

Interference (PI).

the “spectator model” estimate of the decay rate; it is called this way because it corresponds

to a hadronic decay in which the light quarks do not intervene at all in the process, which

is then determined only by the b quark decay. In b hadrons, the relative contribution from

higher-order terms in the 1/mb expansion is at the level of a few percent, so this is already a

good estimate. In this approximation, all b hadrons are predicted to have the same lifetime,

regardless of the flavor of the light quarks. However, experiments have been precise enough

to clearly show that this is not the case. Measured ratios of b hadrons’ lifetimes are closer to

1 than those of charm hadrons. This is expected, since the spectator model should become

a better approximation as the mass of the heavy quark increases. However, the longest and

the shortest lifetimes for c hadrons differ by a factor of about 16.

Corrections to the spectator model start at order (1/mb)
2. There is no linear term

because no gauge-invariant operator of dimension four exists that could appear in the HQE.

The first correction term in (1.11) depends on the expectation value of the momentum

squared 〈p2〉 of the heavy quark inside the hadron. This term corresponds to a correction

factor 1−〈~p2〉/(2m2
b) = 1−〈~v2

b 〉/2, and can be interpreted as the reduction of the free decay

rate from time dilation due to the recoil motion of the heavy quark.
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Another correction of order 1/m2
b comes from interaction of the light hadronic cloud with

the heavy-quark spin. This interaction (represented by the term 〈b̄gσGb〉) enters twice in the

calculation of the decay rate; explicitly with coefficient zG in (1.10) and via the expansion

of 〈b̄b〉 shown in (1.11). Its value

〈b̄gσGb〉 =





3
2
(m2

B∗ −m2
B) Hb = B

0 Hb = Λb

(1.12)

is zero for the Λb baryon because the light degrees of freedom are in a state of zero total

angular momentum. As a result, there is a difference among B mesons and Λb at this order

in the expansion.

In the next order, 1/m3
b , contributions appear where the light quark participates directly

in the weak interactions. For b-mesons, this contributions have been historically depicted as

the effect of weak annihilation (WA) of the b-quark with the valence d̄-quark (for B̄d) and as

the effect of Pauli Interference (PI) (for B̄u). The latter occurs because in the nonleptonic

decay of a B̄u, b(ū) → cūd(ū), two identical ū-quarks are present in the final state, hence

allowing for interference among the two ways of choosing them. These effects (PI and WA)

are especially important in the case of b mesons since, although the third term in (1.10) is

suppressed by an extra power of 1/mb, it is also enhanced by an extra factor 16π2. This

factor comes from the fact that the diagrams determining the third term contain a two-body

phase space, while the second-order terms involve a three-body phase space (see figure 4).

The main potential caveat in the application of the OPE to decays of b hadrons is

that it relies on the assumption of quark-hadron duality at the energies considered; i.e., the

assumption that sufficiently many exclusive hadronic channels contribute to the inclusive

rate, so that the details of the low-energy resonance structure do not affect the total rates

of the inclusive processes. Theoretical understanding of the onset of quark-hadron duality

is still not detailed enough for a quantitative evaluation of possible departure from duality

in b and c decays. So far, the adequacy of this assumption can only be assessed through

comparison with experiment.

A second, already mentioned, potential problem in the application of the HQE to heavy

hadron decays is related to its use for c decays; the mass of the c quark may not be large

enough to justify discarding higher terms in ΛQCD/mc.
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Yet another source of uncertainty arises from poor knowledge of matrix elements of

certain quark operators. They can, however, be estimated within theoretical models (in

which case the result is model dependent), and sometimes extracted from experimental

data.

Table 2 shows a comparison between predictions based on the HQE and experimental

results. Despite the relatively low value of the mass of the c quark, the HQE does achieve a

good agreement with data in the case of charm hadrons. On the other hand, as expected, the

ratios for b hadrons (both expected and measured) are closer to unity, and at this time the

experimental values are compatible with the predictions, given the size of the uncertainties

in both, for τ(B+)/τ(B0) and τ(Bs)/τ(B0). The case of τ(ΛB)/τ(B0) shows a possible

discrepancy, but it is still marginal.
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Table 2: Lifetime ratios in the charm and bottom sectors. HQE predictions vs. measure-

ments. Adapted from [17] and [7].

Ratio HQE prediction Measured value

τ(D+)/τ(D0) ∼ 2 2.55± 0.034

τ(D+
s )/τ(D0) 0.9 - 1.3 1.125± 0.042 PDG ’98

1.211± 0.017 E791, CLEO, FOCUS

τ(Λ+
c )/τ(D0) ∼ 0.5 0.489± 0.008

τ(Ξ+
c )/τ(Λ+

c ) ∼ 1.3 1.75± 0.36 PDG ’98

τ(Ξ+
c )/τ(Ξ0

c) ∼ 2.8 3.57± 0.91 PDG ’98

τ(Ξ+
c )/τ(Ωc) ∼ 4 3.9± 1.7 PDG ’98

τ(B+)/τ(B0) 1 - 1.1 1.083± 0.017

τ(Bs)/τ(B0) 0.99 - 1.1 0.947± 0.038

τ(ΛB)/τ(B0) 0.9 - 1.0 0.797± 0.053
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2.0 THE CDF EXPERIMENT AT THE TEVATRON COLLIDER

The Collider Detector at Fermilab, or CDF, is a general purpose experiment for the study

of pp̄ collisions at the Tevatron, the highest-energy particle collider currently operational in

the world. Using the Tevatron accelerator, CDF discovered top-quark events in 1995. The

Tevatron also produces all flavors of B hadrons, which has allowed CDF to carry out a broad

B physics program in Run I.

To exploit this unique tool fully, and to meet the goals of the high energy physics research

program through the 1990’s and into the twenty-first century, a phased upgrade of the

accelerator complexes and the detector has taken place. The upgrade is expected to give an

opportunity not only to discover new physics but also to perform precision measurements.

An extension of the B physics capabilities of the the detector has been part of the reason for

the upgrade; tens of thousands of fully reconstructed B mesons, measured precisely with the

CDF detector, will ultimately make the Tevatron an excellent place to study the properties

of B mesons. In this chapter, various complexes and functions of the Tevatron accelerator

and CDF detector are briefly described. For a complete review see [18] and [19].

2.1 THE PARTICLE ACCELERATOR

The Tevatron is located in the high energy physics laboratory Fermilab, (short name for the

Fermi National Accelerator Laboratory) in Batavia, approximately 40 miles west of Chicago

in the State of Illinois. In the Tevatron, it is possible to study the hard scattering events

resulting from collisions between protons and antiprotons of nearly 1 TeV.
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The energy available in the center of mass on these collisions is 1.96 TeV. The Tevatron

ring has a 6.3 km perimeter and is located inside an underground tunnel. An aerial shot of

Fermilab is shown in figure 5.

2.1.1 Accelerator chain

In order to reach the final colliding energy of 980 GeV, five systems are used: Cockcroft-

Walton accelerator, Linac, Booster accelerator, Main Injector and Tevatron. The schematic

view of the accelerator complex at Fermilab is illustrated in figure 6.

The accelerating process starts with electrical discharges in a hydrogen gas bottle, where

H ions are produced. These H ’s are pulled out from the gas bottle by a Cockcroft-Walton

accelerator, which is a 750KV DC voltage source, and H ’s are accelerated to 750 keV.

In a second step, these ions enter a linear accelerator (Linac) 145 m long, where they

reach the energy of 400 MeV. The Linac has two parts: a 116 MeV drift-tube Linac operating

at 201.25 MHz and a 400 MeV side-coupled cavity Linac operating at 805 MHz [20]. The

H ’s are accelerated through radiofrequency electromagnetic waves generated by a series of

cavities in the Linac; as a result, the continuous beams are separated into several bunches.

At the end of the Linac, the electrons from the H ions are stripped off by a thin carbon

foil, and the resulting protons are passed into the Booster ring, which is a circular synchrotron

ring with a 75 m radius. The protons are circulated until they acquire an energy of 8 GeV

before being collected in bunches, each of 6 × 1010 particles, to be used in the Tevatron.

The acceleration in the Booster is accomplished by a series of electromagnetic kicks applied

by RF cavities: about 500 kV per turn.

The next step is further acceleration in the Main Injector, where protons are accelerated

from 8 GeV to 150 GeV for injection into the Tevatron or to 120 GeV for p̄ production. The

Main Injector is a proton synchrotron ring with a circumference of 3319.4 m which operates

at 53 MHz. For the Tevatron Run I operation, the 8 GeV proton bunches were injected

into the Main Ring synchrotron, where they were accelerated to 150 GeV. In the Run II

phase, the existing Main Ring has been replaced by a new accelerator, the Main Injector, for

the purpose of reducing the inefficiency of the antiproton production. The 120 GeV proton
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Figure 5: Aerial shot of Fermilab. The CDF detector is located at one of the collision points,

called B0, on the Tevatron Ring.
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bunches are finally injected into the evacuated beam pipe of the Tevatron ring and brought

to an energy of 980 GeV.

2.1.2 Antiprotons’ production

Antiprotons are created at a target station. On its way towards the Tevatron, a fraction of

the proton beam is extracted to bombard a nickel target. The 120 GeV protons extracted

from the Main Injector hit the target and produce antiprotons over large spread angles

and energies in the forward direction. On average, 20 antiprotons per million protons are

produced, with a mean kinetic energy of 8 GeV. These antiprotons then undergo a process

called stochastic cooling to reduce random motion [21]. A cylindrical lithium lens is used

to focus the antiprotons into a parallel beam and a pulsed magnet separates them from

other particle species. The resulting antiproton beam is then directed to the Debuncher, a

rounded triangular-shaped synchrotron with a mean radius of 90 m. Its primary purpose

is to reduce the momentum spread of the antiprotons by rotating the bunches. There are

also beam cooling systems that act to reduce the oscillations in the plane perpendicular to

the orbit (transverse plane) apart from reducing the momentum spread of the antiprotons.

Then, the antiprotons are transferred to the Accumulator, which is the storage ring for the

antiprotons. Antiprotons are stored there at 8 GeV and cooled until needed. After a period

of 10 to 20 hours, when the stack is large enough, bunches of antiprotons are transferred

into the Main Injector and accelerated to 150 GeV, and finally into the Tevatron ring and

accelerated to 980 GeV. The total number of antiprotons in the collider is determined by the

product of the antiproton production rate, the typical store duration, and the transmission

efficiency from Accumulator to storage in the Tevatron.

As part of the Tevatron Run II upgrade, a new Antiproton Recycler Ring has been pro-

posed. The role of the Recycler Ring would be to provide more antiprotons for the Tevatron,

by recycling 2/3 of the 75% of the antiprotons left at the end of a store. This proportion-

ally doubles the luminosity. If the Recycler Ring becomes available, the antiprotons in the

Tevatron at the end of the store will not be dumped but collected into the Recycler Ring,

and then sent to the Main Injector and to the Tevatron again.
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Figure 6: A schematic view of the Run II Tevatron accelerator complex at Fermilab.
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2.1.3 The Tevatron

The Tevatron is the only cryogenically cooled accelerator at Fermilab. It is a circular syn-

chrotron of radius 1 km that has 8 accelerating cavities in the RF section of the accelerator.

At the start of a store, about once per day, the Tevatron receives currently 36 bunches of

about 3 × 1011 protons and 36 bunches of about 3 × 1010 antiprotons from the Main Injector

and accelerates them from 150 GeV to 980 GeV. Protons and antiprotons share the same

ring but move in opposite directions1. Two systems of independent superconducting magnets

bend the protons and antiprotons so that they do not collide inside the ring except in two

points. In the Tevatron collider mode 2, the beam is stored in the Tevatron for several hours.

The Tevatron can accelerate the beam every 120-200 seconds. Once 36 bunches of protons

and 36 bunches of antiprotons are obtained, the two beams are focused using quadrupole

magnets. There are two collision halls on the Tevatron ring, B0 and D0, located at the two

collision points of the Tevatron. The former is the collision hall for the CDF experiment,

and the later is for the D0 experiment.

Collisions continue typically for 8 hours. At the collision point at the CDF detector,

the typical beam size is 120 cm in the direction of the beam axis, and 30 µm in directions

perpendicular to it.

2.1.4 Tevatron luminosity

A quantity that characterizes a collider is luminosity. Luminosity (L) is the product of

incident beam flux with the mean target density. In the absence of a crossing angle or

position offset it can be obtained as

L =
fBNpNp̄

2π(σ2
p + σ2

p̄)
F (σl/β

∗)(cm−2s−1), (2.1)

where f is the revolution frequency, B is the number of bunches in each beam, Np(Np̄) is

the number of protons (antiprotons) in a bunch, σp(p̄) is the RMS proton (antiproton) beam

1An advantage of a proton-antiproton collider is that protons and antiprotons can share the same ring
and therefore greatly reduce the cost of the facility, but the luminosity is limited by the possible intensity
of the antiproton beam. On the other hand, in a proton-proton collider, the two proton beams have to be
accelerated and stored in separate rings, but the luminosity can reach a much higher value.

2There is also another mode: the Fixed Target mode, wherein the beam is sent to Switchyard over a 20
second period. Then, Tevatron can accelerate beam every 60 seconds for the Fixed Target mode.
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size at the interaction point, and F is a form factor that depends on the ratio of the bunch

length σl, to the beta function at the interaction point β∗. The β function is a measure

of the beam width, and is proportional to the beam’s x and y extent in phase space. The

luminosity can be rewritten in a form that more directly displays its dependencies on the

limiting factors within the Tevatron complex,

L =
3γf

β∗
(BNp̄)(

Np

εNp
)
F (σl/β

∗)
(1 +

εNp̄
εNp

)
, (2.2)

where εNp(εNp̄) is the normalized transverse emittance3 containing 95% of the proton (an-

tiproton) beam (see [22] for the detailed definition and explanation of accelerator concepts).

The major luminosity limitations are dominated by the number of antiprotons (BNp̄), and

the proton beam brightness Np/εp. Note that for a given total number of antiprotons, the

luminosity does not depend explicitly on the number of bunches. The luminosity in the

Tevatron is proportional to the total antiproton intensity.

The typical luminosity for Run Ib was L = 1.6 × 1031 cm−2 s−1, with a peak of about 2.5

×1031 cm−2 s−1. During Run Ia and Ib from 1992 to 1996, CDF collected data corresponding

to an integrated luminosity of approximately 130 pb−1.

Run II started in June 2001. Unfortunately, the instantaneous luminosities achieved by

the Tevatron have not yet met the design goals, but are steadily increasing. This can be

seen in figure 7 that presents the peak instantaneous luminosities of every store of Run II.

Figure 8 displays the increase of the integrated luminosity delivered by the Tevatron since

the start of Run II.

Antiproton availability is the most important limiting factor for attaining high luminosi-

ties [18]. The improvements on the accelerator (the replacement of the Main Ring by the

Main Injector and, if built, a new antiproton storage ring, the Recycler) should allow to in-

crease the instantaneous luminosity up to L ≈ 20 × 1031 cm−2 s−1. The plan is to deliver at

the end of the Run II era (by 2009) an integrated luminosity ≥ 4 fb−1. Table 3 summarizes

the collider characteristics in Run Ib and the goals for Run II.

3Emittance is, roughly, the density of the tiny clouds of particles and is akin to the cross-sectional area
occupied by the beam.
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Figure 7: Initial luminosity per store in cm−2 s−1.
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Figure 8: Total integrated luminosity delivered by the Tevatron (upper curve) and recorded

by CDF (lower curve) since the start of Run II. In the analysis presented in this thesis, we

use the data taken from March 2002 to August 2003 corresponding to 195 pb−1 (only runs

with valid SVX information).
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Table 3: Parameters describing the accelerator configuration in Run I and Run II. The

Run Ib column shows typical operating parameters during Run Ib. The Run II column shows

projections for Run II in 36 × 36 operation [18].

Run Ib(1993-1995) II(goals)

Energy 900 998

Protons/bunch 2.3 × 1011 2.7 × 1011

Antiprotons/bunch 5.5 × 1010 3.0 × 1010

Antiproton Bunches 6 36

p̄ production rate [hr−1] 6.0 × 1010 2.1 × 1011

total p̄ 3.3 × 1011 1.1 × 1012

Proton emittance [mm-mrad] 23 π 20 π

Antiproton emittance [mm-mrad] 13 π 15 π

β∗ [cm] 35 35

Bunch Length(rms) [cm] 60 37

Bunch Spacing [ns] ≈3500 396

Interactions / Crossing 2.5 2.3

Typical Luminosity [cm−2 s−1] 0.16 × 1031 16 × 1031
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2.2 THE CDF DETECTOR

2.2.1 Overview

The Collider Detector at Fermilab (CDF) is a general purpose solenoidal detector with the

goal to collect data on a broad range of high energy physics studies. It is capable of study-

ing top, QCD, electroweak and heavy flavor physics, as well as searching for Higgs, SUSY

and exotic particles. It combines precision charged particle tracking with fast projective

calorimetry and fine grained muon detection. The detector has both azimuthal and forward-

backward symmetry with respect to the nominal interaction point. The CDF is built and

maintained by a collaboration of more than 50 institutions and eleven countries.

A schematic view of the CDF II detector is shown in figure 9. The tracking system

is contained in a superconducting solenoid, 1.5 m in radius and 3.5 m in length, which

generates a 1.4 T magnetic field parallel to the beam axis (and opposite to the protons

direction) provided by a superconducting solenoid. Calorimetry and muon systems are all

outside the solenoid.

To deal with the higher luminosities of the Tevatron in Run II, some parts of the Run I

detector and most of the data acquisition system have been replaced. Also, there have

been improvements to extend the coverage and capabilities of the existing subdetectors.

The calorimetry systems are now exclusively scintillator-based. The electronics and trigger

systems are fully compliant with the new pipelined configuration, and all the software has

been re-written using C++ and an Object Oriented architecture. A more detailed description

of the CDF II detector can be found in its technical design report [19]. The Run I detector

is described in detail elsewhere [23, 24].

Figure 10 shows CDF from another perspective, an elevation view of one half of the

detector. At CDF, the proton beam moves from west to east; this is used as the z direction,

the north horizontal direction is defined as the x direction, and the direction parallel to

gravity, with positive being “up”, is defined as the y direction, forming a right-handed

coordinate system. The polar angle θ in cylindrical coordinates is measured from the proton

beam axis; the azimuthal angle φ, from the plane of the Tevatron, and around the beam
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direction (see figure 11). Throughout this thesis, longitudinal means parallel to the proton

beam and transverse means perpendicular to the proton beam. The rapidity, which is defined

as :

y =
1

2
ln
E + Pz
E − Pz (2.3)

is often used instead of the polar angle θ in the laboratory coordinate frame. The advantage

of the rapidity is that a change of rapidity is a constant δy = tanh−1 β under a boost in the

z direction with velocity β. For the case where E � m, the rapidity can be approximated

by the pseudorapidity, defined by η = − ln(tan(θ/2)). It has to be noted that, for tracks,

the pseudo-rapidity is obtained from the direction of the track, and not from the angle θ in

the coordinate system defined above. When the track comes from the origin of coordinates,

both values coincide, but this is a rather rare case, since the interaction point at CDF is not

at the coordinate (0,0,0). The quantity obtained from the θ coordinate is sometimes referred

to as detector pseudo-rapidity.

At the most basic level, the CDF detector can be separated into 4 subsystems (that

can be seen in the photograph of figure 12): tracking, calorimetry, muon identification, and

particle identification. When a particle is created in the pp̄ collision, its momentum and

charge can only be measured by the tracking system if the particle is charged. Right outside

the tracking system, there is the Time-of-Flight detector which measures the time-of-flight

of particles. Besides the TOF system, there is the calorimeter in which hadrons, electrons

and photons deposit most of their energy. Unlike hadrons and electrons, muons only deposit

minimum ionization energy in the calorimeters, so a muon system outside the calorimeter

is used to identify muons. Further details of these systems, plus the Cherenkov Luminosity

Counters (CLC) and trigger methods are described below, with special emphasis on those

relevant to this analysis.

2.2.2 Tracking systems

There are two primary tracking systems in CDF: the inner tracking system, consisting of

the silicon-based detectors (L00, SVX II and ISL), and the Central Outer Tracker (COT),

a wire-based drift chamber. A schematic view of the tracking systems is illustrated in
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Figure 9: A schematic view of the CDF II detector.
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Figure 10: Elevation view of one half of the CDF II detector.
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Figure 11: Definition of the coordinate system in CDF.
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Figure 12: Photograph of the Collider Detector at Fermilab.
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figure 13. Starting from the innermost, the subsystems are the Layer00 (L00), the Silicon

Vertex Detector (SVX II), and the Intermediate Silicon Layers (ISL) detectors constitute the

inner tracking system, and the COT constitutes the outer tracking system. The COT covers

the central region, in the range | η | ≤ 1, with high momentum resolution and reconstruction

efficiency. The silicon tracker is used not only to precisely reconstruct the track impact

parameter or interaction point, but also to be able to perform the silicon stand-alone tracking

for the region (1 < | η | < 2) which is not covered by the COT.

The tracking system provides precise momentum measurement of charged particles. Also,

the spatial resolution of COT-based tracks is greatly improved by adding hits from the silicon

detectors to them. The resulting tracks, with silicon information, can then be used to obtain

a precise estimation of the luminous region and of the position of the primary vertex, as well

as to reconstruct displaced vertices and other quantities (e.g. information on jets). These

capabilities allow a rich b-physics program at CDF and, consequently, contribute to Higgs

searches and top physics because both Higgs and top decay mainly via the b quark. For

b physics, the precise momentum and position resolution of the combined tracking system

provides an excellent platform for mass and lifetime measurements. In mass measurements,

for instance, requiring a displaced vertex significantly reduces the huge QCD background in

the pp̄ collision environment. In terms of this analysis, besides the necessary determination

of event-by-event decay lengths, the tracking system is used in combination with the muon

systems to identify muon tracks and to reconstruct J/ψ candidates, which are required in

all the four decay channels we consider.

2.2.2.1 Tracks. We reconstruct the trajectories of charged particles (“tracks”), in the

COT and SVX II. In a homogeneous magnetic field, tracks bend to form helices. Their

transverse momenta can be related to half-curvature C by pT = B/2cC, where c is the speed

of light and B the magnitude of the magnetic field. The half-curvature is generally referred

to as curvature. The tracking algorithms use 5 parameters to describe the helices: impact

parameter (d0), curvature(C), φ0, z0, and λ = cot θ. These are illustrated in figure 14. The

curvature is a signed quantity, positive for counterclockwise trajectories and negative for

clockwise trajectories, and its sign is the charge of the corresponding particle.
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Figure 13: A cut-away view of one quadrant of the inner portion of the CDF II detector

showing the tracking region surrounded by the solenoid and end-cap calorimeters.
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0 0

z0

d0

1/2c

Figure 14: Illustration of the tracking parameters: the figure on the left shows a charged track

in the r − z view of the tracking volume. The figure on the right shows an r − φ view of the

track. d0 is the track’s impact parameter, or point of closest approach to the origin. c is the

curvature.

The helix is a circle in the xy plane, whose curvature is related inversely to the transverse

momentum, as described above. The circle in the xy plane has a well-defined point of closest

approach to the origin,
→
P . φ0 is the angle between the x axis and a line tangent to the track

at
→
P . The impact parameter of a track has a sign that is defined by the following formula:

d0 =
ẑ · (→r ×

→
PT )∣∣∣∣

→
PT

∣∣∣∣
, (2.4)

where
→
PT is the transverse momentum vector of the particle,

→
r is the vector pointing from

the primary vertex to the reconstructed particle trajectory at the point of closest approach

to the primary in the r − φ plane and ẑ is the unit vector along the z axis. In other words,

the signed impact parameter d0 is the y-intercept of the track, after rotating the coordinate

system so that φ0 = 0 4. z0 is the position of the track along the z-axis at P, and λ is

defined as λ ≡ cot θ = pz/pT , being θ the polar angle at the minimum approach. The axial

4If a track has a positive(negative) charge and the reference point is outside(inside) the circle of the track,
then the impact parameter has a positive sign, see figure 15.

33



x

y

z

1

2

3

4

B

D

1. positively charged, D positive
2. negatively charged,D positive
3. positively charged, D negative
4. negatively charged,D negative

Sign of the 
impact parameter D

Figure 15: Track of a particle with positive/negative charge and positive/negative impact

parameter.

parameters, which provide information in the xy plane only, are C, d0 and φ0. λ and z0 are

called stereo parameters, since they provide z information.

2.2.2.2 Central outer tracking system: COT. The COT, or Central Outer Tracker,

is the main tracking chamber in CDF [19, 25]. It is an open-cell cylindrical drift chamber

segmented into 8 concentric superlayers for particle reconstruction in the central region

| η | ≤ 1 with transverse momenta as low as 400 MeV/c. The active volume extends 310

cm in z, and from 40 to 137 cm from the beam line in radius. The entire azimuth, φ, is

covered. Each superlayer is sectioned in φ into separate cells. A cell is defined as one sense

plane (active and read-out) with two adjacent field planes, which are grounded. A diagram

of a section of the endplate, with slots for the field and sense planes, is shown in figure 16.

Figure 17 shows a diagram of 3 cells in the r−φ plane. The rows of small circles and crosses

represent high voltage wireplanes. There are a total of 29 wires in each cell, 12 of which,

called sense wires, are read out. The sense wires have approximately the same maximum

drift distance; therefore, the number of cells in a given superlayer is roughly proportional
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to the radius of the superlayer. The remaining wires are needed to shape the electric field,

adjusting for the taper of the cell with decreasing radius. The lines adjacent to the sense

planes represent the grounded field planes.

The sense plane wires are composed of 40 µm gold-plated tungsten wire. The main body

of the field sheets is 0.25 mil gold-coated mylar. The field sheets are separated by ' 2 cm.

Mylar is stretched and supported by two 12 mil stainless steel wires, which are epoxied in a

parabolic shape along each side of the field sheet. In axial superlayers, they are approximately

parallel to the z-axis. The field sheets are much closer to a true grounded plane than arrays

of wire, which have often been used in wire chambers, including the predecessor to the COT.

Use of field sheets results in a smaller total radiation length, and allows the COT to operate

at much higher drift field than with an array of wire. This is an important factor in maximum

drift time. In addition to this, the total endplate load is less, because a single field plane

requires less tension than an array of field wires.

The eight superlayers of the COT alternate between stereo and axial, beginning with

superlayer 1, which is a stereo layer. In an axial layer, the wires and field plates are parallel

to the z axis, and thus provide only r − φ information. In stereo layers, a given wireplane

or field sheet which starts at a slot in one endplate does not end at the mirror-image slot in

the other. Instead, it is offset by 6 cells. This generates a stereo angle of ±3o, depending

upon the direction, which corresponds to a rotation about an axis in the radial direction.

The COT is filled with Argon/Ethane(50-50) with a drift velocity of ' 100 µm/ns. This

will give a maximum drift time of 180 ns. When a charged particle passes through, the

gas is ionized. Electrons drift toward the sense wires, resulting in an avalanche at the wire

surface, which provides a gain of ≈ 104. For a charged particle traveling through the entire

COT radially, the 4 axial and stereo superlayers will provide 96 (8×12) measurements. The

drift time of ionization electrons in the gas is used to measure the charged particle’s spatial

position and the pulse height can be used to measure the amount of ionization.
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Figure 16: 1/6 section of the COT endplate, showing the cell counts in superlayers 1-8. The

radii at the center of each superlayer are shown in cm. The endplate has inner and outer

radii of 40.589 cm and 137.998 cm.
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Figure 17: A transverse view of three cells in superlayer 2 of the COT. The continuous lines

represent field sheets, which are grounded. The 11.8 cm length arrays of circles and crosses

represent high-voltage wireplanes. The circles are the sense wires, which are read out. The

crosses are the field wires.
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Due to the magnetic field, the electrons drift with a Lorentz angle of ≈ 35o. It is for

this reason that the cells are tilted with respect to the radial direction. A simulation of the

electron drift using is shown in figure 18 [26]. The voltage on the wire planes is set in order

to insure the maximum drift time to be smaller than the time between beam crossings, which

is 396 ns. Table 4 summarizes the main features of the COT.

Signals on the sense wires are processed by an ASDQ Chip (Amplifier Shaper Discrimi-

nator with Charge Encoding), which provides input protection, amplification, pulse shaping,

baseline restoration, discrimination, and charge measurement [25]. This charge measurement

is encoded in the width of the discriminator output pulse, which also allows the measure-

ment of the energy loss through ionization of the gas per unit length (dE/dx)5. The pulse

is sent through ≈ 35 ft. of micro-coaxial cable, through repeater cards, and finally to the

TDC’s (Time to Digital Converters), which reside in the collision hall. Hit times are then

processed by pattern recognition and fitting algorithms to form helices. These algorithms

are collectively referred to as “tracking”. Figure 19 shows the COT hit resolution vs. drift

distance, measured by an online monitoring program. The single hit resolution is about 150

µm in the center of the cell.

2.2.2.3 Inner Tracker: L00 + SVX II + ISL. One the most important compo-

nents of CDF is the silicon detector [27, 19]. Among its major features, we find a large

geometric coverage of the interaction region, fast data acquisition and trigger systems, and

radiation-hard sensors to survive the radiation fields created by the expected Run II lumi-

nosity (capable of withstanding several Mrads of integrated dose). The CDF silicon detector

is essential for enhancing not only the overall tracking capabilities but also the heavy flavor

tagging of the experiment. The inner tracking system consists of three silicon detectors [27]:

The Silicon Vertex Detector (SVX II), the Intermediate Silicon Layer (ISL) and Layer 00

(L00), described below. Comprising a total of 7-8 silicon layers arranged in cylinders, these

detectors allow one to achieve, among other things, a good impact parameter resolution and

a silicon stand-alone tracking.

5The dE/dx of a charged particle is a function of particle velocity, which can be used to infer the particle
mass when combined with the information on the particle momentum.
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Figure 18: Simulated drift of electrons toward the sense wires [26]. The straight line repre-

sents a charged particle passing through the detector. Along the track, ionizations occur, and

the liberated electrons, or clusters of electrons, drift toward the sense wires. The direction

of drift is determined by the electric field (due to the sense wires, potential wires, and field

sheets) and the magnetic fields, which is required for the COT to function as a spectrometer.
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Table 4: Summary of the main COT features.

COT

Number of superlayers 8

Measurements per superlayer 12

Stereo Angle [degrees] +3 0 -3 +3 0 -3 0

Cell/Layer 168 192 240 288 336 384 432 480

Radius at Center of SL [cm] 46 58 70 82 94 106 119 131

Tilt angle [degrees] 35

Length of Active Region 310 cm

Number of channels 30,240

Material thickness 1.3 % X0

The Silicon Vertex Detector (SVX II) is built in three cylindrical barrels with beryllium

“bulkheads” at each end for support and cooling of the silicon units. It is positioned end-to-

end along the beam axis and centered longitudinally with the detector with a total length of

96 cm and a coverage in pseudorapidity of | η | ≤ 2. Each barrel is divided in azimuth into

30o wedges and each wedge consists of five radial layers of double sided silicon microstrip

detectors between radii of 2.4 and 10.7 cm. One layer consists of two wire-bonded pairs of

double-sided silicon microstrips sensors of 7.28 cm length. The bulk of the sensor is n-doped.

On the side facing the beamline, the strips are spaced in rφ by approximately 60µm, and

have p+-implant widths of 14-15µm(resulting in a high density array of pn diodes). On the

other side, both 90o and small angle stereo sensors are used, in the pattern (90 90 -1.2 90

+1.2) degrees from the innermost to the outermost SVX II layer. They are spaced by (141,

125.5, 60, 141, 65)µm, and have n+-implant widths of 2µmfor the 90o strips and 15µmfor

the small angle stereo layers. This is designed to allow good resolution in locating the z-

position of secondary vertices and to enhance the 3-D pattern recognition capability of the

silicon tracker.
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COT Resolution vs Hit Distance
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Figure 19: Single hit resolution vs. drift distance measured in data. The measurements are

an average over all superlayers.
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When the detector is reverse-biased, passage of a charged particle through the material

results in the creation of electron-hole pairs. Due to the electric field, the charge then drifts

toward the readout strips, providing position measurements. Figure 20 shows a detailed end

view of the SVX II system and table 5 shows a summary of some of the SVX II features.

An additional double-sided silicon layer at a radius of 22 cm covering the interval | η | < 1

and two layers of silicon placed at the radii of 20 and 28 cm in the forward and backward

region covering 1 < | η | < 2 [28]. The ISL incorporates many features of the SVX II design.

The crystals are double-sided with axial strips on one side and small angle stereo at 1.2o on

the other. The readout electronics are identical to the SVX II (see below). In the forward and

backward region, where the COT tracking is not efficient, the silicon stand-alone tracking is

performed. The ISL thus extends tracking, lepton identification, and b-tagging capabilities

over the full region | η | < 2. However, we do not use this detector for the present analysis.

The main reason for this decision is that the properties of tracks without ISL information

are better understood at this point than the properties of tracks with ISL hits.

The innermost Layer 00 (L00) [29] is a single-sided, radiation-hard silicon layer, placed

immediately outside the beam pipe at 1.35-1.62 cm radius. The readout electronics is iden-

tical to that used for SVX II. Being so close to the interaction region, L00 significantly

enhances CDF’s impact parameter resolution (see the results achieved with L00 on impact

parameter resolution below, subsection of Tracking performance with silicon). For this anal-

ysis, we do not make use of L00 because the improvement in resolution is not needed for a

measurement of B lifetimes for which the error is already much smaller than the mean value.

Also, noise problems in the L00 system make it difficult to use at this time.

All components of the CDF II silicon system achieve their data readout through a set

of custom integrated circuit chips with the designation SVX3D [30]. It includes preamplifi-

cation, a multi-cell analog storage pipeline, and simultaneous analog and digital operation

capability. An optional data acquisition mode allows common-mode noise to be reduced

independently for each chip by dynamic data-driven determination of pedestal levels. For

SVX II, the SVX3D chips are mounted on electrical hybrids on the surface of the silicon

detectors. ISL, with more space available, has the hybrids attached right after the sensors.

L00 hybrids are well separated from the sensors at the end of the detector and the SVX3D
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Figure 20: An end view of SVX II including the cooling and support systems.
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Table 5: Summary of the main SVX II features.

SVX II

Readout coordinates r − φ,r − z
Number of barrels 3

Number of layers per barrel 5

Number of wedges per barrel 12

Ladder length 29.0 cm

Combined barrel length 87.0 cm

Radius at axial layers 2.545 4.120 6.520 8.220 10.095

Radius at stereo layers 2.995 4.570 7.020 8.720 10.645

number of φ strips 256 384 640 768 896

number of Z strips 256 384 640 512 896

φ strip pitch 60 62 60 60 65 µm

Z strip pitch 141 125.5 60 141 65 µm

Number of channels 405,504

Material thickness 3.5% X0
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chips are connected via fine-pitched cables to their corresponding L00 sensor. Each readout

chip has 128 channels, each with a charge-sensitive amplifier, 42-cell dual-ported pipeline

with four additional cells for buffers, and an ADC.

The data acquisition system for the CDF II silicon detectors is a fully pipelined DAQ+

trigger architecture that can operate without deadtime losses at machine bunch crossing

intervals as low as 132 ns. The 42-cycle “Level 1” (L1) pipeline within each SVX3 chip

allows storage of the analog signals for later digitization and transmission at rates up to 50

kHz. A highly parallel fiber-based data acquisition system reads out the entire detector in

approximately 10 µs. This high speed and dual porting of the readout allows the SVX II

information to be used for impact parameter discrimination in the Silicon Vertex Trigger

(SVT) processor of the “Level 2” (L2) trigger. This allows an online trigger to identify

displaced tracks at L2, as described in references [31, 32, 33, 34]. This trigger operates

with 20 µs latency at rates up to 300 Hz. It is followed in the data stream by a third level

of software-based trigger processing that implements a portion of the offline analysis and

reduces the final rate of logged events to less than 50 Hz. Further detail on the components

and logic of the silicon DAQ system can be found in [35, 36, 37].

Here we give a brief description of the performance of the silicon detector in terms of

some relevant parameters (like Signal
Noise

, single hit efficiencies, intrinsic resolution, alignment,

etc.) as well as the status of the combined COT-Silicon tracking.

The silicon system is running ∼92.5% of its modules and getting good quality data

from ∼85% of them. On average, for any ladder type and chip setting, Signal
Noise

>= 10, with

operating conditions set at 11-15 depending on ladder type. Figure 21 shows a distribution

of a typical ladder’s pedestal and signal ADC counts, exhibiting clear separation between the

Gaussian noise and Landau distribution for the signal. With high signal to noise, the single

hit efficiencies can be kept over 99%, maintaining high signal efficiency without prohibitive

data volume. With tracks in the data, both the global and relative alignment continue to

improve. In addition, the cluster resolution of the detector is as expected, with for example a

9 µm intrinsic resolution on 2 strip clusters for the r−φ measurement, as shown in figure 21.
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Figure 21: Pedestal and signal for a SVXII L2 φ-side ladder, and Two-Strip φ cluster reso-

lution (∼ 9µm) (points), which agrees with the Monte Carlo simulation (histogram).

2.2.2.4 Tracking performance with silicon. The silicon efficiency has been measured

for muons from J/ψ decays. All COT tracks which are extrapolated through three SVXII

layers are considered in the calculation. The efficiency is defined to be the fraction of those

tracks that are assigned three silicon hits from three working layers of silicon. Background

under the J/ψ mass peak is estimated from the sidebands of that peak, and subtracted. The

efficiency is determined to be 93%. The fake rate, defined as the fraction of events for which

the signed impact parameter is negative and lying more than 3 σ away from the beam line,

is determined to be 1.6%. Figure 22 shows both the efficiency and the fake rate so defined,

for different selections of quality cuts.

Multiple scattering in passive material from the readout electronics and support structure

of the other layers degrades the resolution for low momentum tracks (pT < 3 GeV/c). L00

was designed to recover that resolution. The effect is particularly relevant in the high-

mass regions (those ranges in z with many electrical components for SVX II readout) [see

figure 23]. Since we do not use L00 in this analysis, the resolution we obtain is slightly worse

under those regions. The region in z with less passive material is shown in the same figure

(right plot). Notice that the beam spread has not been subtracted from the plots and has a

contribution to the impact parameter resolution of ' 33µm. For tracks with a PT greater
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Figure 22: Silicon efficiency for J/ψ muons with background subtraction (left), and fake rate

as a function of muon PT (right), for different selections of quality cuts.
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Figure 23: Left: Impact parameter resolution with (hollow circles) and without (points) using

L00 in the z region with high mass (passive material). Right: The region in z with less passive

material is also shown in the right figure. As expected, The use of L00 results on a significant

improvement on the impact parameter resolution.

than 1.5 GeV(as is the case of the J/ψ tracks we select), the impact parameter resolution

(including the beam spread) is of the order of 50µm, this can be compared with the mean

lifetime we are measuring, which is close to 500µm.

Using the silicon detectors and the COT, the overall momentum resolution for charged

particles is δPT < 0.1%GeV/c.

2.2.3 Pattern recognition in tracking

Track reconstruction begins in the outer tracking chamber - the COT. The first step in the

pattern recognition is to form line segments from hits in each superlayer. Line segments

from the axial layers which are consistent with lying tangent to a common circle are linked

together to form a track. A 2D circle fit is then performed. Line segments in stereo layers

are then linked to the 2D track, and finally a helix fit is performed. At this point we have a

set of tracks which have only COT hits [38]. These are referred to as COT-only tracks.

The next step is to extrapolate the COT-only track into the SVX and add hits which are

consistent with lying on that track. This process starts with the outermost layer in SVX II.

A road, or window, around the track is established based on the errors on the COT track
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parameters. If hits lie within the road, they are added to the track. A new track fit is then

performed, resulting in a new error matrix and a new road. This road is then used to add

hits from the next SVX layer. This procedure is repeated until there are no SVX layers left.

There may be multiple tracks with different combinations of SVX hits associated with one

COT track. In this case, the track with the largest number of SVX hits is chosen [39].

The set of tracks resulting from this process will be henceforth referred to as “combined

tracks.” This set is a mix of tracks with varying numbers of SVX hits, including a certain

number with zero SVX hits; i.e, COT-only tracks. Everyone of the combined tracks has

a unique COT-only parent, which is stored in the event record. We point this out here

because, in this analysis, we sometimes prefer the COT-only tracks. This means we use the

COT-only parent of a given track from the combined tracks collection.

2.2.4 Calorimeter system

CDF has both electromagnetic and hadronic calorimetry. The central system is segmented

into towers in η and φ. These towers span 15o in azimuth and 0.11 in pseudorapidity. The

coverage is 0 < | η | < 1.3. For the forward region, a system called the Plug Calorimeter,

with variable tower size, extends coverage out to | η | = 3.6. This analysis uses only Tracking

and Muon Identification. For a more detailed description of the calorimetry, we refer the

reader to the Run I description of the CDF detector [23] and the Run II Technical Design

Report [19], which discusses the Plug Upgrade Calorimeter.

2.2.5 Muon systems

The muon systems are specially relevant for this measurement. Each of the four decay

channels we use includes a J/ψ particle. Although the J/ψ decays into hadrons most of the

time, it has a significant branching fraction (roughly 6%) into two muons. This provides a

very effective way to identify potential J/ψ events, as those in which (at least) two muons

have been detected.

Because the muon is roughly 200 times heavier than the electron, its bremsstrahlung

radiation is about 40000 times weaker than that of an electron, so muons deposit relatively
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very little energy in the calorimeters, which totally absorb most other particles. In order to

identify muons, there are several muon detectors outside the calorimeters; these detectors

do not measure charge or momentum. However, since the muon is a charged particle, the

tracking system can determine those quantities and reconstruct muon tracks. These tracks,

extrapolated to the muon systems’ region, can be used in conjunction with hits in the

muon detectors to provide good muon identification capabilities. CDF uses four systems of

scintillators and proportional chambers in the detection of muons over the region | η | < 2.

The absorbers for these systems are the calorimeter steel, the magnet return yoke, additional

steel walls, and the steel from the Run I forward muon toroids. New chambers have been

added for the CMP and CMX systems (described below) to close gaps in the azimuthal

coverage in Run II, while the central chambers (CMU) have almost the same configuration

without major changes from Run I. Finally, the forward muon systems used in Run I was

replaced with a completely new Intermediate Muon System (IMU). For this analysis we do

not make use of the last one.

The Central Muon Detector (CMU) is the oldest muon detector and is fully documented

in [40]. It consists of a set of single-wire drift tubes arranged in 144 modules with 16

rectangular cells per module, located behind '5.5 λ of absorber (embedded in the Central

Hadron Calorimeter) at radius 347 cm. Each module consists of four layers of drift tubes. The

CMU is divided into two halves at θ = 90o, and each half is segmented into 24 wedges. The

wedge segmentation in the φ direction is the same as the central calorimeter (see figure 24).

Each wedge has three towers, with dimensions 63.5 mm (x), 26.8 mm (y), 2262 mm (z), and

each tower consists of 16 cells. Each cell has a cross section of 2.68 × 6.35 cm and has a 50

µm stainless steel sense wire, which runs parallel to the z-axis, located at the center of the

cell (see figure 25). The drift time information recorded by the stainless steel wire is used

to calculate the muon r − φ position, while the charge distribution along wires is used to

determine the z position. This information will be used for the muon match between stub

and the tracks from the tracking system.

The Central Muon Upgrade (CMP) consists of a second set of muon chambers behind an

additional 60 cm of steel (for a total of ∼ 7.8 λ of absorber) in the region 55◦ ≤ θ ≤ 90◦ , and

it is located outside of the magnetic field’s return yoke [40]. The pseudorapidity coverage of
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the CMP varies with azimuth angle due to the detector geometry that the chambers form

around the CMU. A layer of scintillation counters (CSP) is also installed on the outside

surface of the CMP. Basically, the CMP overlaps the region covered by CMU, but requiring

additional CMP stub matching can further reject the background (the so-called hadron

punch-through background6). As in the CMU, the CMP drift cells are rectangular, but with

cross-sectional dimensions of 2.5 cm × 15 cm.

The central extension consists of conical sections of drift tubes (CMX) and scintillation

counters (CSX), which are used to reject background based on timing information. It is

located at each end of the central detector and extending in polar angle from 42◦ to 55◦ [40].

The CMX covers 240◦ in φ. There is a gap of the azimuth coverage of 30◦ at the top of the

detector and is used for the solenoid refrigeration. The drift cells differ from those of the

CMP only in length. They are arranged in azimuthal sections, as is the case in the central

detector: in each of the 24 φ sectors, there are 4 layers of 12 drift cells. Adjacent layers are

offset by one half cell in order to reduce ambiguities. The detailed design parameters of the

central muon detectors are given in Table 9.

The Intermediate muon detector (IMU) is designed to trigger on muons with | η | <' 1.5

and to identify off-line muons with | η | <' 2.0. The IMU has almost the same configuration

as the CMX/CSX, a set of drift tubes with four layers, located behind the plug calorimeter

(6.2-20λ of steel). The forward muon toroidal magnet used in Run I7 is re-used as the

absorber without energizing. Additionally, a ring of steel ' 60 cm2 is welded onto the inner

face of the toroids. The detailed design parameters of the IMU are given in table 9.

A muon tower consists of 4 drift tubes, with successively larger radii. The drift tubes are

filled with Argon-Ethane. As in the COT, when a particle passes through, it leaves a trail

of ionization. The electrons liberated during the ionization drift toward the sense wire at

high voltage, causing an avalanche. Pulses generated by the avalanches are sent to amplifier-

shaper-discriminators in the collision hall, which in turn generate differential digital pulses.

TDC’s (Time to Digital Converters) give hit times for the pulses. The hit times are used to

reconstruct short tracks, referred to as “stubs”.

6Pions and kaons which survive passage through the calorimeter are a source of non-muon background,
and are referred to as “punch through”.

7The position of the toroidal magnet is moved 5.5 m closer to the interaction point.
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Table 6: Design parameters of the CDF II Muon Detectors. Pion interaction lengths and

multiple scattering are computed at a reference angle of θ = 90◦ in CMU and CMP/CSP,

at an angle of θ = 55◦ in CMX/CSX, and show the range of values for the IMU.

CMU CMP/CSP CMX/CSX IMU

Pseudorapidity coverage | η | ≤ 0.6 | η | ≤ 0.6 0.6 ≤ | η | ≤ 1.0 1.0 ≤ | η | ≤ 1.5

Drift tubes

thickness 2.68 cm 2.5 cm 2.5 cm 2.5 cm

width 6.35 cm 15 cm 15 cm 8.4 cm

length 226 cm 640 cm 180 cm 363 cm

Max drift time 800 ns 1.4 µs 1.4 µs 800 ns

Total drift tubes 2304 1076 2208 1728

Scintillators

thickness - 2.5 cm 1.5 cm 1.5 cm

width - 30 cm 30 - 40 cm 17 cm

length - 320 cm 180 cm 180 cm

Total counters - 269 324 864

Pion interaction lengths 5.5λ 7.8λ 6.2λ 6.2-20λ

Min. muon pT 1.4 GeV 2.2 GeV 1.4 GeV 1.4-2.0 GeV

Multiple scatt. res.

[cm/p (GeV/p)] 12 15 13 13-25
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Muon stubs are matched to tracks in the drift chamber. Tracks are extrapolated to

the muon chambers, and the distance between the track and stub is computed. To obtain

quality muons, we place an upper limit on the value of the quantity χ2
φ. This is the χ2 of

the track-muon match. It is computed based in the distance between the track and stub,

the difference in direction of the track and stub, and the covariance matrix of the track.

2.2.6 Time of Flight system

Particle Identification is done both in the COT, using dE/dx, and in the Time Of Flight

system (TOF) [41, 42, 43]. This detector is situated between the solenoid and the COT, and

measures the time between a beam crossing and a particle incident upon the detector itself.

We haven’t made use of it in this particular analysis because we did not want to loose in

efficiency. The TOF detector consists of scintillator panels which provide both timing and

amplitude information. The timing resolution is 100 ps. The detector covers the central

region out to | η | < 1.1 and will be capable of identifying Kaons from Pions by their flight

time difference with at least 2σ separation up to Kaon momenta of 1.6 GeV/c. The major

motivation for this system is to improve the b flavor tagging power, which is essential for B

mixing and CP violation analyses, and will be used in the near future once those analyses

are in a more advanced state.

2.2.7 Cherenkov Luminosity Counter

In Run II, a Cherenkov Luminosity Counter (CLC) has been built to measure the luminosity.

It is designed to measure Run II luminosity with an uncertainty of 5% or less in the very

high rate regime of L ' 2× 1032cm−2s−1 [44]. There are CLC modules in the CDF detector,

installed at small angle in the proton (East) and antiproton (West) directions with rapidity

coverage between 3.75 and 4.75. Each module consists of 48 thin, long, gas-filled, Cherenkov

counters. The counters consist of three concentric layers around the beam-pipe, each layer

has 16 counters and points back to the collision point. In this analysis, we make use of the

CLC to determine the luminosity of the data sample used.
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2.2.8 Trigger and data acquisition systems

At CDF, proton and antiproton bunches cross at a rate of 2.5 MHz. As a result, the pp̄

collision rate is much higher than the rate at which the data can be recorded. On the

other hand, the rate of physics events relevant to any given analysis is, typically, only a

very small fraction of the total collision rate. In our analysis, for example, we are only

interested in events which contain a J/ψ particle in the final state. In order to select the

most interesting events and reject the large amount of inelastic background [45], CDF has

a three level architecture trigger system, which is briefly described in this section. Each

trigger level provides a rate reduction sufficient to allow for processing in the next level with

minimal deadtime. The data size is reduced in accordance to the triggering ability. Figure 26

shows the flow of the trigger and data acquisition (DAQ) systems.

Due to the raw collision rate, the trigger must have a large rejection factor while main-

taining high efficiency for the broad range of physics topics. Figure 27 shows the block

diagram of the trigger system for Run II.

The lowest level trigger, L1 uses output from the muon detectors, for muon triggers, and

from all the calorimeters for electron and jet triggers.

Already at L1, COT information is used to reconstruct tracks. This is done by the XFT

(eXtremely Fast Tracker) [46, 47]. Since this analysis begins with a sample of J/ψ→µ+µ−,

we are most concerned with muon stubs matched to tracks in the drift chamber. This is

one of the handful of physics signatures which lead to L1 accepting an event. The muon

triggers at L1 require then the presence of a track pointing at the muon systems. The track

extrapolation to the muon detector is performed by the dedicated processor known as the

XTRP [48].

It takes '4 µs to make a L1 decision. All front-end electronics are fully pipelined, with

on-board buffering for 42 beam crossings. This allows the 41 next crossings to be stored

while the L1 decision of crossing i is taken. Once the L1 decision is taken, the buffer i is

released for the storage of another crossing.

The L1 trigger is a synchronous system with a decision reaching each front-end card at

the end of a 42-crossing pipeline. It reduces the event rate from 2.5MHz to '10kHz.
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Upon a L1 accept, the data on each front-end card are transferred to one of four local

L2 buffers. The second trigger level, L2, is an asynchronous system with an average decision

time of 20 µs. The L2 trigger system has improved momentum resolution for tracks and finer

angular matching between muon stubs and central tracks. It provides also the transverse

mass of two muons.

The most challenging addition for L2 is the Silicon Vertex Trigger (SVT). The SVT

provides the ability to trigger not only on electrons, muons, and jets, as during Run I, but to

select events with tracks which have large impact parameters. This provides secondary vertex

information already at L2 and opens a completely new window for physics measurements at

hadron colliders, like high-statistics charm physics and the study of hadronic B decays. The

L2 output rate is approximately 300 Hz. For this analysis, we do not make use of the SVT;

our sample is selected strictly from the dimuon trigger.

All events accepted by the L2 trigger are collected in the dedicated processor known as

the Event Builder (EVB), and then the EVB assembles those event fragments into one data

block and delivers it to the third level of triggering, the L3. The L3 uses the C++ object

oriented algorithms run in the “offline” reconstruction. The software is run on a PC farm.

On one CPU, one event is processed in approximately 1 second. More complex quantities,

such as dimuon invariant mass, are calculated here. The output rate of the L3 trigger is

approximately 50 Hz at present. The accepted events are then electronically transferred

to the Feynman Computing Center and stored on tape. To facilitate handling of the huge

data volumes collected with the CDF, the data coming from L3 is currently split into eight

different streams. For each event, several conditions are evaluated and encoded as “trigger

bits”; these conditions determine the stream to which the event is sent; e.g., for events with

hits in both CMU and CMP, which are compatible with the same track, the CMU-CMP

trigger bit is set, and they are sent to “stream J”, which is the data sample used in this

analysis.
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3.0 DATA SAMPLE AND EVENT RECONSTRUCTION

Going from raw detector data to usable lifetime information for our considered channels

requires many processing steps. These include selection at the trigger level, event recon-

struction, computation of relevant quantities and a final, channel-specific filtering. This

chapter describes the processing of data that occurs after the trigger level (which was al-

ready covered in chapter 2).

For the sake of clarity, here we will not make use of the terminology needed for a full de-

scription of the exact procedure used to extract the lifetime ratio. Such a description would

include a specification of the dataset name and version, the processing history including ver-

sion numbers of the offline code used for both processing and for analysis, version numbers

and/or history of corresponding constants from the conditions database, numbered ranges

of data-taking run numbers, the time-dependent configuration of the trigger, and so forth.

Version numbers would figure prominently in such description because the CDF offline code

base is under continuous development, and database constants (e.g., those describing the

alignment of the silicon system components) are continually refined, and even event recon-

struction is redone at certain times when significant improvements in reconstruction code

have been made. Complete details on the procedures can, generally speaking, only be made

precise in the jargon of the CDF experiment. They are left out of this treatment, and the

reader is referred instead to the CDF internal note 6387 [49].
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3.1 DATA SAMPLE

This analysis uses data collected by CDF from March 2002 to August 2003. Our particular

data sample is usually referred to as “the J/ψ sample” because of the trigger requirements

that events must pass in order to be included on it. We exclude the runs marked bad

for either known detector problems (e.g., COT high voltage) or trigger problems. Since a

lifetime measurement requires that the position of the J/ψ vertex is well measured in the

SVX II, we require SVX II information for the muons, which restricts us to the subsample

of the data where the SVX II was fully functioning. This was not always true during the

earlier running periods; as a result, the sample we used comprises approximately 195 pb−1

of integrated luminosity.

The J/ψ candidates will be combined with other particle candidates depending on the

particular decay channel we seek for. In this analysis we study the following channels:

B+ → J/ΨK+ (+c.c.1)

B+ → J/ΨK∗+, K∗+ → π+K0
s

B0 → J/ΨK∗0, K∗0 → K+π−

B0 → J/ΨK0
s , K

0
s → π+π−

The topology of each decay channel is different and consequently needs a particular

treatment for its reconstruction. This will be discussed later.

3.2 CDF ONLINE RECONSTRUCTION

3.2.1 Muon identification

Muon identification at CDF is based on two facts: a muon is a charged particle which leaves

a track in the tracking system, and a muon can penetrate material more easily than all

other charged particles. Because of the latter fact, a muon can traverse the calorimeter and

reach the muon system to create hits in the muon chambers. The minimum detectable muon

PT is 1.4 GeV for CMU and 2.2 GeV for CMP (see table 9). The track left by a muon in

1The charge conjugate should be accounted for in all cases.
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the tracking system can be extrapolated into the CMU muon chamber and be compared

with the position of the track reconstructed in the muon chamber. A muon hit cluster in

the muon chamber may match to more than one track in the tracking system. So the best

matched (minimum χ2) is selected as the muon candidate. A matching variable, the rφ

position difference |∆X|, is required to be less than 15 cm at the trigger level. In order to

reduce the hadron punch through background, a further requirement of the match between

the track and the CMP muon chamber is applied offline to the muon candidate, |∆X| < 10

cm. Furthermore, the χ2 of the position match between track segments in the CMU and

CMP and the extrapolated track is required to be less than 9 in the rφ plane offline. In

other words, the extrapolated track is required to be within 3σ of a muon hit.

3.2.2 Trigger requirements

The J/ψ sample is defined by specific trigger requirements at L1 and L3. In this data

sample, any event which passes the L1 J/ψ trigger is automatically accepted by L2. To be

considered a J/ψ candidate at L1, there must be either two muon stubs in the CMU, or one

muon stub in the CMU and one in the CMX. The muon stubs must be matched to an XFT

track. The XTRP [48] extrapolates the XFT tracks into the muon chambers. Taking into

account multiple scattering and alignment corrections, a maximum δφ between the track

and muon stub is determined. In the CMU, the XFT tracks are required to have pT > 1.5

GeV. Stubs in the CMX must match an XFT track with pT > 2.0 GeV.

As noted above, if an event passes the L1 J/ψ trigger, it is automatically accepted by

L2, and passed on to L3. At L3, muon pairs are required to have opposite charge. Muon

matching requirements are again enforced. The requirement is ∆X(track, stub) < 30 cm

for CMU muons and ∆X(track, stub) < 50 cm for CMX muons. The two muon tracks are

required to have ∆z < 5 cm at the point of closest approach to the origin; since the error

on z0 for COT tracks is roughly half a centimeter, this is a very loose cut. Finally, for an

event to be part of the J/ψ dataset, it is required that 2.7 < mµµ < 4.0 GeV, where mµµ is

the invariant mass of the dimuon pair. To be part of the datasets used in this analysis, an

event must have passed one of two sets of trigger conditions (encoded as trigger bits, and
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usually called simply “triggers”). In the first set (that corresponds to earlier runs), L3 placed

a requirement on the dimuon pair: ∆φ(µ, µ) <2.25 radians. This was essentially dropped

in later data by adding a new L3 trigger without this requirement. In the second set (used

for, roughly, the more recent half of data used), two triggers were added that have a looser

requirement on dimuon invariant mass (2.7 < mµµ < 4.0 GeV), but require that the vector

sum of pT for the dimuon pair be greater than 9 GeV. The various triggers include J/ψ ’s

with both legs in the CMU, one in CMU and one in CMX, and one in the CMX with the

other in both the CMU and CMP.

3.3 THE CDF OFFLINE RECONSTRUCTION

After data are accepted by the trigger and written to disk, they are copied to tape. A

set of reconstruction routines is then run on the raw data, in a process that we will call

“Basic Reconstruction” in this document, by the Farms Processing Systems [50], located in

the Feynman Computing Center. During basic reconstruction, physics quantities required

by most analyses are computed and stored; tracking, muon finding, primary vertex finding,

calorimetry and jet clustering are a few examples. In this analysis we use the output of

that reconstruction code as well as other reconstruction procedures (for the benefit of our

particular studies).

3.3.1 Primary vertex reconstruction

Our lifetime measurements use the 2D vector difference between two points, one of them

being the interaction point (IP), so we need to know this point to a good precision. Such

knowledge can be obtained in two ways: using event-by-event information, or through the

use of the beam position, which is obtained from an average over many events. The former

can be subject to biases due to the use of displaced vertices in the computation of an event’s

primary vertex. In order to avoid that potential bias, we use the latter to obtain an estimate

of the IP.
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3.3.2 The beam line

The transverse profile of the luminous region inside the CDF detector can be described

by Gaussian functions in x and y. The mean values of those Gaussians define the beam

position. The width of the Gaussians varies along the length of the interaction region due to

the focusing of the beams; nonetheless, it can be approximated by a Gaussian with a width

of 30 cm.

The beam position is obtained on a run by run basis by fitting the event-by-event primary

vertices (PV). The PV on each event is determined via a topological vertex finder based on

a progressive vertex fit; selected tracks are added if they are consistent with the common

vertex. The full process can be done using COT-only tracks or using tracks with information

from the silicon detectors (L00, SVX II and ISL). Also, different versions of the software for

basic track reconstruction will produce different beamline information. As a result, there are

many versions of the beam positions, which are stored in a database. For this analysis, we

use the beamline information obtained from the silicon tracks, and which is consistent with

the version of the reconstruction code that we used.

To be used in the determination of a primary vertex based on the silicon detectors, a

track needs to meet the following requirements: pT > 0.5 GeV, |d0| < 3.0 cm, “standard”

COT track 2 with at least four φ silicon hits (at least five φ and two stereo silicon hits for

stand-alone tracks).

From the distributions of the primary vertices one can directly derive the beam position

and other beam parameters. Profile plots of the vertex positions in x over z and y over z

are used to fit the beamline. Figure 28 shows the profile plots for a particular run.

During basic reconstruction, a special module produces profile plots with the primary

vertices reconstructed using COT-only tracks and silicon tracks. Later on, a script combines

the plots for the different streams, makes line fits through the data points, and enters the

results of these beamline fits into the database.

Figure 29 shows the result of the above procedure; the x and y coordinates of the beam

line, for all the runs used in this analysis. Notice how the beam has experienced variations

2By “standard” we mean a track with at least two stereo and two axial super layers with at least six hits.
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Figure 28: Profile plots of the vertices reconstructed with silicon tracks for run 155130.

65



Run
1400 1450 1500 1550 1600 1650

2x10

B
E

A
M

X
(c

m
)

-0.22

-0.21

-0.2

-0.19

-0.18

-0.17

SVX_Beam_Position Nent = 1712   SVX_Beam_Position

Run
1400 1450 1500 1550 1600 1650

2x10

B
E

A
M

Y
(c

m
)

0.4

0.42

0.44

0.46

0.48

0.5

0.52

SVX_Beam_Position Nent = 1712   SVX_Beam_Position Nent = 1712   

Figure 29: x and y coordinates of the beam line for all the runs used in this analysis.

along the running period3. Using the proper value (point) of the beam position in x and

y for each particular run we obtain the d0 (with respect to the beam position) versus φ0

distribution shown in figure 30. As expected we observe a distribution with no dependence

over φ0, i.e., flat on φ0. The spread of the distribution is ± 3 µm. This tells us that we know

with such a precision the location of the beam along the different runs. Such a precision

allows us to pursue our studies on the measurement of exclusive lifetimes of B hadrons.

3.3.3 Scaling of the COT error matrix

It has been shown that for COT tracks, the errors returned on the track parameters are

underestimated, since the COT tracking code does not account for multiple scattering in

the COT volume [51]. To correct for this, the covariance matrix of the COT parent track is

scaled using pT , θ-dependent scale factors from [52] shown in table 7. This scaling implements

the parametrized effect of multiple scattering in the COT as measured in a GEANT Monte

Carlo study.

3The movements experienced by the beam have reached values of more than 100 microns in several
occasions. This happens most of the times during a shutdown, time when the detector is opened so that
different repairs can take place.
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Figure 30: Expected d0 (with respect to the beam position) versus φ0 distribution for the

daughter tracks of J/ψ ’s.

Table 7: Track parameter error scaling factors.

Track parameter Error scale factor

cotθ
√

1− 0.580/(p2
T · sin3θ)

z0

√
1− 0.653/(p2

T · sin3θ)

curvature
√

1− 5.33/p2
T

d0

√
1− 3.01/p2

T

φ0

√
1− 3.70/p2

T
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3.3.4 Track refitting

In order to properly account for the energy loss that a particle undergoes when going through

the silicon active material (the silicon wafers) and the multiple scattering suffered when

interacting with the silicon passive material (hybrids, port cards, cooling system, support

frames, HDI cables, etc), all tracks used in this analysis are refitted.

The refitting process starts from the COT parent (with errors already scaled as described

in the previous section) of the track4 and puts back the silicon hits while correcting the track

parameters for energy loss and multiple scattering effects in the silicon material.

Before refitting, we drop any silicon hit attached to tracks which are from Layer 00 or ISL,

as well as all the SVX II stereo hits (both small angle and 90-degree stereo). The reason

for this is that the L00 was still under commissioning while this analysis was developed,

ISL alignment was not completely finished, and keeping the stereo hits does not directly

contribute to the quality of the lifetime analysis. Besides, we do not lose any lifetime

information by dropping the stereo hits, since we need only Lxy (the transverse decay length,

see 3.4 for definition) and pT (the transverse momentum) to compute the proper decay time

of any particle.

Tracks forming a K0
s candidate need special treatment. Since the K0

s ’s have a mean

decay distance of 2.7 cm, their daughter particles often originate outside some silicon layers.

Hence, hits in those inner layers could not have been produced by the particles, and should

not be added to the track. On the other hand, during basic reconstruction, all tracks are

treated in a generic way; basic reconstruction proceeds as if all tracks came from the beam

or near the beam. As a result, wrong hits may be attached to tracks from K0
s daughters.

Similar considerations apply with respect to the effect of the material traversed by the K0
s

daughters. Multiple scattering and energy loss corrections should only be applied down to

the radius in which the K0
s decayed (instead of all the way down to r = 0).

4If the track has no silicon hits, it is the track itself.
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In view of the above, when refitting K0
s daughter tracks we do not use hits or material

with a radius smaller than that of the estimated K0
s decay point. We obtain this point using

the COT-only versions of the tracks, since tracks with incorrect silicon hits attached may

bias the vertex constrained fit for the K0
s .

The Kaon in the B+ → J/ΨK+ decay, and the Pion in the decay K∗± → π±K+ are

treated in the same way as muon tracks from J/ψ ’s regarding refitting, except that a Pion or

Kaon mass hypothesis is assigned to the track, which makes a small difference in the energy

loss correction.

3.3.5 J/ψ → µ+µ− reconstruction

We begin the reconstruction of J/ψ ’s by selecting muons with pT > 1.5 GeV . The muons

can be of any type (CMU, CMP, CMUP, CMX). We select only muons whose corresponding

tracks have 3 or more r − φ hits in the SVX II. We also impose track quality requirements

by requiring a minimum number of COT axial (20) and stereo (16) hits on the muon tracks.

The dimuon invariant mass is determined using a general kinematic fitter ([53]), which

determines the position of one or more vertices in a decay chain, plus the momenta of parti-

cles from those vertices, from two or more measured tracks. The two muons are constrained

to come from a common vertex. The dimuon invariant mass distribution is shown in fig-

ure 31 together with pT , η and the distribution of Prob(χ2) for signal (white histogram) and

background (gray). The signal is assumed to have a mass within 0.08 GeV of the PDG value

(when fitted to a single Gaussian, the observed peak has a width of about 16 MeV; which

comes entirely from detector resolution and not from the natural width of the particle. The

background for these plots is taken from the sidebands of the J/ψ mass peak. The region

on the left side of the peak, right below the signal region, is affected by the radiative tails;

i.e., it contains J/ψ ’s with muons that have emitted a photon. For that reason, such region

is not used as a sideband.
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A perfect distribution of Prob(χ2) for signal is flat from zero to one. A large number of

events in bins near zero indicates the presence of background. We do not apply a cut on the

J/ψ vertex probability; instead, we use a cut on the B vertex probability, which is highly

correlated with the former. The pT distribution for background peaks at lower values and

the η distribution is more concentrated at 0.

3.3.6 K0
s → π+π− reconstruction

To search for K0
s , we examine pairs of oppositely charged tracks in J/ψ events to find a

secondary vertex. We refer to these tracks as daughter tracks. The daughter tracks should

neither be associated with the primary vertex nor be the muon tracks. Track pairs which

do not intersect when projected into the transverse plane are rejected. For each remaining

track pair, we obtain the invariant mass by calculating the momenta of the individual tracks

at their intersection point and adding them. In order to reduce background we require that

the transverse momenta of the K0
s daughter tracks be greater than 0.4 GeV.

The Lxy (the transverse decay length) of the K0
s candidate, represents its distance to

the J/ψ vertex (i.e., the intersection point formed by the two muons, since the J/ψ decays

immediately) in the transverse plane, and is also obtained. K0
s candidates with an invariant

mass outside a 20 MeV window around the PDG K0
s mass value or with an Lxy below 0.4 cm

are removed.

Since the K0
s have a mean decay distance of 2.7 cm, they can decay in between or even

outside the SVX II. For this reason no requirement is set on the silicon content of the K0
s

daughter tracks but those hits at radii smaller than that of the intersection point are dropped

(see section 3.3.4). Figure 32 shows the K0
s invariant mass distribution as it comes from the

J/ψ sample with no specific K0
s reconstruction cuts applied other than a valid K0

s vertex.

3.4 RECONSTRUCTION OF EXCLUSIVE MODES

Since we are interested in the ratio of lifetimes, and in order to take advantage of the similar-

ities among the decay modes considered, an effort was made to use common reconstruction
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Figure 31: J/ψ mass distribution from the J/ψ sample (top left) PT (J/ψ ) (top right),
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dimuon fit, for signal (white histograms) and background (gray). For the last three plots, the

background histogram is normalized to the signal histogram.
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Figure 32: K0
s invariant mass distribution as it comes from the J/ψ sample.

procedures whenever possible (beyond those imposed by the use of CDF’s reconstruction

platform, already described). Common procedures include the treatment of tracks, the

selection of muons, the reconstruction of J/ψ candidates (used in all modes) and K0
s candi-

dates (for the two modes that include them), mass windows for kaons, etc. In this section,

these common procedures are described, followed by the channel-specific cuts used for the

analysis.

The B meson decay length Lxy and the relative proper decay time cτ are obtained in two

ways; first, using all tracks to estimate the secondary vertex position; second, using only the

two muon tracks from the J/ψ to estimate the secondary vertex position. In the following,

we will refer to the first method as decay length or lifetime “from the B vertex’” and the

second method as “from the J/ψ vertex”. The decay length Lxy is defined as

Lxy =
V · PT
|PT | ,

where V is the vector going from the primary vertex to the secondary vertex. In both cases,

PT is computed using all the tracks that form the B vertex. The proper decay time is

computed as:

cτ =
MLxy
PT

.
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3.4.1 Common reconstruction cuts

The following common cuts and procedures were applied:

Every track used was required to have a minimum of 20 axial hits and 16 stereo hits. In

order to ensure the quality of lifetime information, the two muon tracks used for the J/ψ

vertex are required to have at least 3 rφ hits. We also require 3 rφ hits for the Kaon in

B+→ J/ψK+ and the Pion in the decay K∗+→ π+K0
s . Since we are using the J/ψ vertex

for the determination of the lifetime, these extra requirements do not affect significantly the

quality of the vertices; however, they do reduce the amount of background in these channels.

As mentioned before, muons that left hits in the CMU detector are required to have a

maximum χ2 (as described in section 3.2.1) of 9. Since we want to use all suitable candidates,

muons from all available muons are used, regardless of the detector that identified them

(CMU, CMX, CMP).

The transverse momentum of each muon track considered for the J/ψ candidate is

required to be over 1.5 GeV. Since the cutoff due to the rangeout of the calorimeter is

already 1.4 GeV, this cut does not significantly affect the sample (hardly any candidate is

dropped that would have passed the rest of the cuts) but we keep it for definiteness. Only

J/ψ candidates with masses within 80 MeV of the PDG value are considered.

Two of the modes considered include a K0
s (J/ψK0

s and J/ψK∗+ ). For both of them, a

minimum PT of 0.4 MeV is imposed on K0
s daughter tracks, assumed to be charged pions.

The mass of K0
s candidates is required to be within 20 MeV of the PDG value. Finally, a

considerable reduction on the combinatorial background can be achieved by a requirement

on the minimum decay lenght of the K0
s (defined, as usual, as the distance from the B vertex

to the K0
s vertex, projected into the direction of the K0

s momentum); in both channels, we

set this minimum value to 0.4 cm.

Two modes include the reconstruction of a K∗ as part of the decay. Also in this case, we

consider only tracks with a PT over 0.4 GeV as viable kaon daughters. K∗ candidates are

not considered if their mass is farther than 80 MeV from the corresponding PDG value

(0.892 GeV). An extra cut on a mass-like quantity is needed in the case of the decay

B0→ J/ψK∗ to get rid of background coming from misreconstructed Bs→ J/ψ φ: the cor-
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responding K∗ mass is required to be greater than 840 MeV. This will be addressed in more

detail in section 3.4.2.

In all four channels, the overall vertex fits include only a J/ψ mass constraint (to the

PDG value). The natural width of the K∗ is large, so no mass constraint should be used in

that case. For the K0
s , we decided not to use a mass constraint based on both uniformity

among the modes and the fact that such constraint reduces the yield without a significant

improvement elsewhere (via the signal to noise ratio, or the width of the distribution). In

all cases, a cut is used on the probability for the vertex fit chi2, which needed to be greater

than 0.1%.

For all modes, only candidates with a reconstructed B mass between 5.155 and 5.405

MeV/c2 are used for the lifetime measurements. This window is chosen so that decays that

are similar to the ones we are interested in, but for which a particle was not found, fall

outside our allowed mass window.

3.4.2 Channel-specific reconstruction cuts

Although much of the reconstruction procedure allows a uniform treatment of all the decay

modes considered, there are also a few channel-specific cuts that are needed. The need for

channel-specific reconstruction cuts comes from the differences in the topology of the decay

channels. The particular cuts used in the reconstruction of each decay channel are described

below.

The z0 of the K+ track is required to be within 5 cm of the J/ψ vertex. The mini-

mum transverse momenta considered are 2.0 GeV for the K+ track and 6.0 GeV for the B+

candidate.

A pointing angle cut (described in section 3.4.3) is required between the K0
s momentum

and the vector going from the B vertex to the K0
s vertex. The transverse momentum cuts

used for this specific channel are: PT (K∗+ ) > 2.5 GeV, PT (B+) > 7.5 GeV.

We require the z0 of the two K∗ pions to be less than 5cm from each other; also,

candidates are only considered if the z distance between the J/ψ vertex and the K∗ vertex

is less than 5 cm. When multiple candidates are found in one event, and they share tracks,
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Figure 33: Mass distribution for K∗ candidates from Bs→ J/ψ φ (gray) and

B0→ J/ψK∗ (white), both reconstructed as B0→ J/ψK∗ (Monte Carlo).

only the one with a K∗ mass closest to the PDG value is kept. The transverse momentum

cuts are, in this case: PT (K∗ ) > 2.5 GeV, PT (B0) > 7.5 GeV.

In this channel, we need to apply an extra cut on the mass of the K∗ candidate in order

to remove the possible contamination coming from misreconstructed Bs decays. When a Bs

decays into J/ψ φ, with φ→K+K−, one of the Kaons can be misidentified as a pion; since

they do form a vertex, and since there is also a J/ψ present in the event to be paired with this

vertex, a candidate can be formed that, in principle, would be able to pass the reconstruction

cuts. In order to determine if this was indeed the case, we simulated the aforementioned Bs

decay and reconstructed the resulting events as B0→ J/ψK∗ . The reconstructed candidates

do fall into our mass window. In order to avoid their inclusion in the sample, a cut can be

applied on the mass of the K∗ candidates. Figure 33 shows the comparison between the mass

distributions of the K∗ candidates from both samples. The white histogram corresponds

to the K∗ candidates coming from B0→ J/ψK∗ ; the gray histogram corresponds to the

misreconstructed φ→K+K−. We set a cut value of 0.84 GeVon the mass of the K∗ ; only

candidates above this value are considered; estimating from Montecarlo, this eliminates over

98% of the misreconstructed B0
s candidates.
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A pointing angle cut (described in section 3.4.3) is required. The transverse momentum

cuts are: PT (K0
s ) > 1.5 GeV, PT (B0) > 4.5 GeV.

There was some concern in this case about the possible contamination coming from the

misreconstruction of Λb → J/ψΛ, with Λ→ pπ, if the proton track is used as a pion. Using

realistic Monte Carlo, we found a relative efficiency of about 3% for the reconstruction of

J/ψΛ as J/ψK0
s after all our reconstruction cuts. This, together with the fact that (based

on previous CDF Run II results) we expect the number of J/ψΛ to be roughly one third

of the number of J/ψK0
s , bounds the contamination from this source to less than 1%. We

take no further measures to eliminate these candidates.

The cuts on the transverse momenta of B+, B0, K∗ , K+, K0
s , and Lxy(K

0
s ) were ob-

tained via an optimization procedure (similar to the one described in [54]). The procedure

maximizes the quantity S/
√
S +B, where S is the number of signal events and B the number

of background events. The signal events were produced with a full simulation (see section

4.2.1), which included trigger emulation and complete GEANT representation of CDF. The

background events were taken from the sidebands of the data mass distribution. For each

mode, the maximum of S/
√
S +B was found simultaneously with respect to all varying

quantities.

3.4.3 Angle cut for reconstruction of K0
s channels

The reconstruction of exclusive states with a long-lived particle (K0
s , Λ) usually includes a

pointing constraint in the vertex fit, which forces the momentum of the long-lived particle

to “point back” toward the vertex in which the particle was produced. Figure 34 shows

a diagram of the situation, based on one of the decays we consider (B0→ J/ψK0
s ). In

general, measurement errors can cause the K0
s momentum (shown as a solid arrow in the

figure) to not point back exactly toward the J/ψ vertex. However, the pointing will be

better in the case of real J/ψK0
s decays than for combinatorial background. We can take

advantage of this by requiring the fit to force a perfect pointing, and then discarding the

low probability candidates. This can be regarded as a replacement of the two pion tracks

by a K0
s “pseudotrack” that is required to form a common vertex with the J/ψ muons.
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The procedure has been used in the past [8, 55], and it allows a significant reduction of the

background level. However, in order to apply the constraint, we first need to evaluate the

quality of the K0
s pseudotrack, to verify that it has no potential to bias the measurement.

We did this by studying inclusive K0
s candidates from the J/ψ sample, and found that

pointing information from the K0
s pseudotracks is not well behaved, and therefore we do not

apply the pointing constraint when fitting the B vertices. Appendix describes this study.

Once we drop the pointing constraint on the K0
s modes, the background level almost

doubles, with a corresponding increase in the cτ statistical error. In order to reduce the

amount of background, we applied an angle cut, being careful with its possible effect on the

measurement. The pointing angle cut makes use of the angle α, in the transverse plane,

between the K0
s momentum vector and the vector joining the J/ψ and the K0

s vertices.

The distribution of α for the selected J/ψK0
s candidates is shown in figure 35. As

expected, it peaks strongly at zero since, even when no constraint is applied, the badly

pointing candidates still have a lower probability, and are hence removed from the sample;

for the study of a pointing-based cut, a more convenient parameter is the negative logarithm

of the angle, also shown in figure 35.

Figure 36 shows the behavior of the number of J/ψK0
s signal candidates as a function

of − logα. The lower plot shows the number of background candidates for each value of

the cut. The signal is not affected by cut values below 4, while half of the background is

removed.

To make sure that the use of this cut does not bias the fitted lifetime, we looked at the

behavior of the fitted cτ as a function of cut value. Figure 37 shows the resulting lifetimes for

the simultaneous and the non-simultaneous fit procedures (described in section 4.1). Given

the errors, there is no evidence for a bias on the lifetime due to this cut. Moreover, cutting at

− logα > 4 does not remove any signal events, so that there can be no lifetime bias induced

by this cut. For our final sample, we select candidates for which − logα > 4 for channels

J/ψK0
s and J/ψK∗+ .
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Figure 34: In the decay B0→ J/ψK0
s , the K0

s momentum (shown as a solid arrow) does

not point back exactly towards the K0
s production vertex. In principle, when fitting the B0

vertex, a pointing constraint can be used to force this pointing.

0.0 0.5 1.0

1

10

10
2

10
3

)s, KψPointing angle(J/
0 2 4 6 8

1

10

10
2

 channelsKψ), J/α-log(
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value for − logα
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4.0 LIFETIME MEASUREMENT

From each B candidate, there are four quantities that we use for the extraction of the

lifetime; they are the proper decay length, its estimated error, the mass, and the estimated

error for the mass. As mentioned in section 3.4, the proper decay length is obtained from

the 2d vector difference between the beamspot and the decay vertex. Roughly speaking, the

distribution of this variable is a smeared exponential for the signal, and a Gaussian with

exponential tails for the background. The mass distribution can be modeled by a Gaussian

over a linear background. The errors in mass and proper decay distance are extracted

from the vertex fitter. In this chapter, we model these distributions in order to obtain a

measurement of the lifetime. The measurement of the lifetime ratio is derived from these

measurements. The technique we use to extract the parameters is an unbinned maximum

likelihood fit. This chapter describes the details of that fit, the studies we performed to

validate the procedure, and the method used to combine the results of four decay channel

fits into two meson lifetimes.

4.1 FITTING MODELS AND RESULTS

In this section we describe the fitting model used in extracting lifetimes. We use two

techniques for lifetime extraction:

• The “non-simultaneous” fit: we analyze the B mass distribution in order to identify

signal and sideband regions. We then divide the events up according to whether they lie in

either of these two regions, and perform a simultaneous fit of the background shape of the

cτ distribution in both regions, and of the B lifetime shape in the signal region. We call
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this method “non-simultaneous” because the mass information is obtained independently

of the lifetime fit.

• The “simultaneous” fit: We perform a simultaneous fit for mass and lifetime for all

events in the B mass window.

In either case the lifetime is extracted using an unbinned maximum log-likelihood tech-

nique, incorporating event-by-event estimated errors. Floating error scale factors are added

to the fit to model the underestimation of the errors. The first technique may be regarded

as deriving from the second by replacing the continuous variable (mass) by a discrete vari-

able taking three values: signal, sideband, or neither. It is of interest because it does not

use event-per-event mass errors and is therefore independent of certain systematics. In the

sections below we describe the fitting functions for each method in more detail.

4.1.1 Method 1: Non-simultaneous fit

In this technique, we first fit the mass spectrum of all candidates to a linear background

plus a Gaussian distribution, using a binned likelihood fit. These fits are then used to define

the signal and sideband regions based on the fitted mass, m0 and its width σ0. We use a

mass window of ±3σ0 around the fitted mass to define the signal region. The lower sideband

region extends from 5155 MeV to m0−4σ0, while the upper sideband extends from m0 +4σ0

to 5405 MeV.

In addition to defining the signal and sideband regions, the fit also provides an estimate

of the signal fraction, f 0
1 , and its error, σf , which are used in a constraint during the lifetime

fit. The results of the mass fit for all the modes are displayed in Table 8.

The measured proper decay length cτ and its estimated error σcτ for events in the side-

band region are next used in an unbinned maximum log likelihood fit to the B lifetime. A

fraction of the events in this region, fg, is assumed to come from prompt J/ψ production,

and are modeled as a Gaussian distribution with a width described by the estimated error

in cτ . Systematic underestimation of σcτ is accommodated through an error scale factor sl

(i.e., the “proper decay length error scale factor”; the subscript l stands for “length”, we use

it to distinguish this parameter from the scale factor for the mass errors, sm, used in method
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Table 8: Mass fits for the four exclusive decay channels. Parameters m0, σm, and N are,

respectively, the mean, sigma and number of events of the signal peak (modeled as a single

Gaussian). Nbg and Sbg are the number of events and the slope in the linear background

model. The signal fraction f 0
1 for each mode is estimated from these fits.

Param B+ → J/ψK+ B+ → J/ψK∗+ B0 → J/ψK∗ B0 → J/ψK0
s

m0 (MeV) 5278.4 ± 0.7 5282.2 ± 2.2 5278.6 ± 1.0 5278.0 ± 1.6

σm (MeV) 15.1 ± 0.8 14.3 ± 2.8 13.4 ± 1.0 17.3 ± 2.0

N 2091.3 ± 98.2 163.6 ± 26.1 894.2 ± 60.5 576.8 ± 56.8

Nbg 14237.7 ± 147.6 876.4 ± 37.5 6724.8 ± 97.5 3485.2 ± 78.3

Sbg -0.8 ± 0.5 -9.6 ± 1.8 -2.8 ± 0.7 -0.8 ± 1.0

f 0
1 0.1281 ± 0.0059 0.1573 ± 0.0241 0.1174 ± 0.0078 0.1420 ± 0.0136

2). Of those events that remain, a fraction fp is assumed to come from heavy flavor decays

and modeled as a smeared exponential distribution for cτ > 0 with a lifetime λ++. Those

that remain are assumed to come from pattern recognition errors; a fraction fn is described

by a negative smeared exponential tail with a lifetime of λ−, and the remaining candidates in

the sideband region are described by a second positive smeared exponential with an effective

lifetime λ+.

All exponential tails are smeared via their convolution with a Gaussian function whose

width is determined by the event-per-event error σcτ as well as the global error scale factor sl.

The likelihood function for the sideband region models only the background elements

and is described by:

LBG(cτ ;σcτ ) =
fg√

2π · sl · σcτ
e−(cτ)2/2(slσcτ )2

+
∫
L(ct) · 1√

2π · sl · σcτ
e−(cτ−ct)2/2(slσcτ )2

d(ct)

(4.1)

where

L(cτ) = (1− fg) ·
[
fp
λ++

e−cτ/λ++ + (1− fp)
(
fn
λ−
ecτ/λ− + (1− fn)

1

λ+

e−cτ/λ+

)]
(4.2)
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The likelihood function for the signal region contains one component which is exactly

that of the sideband region, together with another component which describes the signal

events. The latter component is a smeared positive exponential:

LSIG(cτ ;σcτ ) =
∫ 1

cτB
e−ct/cτB · 1√

2π · sl · σcτ
e−(cτ−ct)2/2(slσcτ )2

d(ct) (4.3)

For events within the signal region, the likelihood is a linear superposition of LBG and

LSIG:

L = f1 · LSIG + (1− f1) · LBG (4.4)

A Gaussian constraint term of the form exp
[
(f1 − f 0

1 )2/2σ2
f

]
is added to the likelihood

function, using for f 0
1 and σf the values obtained from the fit to the mass distribution (which

are shown in table 8). The − logL is computed for all events in the signal and sideband

regions and minimized with respect to the parameters in tables 9 and 10; the fitted parameter

values and their statistical errors are shown in those tables for the two types of vertices (B

vertex and J/ψ vertex). Figures 38 and 39 show the mass and lifetime distributions for all

modes (histograms). The result of the binned likelihood fits (to a Gaussian plus a linear

term) is overlaid on the mass peaks (solid black line); the cτ distributions show the unbinned

likelihood fit results. The plots in the central column correspond to the signal region; on

each, the solid black line depicts the full likelihood function (including both signal and

background models), the signal model is shown filled in light gray, and the dotted line shows

the expected distribution of the background in the signal region. The left column shows the

cτ distribution for candidates in the sidebands (points), together with the fitted background

model (dotted line).

4.1.2 Method 2: Simultaneous fit for B mass and lifetime

The second way in which we extract the B lifetime is using a simultaneous fit for B

mass and lifetime. In this case, the sample is not separated into “signal” and “sideband”

regions; instead, the overall probablity density depends on both cτ and m, and all candidates

in the mass window are used. As a result, this method uses more data than method 1 (which

does not use candidates in the regions going from 3σ0 to 4σ0 away from the fitted value of
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Table 9: Lifetime fit results for the four exclusive decay channels when the B vertex is used

for the estimation of transverse decay length. The first four parameters (m0, σm, N , P1) are

obtained from a binned likelihood fit to the mass distribution. The rest are the result of the

unbinned maximum likelihood fit.

B+ → J/ψK+ B+ → J/ψK∗+ B0 → J/ψK∗ B0 → J/ψK0
s

Parameter value error value error value error value error

m0 (MeV) 5278.4 0.7 5282.3 2.2 5278.7 1.0 5277.9 1.6

σm (MeV) 15.0 0.8 14.2 2.8 13.6 1.0 17.4 2.0

N 2106.3 98.0 163.7 25.9 910.0 61.2 578.0 57.2

P1 -0.8 0.5 -9.7 1.8 -2.8 0.7 -0.8 1.0

f1 0.296 0.006 0.373 0.028 0.313 0.010 0.294 0.015

λ++ (µm) 517.3 66.2 1121.1 756.3 479.0 50.1 1001.0 340.5

λ+ (µm) 114.3 16.7 234.3 35.1 81.5 13.0 268.0 51.7

λ− (µm) 297.4 25.7 703.7 340.3 183.2 23.2 540.0 59.7

fg 0.854 0.009 0.748 0.029 0.800 0.015 0.757 0.016

fp 0.230 0.047 0.050 0.060 0.288 0.042 0.121 0.093

fn 0.184 0.019 0.045 0.025 0.166 0.024 0.191 0.028

sl 1.265 0.012 1.472 0.068 1.248 0.020 1.211 0.026

cτB (µm) 494.4 12.9 466.9 43.0 454.4 17.5 436.9 28.0
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Table 10: Lifetime fit results when the J/ψ vertex is used. The first four parameters (m0,

σm, N , P1) are obtained from a binned likelihood fit to the mass distribution. The rest are

the result of the unbinned maximum likelihood fit.

B+ → J/ψK+ B+ → J/ψK∗+ B0 → J/ψK∗ B0 → J/ψK0
s

Parameter value error value error value error value error

m0 (MeV) 5278.4 0.7 5282.2 2.2 5278.6 1.0 5278.0 1.6

σm (MeV) 15.1 0.80 14.3 2.8 13.4 1.0 17.2 2.0

N 2091.3 98.2 163.6 26.1 894.2 60.5 576.8 56.8

P1 -0.8 0.5 -9.6 1.8 -2.8 0.7 -0.8 1.0

f1 0.291 0.007 0.372 0.029 0.311 0.01 0.293 0.015

λ++ (µm) 421.16 45.42 1147.4 763.3 498.4 55.92 991.1 374.2

λ+ (µm) 98.2 12.9 230.9 31.3 90.83 14.1 276.6 53.5

λ− (µm) 261.5 22.3 439.9 131.66 127.6 14.9 530.4 58.71

fg 0.825 0.01 0.712 0.029 0.77 0.017 0.761 0.016

fp 0.255 0.044 0.042 0.049 0.25 0.041 0.118 0.1

fn 0.185 0.02 0.084 0.027 0.218 0.03 0.199 0.03

sl 1.204 0.012 1.209 0.054 1.179 0.019 1.188 0.025

cτB (µm) 501.66 13.3 468.8 43.5 459.7 18.4 438.3 28.0
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Figure 38: Results of the Method 1 fits for the four channels, using the B vertex. Rows (top

to bottom): B+ → J/ψK+, B+ → J/ψK∗+ , B0 → J/ψK∗ , and B0 → J/ψK0
s . Columns

(left to right): fitted mass distributions, cτ distribution for the signal region, cτ distributions

for the sidebands.
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Figure 39: Results of the Method 1 fits for the four channels, using the J/ψ vertex. Rows (top

to bottom): B+ → J/ψK+, B+ → J/ψK∗+ , B0 → J/ψK∗ , and B0 → J/ψK0
s . Columns

(left to right): fitted mass distributions, cτ distribution for the signal region, cτ for the

sidebands.
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the mass peak’s mean), resulting in a smaller overall error on the measurement. Another

difference with method 1 is that, in this case, we use event-per-event estimated errors on

both cτ and m, and error scale factors for both lifetime and mass errors are included in the

fit (method 1 uses only the cτ estimated errors, and hence only a single error scale factor

can be determined in that case). We use the results of method 2 (applied to the J/ψ vertex

information) as our nominal values; the results of method 1 are used for comparison, and to

validate our estimation of systematic errors.

Instead of using two stages (one to determine how to divide the sample, and another

for the lifetime fit), mass-dependent terms are incorporated into the overall fitting function;

all parameters (including mass mean and width) are then obtained by minimization of the

negative log-likelihood. We use a first order polynomial to describe the mass distribution of

background events:

P (m) ≡ P0 + P1 · (m−mc) (4.5)

(where mc is the center of the mass window), and the function LBG(cτ ; σcτ ) discussed above

to model the lifetime distribution. The combined likelihood term for background events

L(2)
BG(m, cτ ;σm, σcτ ) is a direct product of these two functions:

L(2)
BG(m, cτ ;σm, σcτ ) = P (m) · LBG(cτ ;σcτ ) (4.6)

To model the bivariate mass and lifetime distribution of the signal events, the fitting

function employs a direct product of two simple 1-D functions (a function of cτ and a

function of m). The mass distribution of the signal is modelled as a Gaussian:

G(m;σm) ≡ 1√
2πsmσm

e−(m−m0)2/2(smσm)2

. (4.7)

where m is the candidate’s mass, σm is the corresponding estimated error (both quantities

measured on a per-candidate basis), m0 is the meson’s mass, and sm is the mass error scale

factor (these last quantities are parameters to be determined by the minimization of − logL).

The combined likelihood term for signal events L(2)
SIG(m, cτ ;σm, σcτ ) is a direct product

of these two functions:

L(2)
SIG(m, cτ ;σm, σcτ ) = G(m;σm) · LSIG(cτ ;σcτ ). (4.8)
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Finally, the complete fitting function is a linear superposition of signal and background

terms, with a coefficient f1 (the signal fraction) that is determined in the unbinned likelihood

fit:

L(2)(m, cτ ; σm, σcτ ) = f1 · L(2)
BG(m, cτ ; σm, σcτ ) + (1− f1) · L(2)

SIG(m, cτ ;σm, σcτ ) (4.9)

The likelihood function is computed for all events in the mass window from 5115 MeV

to 5405 MeV, and minimized with respect to the parameters in the Tables 11 and 12. Here,

the parameter f1 is not directly comparable to the same parameter in the previous section

because it now refers to the signal fraction in the entire window, not just within the signal

region.

Figures 40 and 41 show the result of method 2 when using the B vertex and the

J/ψ vertex. The left column shows the mass histograms for all modes; the projection of

the likelihood function is overlaid. The number of signal candidates shown in the plots is

obtained from the signal fraction and the number of candidates. The column on the right

shows the cτ distributions for all candidates on the mass window (histograms); on each plot,

the solid black line shows the overall likelihood function, the signal component is shown filled

in light gray, and the dotted line depicts the background. The procedure used to obtain the

probabilities quoted on figure 41 is described in section 4.3.2.

4.2 CROSS CHECKS

4.2.1 Results on fully simulated Monte Carlo

As a crosscheck of the procedures used in the measurement of exclusive B lifetimes, we

used CDF’s full simulation, based upon GEANT, to simulate the production of B mesons

and their decay to exclusive final states.

The Monte Carlo sample used for the expected signal was produced with an event gen-

erator ([56, 57]) with a cut of 3 GeV/c on the b quark and of 4 GeV/c on the PT of the B

meson. The quark was also cut in rapidity at 6. The angular and momentum distributions

used were the NDE spectrum with effective b quark mass of 4.75 GeV. The B mesons were
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Table 11: Combined mass/lifetime fit results for the four exclusive B channels. Results

use the B vertex. N denotes the number of signal candidates; it is obtained from the signal

fraction and the number of candidates (i.e., it is not a parameter in the fit).

B+ → J/ψK+ B+ → J/ψK∗+ B0 → J/ψK∗ B0 → J/ψK0
s

Parameter value error value error value error value error

m0 (MeV) 5278.7 0.4 5278.7 1.4 5279.2 0.6 5277.2 0.9

sm (MeV) 1.25 0.03 1.30 0.12 1.40 0.05 1.04 0.06

P1 -0.9 0.5 -9.2 1.8 -2.9 0.7 -0.9 1.0

f1 0.135 0.003 0.189 0.017 0.129 0.005 0.150 0.009

λ++ (µm) 477.1 51.6 263.5 99.4 461.1 41.8 2825.7 1073.6

λ+ (µm) 107.0 14.8 143.4 132.1 77.7 13.1 373.6 30.6

λ− (µm) 318.7 26.4 562.0 217.1 178.2 20.6 596.7 64.8

fg 0.852 0.008 0.753 0.033 0.801 0.014 0.773 0.012

fp 0.249 0.044 0.696 0.830 0.330 0.040 0.028 0.017

fn 0.176 0.017 0.187 0.583 0.189 0.025 0.163 0.018

sl 1.270 0.012 1.415 0.061 1.243 0.019 1.255 0.024

N 2216.0 57.4 197.1 17.9 991.9 38.5 607.5 35.5

cτB (µm) 493.7 12.2 498.0 41.2 453.3 16.9 419.1 25.3
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Table 12: Combined mass/lifetime fit results for the four exclusive B channels. Results

use the J/ψ vertex. N denotes the number of signal candidates, as obtained from the signal

fraction and the number of candidates.

B+ → J/ψK+ B+ → J/ψK∗+ B0 → J/ψK∗ B0 → J/ψK0
s

Parameter value error value error value error value error

m0 (MeV) 5278.5 0.4 5278.7 1.4 5279.1 0.6 5277.3 0.9

sm (MeV) 1.24 0.03 1.29 0.12 1.41 0.06 1.04 0.06

P1 -0.9 0.5 -9.1 1.8 -2.9 0.7 -0.8 1.0

f1 0.133 0.004 0.190 0.017 0.127 0.005 0.149 0.009

λ++ (µm) 405.4 41.7 261.2 144.9 480.1 47.8 2896.3 1110.8

λ+ (µm) 102.4 13.4 162.7 132.8 90.5 14.0 379.9 30.5

λ− (µm) 284.4 23.3 415.4 118.0 129.8 13.9 580.4 61.9

fg 0.830 0.009 0.724 0.032 0.772 0.016 0.774 0.012

fp 0.264 0.047 0.603 0.761 0.279 0.040 0.027 0.016

fn 0.180 0.019 0.214 0.568 0.233 0.029 0.171 0.018

sl 1.206 0.011 1.213 0.052 1.176 0.018 1.222 0.023

N 2165.7 58.6 197.5 18.0 966.3 39.5 603.4 35.4

cτB (µm) 499.3 12.6 500.4 41.6 459.9 17.8 419.6 25.3
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Figure 40: Results of the Method 2 (simultaneous) fits for the four channels, using the

B vertex. Rows (top to bottom): B+ → J/ψK+, B+ → J/ψK∗+ , B0 → J/ψK∗ and

B0 → J/ψK0
s . Columns: Mass and cτ distributions. The results of the maximum likeli-

hood fits are overlaid.
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Figure 41: Results of the Method 2 (simultaneous) fits for the four channels, using the

J/ψ vertex. Rows (top to bottom): B+ → J/ψK+, B+ → J/ψK∗+ , B0 → J/ψK∗ and

B0 → J/ψK0
s . Columns: Mass and cτ distributions. The results of the maximum likelihood

fits are overlaid. The fit probabilities shown are obtained through a chi squared test, described

in section 4.3.2.
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decayed [58], filtered using a simulation of the dimuon trigger [59], and reconstructed using

the full CDF Run II detector simulation and basic reconstruction. For each of the four modes

about 4.6 million events were generated, out of which about 3% passed the trigger filter and

were thoroughly simulated and reconstructed. The beam spot was smeared using an ideal

beam (no tilt or shift) with σz = 30 cm and σt = 25µm.

The resulting Monte Carlo events were then fed to basic reconstruction process (see

section 3.3) and passed through the same analysis code we applied to data. A major difference

between the data and the Monte Carlo, however, was that no background was present in the

Monte Carlo samples. The study should be considered as a check of the procedures in place

for estimating the proper decay time, and for selecting events in a way free of lifetime biases.

We checked the pull distributions, defined as (cτ − cτtrue)/σcτ , for each of the four chan-

nels. If there is no systematic bias on the measured values cτ , and if the errors σcτ are

properly estimated, the pull distributions should be Gaussian, with mean zero and unit

width. The resulting distributions (in semi-log plots) are shown for the two ways of estimat-

ing the proper decay time (from the B vertex and from the J/ψ vertex; see explanation in

section 3.4) in figures 42 and 43. These plots establish that the estimated error describes the

deviations adequately. This is true for both ways of estimating the vertex. The resolutions

are higher, in most channels1, when the B vertex is used, however, the pulls justify the use

of either means of estimating the proper decay time.

We also fit the sample using both methods described in Section 4.1. In each case we used

the proper time as estimated both using the B vertex and the J/ψ vertex. The results are

compared in Table 13, and the fits are shown in Figures 44, 45, 46, and 47. One can draw

the following conclusions:

• All of the extracted values are consistent with the input values within their errors; this

indicates that no problems with the procedure used to estimate proper decay time can

be attributed to the procedure itself.

• There is no gross difference between the lifetime values that come from the two fitting

procedures.

1The exception is B0 → J/ψK0
s ; in that case, the J/ψ vertex is not significantly altered by the addition

of the K0
s daughter tracks because they are displaced.
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Figure 42: cτ pull distributions for the channels B+ → J/ψK+, B+ → J/ψK∗+ ,

B0 → J/ψK∗ , and B0 → J/ψK0
s . The histograms show the event per event pull (cτ −

cτtrue)/σcτ . The solid lines are single Gaussian fits. For these plots, the B vertex is used.
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Figure 43: cτ pulls for the channels B+ → J/ψK+, B+ → J/ψK∗+ , B0 → J/ψK∗ , and

B0 → J/ψK0
s . The histograms show the event per event pull (cτ − cτtrue)/σcτ . The solid

lines are single Gaussian fits. For these plots, the J/ψ vertex is used.
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• The precision of a high-statistics measurement does not suffer when the J/ψ vertex is

used instead of the B vertex; this is despite the appearance of visible negative lifetime

tails. This is due, presumably, to the accuracy of the error estimation and the sufficiency

of the proper time measurement from the J/ψ alone.

These studies justify the use of either Method I or Method II, and also the use of the B

vertex or the J/ψ vertex.

4.2.2 Comparison of fitting methods

Both the simultaneous bivariate fit to mass and lifetime (method II, on which we base

our results) and the two-step fit (in which the mass fit is performed to determine signal and

sideband regions for a subsequent lifetime fit), appear from full Monte Carlo simulation to be

equally justified. The methods as we have observed are correlated. The degree of correlation

can be derived from Toy Monte Carlo simulation. The differences between the results of

the two methods are shown in figure 48. For each channel, a number of Toy Monte Carlo

experiments was generated using our nominal model and the parameters measured in data;

each experiment had as many candidates as were actually observed in the corresponding

channel. Each experiment is fitted using both methods and the distribution of differences

is fit to a single Gaussian. We use the width of the Gaussian fits as an estimation of the

expected difference between the two methods.

The expected differences are: 4µmfor B+→ J/ψK+, 15µmfor B+→ J/ψK∗+ , 7µmfor

B0→ J/ψK∗ , and 12µmfor B0→ J/ψK0
s , while the actual deviations in the data are:

2.2µm, -31.6µm, -0.2µm, and 18.7µm, respectively. The fact that these deviations are

consistent with the expected statistical fluctuations gives us further confidence in the quoted

values.
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Figure 44: Method 1 Fits to the fully simulated Monte Carlo for the channels B+ → J/ψK+,

B+ → J/ψK∗+ , B0 → J/ψK∗ , and B0 → J/ψK0
s . The B vertex was used to estimate the

proper decay time.
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Figure 45: Method 1 Fits to the fully simulated Monte Carlo for the channels B+ → J/ψK+,

B+ → J/ψK∗+ , B0 → J/ψK∗ , and B0 → J/ψK0
s . These fits use the J/ψ vertex to esti-

mate proper decay time.
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Figure 46: Method 2 Fits to the fully simulated Monte Carlo for the channels B+ → J/ψK+,

B+ → J/ψK∗+ , B0 → J/ψK∗ , and B0 → J/ψK0
s . These fits use the B vertex to estimate

proper decay time.
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Figure 47: Method 2 Fits to the fully simulated Monte Carlo for the channels B+ → J/ψK+,

B+ → J/ψK∗+ , B0 → J/ψK∗ , and B0 → J/ψK0
s . These fits use the J/ψ vertex to esti-

mate proper decay time.
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Table 13: Comparison of full Monte Carlo lifetime measurements for the four channels

using both methods. The results of using both the J/ψ vertex and the B vertex are shown.

All values are in microns.

Channel True Value M1 BVTX M1 JVTX M2 BVTX M2 JVTX

B+ → J/ψK+ 493 494.2 ±3.8 495.6 ±3.8 495.2 ±3.8 496.6 ±3.8

B+ → J/ψK∗+ 493 495.8 ±6.7 496.2 ±6.7 496.6 ±6.6 497.2 ±6.7

B0 → J/ψK∗ 486 482.4 ±5.3 483.8 ±5.4 483.4 ±5.2 484.6 ±5.2

B0 → J/ψK0
s 486 485.7 ±3.9 485.2 ±3.9 485.7 ±3.9 485.2 ±3.9

4.3 GOODNESS-OF-FIT ESTIMATION AND PULL DISTRIBUTIONS

4.3.1 Toy Monte Carlo

We checked both kinds of fit (simultaneous and non-simultaneous) for biases in the

fitting procedure and for goodness-of-fit. Both types of check were performed using a Toy

Monte Carlo which generated mass and lifetime points according to the model used in the

fit. In each case, over 4000 Toy Monte Carlo experiments were performed. The parameters

governing the mass and lifetime distributions were taken to be the values extracted from

the data. Each experiment has the same statistics as the corresponding channel in data.

Each toy Monte Carlo candidate uses, as its σcτ , an estimated error taken from the data. In

method II, which also makes use of estimated mass errors, the σm is also taken from a real

data candidate.

A goodness-of-fit estimator (a “confidence level”) was obtained by comparing the likeli-

hood of the actual experiment (data) against the likelihood distribution of the Toy Monte

Carlo experiments. We determined the number of Toy Monte Carlo experiments with a

higher value of − ln(L) than that obtained for data. For Method 1, The central column

of figure 49 shows the spectrum of all experiments and of those with a larger − lnL. The
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Figure 48: Difference between cτ from methods 1 and 2 using the toy Monte Carlo.
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confidence levels that one obtains are: 18.6% for B+ → J/ψK+, 11.0% for B+ → J/ψK∗+ ,

24.6% for B0 → J/ψK∗ , and 20.2% for B0 → J/ψK0
s . For Method II, the plots are shown

in figure 50, and the corresponding confidence levels are: 3.4%, 35.2%, 25.6%, and 26.3%.

We also obtained the lifetime pull distributions for the ensemble of experiments for each

of the four channels. In this case, the quantities used are the proper decay length cτ data

used for generation of all Toy Monte Carlo experiments (for each channel), the value cτ fit

obtained by the fit, and the error on this quantity, σfit. As before, the distribution of

(cτ fit − cτ data)/σfit should be close to a unit Gaussian. The pulls are shown in the plots

on the left column of figures 49 and 50. Single Gaussian fits are overlaid on the semilog

plots. Fitted means and sigmas of the pull distributions are shown in Table 14. Note that

small downward shifts in pull distributions may occur in low-statistics samples, as discussed

in [60]. The origin of these shifts is the correlation in the estimates of lifetime and lifetime

error.

Also of interest is the behavior of − logL around the minimum. The plots in the right

column of figures 49 and 50 show that, for all channels, the shape around the minimum, as

expected, has no secondary minima or other anomalies.

4.3.2 Chi squared test

As another estimator of the goodness of fit, we used a χ2 test. Both the data and the

fit distribution are binned using unequal bin sizes chosen so that no bin has less than 20

expected events (with a minimum bin size of 10 microns). A χ2 is then calculated as

χ2 =
nbins∑

i=1

(di − pi)2

σ2
di

, (4.10)

where nbins is the number of bins, di is the number of data points in bin i and pi is the

expected number of events for that bin.

An estimation of the goodness of fit can then be obtained as the probability for χ2, with

nbins− 9 degrees of freedom (since nine parameters are used to describe the cτ distribution).

Figure 51 shows the comparison between expected number of events (solid line) and data

(points) for each bin. It depicts the results for the procedure we will use for our nominal
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Figure 49: Left: Lifetime pull distributions for 500 Toy Monte Carlo Experiments us-

ing Method I. Center: likelihood distributions (confidence levels: 18.6%, 11.0%, 24.6%,

20.2%). Right: Likelihood profiles. Rows (top to bottom): B+ → J/ψK+, B+ → J/ψK∗+ ,

B0 → J/ψK∗ , B0 → J/ψK0
s .
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Figure 50: Left: Lifetime pull distributions for 500 Toy Monte Carlo Experiments us-

ing Method II. Center: likelihood distributions (confidence levels: 3.4%, 35.2%, 25.6%,

26.3%); right: Likelihood profiles. Rows (top to bottom): B+ → J/ψK+, B+ → J/ψK∗+ ,

B0 → J/ψK∗ , B0 → J/ψK0
s .
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Table 14: Means and sigmas of the Toy Monte Carlo Pulls for the four channels.

Toy Monte Carlo lifetime pulls

B+ → J/ψK+

Parameter Meth1 Meth2

Mean -0.051 ± 0.014 -0.019 ± 0.014

Sigma 0.997 ± 0.007 0.999 ± 0.011

B+ → J/ψK∗+

Parameter Meth1 Meth2

Mean -0.142 ± 0.012 -0.141 ± 0.015

Sigma 1.001 ± 0.008 0.983 ± 0.011

B0 → J/ψK∗

Parameter Meth1 Meth2

Mean -0.041 ± 0.010 -0.030 ± 0.014

Sigma 0.975 ± 0.007 0.972 ± 0.010

B0 → J/ψK0
s

Parameter Meth1 Meth2

Mean -0.040 ± 0.010 -0.024 ± 0.015

Sigma 1.005 ± 0.007 1.000 ± 0.011
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results (simultaneous fit using the J/ψ vertex). The peculiar shape of these plots is a result

of the procedure used. In the region close to cτ=0, no change of binning is needed, due to

the prompt background. Once the expected number per bin falls below 20, the bin width

is increased (in increments of 10µm) until 20 or more events are expected. As a result of

changing the bin size, both the histogram and the expected number of candidates increase

their value per bin. As the value of cτ gets farther away from 0, both the number of data

candidates and the likelihood model expectation decrease, until the bin size has to be changed

again.

As shown in figure 51, the probabilities for the fits are 38.2%, 30.1%, 4.2% and 48.1%

for J/ψK+, J/ψK∗+ , J/ψK∗ and J/ψK0
s , respectively.

4.4 COMBINATION OF SINGLE-CHANNEL RESULTS

We have described four measurements of fully reconstructed B decays; two of them for B0

and two for B+. In each measurement the mass is obtained, plus a scale factor and the

lifetime of a neutral or charged B meson. In either case a number of other parameters are

determined, such as prompt fraction and the effective lifetime of a positive or negative tail.

To combine the results from the two decay channels available for each meson species, we

treat each channel’s results as a joint measurement of mass, lifetime and proper decay length

error scale factor; the two channels are regarded as separate, independent determinations of

the same triplet of numbers. We then apply the following procedure, which is essentially a

vector weighted average of the measurements.

Let us denote the Likelihood functions as:

L1 = L1(α11, α12, ...α1M) = L(~α1) (4.11)

L2 = L2(α21, α22, ...α2N) = L(~α2) (4.12)

where the ~αi is the vector of parameters of the ith maximum likelihood fit. We shall suppose

these parameters to have been adjusted so that − ln (Li) is at a minimum. In addition to

the array of values, ~αi, the fitting procedures return real symmetric covariance matrices Ci.

Let ~α1 have dimension M and ~α2 have dimension N.
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Figure 51: χ2 test for the nominal fits (method 2, J/ψ vertex).
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We make a vector out of all the distinct quantities that the two likelihood fits constrain

and call it ~β; it has dimension P , which is greater than min(M,N) and less than or equal

to M +N . We can order this vector however we like. The order in which the elements of ~α1

are mapped into ~β is encapsulated in a P ×M matrix called H1, whose elements are:

{H1}ij =
∂α1i

∂βj
(4.13)

Similarly, the matrix

{H2}ij =
∂α2i

∂βj
(4.14)

describes the way that element of ~α2 maps into ~β. The matrix elements of H1 and H2 are

either one or zero. For this analysis we define ~β = {τ,m, sl; fg1, fg2, fp1, fp2...}. The matrices

H1 and H2 in this case would be:

H1 =




1 0 0 0 0 0 0 ...

0 1 0 0 0 0 0 ...

0 0 1 0 0 0 0 ...

0 0 0 1 0 0 0 ...

0 0 0 0 0 1 0 ...

...




(4.15)

and

H2 =




1 0 0 0 0 0 0 ...

0 1 0 0 0 0 0 ...

0 0 1 0 0 0 0 ...

0 0 0 0 1 0 0 ...

0 0 0 0 0 0 1 ...

...




(4.16)

The first three rows/columns from both matrices form an identity matrix; when acting on ~α1

and ~α2, this puts the first three parameters from both measurements in the same positions

on ~β. From there on, the two matrices separate the remaining entries from ~α1 and ~α2 into

different entries in ~β.
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The combined measurement is computed as:

~β =
(
HT

1 ·C−1
1 ·H1 + HT

2 ·C−1
2 ·H2

)−1 ·
(
HT

1 ·C−1
1 · ~α1 + HT

2 ·C−1
2 · ~α2

)
(4.17)

The error on the combined measurement is:

C =
(
HT

1 ·C−1
1 ·H1 + HT

2 ·C−1
2 ·H2

)−1
(4.18)

The consistency of the two measurements can also be checked via:

χ2 =
(
HT

1 · ~α1 −HT
2 · ~α2

)T ·
(
HT

1 ·C−1
1 ·H1 + HT

2 ·C−1
2 ·H2

)
·
(
HT

1 · ~α1 −HT
2 · ~α2

)
(4.19)

This is equivalent to performing a combined likelihood fit whenever the likelihood functions

are parabolic in the parameters.

Applying this procedure to the values obtained from the method 1 fit using the J/ψ

vertex for all channels, and the corresponding error matrices, we obtain:

cτB+ = 499± 12µm

cτB0 = 446± 15µm

Figure 52 shows these results, together with the lifetimes for the individual channels.

The solid horizontal lines show the combined value and the dotted horizontal lines show the

error for each measurement. A detailed discussion of systematic errors coming from silicon

alignment, the choice of resolution function, and background model is presented in the next

section.
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Figure 52: Combination of cτ measurements for B+ and B0 decay modes. Errors are statis-

tical only.
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5.0 SYSTEMATIC ERRORS

In this chapter, we study the systematic uncertainties that arise from the procedure

used to extract and model our data. Since our measurements are based on information

obtained from silicon tracks, we need to quantify the effect, on our measured quantities,

of the uncertainty in the alignment of the silicon detector. We also evaluate the effect of

choosing a different, but equally reasonable, model for the cτ resolution. Finally, we assess

the uncertainty associated with the shape of the background distribution.

5.1 ALIGNMENT

Misalignments of the silicon systems can be either random displacements of individual detec-

tor components or collective motions of the detector as a whole. The type of displacement

that affects lifetime measurements most strongly is a radial dilation or contraction of the

system. Such an effect can be due to a bowing of silicon ladders, which is known to occur

in CDF. The size of the effect is conservatively estimated at 50 microns by the tracking

group [61].

One can derive a simple yet robust estimation of the effect of a 50 micron bowing on

lifetime measurement by noting that the fractional change to the position of the first silicon

layer, at 2.44 cm, is 0.2%; if such a distortion is present, it will shift the value of a measured

lifetime by the same fraction, which, for a particle with a cτ of 500µm, is 1µm. We expect

that the true alignment systematic error is about 1 µm.

In CDF, the information about the alignment of the silicon detector is stored in “align-

ment tables”. They are basically a set of constants that specify the position and orientation
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Table 15: Fitted values of cτ for various alignments when reconstructing B− → J/ψK−

decays in MonteCarlo using method 2 and the B vertex.

Deviation from nominal Fitted Lifetime (µm)

None 476 ± 14

Shift out 477 ± 14

Shift in 478 ± 14

Bow out 477 ± 14

Bow in 478 ± 14

of each component of the system. In order to measure the alignment systematic uncer-

tainty, we used five different alignment tables, specially prepared by the alignment group to

represent the following distortions (with respect to the table used for data analysis):

1. None (version used for reconstruction).

2. All ladders shifted radially +50 µm.

3. All ladders shifted radially -50 µm.

4. All ladders bowed outward 50 µm.

5. All ladders bowed inward 50 µm.

we computed the effect, on the fitted lifetimes in Monte Carlo and data, of using these

alignment tables.

The Monte Carlo sample was obtained from a CDF-wide available dataset produced with

the same beamline as that used for data and a dimuon trigger requirement of two muons

with pT > 1.4 GeV/c. The results are listed in table 15. The fitted value of 476 ± 14 is

consistent within statistics with the generated value of 493 µm. Changing the alignment

table to account for bowing produces a maximum deviation of 2 µm.

For data, we reconstructed each of the four channels using each of the five alignment

tables. In order to factor out the effect of selection differences, we considered, for the
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Table 16: Shifts on the fitted cτ values of all modes for different alignments of the silicon

detector. The first row shows the values obtained with the alignment used for the nominal

fit. All numbers are in microns.

Alignment J/ψK+ J/ψK∗+ J/ψK∗ J/ψK0
s

Nominal 494.5 490.5 454.2 420.2

Shift out 0.7 -1.1 -0.3 1.5

Shift in -1.4 -1.1 0.2 -1.8

Bow out 0.7 -0.6 -0.7 0.3

Bow in -1.1 -0.2 -0.7 -0.7

subsequent lifetime fits, only events that were selected by all alignment versions of the

reconstruction. Table 5.1 shows the effect, on each channel’s fitted lifetime, of the use of

each alignment table. All fits use the nominal procedure (method II, J/ψ vertex). The first

row shows the fitted cτ (in µm) obtained with the best alignment (the one used for our

nominal results). Rows 2 to 5 show the shifts (with respect to row one) of the fitted lifetime

when the same B candidates are used, while the relevant quantities were obtained with the

corresponding alignment table. All shifts are also expressed in µm.

The channels B+ → J/ψK+ and B0 → J/ψK0
s have the behavior expected from the

type of distortion introduced on each alignment table (alignments bowed or shifted out yield

higher lifetimes). However, the two remaining modes (J/ψK∗+ and J/ψK∗ ) do not. This

is due to the fact that the lifetime fit can assimilate the changes in reconstructed quantities

into different components of the fitting model. In particular, the lifetime of the long lived

component of the background, λ++, (and the corresponding fraction) can vary, effectively

modifying the number of candidates assigned to signal and background. In the case of

J/ψK+, λ++ varies by 8µm (1.9%) among all alignment versions, while for J/ψK∗ its

value varies by up to 28µm (6.1%).
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This may be interpreted as saying that part of the variation we observe in this test

overlaps with the one coming from the background model. The observed variation would

then be an upper bound for this error. This upper bound is already small compared to other

sources, so we assign 2µm as the systematic uncertainty coming from alignment.

5.2 RESOLUTION FUNCTION

As described in section 4.1, our nominal fit uses a single Gaussian resolution function for

decay lengths, and allows for an overall misestimation of errors via an error scale factor for

the width. As shown in section 4.3, this choice provides an adequate description of our data,

and comes out with a lifetime error scale factor of about 1.2 in all modes.

On the other hand, it may well be that the resolution function for our vertices is inherited

from that of the inclusive J/ψ ’s. In this section, we study the resolution function of inclusive

J/ψ ’s and use it to evaluate the systematic uncertainty induced by our ignorance of the

details of the true resolution function in J/ψ vertices from our B decays.

5.2.1 Resolution function for J/ψ vertices

As described in section 4.1.2, our measurement is based on information obtained using the

J/ψ vertices. This has the advantage of having shared systematics across modes, hence

reducing their impact on the ratio. A second advantage of using the J/ψ vertices for the

measurement is that the mere size of the inclusive J/ψ sample allows us to carry out a

detailed study of its Lxy resolution function.

In order to characterize the inclusive J/ψ resolution function, we used a J/ψ sample of

approximately 1.2 million signal events, reconstructed with the same procedure used for the

J/ψ candidates formed during the reconstruction of B mesons. Figure 53 shows the mass

distribution of J/ψ candidates used (histogram), together with a fit (double Gaussian over

a linear background, solid line) and the norm (number of candidates), mean and sigma for

both Gaussian components.
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Figure 53: Invariant mass distribution of the sample used for studying the resolution function

of the J/ψ vertex. The fit shown is a double Gaussian over a linear background.

A first evaluation of the resolution function for the J/ψ vertices was performed using

the estimated Lxy errors returned by the (two-track) vertex fit. Given the size of the sample,

a full-fledged maximum likelihood fit cannot be applied. Instead, we use the following

procedure, depicted in figure 54:

1. The sideband-subtracted distribution of the estimated Lxy errors (as returned by the

two-track vertex fit) is used to weight corresponding Gaussian components (for now,

single Gaussian components). As suggested in figure 54, the width of the Gaussian is

determined by the value of the Lxy error, while its weight in the overall sum is given by

the bin content for that error value in the Lxy error histogram.

2. The resulting sum is convolved with a model for the signal (a delta function plus an

exponential positive tail). Only the signal is modeled because we expect the sideband

subtraction to do a good job eliminating the background, especially given the S/N ratio

of our J/ψ sample.

3. The resulting function is then fit to the sideband-subtracted Lxy distribution of the

inclusive J/ψ sample. The following parameters are determined by the fit:
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• The characteristic length of the exponential tail

• The fraction of events on the tail, and

• An overall scale factor

The distribution of residuals (determined as the difference between the model so obtained

and the sideband-subtracted Lxy distribution) is shown in figure 55. The distribution shows

a clear structure. Two features can be emphasized at this point:

1. The size of the effect is of O(1%) (compare figure 55 with figure 54, with peak values

close to 200,000), and

2. The structure is statistically significant,

Of particular importance for lifetime measurements are the long lived tails of the distri-

bution of residuals (tails that reach up to 500µm). The residuals close to Lxy=0, on the other

hand, may have an effect on the lifetime scale factors, but are not expected to significantly

bias the cτ measurements.

The distribution of residuals was used to guide the selection of extra components to

be added to the resolution function in order to better model the data. In particular, the

structure shown in figure 55 can be interpreted as indicating the presence of a bimodal

distribution of errors, as will be shown next.

The distribution of Lxy errors is indeed bimodal, as can be seen in figure 56. The left plot

in this figure shows the distribution of J/ψ vertices along the z axis of the detector. The

two valleys on this plot correspond to regions in which the presence of more material reduces

the efficiency of J/ψ reconstruction and increases the Lxy estimated error. The right plot in

figure 56 is a color-coded two dimensional histogram; the horizontal axis is the z coordinate

of the J/ψ vertex (in cm) and the vertical axis is the error on Lxy. Each bin’s content is

shown using the color of the bin. Notice the higher errors in the regions about |z| = 15.

In order to observe the effect of this on the distribution of residuals, we performed a simple

experiment. The left plot on figure 57 shows the mean value of the Lxy error distribution

as a function of the z position of the J/ψ . It shows that there are two modes for the error

distribution: one approximately at 80µm, and one at about 54µm. The plot on the right

shows a partition used to make a rough estimation of the fraction that corresponds to each
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Figure 54: Evaluation of the resolution function for Lxy(J/ψ ). The sideband-subtracted

distribution of Lxy errors weights Gaussian components of a function that is convolved with a

model for the J/ψ signal (a delta function plus a single exponential). The resulting function,

with floating parameters, is used to fit the sideband-subtracted Lxy distribution.
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Figure 55: Residuals of the model.
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Figure 56: z distribution from inclusive J/ψ ’s (left) and σ(Lxy) vs z of the J/ψ (right)

error (85% to 54µm and 15% to ∼ 80µm). Using these estimations, the main features of the

distribution of residuals can be reproduced with a simple model: fitting a single Gaussian

to the sum of two distributions with the widths and fractions corresponding to the two error

components. Figure 58 shows the residuals for this toy model. Notice the similarity with

figure 55.

In order to account for this, we add a second Gaussian component to the resolution

function, and allow the fit to determine separately the mean value and the scale factor of

each component. Figure 60 shows the effect of this on the distribution of residuals. Note

especially the effect on the long-lived tails. Figure 59 shows the comparison between data

and model for the two resolution function models (right: one-component resolution function;

left: two-components).

The resulting resolution function has two components: one enters with a relative weight

of 92%, a scale factor of 1.08 and an offset of 6µm; the second component has a weight of

8%, a scale factor of 3.56 and an offset of 362µm. This can be interpreted as saying that

some fraction of the time (8%) the errors are strongly underestimated.

122



-50 0 50
0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

-1

Lx
y 

er
ro

r [
cm

]

z[cm]

x10

C
an

di
da

te
s/

1.
25

 c
m

z[cm]
-50 0 50

0

10

20

30

40

50

60

3x10

Figure 57: Lxy error distribution as a function of the z position of the J/ψ (left), and partition

in z regions used for the estimation of the relative weight of each error component for the

toy model.
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Figure 58: Distribution of residuals obtained using a toy model.
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Figure 59: Right: Data (histogram) and fitted model (line) for a single-Gaussian resolution

function; Left: double-Gaussian resolution function.
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Figure 60: Distribution of residuals before and after the introduction of a second Gaussian

component in the resolution function.
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Table 17: Effect of using the resolution function obtained from the inclusive J/ψ sample on:

the four channels, each of the two species, and the lifetime ratio.

Quantity Shift

τ(J/ψK+) -2.5 µm

τ(J/ψK∗+) -3.4 µm

τ(J/ψK∗0) -2.2 µm

τ(J/ψK0
s ) -4.8 µm

τ(B+) -2.6 µm

τ(B0) -2.9 µm

τ+/τ0 0.0014

5.2.2 Evaluation of the resolution function systematic uncertainty

We use the obtained model to evaluate the systematic uncertainty due to the use of different

resolution function models on the lifetime measurements. Table 17 shows, for each channel,

the shifts induced in the fitted cτ by the use of the J/ψ resolution function in our nominal

fit.

We shall take, as a systematic error on the lifetime on each mode and on the the combina-

tion of modes for each channel, the maximum observed variation, 5µm; and as a systematic

error on the lifetime ratio, 0.0014. The latter is practically a negligible error on the ratio,

and shows the benefit of using the J/ψ vertex in all modes.

5.3 BACKGROUND MODEL

We estimate this systematic uncertainty by adding an extra background component to our

nominal fitting model. As this extra component, we used: (a) a flat distribution, and (b)

Gaussian distributions with fixed widths varying from 100µm to 2mm.
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Table 18: Uncertainties assigned to the background model. Obtained as the maximum vari-

ation among fitting models including different background components.

Mode Max ∆cτ (µm)

J/ψK+ 1

J/ψK∗+ 17

J/ψK∗0 7

J/ψK0
s 9

Since the behavior of the background is different for each mode, we assign a different

systematic error for each channel, obtained as the maximum difference among the values

obtained for all background models. Table 18 shows the error assigned to each mode.

The effect of the background model uncertainty on each meson’s lifetime is obtained by

varying each channel’s lifetime by the corresponding error shown in table 18, and combin-

ing the measurement (as described in section 4.4) with the other mode available for the

same meson (for example, altering the lifetime of J/ψK0
s by 9µm and combining it with

an unaltered J/ψK∗ to obtain the B0 lifetime). Error matrices are not altered for this

evaluation.

The effect of this variation is shown in table 19. The systematic uncertainty from this

source on the ratio is obtained from the total uncertainties shown for each mode, with a

result of 0.014.

5.4 SUMMARY

Table 20 summarizes the final systematic uncertainties. On the individual channels, our

largest systematic uncertainty is the background model, which mainly affects the channels

with lower statistics (J/ψK∗+ and J/ψK0
s ). However, when combining the measurements,

the lower statistical weight of these modes limits the effect of their higher errors, making the
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Table 19: Effect of the background model on each meson species’ combined lifetime

Mode Shift induced (µm)

∆cτ(B+) ∆cτ(B0)

J/ψK+ 0.9 -

J/ψK∗+ 1.4 -

J/ψK∗0 4.7

J/ψK0
s - 3.0

Total 1.7 5.6

background model systematic comparable to the one coming from the resolution function.

As for the ratio, the effect of resolution function is strongly reduced by the fact that it affects

all channels in a similar way, nearly canceling in the ratio, and leaving the background model

as the main uncertainty in this case.
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Table 20: Summary of systematic uncertainties on measured cτ .

J/ψK+ J/ψK∗+ J/ψK∗ J/ψK0
s B+ B0 τ+/τ0

Alignment 2µm 2µm 0

Resolution function 5µm 5µm 0.0014

Background model 1µm 17µm 7µm 9µm 2µm 6µm 0.014

Total 5µm 18µm 9µm 10µm 6µm 8µm 0.014
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6.0 CONCLUSION

We have measured the lifetimes of four exclusive decays of B+ and B0 mesons (two each)

to a J/ψ and a Kaon. The results are shown below and in figure 61. The central values and

statistical uncertainties are taken from the values for simultaneous mass-lifetime fits using

the J/ψ vertex listed in table 12, and the systematic uncertainties are taken from table 20.

cτ(B+ → J/ψK+) = 499± 13(stat)± 5(syst)µm

cτ(B+ → J/ψK∗+ ) = 500± 42(stat)± 18(syst)µm

cτ(B0 → J/ψK∗ ) = 460± 18(stat)± 9(syst)µm

cτ(B0 → J/ψK0
s ) = 420± 25(stat)± 10(syst)µm

We combine these four measurements into two lifetime measurements, for B+ and B0,

according the the procedure described in Section 4.4. The systematic errors are combined in

the following way. The error coming from the resolution function is propagated by noting the

change in combined lifetime produced by a simultaneous variation of the resolution function

for both channels. This error is then added in quadrature with the systematic errors from

alignment and from the background models in both channels, assumed to be independent.

The results are:

cτB+ = 499± 12(stat)± 6(syst)µm

τB+ = 1.66± 0.04(stat)± 0.02(syst)ps

cτB0 = 446± 15(stat)± 8(syst)µm

τB0 = 1.49± 0.05(stat)± 0.03(syst)ps .
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Figure 61: Measured cτ for B+ and B0 decay modes. Errors are statistical only. The dashed

lines indicate the uncertainty on the world averages.

Finally, we calculate the ratio of lifetimes. The systematic error due to the resolution

function is obtained as the change in the lifetime ratio produced by a simultaneous variation

of the resolution function for all four channels. The systematic error from alignment is

considered to cancel in the ratio. The systematic errors from the background model in each

channel are added in quadrature with each other. The final systematic error on the lifetime

ratio comes from adding in quadrature the systematic errors from the resolution function

and from the background model. This procedure yields

τB+/τB0 = 1.119± 0.046(stat)± 0.014(syst),

which differs from the world average of 1.083± 0.017 by less than 1σ.

Figure 62 shows a comparison between this measurement of the lifetime ratio and the

PDG value; also shown are the theoretical predictions obtained in the framework of the HQE

at leading order (LO) and next to leading order (NLO), which have the following values [15]:

LO: 1.041 ±0.040 ±0.013 ,

NLO: 1.053 ±0.016 ±0.017 .

All of them are compatible with each other. Both experimental values are higher than the

theoretical predictions, but the difference is small compared to the errors involved. Overall,

our measurement is in agreement with the HQE.
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Figure 62: Comparison among this measurement of cτ(B+)/cτ(B0), its current PDG value

and predictions from the HQE

By the end of Run II, with approximately ten times as much data available than what is

used in this measurement, the statistical error can be expected to be, roughly, a third of the

error obtained in this measurement. On the other hand, since the error on the theoretical

prediction is inherited, in part, from experimental measurements, it is reasonable to expect

that it will also decrease, hence allowing a stronger test of the validity of the HQE.
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APPENDIX

K0
S AS A TRACK

The reconstruction of exclusive states including a long lived particle (K0
s in our case, for

both B+ → J/ψK∗+ and B0 → J/ψK0
s ) needs special attention.

As mentioned in section 3.4, silicon hits are dropped from each track of the K0
s candidate

when they are below the radius of intersection of the COT parents of both tracks. This

reduces the average number of silicon hits on the K0
s daughters, potentially amplifying the

effect of any remaining misalignment between COT and SVX.

This is especially relevant for these states because their reconstruction can in principle

make use of a pointing constraint in the B vertex fit. This constraint can significantly

reduce the combinatorial background, loosing only a small fraction of the signal candidates;

however, it can also bias the measurement if the COT K0
s do not point correctly back to

the corresponding J/ψ vertex.

In order to validate the possible use of a pointing constraint in the reconstruction of these

states, we reconstructed inclusiveK0
s →π+π− and looked at their behavior “as tracks”, mean-

ing that we looked at the quantities that may affect their use in constraining a multitrack

vertex fit. When adding a displaced vertex with a mean radius on the order of 10 cm to

a J/ψ vertex located inside the beampipe (and within 3mm of the beamline), the tracks

forming the displaced vertex act on the fit in a way that can be regarded as the addition of

a single extra track (or “pseudotrack”). To evaluate the quality of this “pseudotrack”, we

studied its missed distance d0 with respect to the primary vertex; for K0
s candidates, d0 is
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defined just as it was for tracks in equation (2.4), as

d0 ≡ ẑ · (→r ×
→
PT )∣∣∣∣

→
PT

∣∣∣∣
,

where
→
PT and r now correspond to the K0

s and not to a single track. d0 and its error are

calculated from the fitted vertex position and momentum (and their uncertainties); from the

former quantities, we obtain the d0 significance (i.e., d0 divided by its error).

We used a sample of events reconstructed with the same version of basic reconstruc-

tion than the one used for our exclusive B decays. The sample was divided into bins of

Lxy(K
0
s ) and φ(K0

s ). In each bin, background subtracted distributions were obtained for

the d0 significance of the K0
s pseudotrack, and they were fit to a Gaussian plus a symmetric

exponential (with the same mean as the Gaussian, which is allowed to float in the fit). To

clean the K0
s signal, cuts were applied on the two track vertex probability (0.1%), and on

the d0 significance of both pion tracks (greater than 3).

For the sideband subtraction, the mass distribution (for each bin of Lxy(K
0
s ) or φ(K0

s ))

was fit using a single Gaussian over a (second order) polynomial background. Signal and

sideband regions were defined in each bin using the corresponding fitted mean µ and width

σ; the signal region is defined as |m − µ| < 3σ, and the sidebands are defined as all events

with |m− µ| > 4σ, but inside the mass window (0.45 GeV to 0.55 GeV).

Figure 63 shows the mass distributions and the corresponding fits for the bins of Lxy(K
0
s ).

The first twelve correspond to 1 cm bins, covering from 0 to 12 cm; the last eight cover 5cm

each, going from 12 to 52 cm. This figure (and the next) are included to allow the reader

get a feeling of the signal and sideband regions used, as well as the S/N ratio of the K0
s

candidates used.

Figure 64 shows the mass distributions in bins defined by the azimuthal angle of the K0
s

momentum. The upper left bin starts at φ = −π, and the lower right corner corresponds to

φ = π.

Figure 65 shows the raw d0 error as a function of Lxy(K
0
s ). As expected, the estimated

error is larger in the region between COT and SVX (L00 and ISL were not used for this

study, since they are not used in the B lifetime analysis).
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Figure 63: K0
s mass distributions in bins of Lxy(K

0
s ). The first twelve bins correspond to Lxy

between 0 and 12 cm (1 cm each). The remaining eight correspond to 5 cm bins, covering

from 12 to 52 cm.
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Figure 64: K0
s mass distributions in bins of φ(K0

s ). Upper left: −π; lower right: π
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Figure 65: d0 estimated error for inclusive K0
s .

In figure 69, the sideband subtracted distributions of the K0
s d0 significance are shown

in blue. Sideband distributions are shown in light brown. The horizontal axis goes from -10

to 10 (dimensionless, since it is a pull) in all plots. They all have the same vertical scale.

The increase in the number of events between bins 12 (last in third row) to 13 (first in fourth

row) is due to the change in bin size (1 cm vs 5 cm) mentioned above.

Figure 66 summarizes the behavior of the width and mean of the d0 significance as a

function of Lxy(K
0
s ). Each point corresponds to the fit value of the width(mean) of one bin

in figure 69. The width varies from 0.8, in the region between SVX and COT, to 1.0, when

the K0
s has decayed inside SVX. These values are not too far from 1.0 so, although they can

in principle affect the measurement via a cut on χ2, their effect on the pointing need not be

large. The mean values, however, vary from -0.05 to 0.20, which is a significant variation and

can affect the reconstructed quantities if a pointing constraint is imposed. Most of it occurs

within SVX. Few B candidates are reconstructed with Lxy(K
0
s )>30cm, so the variation may

be limited to up to 15% of the d0 error (from -0.05 to 0.10).

Also important is the behavior of the K0
s pseudotrack’s d0 significance as a function of

φ (the direction of flight of the K0
s ). Figure 70 shows the sideband subtracted distributions

(in blue), sidebands (light brown) and fits (solid lines) in bins of φ. The fit values for widths
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Figure 66: Mean and width of the pulls of d0(K0
s ) (dimensionless) vs. Lxy(K

0
s ) (in cm).

and means are plotted in figure 67 for all bins in φ. The width stays constant (at about 0.9)

for all values of φ, but the mean shows a clear departure from 0. There are big shifts at

about -2 and 1.5 radians, which correspond to opposite sides of the detector, and they are

all shifted up (by about 0.03).

The effect is more pronounced for K0
s decaying out of SVX. Figure 68 shows the behavior

of the mean values for K0
s with Lxy>12cm. They have a larger shifts at -2 and 1.5 radians,

and the overall shift is also larger, resulting in a total range of close to 40% of the statistical

error for the shift in d0(K0
s ).

From this, we concluded that the K0
s pseudotrack should not be used to constrain the

multitrack vertex fit in the reconstruction of B mesons. This is the reason we do not impose

pointing constraints on the B vertex fits. The procedure described in section 3.4.3 is used

to work around this problem.
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Figure 67: Mean and width of the pulls of d0(K0
s ) (dimensionless) vs φ(K0

s ) (in radians).
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Figure 68: Mean of the K0
s d0 significance vs. φ for Lxy>12 cm
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Figure 69: K0
s d0 significance (linear scale) in bins of Lxy(K

0
s ) (log scale). d0 significance

is shown from -10 to 10 (dimensionless). All plots have the same vertical scale (logarithmic,

from 0.25 to 3000).
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Figure 70: K0
s d0 significance (linear scale) in bins of φ(K0

s ) (log scale). d0 significance is
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