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Abstract of the Dissertation

Plasma Density Transition Trapping of

Electrons in Plasma Wake Field Accelerators

by

Matthew Colin Thompson

Doctor of Philosophy in Physics

University of California, Los Angeles, 2004

Professor James B. Rosenzweig, Chair

Plasma based electron beam sources, which are now under development, will

produce beams with much higher particle densities than are currently available.

Plasma sources can create beams with brightness (the measure of achievable

beam density) orders of magnitude greater than radio frequency photoinjectors,

the current state-of-the-art. Plasma density transition trapping is one example

of the many plasma electron beam source schemes under development. Plasma

density transition trapping is a recently proposed self-injection mechanism for

plasma wake field accelerators. The technique uses a sharp downward plasma

density transition to trap and accelerate background plasma electrons in a plasma

wake field.

This dissertation examines the different regimes in which plasma density tran-

sition trapping can operate and the quality of the electron beams captured in

terms of emittance, energy spread, and brightness. This is accomplished using

two-dimensional Particle-In-Cell (PIC) simulations which show that the captured

beam parameters can be optimized by manipulating the overall plasma density,

as well as the density profile. A general set of scaling laws is developed that

xix



predicts how the brightness of transition trapping beams, or the beams produced

by any plasma system, scales with the plasma density. These scaling laws predict

that beam brightness increases linearly with the plasma density of the source.

The design and execution of the first plasma density transition trapping ex-

periment is also documented in this dissertation. Plasma with density on the

order of 1013 cm−3 was used in the experiment. Plasma density transitions steep

enough to produce trapping at this density were created and measured. Interac-

tion between the plasma transition and a driving electron beam pulse did not,

however, produce trapped electrons. Detailed measurements of the drive beam

parameters revealed that it did not meet the trapping experiment design crite-

ria. Simulations using the measured plasma and beam parameters predict zero

captured charge in agreement with observations.

xx



CHAPTER 1

Introduction

Accelerating charged particles to very high energies is both an interesting phys-

ical problem in its own right and an exceedingly valuable tool in other areas

of technology and scientific inquiry. The need to create high energy particles

is increasingly coupled with the need to produce concentrated beams of these

particles and the correspondingly high densities of energy such intense beams

represent. The push towards ever greater beam energy and intensity is straining

the physical limits of conventional radio frequency (RF) accelerator technology.

Accelerators based on the excitation of large amplitude oscillations in plasmas

have been proposed as a means of exceeding the limits of RF technology in the

case of electron acceleration. High energy electron accelerators, regardless of the

mechanisms they employ, consist of two distinct components working in concert:

a relatively low energy source of electrons, and a main accelerator that adds the

bulk of the beam’s energy. While these two devices can be considered separately

to some degree, there is significant coupling between them that must be taken

into consideration in order to produce the highest quality electron beam. This

dissertation investigates, theoretically, computationally, and experimentally, a

new type of plasma based electron beam source mechanism called plasma density

transition trapping.

This chapter begins with an examination of the limits of RF technology and

the compelling reasons to overcome them. It then examines the many ways that

1



strong plasma oscillations can be excited with either lasers or intense electron

beams. Particular attention is paid to the electron beam driven plasma wake field

accelerator (PWFA) because that technique forms the basis of density transition

trapping.

The review of RF and plasma based accelerators is followed by a discussion

of conventional electron beam sources and their characteristics. The ways in

which conventional sources are matched to RF accelerators to produce the highest

quality electron beams is also examined. This matching theme is then amplified

in a section detailing the challenges of injecting electron beams, especially those

from conventional sources, into plasma accelerators. Finally, various types of

plasma electron beam sources are discussed and the merits of plasma density

transition trapping are presented.

1.1 The Need for Advanced Accelerators

While the technological development of RF accelerating structures has success-

fully increased accelerating gradients steadily for decades, further advances are

becoming more difficult. RF accelerating structures use the conductive walls of

an evacuated metallic cavity to create a set of boundary conditions for the prop-

agation of electromagnetic radiation. These boundary conditions are designed so

that electromagnetic radiation, typically microwaves, filling the cavity will have

a electric field component pointing in the direction of propagation. This allows

properly synchronized charged particles to co-propagate with the wave over a

significant distance and gain energy from it. The larger the electric field of the

radiation, the faster the particles can be accelerated. The rate at which particles

are accelerated is generally referred to as the accelerating gradient, the energy

gained by the particle per unit length.

2



Increasing accelerating gradients is very desirable since it makes higher beam

energies practical. Technical and economic constraints limit the physical size of

real accelerators so increasing the accelerating gradient is often the best option

for moving to higher energy. High gradients also benefit beam quality, as is

discussed later in this chapter. Unfortunately, there is a limit to the magnitude

of the electric field, and hence the accelerating gradient, that can be sustained in

a RF cavity. As the fields are increased in a RF cavity they become so strong at

the metal surfaces that they cause the formation of arcs or sparks in a process

referred to as breakdown. When a breakdown occurs it effectively short circuits

the cavity, ruining the accelerating fields, and depositing a large amount of the

cavity’s stored energy in a small area of the metal surface. Breakdown must be

avoided in operational accelerators since it disturbs accelerating fields and can

result in irreversible damage to the structures.

The physics of breakdown are not fully understood. It is clear that breakdown

is a complex process that involves field emission of electrons from the metal

surface, liberation of absorbed surface gases, and the formation of plasma sheaths

[1]. It is also clear that the maximum field which can be sustained in an RF cavity

without breakdown increases with the frequency the cavity is operated at. Again,

the origin of the frequency dependence is not entirely clear, but researchers have

established empirical relations for this dependence starting with Kilpatrick in

1957 [2]. Understandably, the empirical relation has changed with advances in

cavity fabrication and for modern cavities is given by

Es = 220(f [GHz])1/3 MV/m (1.1)

where f is the RF frequency and Es is the maximum sustainable surface electric

field, which is about 2.5 times greater than the maximum accelerating field [1, 3].

The implication of Eq. 1.1 is that the accelerating gradient of RF cavities can
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be increased indefinitely if the operating frequency is increased correspondingly.

This would be the case if the technical difficulties of cavity fabrication could be

ignored. As RF frequency goes up, the size of the cavities needed to utilize it

goes down. The state-of-the-art cavities under development for the Next Linear

Collider (NLC) operate at 11.4 GHz, and have internal apertures of only 4 mm

[4]. The fabrication of thousand of metal cavities, each only a few cm in size, with

complex surfaces and very high tolerances is a serious challenge with conventional

machining techniques. Going to even higher frequencies and gradients will require

new fabrication techniques. Since the generation of high power radiation also

becomes extremely difficult as the THz range of frequencies is approached, it is

likely that large improvements in accelerating gradient will require a departure

from conventional RF accelerator technology.

A vast array of acceleration schemes have been proposed as replacements for

RF structures. These include everything from the creation of micro-structures

that would use laser radiation in the place of RF, to the inverse of every coher-

ent radiative process: inverse-Cherenkov, inverse-synchrotron, inverse-transition

radiation, etc.. The most thoroughly studied alternative to RF structure based

accelerators are the schemes based on the use of plasmas.

1.2 Plasma Based Accelerators

While the magnitude of the electric fields that are sustainable in a metallic cavity

are ultimately limited by electrical breakdown at the cavity walls, plasmas avoid

this problem since they are broken down into free electrons and protons already.

The field sustainable in a plasma is ultimately limited only by its density. In order

to understand this limitation, let us examine the basic theoretical problem of a

one dimensional electric wave in a plasma. Assume that the plasma is infinite,
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its ions are fixed, there is no thermal motion, the excited wave is strictly one

dimensional, and that there are no magnetic fields. In this limit the plasma can

be treated as a fluid and described by the equation of continuity,

∂ne

∂t
+ �∇ · (ne�ve) = 0, (1.2)

the equation of motion,

mene

[
∂�ve

∂t
+ (�ve · �∇)�ve

]
= −ene

�E, (1.3)

where the convective derivative has been used for the acceleration, and Poisson’s

equation,

�∇ · �E = 4πe(ni − ne). (1.4)

In all of the equations ne and ni are the electron and ion density distributions,

�ve is the electron velocity distribution, �E is the electric field, me is the electron

mass, and e is the electron charge. Now linearize the above equations by setting

ne = n0 + n1, �ve = �v0 + �v1, �E = �E0 + �E1, (1.5)

where n0 is large and constant, �v0 = �E0 = 0 and n1, �v1, and �E1 are small and

variable. Making these substitutions and neglecting any term that is second order

or higher in the small quantities n1, �v1, and �E1, equations 1.2, 1.3, and 1.4 reduce

to
∂n1

∂t
+ �∇ · (n0v1) = 0; (1.6)

me
∂�v1

∂t
= −e �E1; (1.7)

�∇ · �E1 = −4πen1. (1.8)

In order to solve for the wave equation, we differentiate Eq. 1.6 with respect to

time to find
∂2n1

∂t2
+ n0

�∇ · ∂�v1

∂t
= 0 (1.9)
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and making substitutions from Eq. 1.7 and then Eq. 1.8 we find

∂2n1

∂t2
+

(
4πe2n0

me

)
n1 = 0. (1.10)

From this we deduce that the frequency of the oscillation of the plasma electrons,

typically referred to simply as the plasma frequency ωp, is given by

ω2
p =

4πe2

me

n0. (1.11)

The plasma frequency is one of the fundamental parameters that describes a

plasma. Numerically the plasma frequency is given approximately by

fp =
ωp

2π
= 8.98x103√n0 [Hz]. (1.12)

Since the plasmas considered for use in advanced accelerator applications typically

have a density greater than 1012 cm−3, the characteristic frequencies are in the

GHz range and higher.

In order to determine the maximum field that the plasma can sustain we will

add a driving term to the wave equation above,

∂2n1

∂t2
+ ω2

pn1 = −ω2
pnbeam, (1.13)

where the driving term is a delta function sheet beam nbeam = σbeamδ(z−vbeamt).

The solution to this equation is made much easier by switching to a frame moving

with the beam by making the substitutions

ζ = z − vbeamt ⇒ ∂

∂t
= −vbeam

∂

∂ζ
(1.14)

so that Eq. 1.13 becomes

∂2n1

∂ζ2
+ k2

pn1 = −k2
pnbeam (1.15)
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where kp = ωp/vbeam. The homogenous solution to Eq. 1.15 is n1 = nmax sin(kpζ),

which is valid for ζ �= 0. From Poisson’s equation we then have

∂E1

∂x
=

∂E1

∂ζ
= −4πen1 = −4πenmax sin(kpζ) ⇒ E1 =

4πe

kp

nmax cos(kpζ).

(1.16)

Now, in order to satisfy the assumptions made when the original set of equations

was linearized, it must be the case that nmax � n0 and therefore

|E1| � 4πen0

kp

=
mecωp

e
. (1.17)

However, the case in which |E1| = mecωp/e would theoretically correspond to the

maximum possible field of a 100% modulated linear plasma wave. This theoret-

ical maximum is referred to as the wave breaking limit. While not a rigorously

derived quantity, the wave breaking limit does give the approximate maximum

field achievable in a plasma of a given density and an indication of the point

where non-linear effects dominate the plasma system. Numerically, this works

out to be

Ewave breaking =
mecωp

e
∼= 96

√
n0[cm−3]

[
V

m

]
(1.18)

Fig. 1.1 shows a plot of Eq. 1.18 and the plasma skin depth k−1
p = c/ωp

over the range of plasma densities typically discussed for advanced accelerator

applications. k−1
p is an important quantity because it indicates the characteristic

physical dimensions of the plasma accelerating structure. The plasma wavelength

λp = 2π/kp can also be used as the characteristic length, but it can be misleading

measure since much less than half the total plasma wave is suitable for accel-

erating particles. Fig. 1.1 clearly illustrates the fundamental tradeoff between

accelerating gradient and accelerated volume that is common to all plasma based

accelerators. Plasma accelerators attain clear superiority over conventional ac-

celerators only when operated at gradients above 1 GV/m. Even at 1 GV/m the
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Figure 1.1: Plot of the plasma wave breaking field and skin depth over the den-
sities of interest for advanced accelerators.

size of the plasma wave’s accelerating region is well sub-millimeter which leads

to serious timing and beam handling problems. These issues will be discussed at

length in Section 1.4.

Plasma based accelerators fall into two categories: particle beam driven and

laser beam driven. Of these two, the laser driven class has the greatest variety

and will be discussed second. Beam driven designs, which are of higher relevance

to this dissertation, will be discussed first and in greater depth. A introduction

to this material for a general audience can be found in an article by Joshi and

Katsouleas [5], and Esarey et al. [6] can be looked to for a review of greater

technical and historical detail.
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1.2.1 The Plasma Wake Field Accelerator

In a plasma wake field accelerator (PWFA) the electric fields of a short, high

density electron beam are used to drive large amplitude plasma waves. To lowest

order a PWFA is describe by the linear calculations in the preceding section.

While real beams cannot be longitudinal delta functions, a beam shorter than

a plasma period 1/ωp will effectively fulfill this condition. The basic concept of

using an electron beam driven plasma wave to accelerate particles originated with

Fainberg in 1956 [7]. The scenario referred to as the PWFA today was proposed

by Chen et al. in 1985 [8]. This original paper proposed excitation of waves in the

linear regime by multiple electron bunches timed to resonantly excite the wave.

A PWFA operating in the linear regime has some fairly severe limitations.

One of these limitations is its transformer ratio Rt, which is defined as the ratio

between the maximum possible energy gained by the accelerated beam to the

energy of the drive beam. Note that the transformer ratio can be greater than

1 without violating energy conservation because the number of particles in the

accelerated beam is assumed to be small compared to those present in the driver.

Ruth et al. showed that Rt ≤ 2 for a symmetric drive beam, e.g. the delta

function like beam discussed above, exciting a PWFA in the linear regime [9].

This limit can be overcome if a asymmetric driving beam is used. Chen et al.

showed that for a wedged shape driving beam, a linear rise in density ending in

a step drop to zero, Rt = πLbeam/λp where Lbeam is the length of the wedge [10].

Electron beams of this shape are difficult to generate, but efforts are underway

[11].

Moving from the linear regime of small plasma density oscillations to the

non-linear regime of large density oscillations opens up new possibilities for

the PWFA. The non-linear regime provides larger accelerating fields and longer
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oscillation wavelengths than a linear excitation does at the same plasma den-

sity. Rosenzweig also showed that a non-linear one-dimensional PWFA can have

Rt ≈
√

2πLbeam/λp even with a symmetric beam [12].

The creation of a non-linear one-dimensional PWFA would require a driving

beam whose radial dimension is much larger than k−1
p . The creation of beams

that large which still have the charge density to excite a non-linear response is

impractical in regimes of interest. For realistic non-linear PWFA parameters

the transverse beam dimension is on the order of k−1
p and the system is highly

two dimensional. Since no analytic theory is available for the two dimensional

non-linear problem, it has been investigated numerically with simulation codes.

Rosenzweig et al. have shown that it is highly advantageous to operate a two

dimensional non-linear PWFA in the underdense, nb > n0, “blowout” regime [13].

In this regime the fields of the drive beam are so strong that they push all the

plasma electrons out to the sides leaving only ions behind the driver. The blown

out plasma electrons eventually return to the beam axis in a sharp spike of density

and the envelope of their motion forms a bubble filled with only uniform density

ions behind the driving beam, see Fig. 1.9 for an example. The accelerating and

transverse focusing fields inside this bubble are uniform over a significant volume

and form an accelerating structure reminiscent of RF based accelerators.

Many experiments have demonstrated plasma wake field acceleration in sev-

eral different regimes. The first measurements were made by Rosenzweig et al.

in 1988 [14]. This experiment was performed in the linear regime and measured

wake fields of about 1.6 MeV/m in 33 cm long plasma of density 2.3 x 1013 cm−3

using a 21 MeV driving bunch of 2.1 nC with σz = 2.4 mm and σr = 2.4 mm.

The wake fields in this experiment were probed with a second witness electron

beam that was large compared to the wake. This experiment was quickly followed
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by one in the non-linear regime employing much of the same apparatus. With

plasma parameters nearly identical to those above, 5.3 MeV/m wake fields were

observed using a driving beam of 4 nC with σz = 2.1 mm and σr = 1.4 mm [15].

A series of experiments at the KEK facility in Japan during the early 1990s used

a train of pulses to excite 30 MeV/m wake fields in plasmas of 2-8 x 1012 cm−3

[16]. The bunch train contained 6 pulses each with the parameters 10 nC, 500

MeV, σz = 3 mm and σr = 1 mm. In 1999 Barov et al. produced wake fields

in the blowout regime with gradients of 60 MeV/m [17]. This experiment was

conducted in a 1.3 x 1013 cm−3 plasma with a 18 nC beam that was 20-24 psec

FWHM in length with σr = 250µm. An ongoing series of recent experiments

at the Stanford Linear Accelerator Center (SLAC) have observed accelerating

gradients on the order of 150 MeV/m [18]. The nominal parameters for this

experiment are a 1.4 m long 2 x 1014 cm−3 plasma driven by a 30 GeV, 3.2 nC

electron beam with σz = 0.65 mm and σr = 50 − 100µm [19]. A positron driven

PWFA has even been demonstrated [20].

1.2.2 The Laser Wake Field Accelerator

Proposed by Tajima and Dawson in 1979 [21], the laser wake field accelerator

(LWFA) is conceptually very similar to the PWFA. In a LWFA, plasma electrons

are blown out to the sides by the nonlinear ponderomotive forces [22] created by

an intense laser pulse rather than the electric field produced by an intense electron

beam. Just as with the electron pulse in a PWFA, the driving laser pulse needs to

be about 1/ωp long to excite the plasma wave optimally. Accelerating gradients of

about 1.5 GV/m have been observed in a LWFA operated at a plasma density of

2x1016 cm−3 with a 3.5 TW peak power, 1.057 µm wavelength laser that produced

a maximum intensity of 4 x 1017 W/cm2 in a pulse 400 fs long at the full width
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at half maximum (FWHM) [23].

1.2.3 The Plasma Beat-Wave Accelerator

The plasma beat-wave accelerator (PBWA) was proposed by Tajima and Dawson

at the same time as the LWFA [21]. This accelerator operates by using two laser

pulses, both long compared to the plasma wavelength λp, with frequencies ω1 and

ω2 chosen so that ω1 − ω2 = ωp. The excitation of a plasma wave by beating

two laser beams had been suggested earlier in the context of plasma heating for

controlled nuclear fusion [24]. Once again the ponderomotive forces produced by

the laser push out the plasma electrons and produce an electric plasma wave. In

this case, however, the wave is driven resonantly rather than impulsively.

Plasma waves generated by the beat-wave mechanism were first observed in

1985 [25] using a C02 operating at two spectral lines, 9.56 and 10.95 µm, in a

plasma of about 1017 cm−3. The beat-waves were diagnosed through Thomson

scattering and found to have peak fields of up to 1 GV/m. This experiment was

followed by many others in several research groups. Recently, a photoinjector

produced electron beam has been injected into a beat-wave accelerator [26].

1.2.4 The Self-Modulated Laser Wake Field Accelerator

The self-modulated laser wake field accelerator (SMLWFA) is similar to the

PBWA in that it uses a laser pulse that is long compared to the plasma wave-

length λp. The SMLWFA uses a mono-chromatic laser pulse, however, which

becomes modulated into a beat-wave like structure through its interaction with

the plasma. The mechanism through which the modulation is produced is re-

ferred to as the Raman forward-scattering instability. While the SMLWFA has

been extensively studied and is one of easiest plasma accelerators to create from a
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technical standpoint, its use as an advanced accelerator concept is limited. Since

the accelerating fields in the SMLWFA grow from an instability, their phases

cannot be controlled. Without any type of phase control, the SMLWFA cannot

be used as a normal accelerator. In some cases, however, the fields in SMLWFAs

are high enough to capture and accelerate background plasma electrons. In this

mode the SMLWFA operates as a single stage electron source and accelerator.

Several experiments have produced high energy electrons this way [27].

1.3 Conventional Electron Beam Sources

Before we examine the relative merits of real electron beam sources, it is useful

to define the characteristics of an ideal electron beam source and the parameters

used to describe an electron beam’s quality. The most common parameter used

to quantify the transverse quality of an electron beam is the emittance, which

is typically denoted by ε. The emittance is defined as the area that the beam

occupies in trace space, the space of the parameters x and x′ = dx/dz. Three

simplified pictures of a beam’s trace space at different points in a beamline are

shown in Fig. 1.2. If the area of the ellipse is A, then the emittance is defined

as A ≡ πεx. There are many choices that can be made regarding where to define

the boundary of the trace space ellipse. For that reason, the root-mean-squared

(rms) emittance is typically used and is defined statistically as,

ε2
x,rms = 〈x2〉〈x′2〉 − 〈xx′〉2. (1.19)

In the equilibrium case where 〈xx′〉 = 0 this reduces to εx,rms =
√
〈x2〉〈x′2〉 =

σxσx′ which, when multiplied by π, is the area of the rms trace space ellipse.

The significance of the emittance lies in the fact that it remains constant as
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Figure 1.2: Area occupied by the electron beam in trace space at three different
locations along a beamline.

an electron beam is transported down a beamline under linear forces, as can be

shown from Liouville’s theorem. Although the envelope of the electron beam in

trace space can be manipulated, e.g. made small in the x dimension and large

in the x′ when the beam is focused down as in the center plot in Fig 1.2, its

overall area is fixed. It follows that beams of low emittance are desirable since

they can be focused to smaller spots with smaller angles than larger emittance

beams. Smaller beam spots over larger distances lead to higher energy densities,

more interactions in particle colliders, and performance enhancement in virtually

every demanding particle beam application.

It should be noted that the emittance is not invariant under the action of

non-linear forces on the beam. Liouville’s theorem states that the area in phase

space, the space of the variables x and px, corresponding to the motion of a system

of particles does not change during the motion. This remains true even under

non-linear forces. While the total area in phase space remains constant, however,

it can be stretched and filamented by non-linear forces to the point where the

beam effectively occupies a larger portion of phase space than its constant area
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would suggest. Under such conditions, the emittance as defined in Eq. 1.19 will

grow to reflect the effective area of beam in trace space, which is the relevant

parameter when one considers beam performance. Emittance growth due to non-

linear forces will be discussed at length in the following sections.

The emittance defined in Eq. 1.19 is referred to as the geometric emittance.

The normalized emittance is defined as

ε2
norm,x,rms = (βγ)2

[
〈x2〉〈x′2〉 − 〈xx′〉2

]
= (m0c)

−2
[
〈x2〉〈p2

x〉 − 〈xpx〉2
]

(1.20)

where β = v/c and γ = 1/
√

1 − β2. Normalized emittance is the preferred

quantity typically used because, unlike the geometric emittance, it is invariant

under longitudinal acceleration as well as linear transverse focusing forces. This

is clear from the fact that px = γm0vx is invariant under acceleration in the z

direction while x′ = vx/vz
∼= vx/c decreases since vx must decrease as the beam

γ increases during acceleration. Normalized emittance will be the quantity cited

whenever the term emittance is used throughout the rest of the text. A more in

depth discussion of emittance can be found in Refs.[28, 29].

A quantity directly related to emittance which is also often used is the beam

brightness [30]. Brightness combines the emittance and the average current I of

the beam into a single figure of merit which is defined as,

B =
I

εn,xεn,y

. (1.21)

Brightness is useful because it indicates the volume density of particles that

can be produced at the focus of a particle beam. Particle density is a critical

parameter in many high energy density applications including colliders, Compton

x-ray sources, and free electron lasers.

An electron beam’s emittance is, for the most part, a quantity whose minimum

is fixed at the time of its creation. Therefore, emittance is determined by the
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Figure 1.3: Idealized electron beam sources.

nature of the source used to create the electron beam. An ideal electron beam

source, at least in terms of transverse dynamics, would create beams with zero

emittance. Conceptually, this could be accomplished in either of the two ways

depicted in Fig. 1.3. In the first case the beam starts from a true point source so

that x = 0 for all particles. In the second case the beam originates from a finite

source but the electrons have absolutely no transverse momenta so that x′ = 0.

A source of ideal brightness could be made from either case if an arbitrarily

large amount of charge could be extracted from the source in an infinitesimal

time. While a real systems can never achieve either of these ideal behaviors,

electron beam sources try to emulated them as closely as possible while taking

into account other realistic effects that can lead to increased emittances.

1.3.1 Thermionic Direct Current Guns

Direct current thermionic guns are one of the oldest and by far the most ubiq-

uitous type of electron beam source. In various forms, they provide the electron

beams for particle accelerators, microwave sources such as kylstrons, television
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Figure 1.4: Schematic, in r and z, of a cylindrically symmetric Pierce style elec-
tron gun. This gun was designed by H. Suk, following the design of similar guns
used at the University of Maryland model electron storage ring [32], for an exper-
iment examining electron beam cleaning of photo-cathodes [33]. The dashed lines
are equipotentials of the electric field formed by the shaped anode and cathode
structures. The fields are designed to provide focusing of the electron beam (solid
lines) as it is emitted from the thermionic cathode.

cathode ray tubes (CRTs), and plasma sources.

Thermionic guns are very simple in principle. In general, all that is required

is a electron emitter held at potential difference with respect to a grid or hollow

conductor toward which the electrons will be accelerated and then pass through.

Typically, the cathode and anode are shaped to provide transverse electric field

components that will focus the beam and counteract its tendency to expand due

to the mutual repulsion of its electrons, which is usually referred to as the space

charge force acting on the beam. This class of electron guns are referred to as

Pierce-type guns [31], an example of which is illustrated in Fig. 1.4.

While it is possible to emit electrons directly from a cold metal surface through
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the mechanism of Fowler-Nordheim field emission [34], the fields required for the

emission of significant charge are very large. The possibility of constructing a

Fowler-Nordheim field emission source using the high fields produced in plasma

accelerator is discussed in Section 8.2.4. For most DC guns, however, thermionic

emitters are a much more practical option. Thermionic emitters work by raising

the temperature of a metal and hence its conduction electrons. Since the conduc-

tion electrons obey Fermi-Dirac statistics, raising the temperature increases the

population of electrons in the Maxwellian tail of the electron energy distribution

that can overcome the work function of the metal. The maximum current density

Jthermal that can be drawn from thermionic emitter is given by the Richardson-

Dushman equation [35, 36]:

Jthermal = AT 2e
− W

kbT , (1.22)

where T is the temperature in Kelvin, W is the cathode work function, kb is

Boltzmann’s constant, and A = 1.2x106 Amp−2K−2 is a derived constant.

Another more universal limit on the current density that can be produced by

DC guns comes from the space charge of the beam itself. As the beam emerges

from the cathode, its space charge, along with the beam’s space charge image in

the cathode, creates an electric field that opposes the accelerating electric field.

This process ultimately limits the current that can be extracted from a gun at a

given voltage. The relationship between the maximum current Imax and voltage

V is given by the Child-Langmuir law [37, 38]:

Imax = KV 3/2, (1.23)

where K is the perveance, a quantity that is measured or derived from the ge-

ometry of the gun. In practice, voltage can usually be increased to the point

where gun emission is limited by the Richardson-Dushman equation. The effects
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Table 1.1: Nominal operating parameters of a high-current-density gun con-
structed with a LaB6 cathode for a single-stage microwave FEL experiment at
the National Laboratory for High Energy Physics in Japan (KEK) [39]

Cathode Temperature 1900 K Beam Current 11 A

Cathode Diameter 12 mm Emittance 72 mm-mrad

Current Density 10 A/cm2 Brightness 2 x 109 A/(m-rad)2

Anode Voltage 40 kV Pulse Width 250 ns

Gradient at Injection < 2 MV/m Repetition Rate 20 Hz

of space charge on beam longitudinal dynamics are still significant, however, even

below the Child-Langmuir limit as will be shown later in this chapter.

A thermionic DC gun is clearly the opposite of the ideal zero temperature

cathode presented in Fig 1.3. From the equipartition theorem of thermodynamics

the rms velocity of the beam particles in the transverse direction is given by

σvx = σvy =

√
kbT

me

. (1.24)

If the electron emitter is circular of radius r and provides uniform emission then

σx = σy =
r

2
, (1.25)

and, assuming vz ≈ c, the intrinsic geometric emittance of a thermionic gun is

εrms, thermionic =
r

2c

√
kbT

me

. (1.26)

While the high temperature of a thermionic source is unavoidable, such sources

can be made to resemble the point source in Fig. 1.3 if r is made very small. This

is the technique used to produce high quality beams in electron microscopes, but

it is only suitable for low current applications.

Table 1.1 gives the parameters associated with an example of a modern

thermionic DC gun suitable for use in a high energy accelerator. As we shall
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Figure 1.5: Simplified diagram of an RF photoinjector

see in the next section, most of these parameters are inferior to those achievable

with photoinjectors. The one exception to this rule is the amount of charge the

thermionic gun can produce (55 µC per second in this case), which is orders

of magnitude greater than that produced by most photoinjectors. This gives

thermionc guns an enduring edge in some high average power applications.

1.3.2 Radio Frequency Photoinjectors

RF photoinjectors are the current state-of-the-art in the production of high qual-

ity electron beams. They achieve superiority over thermionic sources by using

different methods of both acceleration and electron emission. Accelerating fields

are provided by high power microwaves rather than pulsed DC high voltage. Elec-

tron emission is achieved through the photo-electric effect rather than thermionic

emission.
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The schematic of a typical copper photoinjector is shown in Fig. 1.5. The

half-cell geometry of the cell in which the photocathode is placed ensures that

the accelerating fields will be perpendicular to the cathode. The full cell provides

additional acceleration like any other RF structure. Photocathodes are typically

made from a durable material with a small work function like copper, magne-

sium, or cesium telluride [40]. A UV laser is shone on the photocathode from

a downstream mirror that is slightly off the beam axis. The laser pulse is short

compared the RF period and is timed to arrive at the optimum point in the

electric field oscillation for electron beam injection.

RF photoinjectors are subject to the limitations of breakdown as discussed in

Sec. 1.1, just like other RF accelerating cavities. The threshold of RF breakdown

is, however, much higher than the threshold of DC breakdown. For that reason

photoinjectors sustain injection gradients well over an order of magnitude higher

than thermionic guns, see Tables 1.2 and 1.1. The injection gradient is impor-

tant because the effects of beam space charge forces, which inevitably lead to

emittance growth, damps like 1/γ2 [29]. Therefore, the faster the electrons can

be accelerated to high energy, the smaller the space charge induced emittance

growth.

Somewhat surprisingly, the temperature of the electrons emitted from the

photocathode are comparable to that of those emitted from thermionic cathodes.

Although photocathodes are typically at room temperature, the photon energy

used needs to be larger than the work function to ensure good emission. The

temperature of electrons emerging from a photoinjector cathode has not been

measured or calculated with high precision but should be in the range of 0.2 to

1.3 eV [42]. For comparison 0.16 eV is the average energy of the electrons in

equilibrium with the 1900 K thermionic cathode. The advantage of photoemis-
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Table 1.2: Nominal operating parameters of the UCLA Neptune laboratory
S-band (2856 MHz) photoinjector [41].

Laser Spot on Cathode σr 1 mm

Average Current Density ∼ 3000 A/cm2

Gradient at Injection 60 MV/m

Beam Charge 600 pC

Emittance 5 mm-mrad

Brightness 4 x 1012 A/(m-rad)2

Pulse Width σt 3.6 ps

Repetition Rate 1 Hz

sion does not, therefore, lie in the temperature of the electrons, but rather their

quantity. A photocathode is not limited by the Richardson-Dushman equation

since as many electrons can be emitted as there are photons available. Practi-

cally, this results in photoinjectors producing current densities that are two orders

of magnitude larger than thermionic sources, see Tables 1.1 and 1.2. This is a

big step closer to the ideal point electron source of Fig. 1.3. The effective size

of the photoinjector source is equal to the laser spot (σr = 1 mm), which is 6

times smaller than the size of the example thermionic source described in Section

1.3.1. Thanks to the high current density, however, this smaller source produces

about 100 Amps, an order of magnitude more than the larger thermionic cath-

ode. The small spot size and strong accelerating fields lower emittance, while the

photo-emission produces more current. These simultaneous gains in emittance

and current push photoinjector brightness three orders of magnitude above the

thermionic source.
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As stated above, the UV laser pulse used to photo-emit the electron beam

is short, several ps, compared to period of the RF, 350 ps, see Table 1.2. It is

necessary to use only a small portion of the oscillating RF wave to ensure that the

electron beam is accelerated uniformly. This limitation on bunch length makes it

difficult for photoinjectors to compete with thermionic guns on the basis of total

delivered charge.

The time during the RF cycle when the laser pulse arrives at the cathode is

equally as important as the laser pulse’s length. This is referred to as the injection

time, which is often expressed in terms of the phase φ of the RF wave. Naively,

it seems like injection should take place at the peak of the wave, equivalent

to φ = 90◦ if we choose to describe the accelerating wave as a sine function.

The reality is, however, that the electrons take time to accelerate from rest to

relativistic velocity. Therefore, if we want the electrons to be accelerated out of

the photoinjector at the peak field (φ = 90◦) they must be injected before the peak

(φ < 90◦) to compensate for the slippage that occurs while they are accelerating.

Operationally, the optimum injection phase depends on many variables but is

generally in the neighborhood of φ = 45◦. Interestingly, the phase slippage that

occurs at injection has an impact on the length of the electron beam. Since the

RF fields are varying in time, the head of the electron beam will arrive earlier

and at a lower gradient than the tail φhead < φtail. Since it takes longer for the

head to reach relativistic velocity then the tail, the beam will compress slightly

in time, see Fig 1.6. The process is referred to a velocity focusing and its effect

can be describe by
∆φf

∆φi

= sin φinject (1.27)

where ∆φi and ∆φf are the initial and final extent of the beam in phase, re-

spectively, and φinject is the injection phase, see Section 2.1 and Ref. [43]. It is
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Figure 1.6: The mechanism through which beams are longitudinally focused in
photoinjectors by differential phase slippage.

assumed in the derivation of this equation that the final centroid phase of the

beam is 90◦ and that the only force acting on the beam is the accelerating wave.

For a typical injection phase of 45◦, Eq. 1.27 indicates that the electron beam

exiting the photoinjector will be 70% of its length at injection.

Eq. 1.27 has a serious flaw in that it neglects the effects of space charge.

Just as in the case of thermionic guns, the space charge of the beam exiting

the cathode, along with its image charge in the cathode, creates an electric field

that opposes the accelerating fields of the RF. While the currents involved are

below the Child-Langmuir limit, Eq. 1.23, the space charge forces at injection

are strong enough to cause the beam to expand longitudinally, counteracting the

velocity focusing. Detailed analytical and numerical models of these longitudinal

photoinjector dynamics have shown that the quantity ∆φf/∆φi can vary from 0.7

to 1.2 or more depending on launch phase, beam charge, laser spot size, gradient,

etc. [43]. While the details of longitudinal photoinjector dynamics lead to minor

variations in the beam current, and therefore brightness, it is possible to use a

much more aggressive form of velocity focusing called magnetic compression to

significantly boost the beam current after it has left the photoinjector.
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1.3.3 Magnetic Compression

Although the current density and emittance produced by photoinjectors is a

large improvement over thermionic sources, photoinjectors still fall short of the

demands of high performance applications such as short wavelength FELs. Mag-

netic compression allows the current of a beam to be increased substantially, at

the cost of some emittance growth, after it has left the photoinjector and been

accelerated to high energy. Typically, magnetic compression can reduce the rms

beam length by a factor of 4 [41, 44].

A magnetic compression system can be thought of simply as a longitudinally

focusing lens. In a transverse lens the transverse position of the beam particles is

correlated to the size of the transverse kick they receive so that the beam will focus

to a point downstream of the lens. Similarly, a longitudinal lens must produce

a correlation between the position along the length of a beam and momentum

so that the beam will shrink longitudinally as it propagates downstream. A

longitudinal “lens” is usually an RF cavity through which the beam travels off

crest of the sinusoidal accelerating wave so that tail of the beam is accelerated to

significantly higher energy than the head, as shown in the center frame of Fig. 1.7.

As the beam propagates, the tail will catch up with the head and the beam will

focus longitudinally. This type of longitudinal focusing is referred to as velocity

bunching [45]. For velocity bunching to be effective however, it must be done at

low energy (or on a very long beam line) so that the velocity difference between

head and tail is significant. Unfortunately, velocity bunching at low energy is not

advisable for high charge beams, due to space charge induced emittance growth,

and long beam lines are frequently impractical. Therefore, a series of magnetic

bends is used to create a difference in path length for the particles of different

momenta. In this way a beam with a momentum slope can be compressed even if
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Figure 1.7: The mechanism of magnetic compression. The longitudinal phase
space (top) and current profile (bottom) are shown for the beam out of the
gun (left), after the linac (center), and after the chicane (right). The beam is
propagating to the right in each case. δz is in units of cm and I is in arbitrary
units. The deleterious effects of space charge and other collective processes are
ignored.

the difference in velocity between the head and tail is minute. This combined use

of an RF cavity and magnetic bend system to compress a beam longitudinally is

what is referred to as magnetic compression.

Magnetic pulse compression has been studied thoroughly as a means of en-

hancing beam current and brightness [46]. Mathematically the process of mag-

netic compression can be described simply as a set of transformations on the

longitudinal phase space of the beam. The effect of the linac on the beam is

given by

δplinac = δp0 + αE(sin(φ + kδz) − sin φ); (1.28)

δzlinac = δz0. (1.29)

where δp0 and δz0 are the initial momenta and z offset of each particle relative to
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Figure 1.8: A typical set of chicane magnets.

the bunch center, δplinac and δzlinac are the final values of these quantities, αE

is the peak momentum gain of a particle travelling through the linac on crest, k

is the wave number of the accelerating RF, and φ is the RF phase of the center

of the beam. This is the set of transformations that takes the beam from frame

one to frame two in Fig. 1.7.

While there are different types of magnetic bend systems that will produce

compression [11], by far the most common configuration is the chicane. A chicane

is usually a set of four dipole magnets operated at the same field with the first

and last magnets operated with opposite polarity with respect to the middle two,

see Fig. 1.8. As the beam passes through the chicane it bends out to the side

and then back to its original trajectory. If the small gaps between magnets are

ignored, the geometry of the system ensures that the path length of the electron

trajectory through the chicane S is given by

S = 4Rθ = 4
[

p

eB

]
sin−1

[
lmag

eB

p

]
(1.30)

where R is the radius of curvature of the particle in the dipole field , θ is bend
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angle, and lmag is the length of the magnet as shown in Fig. 1.8. Substitutions

were made using the equation p = qBR where q is the particle charge and B is

the magnetic field. Differentiation of Eq. 1.31 with respect to momentum p leads

to the equation for variation of the path length with changes in momentum:

δS

S
=

[
1 − tan θ

θ

]
δp

p
≡ αc

δp

p
, (1.31)

where αc has been defined as the path length parameter. Given this we can define

a set of transformations for the chicane that are analogous to Eqs. 1.28 and 1.29

for the linac

δp = δp0; (1.32)

δz = δz0 + S0αc
δp0

p0

. (1.33)

When the signs of αc and δp0 are chosen correctly, this transformation produces

beam compression as shown in the third frame of Fig. 1.7. Note that the compres-

sion is limited by the non-linearity of the correlated momentum spread induced

on the beam by the linac. The curvature impressed on the beam by the sine

function in Eq. 1.28 manifests itself as the comma shaped phase space on the

right in Fig. 1.7.

Unfortunately, magnetic compression also has a negative effect on the traverse

phase space of the beam. At lower energies space charge forces cause emittance

growth during the compression process [47], while at higher energies coherent

synchrotron radiation (CSR) produces the same result [48]. Careful design can

mitigate these effects and significant brightness gains can be made despite the

emittance growth.
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Figure 1.9: Illustration of the difficulties of injecting an external beam into a
PWFA as opposed to a S-band RF Gun. At left is the length in picoseconds of
the λ/4 portion of the 2856 MHz RF wave that is suitable for electron injection.
At right is an example of a PWFA operated in the highly non-linear blowout
regime at 5x1013 cm−3 with a frequency of about 75 GHz. The particles shown
in the illustration are the plasma electrons. The length of the PWFA electron
beam injection window, analogous to that of the RF gun, is indicated.

1.4 Injection and Timing

Now that the conventional mechanisms of beam production and manipulation

have been discussed, it is interesting to see how these systems compare to the

demands of advanced accelerators. Foreshadowed throughout the preceding sec-

tions is the difficulty of coordinating an electron pulse with the plasma wave

meant to accelerate it. This is generally referred to as the problem of injection.

The nature of this problem is illustrated in Fig. 1.9. The length of time dur-

ing which an electron pulse can be successfully injected into a typical RF gun is

about an order of magnitude longer than the time available for the same purpose

in even a modest gradient plasma accelerator. An electron pulse of a few ps

length can be accelerated in the RF gun without much energy spread thanks to

the fairly slow variation of its the fields on the ps time scale. Likewise, if there
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is a timing instability of a few ps between the electron pulse, or equivalently the

cathode laser, and the RF, the resulting shot-to-shot energy jitter will be fairly

small. By comparison, the accelerating fields of our example plasma accelerator

in Fig. 1.9 vary significantly on the ps time scale. The injected electron bunch

must be sub-ps to retain a small energy spread and the timing instability between

the bunch and the plasma accelerator must be sub-ps as well or the energy jitter

will be enormous. As Fig. 1.1 indicates, this problem gets even worse for higher

gradient plasma accelerators. The technical difficultly of these beam length and

jitter requirements is the reason all the experiments to date that have injected

external electrons into accelerating plasma waves have used either continuous

electron beams or beam pulses that were long compared to the plasma wave

[14, 17, 23, 49]. Progress is ongoing, however, and some recent injection efforts

with PBWAs have succeed in injecting pulses that are roughly the same size as

the accelerating wave [26].

It is also important to remember that the plasma skin depth values shown

in Fig. 1.1 set the scale length for all the dimensions of the plasma accelerating

structure. This means that not only do injectable electron beams need to be sub-

ps in length, they need to be focused to spots on the order of several hundred

µm or less. Given the trade off between beam length and emittance inherent in

magnetic compression, this is a difficult thing to achieve with photoinjector tech-

nology. Another difficulty multiplier in the problem of injection is the fact that

for most high energy applications, an electron bunch will have to be accelerated

multiple times in successive plasma accelerators, just as conventional RF accel-

erators use multiple sets of cavities. The use of multiple accelerating structures

is referred to as staging.

Whether driven by lasers directly, or by electron beams that originate from
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Figure 1.10: Cathode drive laser jitter suppression using magnetic compression
of the electron beam.

lasers shining on photocathodes, all the plasma advanced accelerator schemes

rely on high power laser pulses. The current technology of high power pulsed

lasers cannot reliably provide sub-ps timing accuracy [50]. There are techniques,

however, that might allow successful plasma accelerator injection without the

need to reduce laser timing jitter to sub-ps levels. In systems where the electron

pulse to be injected is provided by a photoinjector, there are a set of schemes

based on the time stability of the RF that can be used to circumvent the laser

timing jitter [43].

The most obvious solution to the problem of the laser timing jitter is to add

some mechanism to the system that will suppress the jitter. Magnetic compres-

sion can provide such a jitter suppression mechanism. We can see from Fig.

1.7 that the effect of maximal magnetic compression, ignoring RF curvature and
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other higher order effects, is to map any particle which deviates from the cen-

troid phase of the bunch, δφinitial = kδz, back to the center phase, δφfinal = 0. In

exactly the same way, a bunch whose centroid is displaced in time due to jitter,

δφjitter = ωδt, is mapped back to the design phase, δφfinal = 0. In this mode

of compressor operation, initial timing/phase errors do not result in final phase

errors,
δφf

δφi

= 0. (1.34)

This effect can be used in a PWFA to help solve the problems of both injection

and staging, as shown in Fig. 1.10. Jitters introduced by the cathode drive laser

are suppressed by the chicane, and pulses become reliably locked to the same

phase of the RF. Once the pulse to pulse timing is stabilized, the pulses can be

separated in an RF kicker and transport path length differences can be used to

properly phase the accelerated bunch in multiple PWFA stages.

The exact opposite approach, that of preserving the jitter throughout the

system rather than suppressing it, can also be useful. This technique is under

consideration for PBWA injection [43] . The idea is use the beat wave laser itself

to imprint the beat wave pattern on the cathode drive laser. The beam produced

at the cathode will correspondingly be a train of micro-pulses phased perfectly

for injection into the plasma beat wave. The longitudinal effects of the gun can

be compensated for with appropriate setting of the magnetic compressor so that

the whole system behaves according to the equation

δφf

δφi

= 1. (1.35)

In this way the initial beat wave phase that was impressed on the beam is pre-

served and electron micro-pulses simply jitter with the beat wave. While this

effect insures successful injection into one beat wave structure it is difficult to
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stage. There are also a host of difficult technical issues regarding the imprinting

of the beat wave on the drive laser using nonlinear optics techniques.

1.5 Plasma Based Electron Beam Sources

The problems surrounding injection of photoinjector produced beams into plasma

accelerators, and the desire for ever higher brightness electron beam sources, have

lead to the consideration of plasma based electron beam sources. Plasma based

electron beam injectors follow the trends established in the move from thermionic

source to photoinjectors. With electron temperatures of upwards of 7 eV (equiv-

alent to 81,000 K), see Chapter 5, plasmas are even farther from the zero temper-

ature source of Fig. 1.3 than either of the other source types already described.

Plasma sources at high densities can, however, provide effective source sizes or-

ders of magnitude smaller than photoinjectors. As shown in Table 1.3, a high

density plasma source can also provide higher gradients, higher current densities,

and shorter pulses than a photoinjector. As with the step from thermionic source

to photoinjectors, this increased performance comes at the price of a reduction

in total beam charge. Perhaps the greatest advantage of plasma electron beam

sources, at least from the plasma accelerator point of view, is that they directly

provide short, low-emittance, beams suitable for injection into plasma accelera-

tors. Unfortunately, the switch to a plasma based electron beam source does not

intrinsically solve the timing problems with injection or staging.

As was the case with plasma based accelerators, there are a host of plasma

based beam source schemes. The great promise of plasma electron beam source

has inspired the creativity and determination of many researchers. Once again,

a brief account will be made of the major types of these source schemes that are

being studied. The greatest attention will be given to plasma density transition
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Table 1.3: Theoretical operating parameters of a high brightness plasma based
electron beam injector. These values are based on simulations of a 2 x 1017 cm−3

plasma density transition trapping source. See Section 4.2 and Table 4.1 for
further details.

Region Generating Beam σr 10 µm

Average Current Density ∼ 3 x 107 A/cm2

Gradient at Injection ∼ 10 GV/m

Beam Charge 12 pC

Emittance 0.6 mm-mrad

Brightness 5 x 1014 A/(m-rad)2

Pulse Width σt 28 fs

trapping, the focus of this dissertation.

1.5.1 Random Phase Injection Sources

If one is not concerned with beam quality, there are many ways to produce

energetic electrons from a plasma. Even the fundamental plasma process of Lan-

dau damping [51], whereby a relatively weak, slowly propagating plasma wave is

damped by trapping and accelerating background plasma electrons, will produce

a population of energetic electrons with some collective directionality. The prob-

lem with this situation is that the electrons are only weakly accelerated by the

wave and fill all of its accelerating phases. The accelerated particles produced by

this interaction have a huge spectrum of energies and form a beam only in the

loosest sense of the word.

In plasma accelerators, the plasma waves are strong, have short wavelengths,

and typically have phase and group velocities equal to c. Since the waves are

short and moving so quickly, background electrons do not typically have enough
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time to be accelerated to significant velocity before the decelerating portion of the

plasma wave overtakes them. If the wave’s fields are so strong that background

electrons can be accelerated to the wave velocity before they move out of the

accelerating phase, then they will co-propagate with the accelerating wave and

be accelerated to high energy. The energy gained by the accelerated background

electrons is lost by the plasma wave, which is thus damped. This self-damping

process is another way to conceptualize the wave breaking limit. A wave is said

to break, in the plasma accelerator context, when it begins to damp itself through

the acceleration of background particles. As with conventional Landau damping,

wave breaking is a means of producing energetic particles. These particles will

have high energy but will still fill a very large area of phase space since there is no

mechanism to restrict what phases of the accelerating wave particles are injected

into.

Beams of high energy electrons have been produced using uncontrolled wave

breaking. Santala et al. have produced 60 nC of electrons at energies above 10

MeV with a SMLWFA operating at 1019 cm−3 [27]. As is expected from injection

through uncontrolled wave breaking, the energy spectrum of the particles was

continuous and spanned 10 MeV - 120 MeV. Bulanov et al. have suggested a

scheme for the LWFA in which a region of gradually declining plasma density is

used to induce gentle wave breaking [52]. Once again the predicted energy spread

of the captured particles is very large.

While particle trapping and acceleration through wave breaking is convenient

in the sense that it occurs automatically once a large plasma wave is produced,

the large energy spread of the particles produced is unsuitable for most beam

applications. For that reason, research on plasma based electron beam sources

turned to finding a way to control the phase space of the particles injected into
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the accelerating waves. Many of these schemes use a laser pulse to stimulate the

trapping of a small group of particles in a high gradient, but below wave breaking,

plasma wave.

1.5.2 Laser Stimulated Injection Sources

In analogy to the operation of an RF photoinjector, an additional laser pulse can

be used to stimulate the injection of electrons into a small region of the accelerat-

ing wake of a LWFA. This method of stimulated injection eliminates the problems

associated with particle capture through wave breaking and allows LWFAs to trap

and accelerate high quality beams with low energy spread. Umstadter, et al. has

proposed a scheme that uses two orthogonal laser pulses that collide in a plasma

[53]. The first pulse excites the laser wake field and the transverse ponderomotive

forces of the second pulse give a population of the background electrons enough

energy to achieve resonance with the wake and be accelerated to high energy.

Simulations indicate that this technique can produce a beam of 21.2 MeV elec-

trons with only 6% energy spread in a plasma 250 µm long. Esarey et al. have

proposed a system that uses three collinear laser pulses. Again, one of these is

the LWFA driver pulse. The other two pulses are counterpropagating and collide

in the laser wake where they create a slow phase velocity beat wave that injects

electrons into the main laser wake. This method creates bunches of similar en-

ergy but even lower energy spread, 0.3%, than Umstadter’s. Unfortunately for

both these methods, the technical challenge of reliably timing sub-ps laser pulse

collisions is daunting.
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1.5.3 Plasma Density Transition Trapping

Plasma density transition trapping was recently proposed by Suk et al. [54] as

a new self-trapping system for the use in the blowout regime of PWFAs. In this

scheme the beam passes though a sharp drop in plasma density where the length

of the transition between the high density in region one (1) and the lower density

in region two (2) is smaller than the plasma skin depth k−1
p . As the drive beam’s

wake passes the sudden transition, there is a period of time in which it spans

both regions, see Fig 1.11. The portion of the wake in region 2 has lower fields

and a longer wavelength than the portion in region 1. This means that a certain

population of the plasma electrons at the boundary will suddenly find themselves

rephased into an accelerating portion of the region 2 wake, see Fig. 1.12. When

the parameters are correctly set, these rephased electrons are inserted far enough

into the accelerating region to be trapped and subsequently accelerated to high

energy. This technique replaces the gentle wave breaking induced by a gradual

density decline suggested by Bulanov et al. [52], with a single wave breaking

event stimulated by a sharp density drop. Furthermore, the electrons injected

into the region 2 wake come from the recombination point at the end of wake

oscillation which has a very short longitudinal extent. Consequently, the injected

electrons occupy a fairly small phase area of the accelerating wake and have a

reasonable energy spread after acceleration. The energy spread can be reduced

even further through manipulation of the plasma density after the transition, as

discussed in Chapter 3.

Perhaps the most important feature of plasma density transition trapping

is that it achieves injection of a limited phase space of electrons into a plasma

wake without external timing requirements. Unlike the optical injection methods

discussed in Section 1.5.2, which rely on the precise timing of multiple laser
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Figure 1.11: Configuration space diagram of the plasma density transition trap-
ping mechanism. When the drive beam passes through the transition from the
high density plasma in region 1 to the low density plasma in region 2, the length
and breadth of the plasma wake it excites grows instantaneously. This fast change
in the plasma oscillation’s wavelength results in the rephasing of plasma electron
into the accelerating portion of the region 2 wake.

pulses, transition trapping occurs automatically as a result of the drive beam’s

interaction with the static plasma environment. The elimination of the need

for sub-ps synchronization gives transition trapping a large advantage over the

optical schemes, provided that the production of suitable density transitions does

not prove overly difficult (see Chapter 5). It should also be noted that this

trapping mechanism can be driven by a LWFA as well.

Since its initial proposal, the merits of density transition trapping as a high

quality electron beam source have been studied in detail [55, 56]. The majority of

this work is recounted in Chapters 2 and 3. The results of these analyses indicate

that plasma density transition trapping has the potential to be a robust and

high brightness source of electrons. Its performance is similar to those of other
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Figure 1.12: Diagram of the plasma electron rephasing caused by the plasma
density transition. In a normal blowout regime plasma oscillation, the plasma
electrons return to the drive beam propagation axis at the end of one period
of the longitudinal wake field oscillation, as in the top diagram of this figure.
Since there are no accelerating electric fields at this point, the plasma electrons
cannot be accelerated. At the density transition, however, the wavelength of the
longitudinal wake field suddenly increases, but the longitudinal distance between
the drive beam and the plasma electrons returning to the axis does not. Conse-
quently, the sudden change in wavelength moves the plasma electrons from the
non-accelerating phase they had in the high density plasma wave, to an acceler-
ating phase in the low density plasma wave. This rephasing allows the plasma
electrons to be trapped and accelerated. Note that the longitudinal electric field
oscillations in the blowout regime are not actually sinusoidal, see Section 2.2, but
have been represented that way for clarity.
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injection schemes at the same plasma density, despite its simpler mechanism.

This is to be expected since most of the parameters relevant to high brightness

beam production are set by the plasma density.

1.6 Chapter Summary

The current state-of-the-art in electron beam generation and acceleration is based

on RF cavity technology. The gains that can be made in the critical parameters

of beam energy and brightness by improving RF technology is reaching the point

of diminishing returns. Order of magnitude increases in these parameters require

new physical systems for acceleration.

Large amplitude plasma oscillations, excited by lasers or electron beams, may

be a mechanism through which the limitations of RF technology can be overcome

for both accelerators and beam sources. Unfortunately, practical use of plasma

accelerators is frustrated by the small physical size of the plasma oscillations

and the sub-ps timing requirements those length scales imply. There are ways

to circumvent these timing problems by constructing plasma accelerator systems

in which electrons are automatically captured by the plasma wave out of the

background of plasma electrons.

The mechanism of plasma density transition trapping has been proposed as

a high brightness electron beam source based on the PWFA. Unlike other high

beam quality plasma injection schemes this technique requires no external tim-

ing. The detailed study of plasma density transition trapping, theoretically and

experimentally, is the subject of the remainder of this dissertation.
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CHAPTER 2

Theory of Particle Trapping and Acceleration

There is a great deal of commonality between the physics of injecting, or equiv-

alently trapping, and accelerating charge in a photoinjector and physics of the

same process in a plasma based beam source. The differences between the two

cases mainly arise from the size and shape of the accelerating fields, the typical

oscillation frequencies of those fields, and the presence in the plasma of a vast

quantity of free electrons. This chapter will begin with with an examination of

trapping in photoinjectors and then extend the results to plasma sources.

2.1 Trapping in RF Photoinjectors

The dynamics of particle trapping and acceleration in a photoinjector can be

analyzed using a Hamiltonian formalism. The longitudinal field of the forward

traveling RF wave in an accelerating structure can be written simply as

Ez = E0 sin(ωt − kzz) = −∂Az

∂t
, (2.1)

where,

Az =
E0

kzvφ

cos(kz(vφt − z)), (2.2)

and Ez is the electric field, E0 is the peak electric field of the wave, Az is the

z element of the electromagnetic vector potential, ω is the accelerating wave

frequency, t is time, kz is the accelerating wave’s wave number, z is the particle’s
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longitudinal position, and vφ is the phase velocity of the wave. The general one

dimensional Hamiltonian of a charged particle in an electromagnetic field is

H =

√(
�pc − q �A

)2
c2 + (m0c2)2 + qφe, (2.3)

where �pc is the particle canonical momentum, q is the charge, and φe is the

electrostatic scalar potential (see Appendix A). Substituting Eq. 2.2 into Eq.

2.3, taking φe = 0, and considering only the z dimension gives

H =

√√√√(
pz,c − q

E0

kzvφ

cos(kz(vφt − z))

)2

c2 + (m0c2)2. (2.4)

In order to use this Hamiltonian as a constant of the motion, we need to make a

canonical transformation that eliminates time as an explicit variable. Ultimately,

we would like to describe the position of the particle by the phase it occupies in

the forward wave. The logical choice for the new coordinate is

ζ = vφt − z, (2.5)

which is equivalent to a transformation of z into the frame of the forward trav-

eling wave. Taking this new coordinate and equating both the new mechanical

momentum to the old pζ = pz, and the new canonical momentum to the old

pζ,c = pz,c, we can write down the transformed Hamiltonian, H̃, so as to preserve

the proper equations of motion,

H̃(ζ, pζ,c) = H(ζ, pζ,c) − vφpζ,c (2.6)

H̃(ζ, pζ,c) =

√√√√(
pζ,c − q

E0

kzvφ

cos(kzζ)

)2

c2 + (m0c2)2 − vφpζ,c. (2.7)

Computing Hamilton’s equations from H̃ and making liberal use of substitutions

from Eqs. A.2 and A.3 we find

dζ

dt
=

∂H̃

∂pζ,c

=
pζ

γm0

− vφ = vz − vφ, (2.8)
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and
dpζ,c

dt
= −∂H̃

∂ζ
=

qE0vz

vφ

sin(ωt − kzz). (2.9)

Now we can simplify the transformed Hamiltonian using the following definitions

and approximations:

χ =

√
1 − βz

1 + βz

, βφ ≈ 1, φ = kzζ, (2.10)

where we make the assumption that the phase velocity of the accelerating wave is

equal to the speed of light. At this point it is also useful to define the important

parameter α, which is the ratio of the maximum normalized particle energy gain

per unit length to the wave number of the accelerating wave,

α =
qEmax

kzmec2
=

dγ
dz

∣∣∣
max

kz

, (2.11)

where kz = ω/vφ. Again using Eqs. A.2 and A.3 along with the above equations,

H̃ reduces to

H̃ = m0c
2 (χ − α cos φ) . (2.12)

Here φ is the phase of the forward wave that a particle occupies. Since this

Hamiltonian is a constant of the motion, it describes the evolution of χ with

changes in φ for different values of α. We can use this Hamiltonian to derive

functions like φf (φi) which maps each particle from its initial position to its final

position in the forward wave.

In a typical accelerating structure vz = c and φf = φi as the beam travels

through the structure. In a photoinjector, or a velocity bunching system, vz < c

and φf �= φi. Taking the specific case of a photoinjector, initially vz = 0 at

injection, and the final velocity at the exit of the photoinjector is vz ≈ c. The

electrons must reach relativistic velocity or they will not be able to co-propagate

with an accelerating phase of the wave and gain significant energy. In such a
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situation the initial and final Hamiltonians are

H̃initial = m0c
2(1 − α cos φi), (2.13)

and

H̃final = −m0c
2α cos φf . (2.14)

Since H̃initial = H̃final, we can immediately deduce that

φf = cos−1
(
cos φi − 1

α

)
. (2.15)

This equation gives the change in phase that a particle experiences as it is accel-

erated in the photoinjector. This equation can also be viewed another way:

α =
1

cos φi − cos φf

, (2.16)

which gives the value of α needed to accelerate a particle from rest to the speed

of light if it starts at φi and ends up at φf . Now it can be seen from Eq. 2.1 that

the wave is only accelerating between φ = 0 and φ = ±π (depending on the sign

of the charge). The other half of the wave is decelerating. Therefore, the minimal

trapping condition is that φi = 0 and φf < π. If the particle is not accelerated

to synchronous relativistic velocity before it moves through the first π radians

of the accelerating wave it never will be because the remainder of the wave will

decelerate it and this acceleration/deceleration cycle will repeat. This minimal

trapping condition implies that trapping and acceleration in system with vφ = c

requires α > 0.5. The acceleration of a beam of reasonable quality requires

φf 
 π/2 so one could say that the realistic trapping condition is more like

α > 1. Photoinjectors usually meet this criterion. For example, the photoinjector

described in Table 1.2 has α = 1.96.

As discussed in Section 1.3.2, another interesting quantity is the compression

in phase that a group of particles experiences as it is accelerated. We can find this
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expression by differentiating Eqs. 2.13 and 2.14 with respect to φi and solving

for dφf/dφi, which gives
dφf

dφi

=
∆φf

∆φi

=
sin φi

sin φf

. (2.17)

Since it is desirable to have φf = π/2 under optimal operating conditions this

reduces to
∆φf

∆φi

= sin φi. (2.18)

This is the basic equation describing velocity compression in a RF photoinjector.

In addition, terms can be added to the Hamiltonian to account for the effects

of space charge, the backward traveling wave in a standing wave structure, etc.

[43].

2.2 Plasma Accelerators and Plasma Trapping

The Hamiltonian formalism developed in the preceding section is sufficiently gen-

eral that it can be adapted to plasma accelerators and trapping almost imme-

diately. In fact, for the linear, non-relativistic plasma wave case discussed in

Section 1.2 the accelerating wave is sinusoidal and the Hamiltonian treatment is

identical to that for RF structures. If we use Eq. 1.12, which gives the plasma

frequency, and Eq. 1.18, which gives the plasma wave breaking field, to compute

α, we find that α = 1 for all plasmas oscillations of wave breaking amplitude

regardless of density. This is exactly what is expected since wave breaking means

that the wave is trapping plasma electrons from the background and strongly

accelerating them. This trapping also results in damping of the wave because the

wave loses the energy required to accelerate the electrons.

As was discussed in Section 1.2.1, non-linear, relativistic plasma waves are

preferred for modern plasma accelerator schemes. Hamiltonian analysis can help
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us understand trapping behavior in these wave too, at least in the one dimensional

limit. Using Eqs. 2.3 and 2.6 we can write a general form for H̃:

H̃ =
√

p2c2 + (m0c2)2 + qφe − vφpc = γm0c
2 + qφe − vφpc, (2.19)

which reduces to

H̃ = m0c
2χ + q [φe − cA, ] (2.20)

using the same types of substitutions used in Section 2.1. All that is needed now

are the potentials that describe the accelerating wave of interest.

The one-dimensional, relativistic fluid equation of motion for a plasma wave

was originally derived by Akhiezer and Polovin and is given by

d2

dτ 2

[
1 − βbβp

(1 − β2
p)

1/2

]
= β2

b

[
βp

βb − βp

+
nb

n0

]
, (2.21)

where τ = ωp(t − z/vb), βb = vb/c, vb is the driving electron beam velocity

which is equal to the wave phase velocity, βp = vp/c, vp is the plasma electron

velocity, nb is the electron beam density, and n0 is the unperturbed plasma density

[57, 58, 59]. When βb ≈ 1, which is the case of interest here, and we wish to

examine oscillations in the region behind the impulsive driving electron beam,

Eq. 2.21 reduces to
d2χp

dτ 2
=

1

2

[
1

χ2
p

− 1

]
, (2.22)

where χ is defined in Eqs. 2.10. This equation describes nonlinear, longitudinal,

electrostatic plasma oscillations. It will be shown that Eq. 2.22 is equivalent to

Poisson’s equation as well as the equation of motion. From Maxwell’s equations,

and the definition of χ, we can write

n =
n0

2

(
1 +

1

χ2
p

)
, (2.23)
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where n is the plasma fluid density, and n0 is the unperturbed density. Using

this in Poisson’s equation we find

∇2φ = 4πe(n − n0) = 4πe

(
n0

2

(
1

χ2
p

− 1

))
. (2.24)

Substituting using Eq. 2.22 and converting the Laplacian from cartesian coordi-

nates to τ , following the method of Eq. 1.14, gives

(
ω2

p

c2

)
d2φ

dτ 2
= 4πen0

d2χp

dτ 2
. (2.25)

Integrating, makeing the appropriate choice for the constant, and utilizing the

definition of the plasma frequency we have

qφ(χp) = −mec
2(1 − χp). (2.26)

This is the potential for the non-linear relativistic plasma wave. Substituting this

potential into the general Hamiltonian, Eq. 2.20, gives the Hamiltonian for an

electron interacting with this wave

H̃ = mec
2 [χ − (1 − χp)] . (2.27)

It is very important to remember that χ describes the dynamics of the electron

being accelerated, whatever its source, while χp describes the dynamics of the

plasma electrons producing the wave.

As in Section 2.1, this new H̃ is a constant of the motion. Once again H̃initial =

H̃final, which reduces to

χi − χf = χp,f − χp,i. (2.28)

Trapping still requires that the accelerated electron becomes relativistic. This

statement is equivalent to the condition χf = 0. Now, Eq. 2.22 has been solved

to give χp(τ) in terms of elliptical integrals [58], which can be used to determine

the equation for the electric field E(τ). For our purposes it suffices to note
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the behavior of the wave’s electric field for the extremes of χp: E = Emax for

χp = 1 and E = 0 for χp > 0, so that the possible values for χp are bounded by

0 < χp ≤ 1. If we enforce the trapping condition on Eq. 2.28 and consider the

consequences of the boundaries on χp we find

χi = χp,f − χp,i < 1, (2.29)

which means that electrons initially at rest (β = 0, χ = 1) cannot be trapped

and accelerated.

This limitation on trapping can be circumvented by the presence of a density

transition. There is a discontinuity in H̃ at the transition boundary which ef-

fectively boosts the electrons that cross it, which were initially at rest, into the

trapped regime. Suk et al. [54] created a Hamiltonian model of plasma density

transition trapping based on this type of analysis. The predictions of this ana-

lytic treatment were in reasonable agreement with one dimensional particle-in-cell

(PIC) code simulations considering the simplicity of the model.

The one dimensional analysis of Suk et al. has a serious shortcoming in that it

assumes the plasma fluid is discontinuous at the transition boundary. In this non-

physical picture, there is a high density plasma and a lower density plasma that

oscillate independently from each other. This fundamental flaw was corrected

in the work of England et al. [60], which treats the plasma as a continuous

fluid which has an initial density which depends on the position n0(z). This one

dimensional analytic analysis agreed fairly well with the results of one dimensional

PIC simulations up to the point where the assumptions inherit in the equations

broke down.

While the one dimensional analyses of Suk and England shed light on the

physical mechanism of plasma density transition trapping, they are both limited

models. Plasma density transition trapping operates in the highly two dimen-
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sional PWFA blowout regime and, as was discussed in Section 1.2.1, there is no

analytic theory available to describe this two dimensional non-linear problem.

It is therefore necessary to use numerical computer simulations to further un-

derstand the physics of plasma density transition trapping and make accurate

predictions about its behavior.
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CHAPTER 3

Numerical Simulations of Plasma Density

Transition Trapping Regimes

It is interesting to revisit the prosaic description of the mechanics of plasma

density transition trapping presented in Section 1.5.3 in light of the discussion

in Chapter 2. In the case presented in the original paper by Suk et al. [54]

the plasma after the transition has an oscillation frequency of 43 GHz and an

accelerating gradient of 470 MV/m which yields α = 1. The wave does not break

and start accelerating background electrons because operation in the blowout

regime insures that no background electrons are present at the accelerating phases

of the plasma wave. The function of the density transition is to place background

electrons at the accelerating phases of the wave. The electrons rephased by the

density transition are trapped and accelerated to high energy as one would expect

in a α = 1 system.

This chapter reviews the results of detailed numerical simulations of plasma

density transition trapping in two regimes: strong blowout and weak blowout.

The two regimes are represented by example cases. The first case is the one

originally presented in Suk et al., in which the plasma both before and after the

transition is strongly blown out. The second is a case originally designed for an

experiment at the UCLA Neptune Laboratory in which the underdense condition,

nb > n0, is barely satisfied on the high density side of the transition. The physics
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Table 3.1: Drive and Captured Beam Parameters in the Strong Blowout Case.
Figures for the captured beam are for the core of the captured beam, which is
about 20% of the captured particles, after 12 cm of acceleration.

Drive Beam Captured Beam Core

Beam Energy 50 MeV Beam Energy 56 MeV

Beam Charge 63 nC Beam Charge 5.9 nC

Beam Duration σt 3 ps Beam Duration σt 161 fs

Beam Radius σr 500 µm Beam Radius σr 112 µm

Peak Beam Density 1.2x1014cm−3 Normalized Emittance εx 155 mm-mrad

Total Energy Spread 13%

and merits of each case as a beam source are compared.

3.1 The Strong Blowout Scenario

The strong blowout scenario is illustrated in Fig. 3.1 and uses the drive beam

parameters presented in Table 3.1. The plasma density profile is a simple step

function with a constant density of nregion1 = 5x1013cm−3 in the high density

region and a constant density of nregion2 = 3.5x1013cm−3 in the low density region.

The high charge driver produces a very strong blowout.

A series of simulations were performed with the 2D Particle-In-Cell code

MAGIC [61] in which the high and low density plasma electron populations are

tracked separately. The results of these simulations show that the trapping pro-

cess begins in the high density region, as can be seen in Fig. 3.1. Electrons from

the low density region near the transition are blown out and pushed backward

into the high density plasma region. Once they enter the high density region,

the oscillation of the region 2 plasma electrons is sped up by the higher ion den-
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Figure 3.2: Trapped particle energy versus temporal position within the bunch
for the strong blowout case. This plot shows the state of the trapped bunch after
about 5 cm of acceleration. As in Fig. 3.1, particles origination on the high
density side of the transition are black, while those starting on the low density
side of the transition are grey. The region between the two vertical lines is the
portion of the beam referred to as the core in Table 3.1.

sity and these electrons return to the axis early to mix with electrons from the

high density region. As this mixed concentration of plasma electrons crosses the

boundary between the high and low density regions many of the electrons are

placed in an accelerating phase of the low density plasma wake and are subse-

quently trapped and accelerated. As is shown in Fig. 3.2, the population that is

ultimately accelerated to high energy is a mixture of plasma electrons from both

sides of the density transition. This finding is different from that of the initial

results of Suk et al. which indicated that all the trapped electrons come from

region 2, the low density side of the transition [54].

The properties of the beam captured in this scenario are listed in the second

column of Table 3.1. The captured beam is very short and has a small radius com-

pared to the beams produced by other sources such as the photoinjector described
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in Table 1.2. Both of these features originate from the small accelerating volume

of the accelerating plasma wave. The beam also has a high charge that results

from the very high concentration of electrons in the oscillation density spike that

are injected. Unfortunately, the captured beam has a significant energy spread

that results from the fast variation in the plasma wake field accelerating gradient

where the particles are captured. This problem of large energy spread can be

fixed through manipulations of the plasma density profile as discussed in Section

3.2. The beam also has a poor transverse emittance. The large emittance is the

result of several factors. As mentioned in Section 1.5, the plasma electrons have

a relatively high temperature. High initial electron temperature is an unavoid-

able consequence of using plasma electrons to create an electron beam. Since

the transition trapping system in this example is operated at the relatively low

density if about 1013 cm−3, the transverse size of the plasma oscillation producing

the beam is relatively large, which contributes to the poor emittance. As will

be discussed in Section 4.2, this problem can be solved by using higher plasma

densities. The final contribution to the large emittance comes from trapping

background plasma particles in the strong blowout regime. The large amplitudes

of transverse momenta imparted to the plasma electrons as the drive beam space

charge blows them out to the side remains with the particles as they are trapped

and accelerated to high energy. This effect can be mitigated by operating in the

regime of weaker blowout.

In addition to the undesirable emittance and energy spread properties of the

captured beam, this transition trapping scenario is also impractical from an ex-

perimental standpoint. The drive beam parameters listed in the first column of

Table 3.1 are not currently achievable. Lack of a drive beam for strong blowout

case was strong incentive to begin developing trapping experiments which could

be done with the more modest driver beams that are available. During these
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studies ways were also found to improve both the emittance and energy spread

of the captured beams.

3.2 The Weak Blowout Scenario

A great deal can be learned about the mechanism and dynamics of density tran-

sition trapping by comparing the strong blowout case, previously described, to a

case in which a weak blowout is used, as shown in Fig 3.3. Comparison of Figures

3.1 and 3.3 reveals the dramatic differences between the strong and weak blowout

cases. Perhaps most notable is great reduction in transverse plasma motion in

the weak blowout case, which leads to reduced emittances.

Our standard example of a weak blowout case is the proof-of-principle ex-

perimental case designed for the Neptune Advanced Accelerator Laboratory at

UCLA [62]. This case was developed and optimized for parameters achievable at

the Neptune Laboratory through extensive simulations with MAGIC. The driv-

ing beam parameters of the simulation are shown in Table 3.2. The driving beam

has a ramped longitudinal profile as shown in Figure 3.4. Ramped profiles of this

type maximize the transformer ratio of the wake field [10] and can be produced

using a negative R56 magnet compressor system. A negative R56 compressor sys-

tem is under development for the Neptune Laboratory [11]. While the ramped

beam profile improves performance, it is not critical to this trapping scenario.

The plasma density profile used in this case is illustrated in Figure 3.4. The

plasma density profile is tailored to maximize the amount of charge captured

while maintaining an acceptable amount of acceleration. The first centimeter of

the profile reflects a realistic finite rise time from zero to the maximum plasma

density. After 5 mm of maximum density the transition takes place and the den-
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Table 3.2: Drive and Captured Beam Parameters in the Weak Blowout Case.
Values are for the beam core, which is all particles within a radius of 1 mm.

Drive Beam Captured Beam Core

Beam Energy 14 MeV Beam Energy 1.2 MeV

Beam Charge 5.9 nC Beam Charge 120 pC

Beam Duration 6 ps Beam Duration σt 1 ps

Beam Radius σr 540 µm Beam Radius σr 380 µm

Normalized Emittance εx 15 mm-mrad Normalized Emittance εx 15 mm-mrad

Peak Beam Density 4x1013cm−3 Total Energy Spread 11%

sity is reduced to 18% of the maximum. This density drop is near the optimum

to maximize charge capture. Decreasing the density of region 2 increases the

wavelength of the accelerating plasma wave. Increasing the wavelength has the

effect of enlarging the volume of the capture region and enhancing the amount

of charge trapped. Lowering the plasma density also reduces the accelerating

gradient, however, which reduces the number of initially captured particles that

ultimately achieve resonance with the accelerating wave. These two effects com-

pete with the charge capture maximum occurring at about nregion2 = 0.18nregion1.

To quantify the degree of blowout in the weak blowout case, we note that the elec-

tron beam density is 2 times larger than the peak plasma density of 2x1013cm−3,

as can been seen from Table 3.2 and Figure 3.4.

The gradual decline in plasma density after the transition slowly increases

the plasma wavelength, and thus the extent of the accelerating phase of the

wake field region. The growth in plasma wavelength reduces the peak gradient

but rephases the captured charge forward of the peak field of the wake into a
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Figure 3.4: Drive Beam Current (left) and Plasma Density (right) Profiles.

region of slightly weaker, but more uniform, acceleration. This rephasing both

increases the amount of charge trapped and reduces the energy spread. The

rate of density decline can be increased to reduce energy spread even further.

Gradually declining post transition plasma densities have been shown to have

similar benefits in the strong blowout regime [55]. In cases where high total

energy is more important than low energy spread, a post transition density incline

can be used. This has the opposite effect of a density decline and rephases the

captured charge into a higher gradient portion of the wave. Rephasing using a

density incline results in trapped charge loss, however, and the incline cannot be

very steep or the trapped charge will be phased out of the wave entirely.

In this weak blowout regime, all the trapped electrons originate in region 1,

the high density region, as can be seen in Fig. 3.5. This fact is interesting as

it indicates that in this mode of density transition trapping operation the high

density region acts much more like a traditional cathode. The perturbation of the

high density region is relatively weak so that this region provides a semi-uniform

plane of plasma electrons that are accelerated in the wake of the much stronger
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Figure 3.5: Trapped particle energy versus temporal position within the bunch
for the weak blowout case. This plot shows the state of the trapped bunch at
the end of the acceleration. As in Fig. 3.3, particles origination on the high
density side of the transition are black. In this scenario only particles from the
high density region are trapped.

blowout in region 2.

The parameters of the core bunch of captured plasma electrons are given in

Table 3.2. As can be seen from comparison of Figures 3.5 and 3.6, the low energy

tail of the trapped beam corresponds to the particles at large radius. These

large radius particles also have significantly higher radial momentum than those

at small radius. It is therefore natural to exclude these outlying particles from

subsequent analysis since they are unlikely to be transported with the core of

the beam. Comparing Tables 3.1 and 3.2 reveals the gains made by using the

weak blowout scenario in terms of lowered emittance and relaxation of the driver

beam requirements. The comparision also highlights the reduction of trapped

charge and trapped beam energy that result from the lower accelerating fields in

the weak blowout case. The fairly modest improvement in energy spread results
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Figure 3.6: Trapped particle radial position versus temporal position within the
bunch for the weak blowout case.

from the density decline after the transition. A stepper decline would decrease

energy spread even further, but that would mean a reduction in total energy,

which is already fairly low in this case.
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CHAPTER 4

Scaling of the Transition Trapping System

Chapter 3 presented the performance expectations for plasma density transition

trapping in two different regimes with plasma densities in the 1013 cm−3 range.

The parameters of the beams produced under these conditions are not very im-

pressive when compared to conventional sources, compare Tables 3.1 and 3.2 with

Tables 1.1 and 1.2, especially in terms of emittance. For that reason a study was

undertaken of the changes in plasma density transition trapping performance

with scaling of the drive beam charge and plasma density. The behavior found

is consistent with the trends established in Sections 1.3 and 1.5 toward better

emittance with smaller source sizes. All the simulation results in this chapter are

based on the weak blowout case presented in Section 3.2. The trends deduced

from, and scaling rules supported by, these simulations also apply to the strong

blowout case.

4.1 Driver Charge Scaling

The first scaling examined is variation of the driver beam charge. The strong

and weak blowout cases represent two extremes of drive beam charge. In order

to find how the captured beam parameters change between these two extremes,

the effects of scaling up the drive beam charge without altering the rest of the

parameters were simulated. The results of these simulation are shown in Figure
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Figure 4.1: The effects of driver beam charge scaling on trapped beams. Note
that the lower right plot uses εr = 2 εx.
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4.1. Increasing the driver charge increases the strength of the blowout, forming a

larger amplitude, more non-linear plasma wave: it follows that all the accelerating

fields in the system are increased, as is the size of the accelerating wave. The

impact of drive beam scaling on the captured beam is clearly shown in Fig. 4.1,

where the beam core is defined in the same way as in Section 3.2. The amount

of charge captured, the length of the beam, and the emittance all grow as the

driver charge is increased. It is notable that while the other parameters grow

linearly with driver charge, the captured charge grows faster. As can be seen

from Fig. 4.1, the growth in trapped charge with increasing driver charge is

given approximately by Qtrap ∝ Q4
driver. This non-linearity can make scaling to

higher driver charge useful in some circumstances, but for the most part simple

scaling of the driver charge does not lead to higher quality trapped beams.

4.2 Wavelength Scaled Sources

We have seen the performance of density transition trapping at densities n0 ∼
1013cm−3 in the preceding sections, as well as how the performance changes with

driver charge scaling. From these studies it is clear that transition trapping at

n0 ∼ 1013cm−3 produces beams of low brightness when compared to the bench-

mark of the LCLS photoinjector [63], see Table 4.1. It is therefore interesting

to examine how the captured beam performance scales with plasma density or,

equivalently, the plasma wavelength. This type of wavelength scaling, and its im-

pact on predicting beam emittance and brightness behavior, has been previously

examined in the context of RF acceleration [64] in photoinjector sources, where

the beam displays palsma-type behavior.

In order to scale the transition trapping system to a higher plasma density,

63



nhigh, all the charge densities in the system must be increased by the ratio,

nhigh/n0, (4.1)

and all the lengths in the system are decreased by the ratio,

λp high

λp 0

=
k−1

p high

k−1
p 0

=
1/
√

nhigh

1/
√

n0

=

√
n0

nhigh

, (4.2)

where λp represents the typical wavelength of oscillations in the plasma and is

equal to the plasma skin depth λp = k−1
p = c/ωp. In scaling the system we also

require that the plasma oscillation be self-similar. This means that both the

relative density disturbance δn/n0 and the normalized peak field Ez/Ewavebreak =

eEz/meωpc remain constant (see Section 1.2 for a derivation of Ewavebreak). It

follows that the scaled phase space distributions of the captured electrons will

also be self-similar. This can be seen from noting that the above requirement can

be written,
eEz

meωpc
=

e

mec2
Ezλp = Constant, (4.3)

so that the captured particle momenta p is given by

p ∝ Ezλp = Constant. (4.4)

Consequently, the emittance ε, which is proportional to the product of momenta

and the beam size, scales according to

ε ∝ λpp ∝ λp. (4.5)

The emittance of the captured beam improves as the system is scaled to higher

density as a result of the reduction in the transverse beam size. The result is

a formal statement of the trend toward better emittance with smaller source

discussed throughout Sections 1.3 and 1.5.
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Table 4.1: Simulations of wavelength scaling using MAGIC 2D.

Peak Density 2 x 1013cm−3 2 x 1015cm−3 2 x 1017cm−3

σt,Driver 1.5 psec 150 fsec 15 fsec LCLS

QDriver 10 nC 1 nC 100 pC Photoinjector

σt,T rap 2.7 psec 270 fsec 28 fsec Specifications

QTrap 1.2 nC 120 pC 12 pC ————

IPeak,Trap 163 Amp 166 Amp 166 Amp 100 Amp

εx,norm,Trap 57 mm-mrad 5.9 mm-mrad 0.6 mm-mrad 0.6 mm-mrad

Bnorm,Trap 5 x 1010 5 x 1012 5 x 1014 2.8 x 1014

The amount of charge captured, Q, depends on both the available plasma

electron density, n0, and the volume of the accelerating portion of the wave,

which is proportional to λ3
p. This scaling can be written as

Q ∝ n0λ
3
p ∝ n0(

1√
n0

)2λp ∝ λp. (4.6)

While the captured charge goes down as the plasma wavelength is reduced, the

current I remains constant since the length of the beam also goes down with the

plasma wavelength,

I ∝ Q

λp/c
= Constant. (4.7)

Finally we can combine the scaling laws for emittance and current to deduce

the scaling of the beam brightness, B:

B ∝ I

ε2
∝ 1

λ2
p

∝ n0. (4.8)

Thus the brightness of electron beams produced using density transition trapping

increases linearly with the density of the plasma.
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These scaling laws were tested using the 2D PIC code MAGIC. The cases

examined are scaled versions of the weak blowout case describe in Section 3.2

with a slightly larger driver charge. The results are summarized in Table 4.1.

The simulation results follow the scaling laws precisely in the range studied. At

2 x 1017 cm−3 transition trapping can produce an extremely short beam with ex-

cellent emittance and a brightness that exceeds state of the art photo-injectors.

The drive beams needed at all densities must be of similar length and approxi-

mately one order of magnitude greater charge than the beams they capture. The

emittance of the driver, however, is irrelevant as long as the driving beam can be

focused sufficiently to match into the plasma. This means that plasma density

transition trapping might be used as an emittance transformer to produce short,

low emittance beam from short beams with high emittances that were produced

using extreme magnetic compression or other techniques that produce significant

emittance growth. The feasibility of this idea is still under study and may be

enhanced by our effort to find new scenarios that produce low emittance trapped

beams.

Little can be done to reduce the high temperature of plasma electrons, see

Section 1.5, and the contribution of this temperature to the trapped beam emit-

tance. As described previously, however, plasma density transition trapping pro-

duces beams with larger emittances than the thermal limit due to the sizeable

transverse momenta the plasma particles have at capture. Operating in the weak

blowout regime rather than the strong blowout regime reduces the induced trans-

verse momenta but does not eliminate it. Scaling to higher density improves the

emittance by reducing the beam size rather than reducing the transverse mo-

mentum. There are continuing efforts to explore alternative transition trapping

scenarios with the aim of reducing the transverse momentum of the beam fur-

ther. This may be accomplished by using drive beams that are wide and or

66



long compared to the plasma skin depth. The development of the technique of

foil trapping, which is discussed in the next section, might also lead to lower

transverse momenta.
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CHAPTER 5

Design of the Transition Trapping Experiment

The body of theoretical work presented in the previous chapters indicates that

plasma density transition trapping is an interesting physical process with the

potential to become an important advanced accelerator technology. The next

logical step in understanding the physics of plasma density transition trapping

is creating the effect experimentally. To that end, we had set out to build an

apparatus that would alow us to conduct an experiment with parameters similar

to those presented in Section 3.2. The goal of this experiment was simply to

prove that the principle of transition trapping works. We therefore endeavored

to create the most basic experiment that would achieve this aim.

This chapter gives an overview of the process of developing the plasma density

transition trapping experiment. This process is recounted in semi-narrative man-

ner and includes elements of the hardware construction, simulation work, and

planning for experimental shortcomings and contingencies. The chapter begins

with a statement of the experimental design goals. It then moves on to a techni-

cal description of the development of the plasma source as a stand alone device

in Section 5.2. Once the operational characteristics of the plasma source are

established, the successful development of a technique to create plasma density

transitions using this source is described in Section 5.3. This section also ex-

amines some of the flaws that density transitions produced using this technique

have, and how those flaws will impact trapping. Section 5.4 continues along these

68



lines and analyzes the effect that other real experimental factors will have on the

plasma electron trapping. Finally, Section 5.5 describes the experimental plan

that emerged from this design process and how it compares to original goals.

It should be noted that this chapter does not deal extensively with the pro-

duction of the electron drive beam for the experiment. This is because the drive

beam was provided by a pre-existing accelerator facility. A description of that fa-

cility, the work done to integrate this experiment into its beamline, and the beam

diagnostics used to conduct the experiment is given in Chapter 6. Experimental

results are given in Chapter 7.

5.1 Design Goals

The fundamental goal of the experimental design is to create a plasma density

transition that can interact with an electron beam from an existing accelerator

and, through this interaction, produce a significant quantity of captured charge.

From this simple statement it is clear that the overall design of the experiment

must follow from two choices: the driving beam parameters, and the plasma

transition production mechanism.

Since our goal was to produce the simplest possible experiment that would

exhibit trapping, we did not want the production of the driving beam to become

a research project in its own right. This lead us to plan the experiment around

beam parameters that are reasonably achievable at existing facilities (see Section

6.1).

The production of the plasma density transition is a problem that is both

novel and complex. Either a plasma must be created with the density transition

built in, or the plasma must first be produced and then altered to have a density
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transition. The first approach naturally lends itself to the technique of photo-

ionization, which is used to produce high density plasmas in many applications.

It might be possible to produce density transitions through photo-ionization using

a laser with an intensity profile that matches the desired plasma density profile

or using a uniform laser to ionize a dual density gas jet. Alternatively, plasmas

produced through electric discharges may be more appropriate for producing a

density transition by modifying a uniform plasma after it is created. It has been

shown that the diameter of a flowing plasma column can be controlled by using

solid metallic barriers [65, 66]. If one of these solid barriers is replaced with a

metal mesh or screen, the expected result would be a plasma column with high

and low density regions and a sharp transition between them. Although electric

discharge plasma sources produce lower plasma densities, and consequently lower

accelerating gradients, than laser based sources, performing the experiment at

low plasma density greatly reduces the technical difficulty of the experiment by

relaxing the drive beam requirements. This fact, coupled with our previous expe-

rience with PWFAs experiments based on discharge sources [14, 17, 66], lead us to

design a low density, discharge source based, plasma density transition trapping

experiment.

5.2 The Argon Pulse Discharge Plasma Source

The argon discharge plasma source discussed here was originally designed to

produce plasma for a plasma lens experiment. The device was redesigned and

rebuilt for the plasma density transition trapping experiment. The mechanism

of plasma production, however, remains very similar to earlier versions of the

apparatus [65, 66, 67].

The plasma source is, in essence, a very sophisticated version of the common
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Figure 5.1: Schematic of the plasma density transition experiment plasma source.

neon light. Plasma is produced via a direct current electrical discharge in a diffuse

argon gas. The discharge is created using a hot thermionic emission cathode,

similar to the ones discussed in Section 1.3.1, and a cold metal anode. The space

between the anode and cathode is filled with argon gas at pressure of about 1

mTorr. When a voltage is applied between the anode and cathode the electrons

emitted from the cathode collisionally heat the argon into a plasma. An excellent

tutorial on this class of plasma sources is given by Braithwaite [68].

5.2.1 General Source Design

The discharge cathode is a 7.5 cm diameter disc of Lanthium Hexaboride (LaB6)

which is heated to about 1300◦ C in order to give excellent thermionic emission.

A nearby hollow anode is then pulsed with 100 volts (2 ms pulse duration, 0.5 - 1
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Hz repetition rate) while the space between the anode and cathode is filled with

an argon gas at 1 mTorr. The resulting 200 amp discharge produces an argon

plasma with a temperature of about 7 eV. See Figures 5.1 and 5.2.

Once produced, the neutral plasma diffuses out through the hollow anode

into the area where it will interact with the electron beam. Solenoids provide a

weak magnetic field to help confine and guide this flow. The cylindrical plasma

column that arrives at the electron beam interaction point has an approximately

gaussian density profile with a peak density of about 3 x 1013 cm−3 and a width

of about 5 cm FWHM.

5.2.2 Plasma Cathode Heater Design

Creating a system to reliably and repeatedly heat the cathode to 1300◦ C was a

significant technical challenge. The experimental requirements for a wide plasma

column set the large disc cathode geometry. This geometry is difficult to heat

uniformly through direct resistive heating so black body radiation is used to heat

the cathode. The basic theory of heat transfer through black body radiation is

treated in Appendix B. Inductive heating was also a suitable option, but was

deemed undesirably complex.

The radiation for heating the cathode is provided by a large surface area

graphite heater positioned approximately 1 cm behind the back side of the LaB6

cathode. The heater attains a temperature of over 1500◦ C when heated resis-

tively with direct current at 235 amp, 16.6 volts. The vast majority of the 3.9

kW dissipated in this system leaves the heater as black body radiation. This ra-

diation is emitted in every direction but a series of molybdenum reflector plates

help keep it focused onto the back side of the cathode. The remainder of the heat

deposited in the heater is lost through thermal conduction through the heater’s
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electrical connectors.

Making a survivable electrical connection to the graphite heater turned out

to be one of the most technically challenging parts of the experiment. The elec-

trical connection must fulfill three requirements: high electrical conductivity, low

thermal conductivity, and tolerance to high temperatures. The design of the

connector is dominated by the heat flow equation,

dQinput

dt
=

dQradiation

dt
+

dQconduction

dt
, (5.1)

where the power dissipated by black body radiation is given by

dQradiation

dt
= εσST 4

h , (5.2)

and the power lost through conduction is given by

dQconduction

dt
=

kAc(Ttip − Tbath)

l
. (5.3)

Here ε is the heater surface emissivity, σ is the Stefan-Boltzmann constant, S is

the surface area of the heater, Th is the temperature of the heater in Kelvin, k

is the thermal conductivity, Ac is the cross sectional area of the conductor, Ttip

and Tbath are the temperatures of the tip of the conductor attached to the heater

and the cooling water, respectively, and l is the length of the conductor. A good

radiative heater design will have the characteristics,

dQradiation

dt
� dQconduction

dt
, (5.4)

and

Ttip ≈ Th < Tsolidus, (5.5)

where Tsolidus is the temperature where the connector material begins to plasticize

and the resulting loss of mechanical rigidity will destroy the electrical connection.
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The solidus point is generally slightly below the melting point. For example, the

melting point of copper is 1083◦ C while its solidus point is 1010◦ C.

Satisfying equations 5.4 and 5.5 simultaneously requires a very finely tuned

system. The final heater design, as shown in Fig 5.3, was arrived at after a series

of iterations guided by experience and analytic calculations using equations 5.1,

5.2, and 5.3. Computer simulations would have been a very useful tool in the

design process, but there was no code available to us that would simulate all

the necessary variables. It took several attempts to find a survivable material

to make the fastening bolt out of. Early on we naively tried steel and titanium

bolts which both melted. Bolts made of molybdenum (melting point 2617◦ C)

seemed to work at first, but it quickly became apparent that the combination of

high temperature and low pressure caused the molybdenum to sublimate. We

finally succeeded in finding a durable fastener by making the bolt out of tungsten

(melting point 3410◦ C). The tungsten, in addition to having a high melting

point, had a vapor pressure orders of magnitude lower than molybdenum, which

prevents the problem of sublimation.

We also had problems with the tip of electrical connector, which was orig-

inally copper, over heating. In a typical failure mode the copper would reach

its solidus point and deform, which lead to the electrical contact between the

bolt and graphite heater degrading. This contact degradation in turn led to a

runaway situation in which the degraded contact produced a higher heat load at

the contact point which further degraded the contact, etc. The end result of the

runaway was usually vaporization of a significant amount of the graphite heater

and meltdown of the end of the copper connector. This problem was fixed by

constructing the hybrid molybdenum / copper connector shown in Fig 5.3. The

lengths, diameters, and material of each section was determined through care-
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Figure 5.3: Schematic of the plasma source heater.

ful calculation to ensure that all the parts would remain below their respective

melting, solidus, and sublimation points.

The final design shown in Fig 5.3 was highly reliable. The design did have

one significant failing, however, in its reliance on tungsten bolts. While reliable

once installed, these bolts are difficult to manufacture, expensive, fragile, and

subject to becoming brittle during prolonged operation. In fact, once installed

and operated at high temperature, the bolts cannot be unscrewed without a high
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risk of the bolt head shattering.

5.2.3 Plasma Source Operation and Characterization

The plasma source was extensively tested over a large parameter space to de-

termine the conditions for stable production of the maximum plasma density.

The parameters relevant to this optimization are: argon gas pressure, magnetic

confinement field strength and balance, discharge voltage, ballast resistor size,

and cathode temperature. Plasma density was diagnosed using a single electro-

static Langmuir probe [69, 70]. This probe was typically mounted on a movable

actuator so that the profile of the plasma density column could be measured.

The plasma discharge is powered by a 48 mF capacitor bank. This bank is

charged to 200 V and then connected to the plasma anode using a high current

switch (a large Darlington transistor). When the connection is made, the hot

LaB6 cathode starts emitting electrons, which ionize the 1.4 mTorr argon gas,

and 200 A flows from the capacitor bank through the 0.22 Ω ballast resistor to

the plasma. The ballast resistor stabilizes the discharge formation [71]. The

peak power of 40 kW is maintained for 2 ms for a total pulse energy of 80

Joules. Under these conditions the cathode emits about 4.5 Amp/cm2, which is

a great deal larger than the expected vacuum emission at 1300◦ C which is about

0.1 Amp/cm2 [72]. The difference is explained by the presence of the plasma

which enhances the emission since its ions bombard the cathode surface causing

additional heating and secondary electron emission. Since these effects dominate,

the discharge current is relatively insensitive to cathode temperature. Once the

cathode is above a certain threshold temperature it will emit enough electrons to

initiate the discharge and relatively little is gained by higher cathode temperature

after that point. At 1300◦ C the cathode is well into this stable saturation region.
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Figure 5.4: Photograph of the plasma column.

The solenoid magnet field, which is 60 gauss under normal operation, is critical

to the discharge because it provides confinement and guidance for the plasma flow.

The field does not, however, strongly confine the plasma to a tight column. In

order to prevent the plasma from diffusing throughout the vacuum chamber a

steel funnel was added to the system, see Fig. 5.1. The funnel ensures that the

electron beam will encounter a well defined plasma column, which is important

for producing the density transition, as will be discussed in Section 5.3.1. A

photograph of the plasma column is shown in Fig. 5.4, and the measured plasma

density profile of the column is shown in Fig. 5.5. The column is about 5 cm

FWHM and has well defined boundaries. Its shape is that of a truncated gaussian.

The average plasma temperature, as derived from the I-V curve measured by the

Langmuir probe, observed during this measurement was 6.8 eV (see Appendix
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Figure 5.5: Measured plasma column density. The fitted curve is approximately
the top half of a gaussian.

C for information on probe signal analysis). Density measurements are derived

from the ion saturation current.

While the column displayed in Fig. 5.5 represents the typical operating con-

figuration of the plasma source, it is possible to achieve higher peak densities.

The highest peak density achieved with this source was 6 x 1013 cm−3. Producing

this density requires the magnetic confinement field to be increased to about 100

gauss, which both increases the peak density and narrows the column to about

3 cm FWHM.

5.3 Creation of the Plasma Density Transition

Once the ability to reliably produce a high density plasma column had been estab-

lished, the experimental development of density transition could begin in earnest.

A large amount of theoretical effort went into the design of transition production
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Figure 5.6: Simulated dependence of captured charge on transition length in the
weak blowout case presented in Section 3.2. Each point is marked with the length
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mechanism before it was ever tested. This section begins with those theoretical

efforts and ends with the successful demonstration of density transition creation.

Experimental realization of plasma density transition trapping depends on the

creation of sharp density transitions. In the preceding chapters dealing with the

theory and simulation of density transition trapping, the transition was assumed

to be a perfect step function. Such perfection cannot be achieved experimentally.

As long as the transition is short compared to the characteristic response length

of the plasma, the plasma skin depth k−1
p , the transitions will act like a step

function. From this observation, the limit on the sharpness of the transition

necessary to produce trapping can be written as the trapping condition;

kregion1
p LTrans < 1. (5.6)

PIC simulations modelling the transition as a linear ramp of varying length sup-

port this condition. As can be seen from Figure 5.6, simulations predict that Eq.

5.6 is a very strict condition. The turn on of the capture in this regime is nearly a
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step function. Therefore, the primary goal in designing a mechanism to produce

a plasma density transition is ensuring that Eq. 5.6 is satisfied.

5.3.1 Transition Production Using Metal Screens

As was discussed in Section 5.1, we choose to pursue metallic barriers and flow

obstructions as the mechanism for producing density transitions. This direction

of inquiry quickly lead to the idea of using a perforated metal masking screen.

The basic concept of the masking screen operation is illustrated on the left in

Fig. 5.7. Consider a system in which the plasma discharge is separated from the

path of the driver beam. Once the plasma is created in the discharge apparatus

it will diffuse and flow towards the beam path. If a perforated metal foil or grid

of wires is placed in the path of the plasma flow, it will block a portion of the

flow creating a low density region. Unfortunately, the plasma density transition

will not remain sharp as the distance from the screen grows as portrayed in the

simple picture on the left of Fig. 5.7. In reality, the two plasma regions will
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diffuse into one another on the far side of the screen so that the plasma density

transition will lengthen and “blur” as the distance from the screen edge increases.

This process can be quantified using a simple model based on the velocities with

which the plasma diffuses, as shown on the right in Fig. 5.7. On the far side of

the screen from the plasma source, the high density plasma will continue to flow

past the screen in the direction of the bulk plasma flow with a velocity V‖ and will

begin flowing into the low density region with a velocity V⊥. The sum of these

two vectors defines the line which marks the end of the transition into the low

density plasma region. Symmetry dictates that the start of the transition in the

high density region can be defined in the same way so that the total transition

length is given by

LTrans = 2x tan θ = 2x
V⊥
V‖

. (5.7)

Since the plasma used for this experiment is weakly magnetized, it is reason-

able to assume that the parallel and perpendicular plasma flow velocities are

approximately equal. This assumption leads to the conclusion that

V⊥ ≈ V‖ → LTrans = 2x, (5.8)

which in turn leads to a new experimental constraint on achieving efficient trap-

ping:

x <
k−1

p

2
. (5.9)

This new trapping condition for obstructing screens requires that the drive

beam passes within half a plasma skin depth of the boundary. For a 2x1013cm−3

plasma the drive beam will have to pass within 600µm of the screen. This is a

reasonable level of expected pointing accuracy and stability.

We also explored the validity of this model of the transition through simu-

lations. 2D MAGIC PIC simulations were created in which a plasma of mobile
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Figure 5.8: PIC simulation of a 2 x 1013 cm−3 plasma modified by a screen with
500 µm holes and 50% open area. Density is integrated over the 400 µm band
between 100 µm and 500 µm away from the screen. The transition is less than 1
mm in length which equates to kregion1

p LTransition < 0.84 at this plasma density.

elections and protons was initiated in half of a simulation area. A series of objects

with metal boundary conditions was placed across the middle of the simulation

area to represent the screen. As the simulation progressed, the plasma, which

was initiated with a realistic temperature, diffused across the metal boundaries

into the unoccupied area of the simulation. The profile of the plasma on the far

side of the screen was then analyzed, see Fig. 5.8. The results of MAGIC PIC

simulations of the screen-plasma interaction match the predictions of Eq. 5.8

almost exactly.

It should be noted that both the PIC simulations and the simple geometric

model ignore collisional effects in the plasma. For a plasma like the one described

in Section 5.2.3, with a temperature of 6.8 eV and a density of about 3 x 1013

cm−3, the mean free path between electron/ion collisions is on the order of 50

cm. Since the mean free path in this case is enormous compared to the transition
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length scales, is it reasonable to neglect collisional effects when modelling the

density transition.

5.3.2 Baffled Screens

Propagating a beam as close to a metallic screen as Eq. 5.9 requires can lead

to other difficulties. Interactions with the screen over the entire length of the

low density plasma region will completely disrupt the processes of trapping and

acceleration. To circumvent this problem many alternative geometries were ex-

amined. The best solution was a screen with a solid metal baffle attached to its

edge. As shown in at the bottom of Fig. 5.9, this baffle moves the sharp portion

of the density transition away from the screen so that the beam and plasma wake

will no longer interact with it. During the trapping process at the transition,

however, the beam and wake still interacts with the baffle. The primary effect of

the baffle is to block a portion of the particles participating in the plasma wake

oscillation, as illustrated on the top in Fig. 5.9.

Simulating the effects of the baffle on particle trapping is a complex problem.

The baffle breaks the cylindrical symmetry of the problem requiring that any

simulations of its effects must be done in three dimensions. The three dimensional

version of the PIC code MAGIC was used to simulate this problem. The trapping

system was modelled with a metallic baffle at various distances from the beam

center. The results of these simulations are summarized in Fig. 5.10. The

points in the graph are taken from simulations in which the simulation cells

are 0.17k−1
p on a side. This level of resolution is considered to be close to the

minimum necessary to accurately model the plasma. Higher resolution was not

practical because of technical restrictions. MAGIC 3D was not a parallel code

and the simulation described above required all the memory available on our
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Screen with Normal Edge Screen with Baffled Edge

Beam Plasma Wake

Screen with Baffled Edge

Figure 5.9: Artist’s conception of partial blocking of wake particles by the baffle.
The prolate spheroid represents the electron beam and the toroid that partially
intersects the screen baffle is the plasma wake.

single processor system with 2GB of physical memory. Doubling the simulation

resolution would multiply the number of variables by 23. The physical memory

needed to store these variable would likewise increase by a factor of 8 to 16 GB.

This amount of memory was not technically or economically practical for us.

There were no alternative codes capable of simulating the problem available to

us at the time.

Since Eq. 5.9 indicates that the beam must pass within k−1
p /2 of the baffle

edge, the results shown in Fig. 5.10 predict an approximate 50% loss of total

captured charge. This may not translate into a 50% loss of particles in the beam

core, however, since the large amplitude particles blocked by the baffle are not

necessarily the ones that form the beam core. The 3D simulations lacked the

resolution to resolve this question.
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Figure 5.10: Effect of the beam-baffle distance on trapping. These results are
from 3D PIC simulations of weak blowout case discussed in Section 3.2.

Another issue with the use of screen produced plasma density transitions is the

rapid growth of the transition length with distance from the screen. The growth

rate is large enough that there will be a significant transition length gradient

over the distance spanned by the plasma wake field. The effect of this transition

length gradient is unknown and difficult to simulate. Since the transition will

still fulfill the trapping condition, Eq. 5.6, over a substantial portion of the wake,

the variation in transition length should be fairly unimportant. We expect this

effect to produce another minor degradation of the trapping performance.

5.3.3 Density Transition Characterization

A series of direct measurements of the plasma density transition were made in or-

der to demonstrate the existence of transitions sharp enough to exhibit trapping.

The peak density produced by the plasma source is 3 - 6 x 1013 cm−3, which cor-

responds to a skin depth of 1 - 0.7 mm. As stated in Eq. 5.6, the transition must
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Figure 5.11: Photograph of the plasma density transition apparatus.

be shorter than the skin depth of the peak density. At these densities, transitions

shorter than a skin depth can be resolved using a conventional electrostatic probe

[69, 70].

The probe used for the transition measurements was constructed from a 0.38

mm diameter tungsten wire that had its end ground flat and mounted flush in the

face of a ceramic block. The face of the ceramic block was mounted perpendicular

to the plasma column on a precision linear actuator that moved the probe through

the plasma on the design path of the electron beam. Since the probe was flat

it only sampled one plane of the plasma at once, which is important since the

plasma transition has a different length depending on the x plane it is sampled

on, see Fig. 5.7. The width of the probe was only half of the shortest expected
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Figure 5.12: Measured density transition - long scale.

skin depth ensuring sufficient resolution to measure sub-k−1
p transitions. The

actual screen used to produce the density transition had a configuration exactly

like the one shown on Fig. 5.9. It is made out of micro-perforated 42 gauge (78

µm thick) stainless steel sheet with 152 µm holes and 21% open area. The screen

and probe apparatus is shown in Fig. 5.11.

Measurements of the transition were made both by moving the baffle edge past

a stationary probe mounted in the center of the plasma column, and moving the

probe past a stationary screen. These two types of measurements yielded nearly

identical results. Fig. 5.12 shows a typical density transition measurement. Note

the gradual roll off in density before the sharp transition begins. The peak

plasma density of 2.2 x 1013 cm−3 is reduced to 1 x 1013 cm−3 before the step

transition begins. This pre-transition density roll off is a feature common to all

of the transition measurements. This effect was not anticipated and its origin

is unclear. One possible cause for this feature of the transition is the plasma

sheaths that form on the metal surfaces of the baffle and screen. While the
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Figure 5.13: Measured density transition - short scale.

actual plasma sheath is quite thin, the typical thickness is less than a skin depth,

the pre-sheath reaches much further into the plasma. Effects associated with the

pre-sheath might partially blur the baffle edge and produce the gradual density

roll off.

The gradual density roll off before the transition reduces the peak density at

the top of the steep transition, but it does not impact the sharpness of the density

drop. In the example shown in Fig. 5.12, the transition from 1 x 1013 cm−3 to

the minimum plasma density occurs in 1.25 mm. Since the skin depth of a 1 x

1013 cm−3 plasma is 1.68 mm this transition fulfills the trapping condition since

kregion1
p LTrans = 0.74 < 1.

Finer measurements of the steep transition region were also made. An exam-

ple of one of these measurements is shown in Fig. 5.13. The measurement in

Fig. 5.13 was made with a moving probe under the exact same plasma operating

parameters used during the trapping experiment described in Chapters 6 and 7.
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The plasma operating parameters were the same as the ones used to produce the

raw plasma column shown in Fig. 5.4. The measurement shows that the steepest

part of the transition is about 1 mm in width and has a peak density of 2.58 x

1013 cm−3 and a minimum density of 8.9 x 1012 cm−3. Since the skin depth of

a 2.58 x 1013 cm−3 plasma is 1.045 mm this transition fulfills the trapping con-

dition since kregion1
p LTrans = 0.95 < 1. The transition may actually be sharper

than this since some blurring due to the probe size can be expected at this level

of resolution.

Another factor in the transition measurements is the spacing between the

probe and the baffle edge, as discussed in Section 5.3.1. For the measurement in

Fig. 5.12, the spacing between probe and baffle was measured to be between 506

µm and 930 µm. The range of measurements originated from a slight transverse

instability in the motion of the precision linear actuator. From Eq. 5.8 the

expected range of transition lengths given this range of spacings is 1.12 mm - 1.86

mm. The measured value of 1.25 mm for the transition length agrees reasonably

well with the prediction of Eq. 5.8. The measurements of spacing and transition

length made during the scan shown in Fig. 5.13 exhibited a similar level of

agreement. It is therefore reasonable to expect that the transition will be shorter

if the probe/baffle spacing is reduced, as predicted by Eq. 5.8. An attempt to

make precision measurements of the transition length at different probe/baffle

spacings failed because the in-vacuum picomotors designed to actuate the baffle

failed in the high temperature environment of the plasma source.

Finally, it should be noted that for a density masking screen to operate cor-

rectly there needs to be some sort of barrier placed behind the screen and beam

path to prevent back diffusion of the plasma. The purpose of such a barrier is

the same as the one that lead to the diffusion control funnel discussed in Section
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5.2.3. If no barrier is present, the high density plasma from the portion of the

column that is not screened will eventually diffuse back behind the screen, ruining

the density modulation. The solution used in this case was to wall off the region

behind the density screen, except for a small slit of about 5 mm through which

the beam could pass, with thick metal foil. Some of the experiments with the

plasma source indicate that a metal backstop much larger than plasma column

will prevent diffusion just as effectively if it is placed directly behind the screen.

The metal backstop cools the plasma and forces it to recombine into gas before

it has a chance to diffuse.

5.4 Simulation of Trapping Performance Under Realistic

Experimental Conditions

Section 5.3 documents the imperfections of the density transitions that were

produced experimentally and the impact these imperfections are likely to have

on trapping performance. There are many other ways in which a real experiment

based on the argon pulse discharge plasma source will deviate from the parameters

presented for a weak blowout experiment in Section 3.2. These differences stem

from the density profile available in the plasma source; the field necessary to guide

the plasma in the source; and, the imperfections of real drive beams. An effort

was made to understand the consequences of these differences through simulation.

5.4.1 Realistic Density Profiles

It is difficult to produce a plasma density profile with the smooth linear depen-

dencies shown on the right in Fig. 3.4, and again in the lower curve of Fig. 5.14.

A more realistic option is to alter the natural profile of the plasma column as
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Table 5.1: Driving and captured beam parameters for the two density profiles
shown in Fig. 5.14.

Driving Beam Parameters Profile 1 Profile 2

Beam Energy 14 MeV 14 MeV

Beam Charge 5.9 nC 5.9 nC

Beam Duration σt 1.5 ps 1.5 ps

Beam Radius σr 362 µm 362 µm

Normalized Emittance 15 mm-mrad 15 mm-mrad

Peak Beam Density 4x1013 cm−3 4x1013 cm−3

Captured Beam Parameters Profile 1 Profile 2

Beam Energy 1.2 MeV 1.5 MeV

Beam Charge 100 pC 470 pC

Beam Duration σt 1.7 ps 0.3 ps

Beam Radius σr 250 µm 100 µm

Normalized Emittance 24 mm-mrad 16 mm-mrad

Energy Spread (rms) 4% 4%
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Figure 5.14: Comparison of gaussian and linear plasma density profiles.

little as possible. As can be seen from Fig. 5.5, the raw plasma column produced

in our plasma source has a truncated gaussian profile with a higher peak density

than we originally anticipated. If we use a simple screen of uniform open area

to reduce the amplitude of half the gaussian distribution, we produce the profile

labelled number 2 in Fig. 5.14. Note that the profile in Fig. 5.14 is derived from

the case of maximum peak density operation described in Section 5.2.3 rather

than the more moderate density operation shown in Fig. 5.5.

The gaussian based profile is qualitatively similar to the linear profile and

preserves most of its features including the gradual decline in density after the

transition. This gradual density decline is critical for enhancement of charge cap-

ture and the reduction of energy spread, as discussed in Section 3.2. Simulations

using this new cut-off gaussian profile indicate that its performance is superior,

especially in terms of captured charge, to that of the original linear density pro-

file. The gain in captured charge is primarily due the higher peak plasma density.
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The drive and captured beam parameters from these simulations are presented

in Table 5.1 along with results from the linear profile for comparison. While the

gaussian density profile is superior from an experimental standpoint, operation

at the maximum peak plasma density is not necessarily desirable due to the high

magnetic confinement field it requires.

5.4.2 Impact of Transverse Magnetic Field

The magnetic field used for plasma confinement is another problem associated

with performing a density transition trapping experiment using the argon pulse

discharge plasma source. As shown in Fig. 5.1, the source has two solenoids that

generate a substantial field, 60 - 100 gauss on axis, to confine the plasma. This

field is perpendicular to the electron beam path through the experiment, and it

will cause the beam path to bend during the trapping process. This steering is a

problem since the high energy drive beam and low energy trapped electrons will

bend with different radii of curvature in this field. This effect could potentially

move the trapped electrons out of the accelerating wake and destroy the trapping

process.

Simple estimates suggest that the transverse electric field forces that act to

keep the trapped electrons in the plasma wake are much stronger than the mag-

netic steering forces for the values of interest. The three dimensional geometry

of this effect requires a three dimensional code to simulate it. The 3D PIC code

OSIRIS [73] was used to examine the effect of bending while trapping. The origi-

nal weak blowout case with a bi-gaussian driver, as described in Section 5.4.1, was

simulated with a uniform transverse magnetic field throughout the whole volume

of the plasma. At the time of these simulations, OSIRIS did not have the capa-

bility to simulate the semi-gaussian profile of the actual magnetic field. In the
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case of a 100 gauss transverse field only about 7 pC of charge was captured, as a

opposed to 100 pC in the zero field case. When the field was reduced to 80 gauss

charge capture increased to 15 pC. The captured charge loss indicated in these

simulations is overstated since the bending field remains constant throughout the

trapping process rather than falling off after the transition. Even though the

OSIRIS simulations overstate the charge loss, they clearly indicate that charge

loss due to bending while trapping is a significant effect. It is therefore prudent to

reduce the plasma magnetic confinement field to as low a level as possible during

trapping experiments.

5.4.3 Imperfect Driving Beams

As was stated at the beginning of this chapter in Section 5.1, this experiment

was designed around available electron beam parameters. All the drive beam

parameters listed in Table 5.1 had been achieved in various laboratories when

development of the experiment started, e.g. Table 6.1. It was anticipated that

of all the parameter requirements, only the values prescribed in the design for

the emittance and bunch length would be challenging to meet. This is because

bunch length, emittance, and charge are coupled in complex ways. In general, it is

difficult to produce a beam that simultaneously has the charge, bunch length, and

emittance listed in Table 5.1 with current photoinjector / magnetic compressor

systems. Since higher than design values for emittance and bunch length might

be unavoidable, it was important to understand the effect these conditions would

have on trapping performance.

The performance of transition trapping does not depend significantly on the

driver emittance, as long as the emittance remains within the same order of

magnitude as the design. This is because the emittance does not really impact

95



1.5 2.0 2.5 3.0 3.5
150

200

250

300

350

400

450

500

550

 

 

Ca
pt

ur
ed

 C
ha

rg
e 

(p
C)

Drive Beam Length σt (ps)

Figure 5.15: Impact of drive beam length on trapped charge.

trapping performance until it become so large that the specified beam spot size

cannot be achieved. It was anticipated that the real emittance of drive beam

might be two or three times larger than the design value of 15 mm-mrad. Emit-

tances in this range are not high enough to prevent the attainment of the design

362 µm σr spot size.

Small changes in bunch length, however, strongly impact trapping perfor-

mance because they affect the strength of the plasma wake fields. Since the real

bunch lengths might be a few ps longer than planned, the effect of bunch length

on trapped charge in the gaussian profile case presented in Section 5.4.1 was

simulated, see Fig. 5.15. The amount of charge captured was found to go down

linearly with growth in the bunch length. The bunch length could therefore have

a serious detrimental effect on trapping if the design value is not achieved.
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5.5 Comparison of Design Goals and Achieved Results

The fundamental goal of the plasma density transition trapping experiment de-

sign was to create a plasma with a density transition that would produced trapped

electrons when excited by a drive beam with previously achieved parameters.

This goal was achieved as demonstrated by the measurements in Section 5.3.3.

There are, of course, many ways in which the density transition created is im-

perfect and deviates from an ideal step function. The effect of each of these

imperfections on the performance of trapping was simulated to the greatest de-

gree practicable with the codes available.

The development of the plasma density transition trapping experiment started

from the nominal experimental weak blowout case described in Section 3.2. When

all the factors described in this chapter were considered, a new plan for the

experiment emerged. This new plan relied on the same drive beam as the weak

blowout case describe in Section 3.2, but used a gaussian plasma profile like the

one describe in Section 5.4.1. It was decided to operate the plasma at peak

density of 3.5 x 1013 cm−3 with an on axis confinement field of 60 gauss, rather

than at high density and field, in order to mitigate the effects of magnetic steering

on trapping, see Section 5.4.2. The pre-transition density roll off observed in the

system, see Section 5.3.3, reduced the peak plasma at the top of the transition

to 2.4 x 1013 cm−3. Taking these facts into account, the plasma profile actually

used in the experiment is very close to the one shown in Fig. 5.16.

The simulated trapping performance of the experimental plasma profile is

very similar to that of the higher peak density gaussian plasma profile shown

in Fig. 5.14, except with regard to charge, when it is driven by the same drive

beam, see Table 5.1. With a 5.9 nC drive beam, the profile in Fig. 5.16 produces

126 pC of trapped charge at 1.5 MeV. Note that this value for the trapped beam
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Figure 5.16: The density profile used in the experiment.

charge does not include any losses due to effects like those described in Sections

5.3.2 and 5.4. When losses due to the baffle edge, bending while trapping, and

longer than anticipated drive beams are combined it is estimated that about 10

% of the charge listed above, or 12.6 pC, will actually get trapped. As shown in

Fig. 4.1, the fast scaling of captured charge with increases in the drive charge

can be used to make up for these losses. For example, if the drive beam charge

is increased to 8 nC in the simulation of the actual experimental density profile,

without altering any other parameter, 548 pC is trapped. Even after 90 % losses,

the 8 nC case would still produce about 55 pC of trapped charge, which is not

unreasonable from a detection standpoint. The existence of pulses with charges

up to 18 nC at the FNPL provided great confidence that the losses caused by

flaws in the density transition, no matter how severe, could be overcome by going

to higher drive beam charge.
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CHAPTER 6

Execution of the Transition Trapping

Experiment

The plasma density transition trapping experiment was performed at the Fermi-

lab NICADD Photoinjector Laboratory (FNPL) as part of our larger UCLA/FNAL

collaboration on PWFAs. The plasma source (see Chapter 5) and the special-

ized spectrometer designed for the experiment (see Section 6.3.5) were both con-

structed at UCLA. The apparatus for the experiment was then shipped to the

FNPL and installed as a unit on the end of the existing beamline. The FNPL

facility, its capabilities, and the existing and new diagnostic tools used to perform

the trapping experiment are described in this chapter.

6.1 The FNPL Facility

The FNPL accelerator is a 18 MeV electron linac [44]. The system consists of

a normal conducting L-band RF photoinjector with a cesium telluride photo-

cathode and a 9-cell superconducting accelerating cavity. Bunches with charge

in excess of 8 nC can be produced and compressed to σt = 1.6 ps using magnetic

compression. The parameters of the system are listed in Table 6.1. A drawing of

the beam line is provided in Fig 6.1.
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Table 6.1: Nominal FNPL Operating Parameters [44]

Before Compression

Bunch Charge 8 nC

Laser Pulse Length FWHM 28 ps

Beam Radius at Cathode 3 mm

Peak Field on Cathode (nominal) 35 MV/m

Beam Total Energy 18 MeV

Transverse Emittance Normalized 11 mm-mrad

Longitudinal Emittance (100% rms) 820 deg-keV

Momentum Spread 4.2%

Bunch Length 4.3 mm

Peak Current 276 Amp

After Compression (Theoretical)

Transverse Emittance Normalized 15 mm-mrad

Bunch Length 1 mm

Peak Current 958 Amp
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6.1.1 Cathode Drive Laser

Most of the requirements for a photoinjector drive laser are stated in Section

1.3.2. Drive lasers need sufficient photon energy to excite photo-emission, must

be synchronized to RF wave, have adjustable timing of arrival at the cathode,

and be fairly stable in terms of timing, pointing, and energy. At the FNPL, the

driving laser is provided by a Nd:YLF oscillator followed by stages of chirped

pulse amplification (CPA) and fourth harmonic generation [74].

The sequence of stages in the production of the drive laser begins with the

solid-state Nd:YLF laser oscillator which produces a continuous train of low en-

ergy pulses (20 nJ/pulse, 100ps FWHM pulse length, λ = 1054 nm) at 81.25

MHz. This pulse train is synchronized to the RF by mode-locking of the laser

using an acoustooptical modulator that is phase-locked to the FNPL master os-

cillator. The 1.3 GHz RF, which is the 16th harmonic of 81.25 MHz, for the

photoinjector and accelerating cavity is also derived from this master oscillator.

The relative timing of the RF and laser at the cathode is achieved by phase

shifting the RF. The measured timing jitter of this system is ≤ 2 ps rms.

The pulses produced by the oscillator must be both amplified and shortened

before they are ready to be sent to the photoinjector. These effects are achieved

through chirped pulse amplification. In this process the laser pulses from the

oscillator are sent through 2 km of dispersive optical fiber which stretches and

“chirps” the pulse, i.e. sets up a correlation between frequency and position. The

fiber also increases the bandwidth of the oscillator pulse through the non-linear

process of self-phase modulation so that the final pulse has sufficient bandwidth

to eventual be compressed to a shorter length than the input pulse. A subset

of the 81.25 MHz pulse train, between 1 and 800 pulses, is selected, using high

speed Pockel’s cells, at 1 Hz for amplification. The subset of chirped pulses is then
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amplified in a series of flashlamp pumped Nd:glass gain stages. Once amplified

the chirped pulses are compressed using a set of parallel diffraction gratings. By

adjusting the grating separation, the length of the compressed pulse can be varied

from 3 to 30 ps FWHM. Under typical conditions, each pulse emerges from the

CPA stage with a length of 20 ps FWHM and an energy of 0.6 mJ.

The wavelength of the photons emerging from the CPA is still 1054 nm which

is too long for exciting photo-emission. The pulses are therefore converted from

1054 nm (IR) to 527 nm (green), and then 263 nm (UV) using two non-linear

Beta Barium Borate (BBO) crystals. This is called “fourth harmonic generation”

which provides photons of increased energy at the expense of pulse energy. Since

the conversion efficiency is a non-linear function of the laser intensity, the center

of the gaussian pulse is converted more efficiently than the head and tail; which

results in pulse shortening. The laser pulses that leave the fourth harmonic stage

are 10 ps FWHM long with a design energy of 30 µJ; 10 µJ is more typical

in regular operation. The UV laser pulses are transported ∼ 20m to the RF

photoinjector through a high efficiency evacuated transport line. The pointing

jitter at the cathode was measured to be about 140µm rms, which works out to

be a 7µrad rms angular pointing jitter [75].

6.1.2 L-Band RF Photoinjector

The FNPL photoinjector is a 1.625-cell, iris-coupled, standing wave structure,

operated in the π-mode at L-band frequency (1.3 GHz) [76]. Its design incorpo-

rates split focusing solenoids that allow the gun to operate in the high quality

emittance compensated mode [77, 78] over a wide range of gradients. Perhaps

the most important feature of the FNPL photoinjector, at least from the stand-

point of the plasma density transition trapping experiment and its high charge
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needs, is the cesium telluride (Cs2Te) photocathode. Cs2Te photocathodes have

a quantum efficiency, the percentage of photons striking the cathode that pro-

duce electrons, of ≥ 1% and have produced 50 nC pulses in photoinjectors of the

same design as FNPL’s [79]. Pulses as large as 18 nC were observed during the

plasma trapping experiment at the FNPL. Pulses exit the photoinjector with a

total energy of about 4 MeV [44].

The L-band photoinjector at FNPL is essentially a scaled up version of the

UCLA S-band photoinjector discussed in Section 1.3.2. The S-band source uses

10 cm wavelength microwave radiation while the L-band source uses 23 cm mi-

crowaves. The size of these two structures is comparable to the wavelengths they

use. It is interesting to compare Tables 1.2 and 6.1 and note that the trends dis-

cussed in Sections 1.1 and 1.3 are reflected in even the relatively small difference

in scale between the S-band and L-band sources. The smaller source produces

higher accelerating gradients and lower emittances than the larger source.

6.1.3 Nine-Cell Superconducting Accelerating Cavity

The 9-cell superconducting cavity, which follows the photoinjector, adds the bulk

of the FNPL electron beam’s energy. This accelerating structure is one of the

cavities built to test the feasibility of TESLA [80], the superconducting acceler-

ator option for the Next Linear Collider (NLC). It is a standing wave structure

operated in the TM010, π-mode at 1.3 GHz with an active length of about 1 m

and nominal design gradient of 23.4 MV/m. The cavity is constructed of nio-

bium and is cooled to its superconducting operating temperature of 2 K in a

superfluid helium bath. The chief advantage of using superconducting accelera-

tor structures is the absence of resistive wall heating, which allows for efficient

high average power operation.
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The particular cavity in use at the FNPL has an anomalously low quench field

believed to be caused by contamination in the cavity welds. This limits the cavity

to a gradient of 13 MV/m in CW operation [44]. Slightly higher gradients can be

attained in pulsed operation. The phase of the accelerating wave in the structure

can be adjusted in order to produce varying levels of magnetic compression using

the downstream chicane magnet set, see Fig. 6.1 and Section 1.3.3.

6.2 The Trapping Experiment Beamline

A special beamline was constructed for the plasma density transition trapping

experiment. This beamline extended from the end of the primary beamline shown

in Fig. 6.1. This type of installation was chosen to facilitate the space needs of

the trapping experiment and the need for vacuum isolation between the experi-

ment and the rest of the accelerator. As shown in Fig. 6.2, the beamline consists

of a strong focusing solenoid, a vacuum isolation window, two quadrupole magnet

triples that first capture the beam and then focus it into the plasma, the plasma

chamber, and the spectrometer. Several steering magnets are provided for cor-

recting the beam trajectory. A host of diagnostics are also included, as discussed

below.

6.2.1 Vacuum Window

The design of the beamline directly before the trapping experiment is dominated

by the need for a robust window to isolate the vacuum of the experiment from

the upstream beamline. As discussed in Chapter 5, the plasma source for this

experiment requires a constant backfill of 1.4 mTorr of argon gas in its vacuum

chamber. Many of the other components of the A0 photoinjector beamline, es-
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pecially the superconducting 9-cell accelerating cavity, cannot tolerate such high

pressure. In fact, the 9-cell cavity is so sensitive to degradation of its vacuum,

which is typically maintained in the 10−10 Torr range, that the vacuum isolation

technique of differential pumping is not considered a viable option. Therefore, a

solid window is used to totally isolate the vacuum of the two parts of the system.

The window used for the experiment was 10µm thick aluminum. This substan-

tial window was chosen to protect against breakage and contamination of the up

stream beamline even in a situation where one side is accidentally vented to atmo-

spheric pressure. The down side of such a thick window is the scattering that the

electron beam experiences as it passes through the window, which increases the

beam emittance and, therefore, the difficulty of transporting the electron beam

to the experiment.

The amount of emittance growth produced by the beam’s interaction with the

foil can be calculated statistically. The distribution of deflection angles produced

by multiple Coulomb scattering is approximately gaussian for small deflection

angles. Assuming this small angle limit, and that a zero divergence electron

beam with x′ = 0 enters the foil, the rms angle of the beam electrons emerging

from the foil, σx′foil, is given by

σx′foil =
13.6MeV

βcp
z

√
x

X0

[
1 + 0.038 ln

(
x

X0

)]
, (6.1)

where p is the particle momentum, βc is the particle velocity, z is the charge num-

ber for the particle (z = 1 for the electron), x is the thickness of the foil, and X0

is the radiation length of the material [81]. The radiation length of a material is

the mean distance over which a high energy electron passing through the material

loses all but 1/e of its original energy. X0 depends only on the characteristics of

the material, such as atomic mass and atomic number, and therefore only needs

to be calculated once for a particular material. For aluminum, which has atomic
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number 13, atomic mass 26.97 g/mol, and density 2.7 g/cm2, the calculated radi-

ation length is 8.57 cm [81]. The nominal electron beam energy, as given by Table

6.1, is 18 MeV. Using Eq. 6.1 to calculated the angular spread that a beam of this

energy gains by passing through the 10 µm aluminum window gives σx′foil = 5.4

mrad. In order to translate this angle into an emittance, recall that the normal-

ized beam emittance is given by εn = βγσxσx′ , see Section 1.3. The nominal

beam spot expected at the foil is σx = 200 µm. Combining these facts gives an

estimate for the emittance growth caused by the foil, εn,foil = βγσxσx′foil = 40

mm-mrad. Since the beam emittance before the foil is expected to be about 15

mm-mrad (again see Table 6.1), foil scattering should dominate the emittance

after the foil.

6.2.2 Diagnostic Positions

Diagnostics are positioned along the transition trapping beamline to provide in-

formation on the status of the electron beam and plasma, and to detect trapped

electrons. Starting from the left, or upstream, in Fig. 6.2 the first diagnostic is

OTR light (see Section 6.3.1) from the electron beam hitting a polished metal

surface near the vacuum window. This allows measurement of the spot size of

the beam hitting the window, which is a critical parameter for emittance preser-

vation. The next beam diagnostic is the 1 inch diameter YAG screen, again see

Section 6.3.1, between the two quadrupole triplets which allows observation and

tuning of the large, roughly collimated beam between the sets of quads. Right

before the entrance to the plasma source is an ICT, see Section 6.3.3, which mea-

sures the beam charge entering the experiment. Inside the plasma chamber is

a small 1 cm YAG screen position slightly off the beamline center. This screen

allows the spot size of the beam striking the plasma to be diagnosed. It is ob-
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served, with the aid of mirrors, by the camera shown to the immediate left of the

chamber in Fig 6.2. The plasma chamber also contains a capacitance manometer

for measuring the pressure of the argon gas and an electrostatic probe for ver-

ifying the plasma density. Right after the plasma chamber is another ICT for

measuring the charge of the driving electron beam, and any trapped electrons,

leaving the plasma. This ICT is followed closely by another 1 inch YAG screen

for monitoring the spot sizes and positions after the plasma. Finally, at the end

of the line is the magnetic spectrometer, see Section 6.3.5. The spectrometer is

the primary diagnostic for observing trapping electrons which are well separated

from the drive beam in energy.

6.2.3 Beam Transport

Throughout the plasma density transition trapping experiment it was relatively

easy to produce an electron beam that satisfied the design parameters in terms

of charge, pulse length, and spot size. It turned out to be difficult, however, to

transport this beam all the way to the plasma source without significant degra-

dation. The biggest deleterious effects were the loss of drive beam charge and the

larger than expected transverse spot size at the experiment. During most of the

experiment it was typical to lose 50% or more of the drive beam charge between

the chicane magnets and the plasma source. The minimum achievable transverse

beam size at the plasma was several times larger than the design value. Both

of these beam problems were clearly related to the unexpectedly high emittance

observed at the end of the transport line. See Section 7.2 for the measurements

of drive beam properties and further analysis.

Unfortunately, the exact origins of the charge loss and emittance blowup, as

well as the best means to remedy these problems, were not clear. The likely

109



causes of major emittance growth in the system were scatting in the vacuum

isolation window, the phase space effects of magnetic compression, and the dy-

namics of very high bunch charge production in the photoinjector. The relatively

large beam energy spread required for magnetic compression probably also played

a role in the charge loss. Since the beamline optics have significant chromatic

aberration, energy spread increases beam sizes throughout the system. At first,

it seemed that scattering in the window was largest problem (see Section 6.2.1).

An attempt was made to solve this problem by increasing the diameter of the

beamline pipe after the window from 1.5 inch diameter to 2 inch diameter. It was

believed that the larger pipe would prevent the edges of the rapidly expanding

beam after the foil from striking the vacuum pipe wall and being lost, which is the

process assumed to be responsible for the beam losses. When it was found that

this upgrade made no obvious improvement, an attempt was made to replace the

10 µm aluminum vacuum window with a thinner polymer window. The thinner,

lower density window would significantly reduce emittance growth through scat-

tering. Unfortunately, this window failed its 1 atm pressure hold off test, required

to insure the vacuum safety of the upstream beamline (see Section 6.2.1), and no

replacement was available in time for use during the experimental run.

6.3 Diagnostics

The success of the plasma density transition trapping experiment hinges on the

ability to match the parameters of the real electron beam and plasma to those

planned through simulation. Achieving this goal requires many different diagnos-

tics to measure all the parameters of interest. Plasma measurements are described

in Sections 5.2 and 5.3. This section discuses the methods by which the electron

beam spot size, position, length, charge, and energy are measured.
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6.3.1 Transverse Profile Diagnostics

Measurements of the electron beam transverse profile are necessary at many

points in the experiment including tuning the beam transport, matching the beam

into the plasma, and observing the beam energy on spectrometers. Transverse

profile measurements were made in this experiment by using cameras to image

light emitted by screens which are inserted into the electron beam path. The

screens produce light through either optical transition radiation (OTR) or scin-

tillation. OTR is emitted whenever the electron beam impacts a media boundary,

and provides superior resolution for the measurement of sub-100µm beam spots

[82]. The signal intensity of OTR is low, however, making it suitable only for

diagnosing intense electron beams. Since most of the electron beam spot sizes in

the experiment are over 100µm, scintillating screens, which produce much more

light than OTR, were used much of the time. Two types of scintillator were used

in the experiment, yttrium aluminium garnet activated by cerium (YAG:Ce), and

a plastic referred to as EJ-260.

YAG:Ce is a fast crystalline scintillator that produces a large amount of light

[83], see Table 6.2. The material is also mechanically strong and can be fashioned

into very thin screens. YAG:Ce also preforms well in vacuum. The YAG:Ce

screens used in this experiment were typically 1 cm in diameter.

EJ-260 is a green emitting plastic scintillator produced by Eljen Technology

[84]. As can be seen from Table 6.2, the light output of EJ-260 is lower than that

of YAG:Ce, but still substantial. In addition, very large pieces of EJ-260 can

be produced economically, and the solid plastic has better vacuum performance

than powder scintillators. For these reasons EJ-260 was used for the scintillator

in the large exit port of the broad range in vacuum spectrometer, see Section

6.3.5. The cost of using YAG:Ce in this application would have been prohibitive.
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Table 6.2: Comparison of the scintillators used in this experiment.

Material YAG:Ce EJ-260

Wavelength of Max. Emission 550 nm 490 nm

Decay Time Constant 70 ns 9.2 ns

Scintillation Efficiency [Photons/(1 MeV e−)] 45,000 9,200

6.3.2 Screen Position Determination

The relative position of the driving electron beam and the edge of the screen baffle

is a critical parameter for this experiment, see Section 5.3. It was originally

planned to measure this position by making the baffle edge of a scintillating

material and observe the edge of the beam’s transverse profile on this detector.

This method proved technically inconvenient and ultimately unnecessary. The

baffle edge that was used in the experiment was made of 42 gage (78 µm thick)

stainless steel which effectively blocks the portion of the beam striking it. The

spacing between the baffle edge and the electron beam can therefore be deduced

from the intensity and shape of the beam spot on a transverse profile screen

downstream of the baffle.

The beam intercepting the baffle has a transverse charge density profile that

is gaussian in both dimensions:

ρ (x, y) =
1

2πσxσy

exp

(
− x2

2σ2
x

)
exp

(
− y2

2σ2
y

)
, (6.2)

where ρ is the transverse charge density and σx and σy are the rms sizes of the

beam in x and y respectively. Since the baffle is a straight vertical edge in the

y axis, the fraction of the beam charge Qclear that clears the baffle is given by
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Figure 6.3: Beam charge transmitted past the baffle at beam centroid/baffle edge
spacings of interest.

integrating in y over all space but only integrating x up the baffle edge

Qclear (∆x) =
1√

2πσx

∫ ∆x

−∞
exp

(
− x2

2σ2
x

)
dx =

1

2

(
Erf

[
∆x√
2σx

]
+ 1

)
, (6.3)

where ∆x is the difference between the x position of the baffle and the x position

of the beam centroid, and Erf is the error function. This function is plotted in

Fig. 6.3.

Eq. 5.9 indicates that ∆x ≤ k−1
p /2. Under most operating conditions for

this experiment k−1
p /2 ≈ σx and it follows that ∆x ≈ σx. The proper operating

condition is therefore Qclear ≤ 0.84. The charge that clears the baffle is directly

related to the intensity of the spot on the downstream screen. The drop in

intensity is measured by comparing the beam intensity with and without clipping

on the baffle.
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6.3.3 Charge Diagnostics

Integrating Current Transformers (ICTs) are an excellent way to non-destructively

diagnose the charge of short electron bunches. ICTs contain a capacitively shorted

transformer that is coupled to a fast read out transformer through a common

magnetic circuit. An ICT works by integrating the electron bunch signal (time

scale of picoseconds) with a time constant on the order of nanoseconds. This has

the effect of slowing down the rise and fall times of the electron beam signal to

the point where eddy losses in the transformer are negligible. While this tech-

nique makes ICTs very linear integrators of beam charge, it also insures that all

information about the beam’s time domain structure is lost.

The ICTs used in this experiment are Bergoz Instrumentation company’s

model ICT-122-070-20:1 [85]. These passive ICTs have a 12.2 cm inner diameter,

70 ns output pulse duration (specified at 6σ), and a 20 to 1 turn ratio. The

output of the ICT is given by,

∫
Ioutdt =

1

N

∫
Ibeamdt. (6.4)

When the ICT, which has 50Ω output impedance, is connected to a oscil-

loscope with 50Ω input impedance these resistances act in parallel and Iout =

Vout/25Ω. In our case N = 20 so Eq. 6.4 becomes,

∫
Voutdt =

25Ω

20
Qbeam = 1.25

[
V · s
C

]
Qbeam. (6.5)

Volt seconds [V · s] of the ICT pulse is the quantity measured every shot on

the oscilloscope. The cables between the ICTs and the oscilloscope are calibrated

for losses using a reference pulse of similar magnitude and duration to ensure an

accurate measurement.
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Figure 6.4: Illustration of streak camera operation.

6.3.4 Streak Camera

Diagnoses of the drive electron beam length was accomplished using a Hama-

matsu model C5680 streak camera. This streak camera is specified to have less

than 2 ps (1.5 ps typical) time resolution. The streak camera operates as illus-

trated in Fig. 6.4. The electron beam is intercepted by an OTR foil and produces

a pulse of light that has the same time domain structure as the electron beam.

This light is transported to the entrance slit of the streak camera where a small

slice of it illuminates a photocathode. The electron beam produced at the pho-

tocathode will have the same time structure as the OTR and is accelerated by a

mesh held at potential above the photocathode. This electron beam then passes

through an electrode to which a very fast voltage sweep is applied. The fast

changing electric fields between the electrodes impart a time dependent steering

to the electron beam which results in vertical position being correlated to time

when the beam impacts the micro channel plate. The micro channel plate elec-

trically amplifies the electron beam so that a bright image will appear on the
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phosphor. The vertical axis of this image gives the time domain structure of the

OTR light and hence the original electron beam.

Fig. 6.5 illustrates the analysis of the streak camera signal. On the right hand

side is a photograph of the raw image produced by the streak camera. On the left

is a graph of the integrated intensity of each horizontal line of the image plotted

against the time each horizontal line represents. A gaussian is fitted to the points

to give the σt of the beam. In this typical case, a beam of approximately 11 nC

has been compressed to 3 ps σt by magnetic compression.

While streak camera measurements accurately quantify the approximate length

of the electron beam, at this level, they do not reveal information about the de-

tailed structure of the electron beam due to the camera’s resolution limitations.

Resolving the non-gaussian time domain structure of magnetically compressed

beams requires more sophisticated methods such as deflection cavities. For the

purposes of this experiment, the streak camera measurements, and approximation

of the beam profile as gaussian, are sufficient.
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Table 6.3: Design parameters of the broad range in vacuum spectrometer.

Gap 2 cm

Maximum Field 1600 gauss

Observable Radii of Curvature 10 cm - 58 cm

Energy Range of Spectrometer at Field =

180 gauss 740 keV - 3.17 MeV

1550 gauss 4.7 MeV - 27 MeV

6.3.5 The Broad Range Vacuum Spectrometer

Diagnosing the plasma density transition trapping experiment requires measuring

the trapped beams, which have low energy (∼ 2 MeV) and significant energy

spread (∼ 4% rms), as well as the higher energy drive beams (∼ 14 MeV).

In order to meet these requirements we designed and constructed a specialized

spectrometer magnet. The magnet has a very long output port which allows

the observation of a wide range of energies simultaneous. There is a factor of

approximately 5 between the minimum and maximum observable energies. In

addition, the magnet is equipped with an in-vacuum diagnostic port, which allows

the electrons to travel through vacuum all the way up to the scintillator where

they are detected. This feature is critical for the accurate detection of low energy

electrons, which can not easily penetrate the metal foils that are often used to

seal the exits of spectrometer magnets.

The design parameters for the spectrometer are listed in Table 6.3. The

construction of the spectrometer is illustrated in Fig 6.6. The center of the

magnet consists of two pole pieces which determine the shape of the magnet field.

As can be seen from the cross sectional view in Fig. 6.6, the pole pieces also form
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Figure 6.6: Mechanical diagram of the spectrometer.

118



the spectrometer vacuum vessel which is sealed with a series of non-magnetic

stainless steel plates that are welded around the perimeter of the pole pieces.

Each stainless steel piece has a raised bar in the center that fits between the two

pole pieces. This feature serves as a precision parallel bar and ensures that the

magnet gap is uniform. Note that the fit of these pieces in the actual device is

very tight, Fig. 6.6 is drawn with greater spacing for clarity. The location of the

welds on the outside edges of the stainless pieces was chosen to insure minimum

distortion and warping of the magnet pole edges. Although this placement of the

welds is not optimum from a vacuum standpoint, the integral vacuum chamber

still achieved pressures in the low 10−7 Torr range, which was more than adequate

for our purposes. The pole assembly goes inside a yoke assembly made of the

same 1010 low carbon steel. The magnetic field is generated by two 195 turn

coils of 10 gauge solid copper wire. These coils are air cooled and are designed

to operate up to at least 10 Amps.

The modular exit port bolts on to the pole assembly and is sealed with a

viton gasket. The modular design was chosen so that the spectrometer exit

configuration could change in response to the needs of different experiments. The

shape of the exit port used in this experiment was dictated by the experiment’s

beam optics requirements. The beam optics calculations are detailed in Appendix

D. The electrons are detected at the end of the exit port using the green emitting

plastic scintillator EJ-260 (see Section 6.3.1). The light produced when electrons

strike this scintillator escapes the exit port through a glass window that is sealed

to the end of the exit port and is imaged using a CCD camera. A fine copper

wire mesh is sandwiched between the glass and scintillator to provide charge

dissipation.

Magnetic testing of the spectrometer showed that its field is linear with current
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Figure 6.7: 15 MeV nominal energy test beam as seen on the broad range
in-vacuum spectrometer. The field of view is centered on the 34 cm radius of
curvature, which is in the center of the spectrometer’s range, and covers an en-
ergy range of 14.3 - 15.2 MeV (B = 1450 gauss).

up to at least 9 Amp and is given by B[gauss]= 190.1 x I[Amp]. Testing with

known electron beams verified the functions and calibrations of the spectrometer.

Fig. 6.7 shows one such beam as it appeared on the spectrometer. Note that

the grid lines are the shadow of the charge dissipating copper mesh, which also

serves as a rudimentary fiducial.

The expected operating configuration for the spectrometer during the trap-

ping experiment is shown in Fig. 6.8. In this scenario the center of the spectrom-

eter is used to search for trapped electrons while the drive beam is dumped into

the magnet steel. Depending on the captured beam’s energy, it may be possible

to view it and portions of the drive beam simultaneously. Measuring the captured

and drive beams at the same time would alow correlations between the two to be

determined on a shot-to-shot basis.
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2 MeV

15 MeV

12 MeV

Figure 6.8: Typical operating configuration of the spectrometer. Beam paths are
approximately to scale for a magnetic field setting of 352 gauss. The drive beam
has a spread of energies typically between 12 and 15 MeV, corresponding to radii
of curvature 1.14 m to 1.42 m. The trapped beam has a nominal energy of 2
MeV with 8% energy spread and therefore occupies the radii 17.3 - 18.7 cm.
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CHAPTER 7

Experimental Results and Analysis

The first run of the plasma density transition trapping experiment took place

at the FNPL between January and May 2004. This was the first time that the

plasma apparatus had seen an electron beam. During this five month period,

two types of beam-plasma interactions were directly observed, the drive beam

parameters were extensively characterized, and a thorough search for trapped

plasma electrons was conducted.

7.1 Plasma Focusing

Plasma induced focusing of the electron beam was the first evidence of interac-

tion between the electron beam and plasma. Strong plasma focusing typically

occurs when the electron beam radius is comparable to the plasma skin depth

but its length is long compared to the skin depth. The mechanism of the focusing

depends on the density of the beam relative to the plasma. When the beam is

less dense than the plasma, nb � np, the system is said to be in the overdense

regime. In this regime, the electron beam does not strongly perturb the plasma

and the main effect of the plasma is to neutralize the beam space charge, which

allow the beam’s self magnetic field to focus the electron bunch. If the beam is

more dense than the plasma, nb � np, the system is said to be in the underdense

regime, just as in the blowout regime of the PWFA. In the underdense plasma
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Plasma OnPlasma Off

Figure 7.1: Plasma focusing of the uncompressed electron beam as observed
on a YAG screen approximately 30 cm downstream of the plasma. Images are
displayed in false color.

lens, the strong electric fields of the beam eject all the plasma electrons from the

beam volume and the attraction of the beam electrons to the remaining plasma

ion column provides the focusing force. Su et al. [86] provides a detail review of

these two types of plasma focusing.

The development of the plasma density transition trapping source, see Section

5.2, began with a thin underdense plasma lens experiment in mind [65]. The more

sophisticated source that evolved from those beginnings still retains the capability

to operate as a thin underdense plasma lens. During the commissioning of the

trapping experiment at the FNPL, a high charge, but uncompressed, beam was

sent through the plasma and strong focusing of the beam was observed, see Fig.

7.1. The electron beam being focused had at charge of 8 nC, a radius σr of

about 400 µm, and a FWHM length of 15 - 30 ps. These parameters yield a

beam density of 1 - 2 x 1013 cm−3. Given this range of beam density, which is
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somewhere in between the densities of high and low density regions of the trapping

experiment plasma column, see Fig. 5.13, the beam probably experienced a

mixture of overdense and underdense lens focusing. A follow up underdense

plasma lens experiment using a unmodulated plasma column is planned.

7.2 Drive Beam Characterization

While extensive work aimed at improving drive beam parameters was something

that this experiment explicitly planned to avoid, see Section 5.1, the reality of

experiment required it. The first, and most important, beam deficiency noticed

was the beam charge. As was discussed in Section 5.5, high beam charges well

in excess of the 6 nC design goal were critical to our strategy for the experi-

ment. During the five months of the experimental run, the FNPL photoinjector

produced electron pulses with an average charge between 8 and 16 nC. The vari-

ability was mainly due to the temperamental nature of the cathode drive laser.

Large amounts of the experiment run time were devoted to optimization of the

drive laser in order to achieve this level of photoinjector performance. Despite

the availability of high charge electron bunches at the photoinjector, it proved

exceedingly difficult to transport even 6 nC of this charge to the experiment

under any circumstances. Strangely, even after extensive work to optimize the

beamline, the amount of charge arriving at the plasma chamber seemed almost

independent of the amount of charge coming out of the photoinjector.

This observation lead to systematic studies of the transport efficiency. The

results of a study conducted during one run day, Fig. 7.2, and those obtained

by examining the transport efficiencies achieved on various run days over many

months, Fig. 7.3, are very similar. Both indicate a linear decline in transport

efficiency with increasing photoinjector charge. This decrease in transport effi-

124



4 6 8 10 12 14 16
35
40
45
50
55
60
65
70
75
80
85
90
95

 

 

Pe
rc

en
t T

ra
ns

po
rte

d

Photoinjector Charge (nC)
4 6 8 10 12 14 16

3.0

3.5

4.0

4.5

5.0

5.5

6.0

6.5

7.0

7.5

 

 

Ch
ar

ge
 B

ef
or

e 
Pl

as
m

a 
Ch

am
be

r (
nC

)

Photoinjector Charge (nC)

Figure 7.2: Variation in charge transport with photoinjector charge. The mea-
surements were made over a short period of time by using a remote control iris
to aperture the the cathode drive laser near the cathode. The plot at left shows
charge transport efficiency as a function of charge leaving the photoinjector. A
linear fit to the downward trend gives (% transported) = 98− 3.36Qinjector. The
plot at right shows the charged transported through the plasma chamber verses
the charge leaving the photoinjector. The points are plotted along with the func-
tion Qplasma = 0.98Qinjector−0.0336Q2

injector, which clearly shows the transported
charge reaches a maximum at about 7 nC. The error bars in both plots are the
one σ fluctuation in the average value.

ciency effectively limits the charge that can be delivered to the experiment to 7-8

nC. The limit on the charge deliverable to the plasma is not the only thing that

can be deduced from this data. These results also hint that something is severely

wrong with either the transport line or other aspects of the beam quality. Small

improvements to the beamline seemed to have no effect on charge transport, and

larger changes were not possible in the time frame of the first run, see Section

6.2.3. Attention therefore turned to accurately measuring the beam parameters.

Initial measurements of the beam emittance after the vacuum window were

made during the beamline commissioning using the standard technique of quadrupole

scans [87]. The normalized emittance of a 5 nC uncompressed beam was mea-

sured to be between 60 mm-mrad and 160 mm-mrad after the vacuum isolation
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Figure 7.3: The points in the above plot represent the charge transported to
the experiment under various conditions, both compressed and uncompressed,
during many different run days. The plot at left shows charge transport efficiency
as a function of charge leaving the photoinjector. If the four anomalously low
points are neglected, a linear fit to the downward trend gives (% transported)
= 95 − 2.89Qinjector. The plot at right shows the charged transported through
the plasma chamber verses the charge leaving the photoinjector. The points are
plotted along with the function Qplasma = 0.95Qinjector − 0.0289Q2

injector, which
clearly shows the transported charge reaches a maximum at about 8nC.

foil. The emittance measurement depended on how well the beam focus at the

foil was optimized. Smaller beam spot sizes at the foil yielded smaller emit-

tances after the foil. These emittance values were substantially larger than the

15 mm-mrad value cited in the original design, but not large enough to seriously

impact the trapping experiment (see Section 5.4.3). The measured values were

also consistent with the estimate of 40 mm-mrad for the expect emittance growth

caused by the foil (see Section 6.2.1). While it was known that compression and

running at high charge would increase the emittance somewhat, estimates indi-

cated that the dominate contribution to emittance growth would always come

from the foil. When the charge transport problems suggested that the emittance

might be much higher than what was believed, more measurements where taken
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Figure 7.4: Quadrupole scan emittance measurement of the 14 nC electron beam
after the vacuum isolation foil. It can be shown that for an electron beam being
focused with a thin lens: σ2 = a(1/f)2 + b(1/f) + c and ε2 = (ac − b2/4)/L4

where L is the drift length between the thin lens and the point at which σ, the
rms beam width, is measured [88]. For this measurement L = 30 cm and the
beam energy, which is necessary for calculating the normalized emittance εn, is
12.5 MeV.

after the foil. The normalized emittance of a beam that had been compressed

to σt = 3 ps was measured to be 347 mm-mrad, see Fig. 7.4. This beam had

exited the photoinjector with 14 nC, of which, only 7 nC arrived at the trapping

experiment. This emittance was much larger than expected and was the likely

cause of the charge transport losses, as well as the large beam spot sizes at the

plasma chamber.

The origins of the very high beam emittance are not yet fully understood.

Scattering in the vacuum isolation foil cannot account for emittance values this
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large by itself. The average beam spot size at foil was σx = 700 µm under the

compressed beam conditions for which the 347 mm-mrad emittance was mea-

sured. Eq. 6.1 predicts that the foil induced emittance growth for a beam of

this size passing through the 10 µm aluminum foil is εn,foil = 132 mm-mrad.

Since the predicted foil emittance growth is only about a third of the observed

emittance, there must be significant emittance growth occurring upstream of the

foil. This upstream emittance growth is also a factor in the larger than expected

beam spot size at the foil.

It is theorized that the beam emittance blowup is the result of a runaway

process. Deficiencies in the UV cathode drive laser spot lead to a beam that starts

with abnormally high emittance, which is then dramatically increased by first

aggressive magnetic compression, and then passage through the thick aluminum

vacuum window. In this scenario, the emittance growth at each stage in the

beamline is exacerbated by the unexpectedly high emittance growth in the stage

preceding it. It was also noted that the overall quality of the cathode drive

beam deteriorated between the earlier and later emittance measurements, but

this is a purely qualitative assessment. Unfortunately, the FNPL beamline was

not instrumented to allow tracking of the beam charge and emittance all along

the beamline, which could have verified these theories and allowed better tuning

and improvement of the beam. Beam charge measurements were only available

immediately after the photoinjector, immediately after the magnetic compressor,

and at the very end of the beamline where the trapping experiment was located,

see Fig. 6.2. Since all the beam charge losses happened after the compressor and

before the experiment, these diagnostics did not aid in determining where the

charge was being lost. Beam emittance measurements were only available right

after the vacuum isolation foil. By the time it was suspected that emittance

upstream of the foil was too high, there was insufficient time left in the first run
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Table 7.1: Comparison of the design beam parameters with the best drive beam
parameters that were achieved simultaneously. Values given in the achieved col-
umn are the mean. The design values are the same as those presented in Table 5.1
except for the emittance, which was updated to include the effects of scattering
in the foil.

Driving Beam Parameters Design Achieved ±σ ± Peak to Peak

Beam Energy [MeV] 14 12.5 0.22 0.49

Beam Charge [nC] 5.9 7 0.5 1.5

Beam Duration σt [ps] 1.5 3 1 2.2

Beam Radius σr [µm] 362 1220 230 545

Normalized Emittance [mm-mrad] ∼60 347 (statistics unavailable)

Peak Beam Density [cm−3] 4x1013 2.1x1012 5.1x1012 3.1x1013

Peak n0 Peak n0

to establish emittance diagnostics before the foil.

The combination of the charge transport limitations and the enormous beam

emittances after the foil, when operating with a compressed high charge beam,

prevented us from attaining all the parameters originally specified for the drive

beam. Table 7.1 lists the design drive beam parameters along with the best,

simultaneously optimized, beam parameters that were achieved near the end of

the experimental run. The shot to shot fluctuation of the parameters are also

listed. While bunches slightly longer than design were anticipated, see Section

5.4.3, the huge emittance, large spot size, and charge transport problems were

not. The slightly lower than expected energy contributes to these problems by

exacerbating emittance growth in the compressor and chromatic abberation in

the focusing optics. The combination of a longer and wider than expected beam,

along with the inability to compensate by adding more charge, meant that the
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Figure 7.5: Correlations between the beam spot size and the beam charge (left),
and between the beam length and the beam charge (right).

average peak beam density achieved is over an order of magnitude lower than

design. The low beam density presents a major problem since effective plasma

density transition trapping requires the drive beam to satisfy the underdense

condition, nb > n0, at least in the low density region. The average achieved

beam density does not fulfill this condition: compare Table 7.1 with Fig. 5.13.

When fluctuations are considered, however, there are peak shots that come very

close to fulfilling the design value for peak density. These shots are rare and still

fall a little short of meeting the design density, mostly due to the large spot size

even on the best shots.

It should be noted that the peak values for the peak beam density listed

in Table 7.1 are somewhat theoretical since all the beam parameters cannot be

measured at once and there is no guarantee that there will be shots in which

they all fluctuate together in a favorable way. In fact, since pulse length and

emittance usually increase with charge, it is logical to expect that the beams

with the smallest spots and shorted length will occur at low charge. Surprisingly,

the data does not exhibit a strong correlation between between spot size or beam
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length and charge, see Fig. 7.5. There is, perhaps, a weak correlation between

high charge and larger spots and longer bunches, but in general the distribution

is fairly uniform. The correlations expected between spot size, length, and charge

are probably overwhelmed by the large fluctuations in other beam parameters.

Table 7.1 shows that there is significant energy jitter, which impacts beam length

and emittance since magnetic compression and beam focusing, e.g. at the vacuum

isolation foil, have a dependence on beam energy. Also, there was significant

fluctuation in the structure of the cathode drive laser spot, which was very far

from gaussian. While difficult to quantify, the fluctuations in spot structure

certainly lead to fluctuations in emittance, especially at high charge. These

sorts of fluctuations probably blur the correlations that would be expected to

show up in plots like those shown Fig. 7.5 for a more stable system. From the

viewpoint of operating the plasma density transition trapping experiment, the

lack of correlation in Fig. 7.5 means that it is likely that occasional shots of high

peak beam density exist in this system.

There is one more form of fluctuation which impacts the experiment which is

not accounted for in Table 7.1. The pointing jitter of the electron beam at the

plasma is important due to critical dependance of the trapping performance on

the spacing between the beam and baffle, see Section 5.3.2. The pointing jitter

of the beam centroid within the plasma source along the axis of interaction with

the baffle was measured to be ±134 µm σ and ±392 µm peak to peak. When

expressed in units of plasma skin depth for the high density region of the plasma,

these fluctuations are ±0.13 k−1
p σ and ±0.4 k−1

p peak to peak. As can be seen

from Fig. 5.10 this much variation in the spacing between baffle and electron

beam leads to significant fluctuation in trapped charge.
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12.4 MeV 12.4 MeV 13.3 MeV11.58 MeV Plasma On Plasma Off

Figure 7.6: Deceleration of the drive beam due to plasma wake fields. On the
right is the energy distribution of the driving electron beam as observed on spec-
trometer. At left is the energy distribution in the presence of the plasma. Note
the shift in the energy window being viewed as indicated by the range marked
below each window.

7.3 Drive Beam Deceleration

Despite the problems with the drive beam described in Section 7.2, wake fields

were observed when the drive beam was interacting with the plasma. The pres-

ence of wake fields was indicated by deceleration of the drive beam. The lowest

energy drive beam electrons observed were at about 11.6 MeV when the plasma

was on, and about 12.6 MeV when the plasma was off, see Fig. 7.6. This means

that plasma wake fields within the electron bunch decelerated some of the drive

beam electrons by 1 MeV during the passage through the plasma. The average

deceleration gradient over the whole plasma profile is therefore about 12 MV/m.

These were the strongest wake fields observed on peak shots. 1 MeV is about half

to one third of the amount of deceleration that simulations indicate should occur

in cases with significant trapping. Therefore, the observation of lower than ex-

pected decelerating wake fields corroborates the observations of sub-design beam

parameters.
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7.4 The Search for Trapped Electrons

The presence of wake fields, even if they were substantially weaker than antici-

pated, raised the possibility that some small amount of trapped charge might be

detectable. With the drive beam parameters optimized as described in Section

7.2, the last variable that needed to be set was the spacing between the beam and

the baffle edge. The method for determining the beam/baffle spacing described

in Section 6.3.2 ultimately proved only partially effective. The beam pointing

jitter and fluctuations in transverse spot size described in Section 7.2 made it

essentially impossible to make the precise relative measurement of the percent of

the beam being blocked that is describe in Section 6.3.2. On the other hand, the

blocking of the beam by the baffle edge could easily be seen, see Fig. 7.7, and the

appropriate beam/baffle set approximately. The beam fluctuations which made a

more accurate setting of the spacing between beam and baffle difficult also made

such precision largely superfluous.

With the beam/baffle spacing approximately set, many searches for trapped

electrons were conducted. When the first of these showed nothing, the steering

magnets down stream of the plasma were upgraded to ensure that low energy elec-

trons could be successfully steered into the spectrometer. Cylindrical lens were

also added to the optical path between the spectrometer exit port and the cameras

observing it to enhance light collection. With these improvements more searches

were conducted. During these explorations the beam/baffle spacing, post plasma

source steering, and spectrometer magnetic field strength were systematically

scanned through wide ranges. A weak signal was observed on spectrometer that

originally seemed to be correlated to the presence of the plasma. More detailed

measurements showed that this weak signal was independent of the presence of

the plasma but did correlated to the presence of the electron beam, see Fig. 7.8.
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Figure 7.7: Observation of the baffle edge blocking the drive beam. In this
sequence of pictures the electron beam, which is observed on a downstream screen,
is gradually steered from right to left. The reduction in the brightness of the beam
spot is due to the increasing portion of the beam which is intercepted by the baffle
edge. Images are displayed in false color.
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Figure 7.8: Weak low energy signal observed on the broad range spectrometer.

The exact origin of this weak low energy spectrometer signal is unknown but it

is believed to be caused by some combination of beam generated x-rays and low

energy secondary electrons emitted when the drive beam strikes metal, see Fig.

6.8.

7.5 Comparison of Experimental Results with Simulation

Simulations were run with the achieved beam parameters shown in Table 7.1 and

the plasma profile used during the experiment, Fig. 5.16, in order to ascertain

whether any plasma electron trapping could be expected. The results of these

MAGIC simulations are summarized in Table 7.2. The fact that no trapped

plasma electrons were observed during the experiment, see Section 7.4, agrees

well with the post-facto simulation results. The mean drive beam parameters

simply do not generate wake fields strong enough to produce trapping. The

simulation does, however, indicate that the wakes are strong enough to produce

about 1 MeV of drive beam deceleration. This amount of deceleration also agrees
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Table 7.2: Results of trapping simulations that use the measured plasma column
and drive beam parameters. The columns labelled “Best σ” and “Best Peak to
Peak” reflect the best beam possible within those fluctuation ranges. Note that
these simulations assume a perfect transition and ignore effects like bending while
trapping, etc.

Real Driving Beam Parameters Mean Best σ Best Peak to Peak

Beam Charge [nC] 7 7.5 8.5

Beam Duration σt [ps] 3 2 0.8

Beam Radius σr [µm] 1220 990 675

Peak Beam Density [cm−3] 2.1x1012 5.1x1012 3.1x1013

Trapping Parameters

Trapped Charge [pC] 0 0 577

Drive Beam Energy Loss [MeV] 1 2 4.8

well with observation, see Section 7.3.

The best beam that can be expected within the one σ fluctuation of all the

parameters is likewise insufficient to excite trapping. This best beam is the one

that would exist if the parameters fluctuated to the maximum charge, minimum

length, and smallest spot size simultaneously. Simulations of the analogous best

beam derivable from the peak to peak fluctuations does show substantial trapped

charge. After the estimated 90 % losses from various effects like bending while

trapping, see Section 5.5, about 60 pC could be produced by this peak beam case.

Unfortunately, it is very unlikely that shots with these best peak to peak pa-

rameters occurred. First of all, the shots meeting any one of the peak parameters

are on the tail of the distribution and are fairly rare. Shots that meet all three

of the peak parameters simultaneously would be extremely rare, assuming that

the fluctuations are uncorrelated. While Section 7.2 indicates that the assump-

tion of uncorrelated fluctuations seems valid for charge and spot size, as well
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as charge and beam length, it was not possible to correlate spot size and beam

length. Given that emittance typically increases dramatically as the beam length

is reduced in a magnetic compression system, it is doubtful that minimum spot

size and minimum beam length would occur simultaneously. These arguments

against the existence of shots that approach the best peak to peak parameters

are substantiated by the fact that the large drive beam deceleration of over 4

MeV that would accompany such shots was never observed.

The beam transport through the plasma trapping experiment beamline was

also simulated using the beam dynamics code TRACE 3D [89]. The simulation

started at the vacuum isolation foil using the beam conditions measured there,

εn = 347 mm-mrad and σx = 700 µm, and predicted a optimized beam size of

σx = 1145 µm at the plasma. This agrees very well with the measured spot size

of σx = 1220 µm. Fig. 7.9 shows an example output plot from the TRACE

3D simulation. Interestingly, Fig. 7.9 shows that the beam FWHM does not

exceed about 10 mm. Since the diameter of the beam pipe is 50 mm, this result

indicates that scraping of the beam on the pipe wall is not a problem, at least

for the well behaved core of the beam. Charge loss must therefore either occur

upstream of the foil, or be the result of a very non-gaussian beam trace space

distribution. Beam conditions were not known well enough upstream of the foil,

due to a lack of diagnostics, to allow accurate beam transport simulations of the

beamline between the compressor and the foil.
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CHAPTER 8

Conclusions and Future Directions

A great deal of progress has been made in developing the concept of plasma

density transition trapping in the short time since the idea was introduced by

Suk et al. [54] in 2001. While much has been learned about plasma density

transition trapping, and its characteristics as an electron beam source, many

open questions still remain. Several of the things learned during this research

also suggest new directions for future experiments.

8.1 Conclusions

The weak blowout regime of plasma density transition trapping, see Chapter

3, was developed as part of the program to create the first transition trapping

experiment. In the weak blowout regime, the high density plasma region acts

as a plasma cathode and provides all the electrons that are eventually trapped.

Operation in the weak blowout mode requires less drive beam charge and produces

lower emittance beams than strong blowout operation at similar plasma densities.

The amount of plasma charge captured and accelerated is, however, smaller in

the weak blowout case than the strong blowout case.

The scaling laws established for plasma density transition trapping in Chap-

ter 4 indicated that the beams produced by this technique at high plasma den-

sities can surpass those produced by state-of-the-art photoinjectors in terms of
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brightness. There are practical issues with this type of high brightness operation

since the drive beam parameters needed rival those of the captured beam except,

perhaps, for the emittance. This raises the possibility of transition trapping op-

erating as an emittance transformer. Since the scaling rules were written without

reference to any particular plasma trapping mechanism, they indicate that the

general performance of all plasma electron beam sources is tied to the plasma

density at which they operate. This implies that high beam brightness requires

high plasma density for any trapping system, whether it is beam or laser driven.

Plasma density transitions steep enough to fulfill the trapping condition were

created and measured, see Chapter 5. This successful demonstration of transi-

tion production was achieved using density masking screens to modify a discharge

produced plasma with density on the order of 1013 cm−3. The plasma density

transitions produced using this masking technique form the basis for a fully de-

veloped trapping experiment plan that utilizes drive beam parameters previously

generated. While it was not possible to model every aspect of the trapping process

in a realistic experimental scenario, numerous simulations of the most important

effects indicated no insurmountable obstacles to a successful experiment.

The first attempt to carry out the plasma density transition trapping exper-

iment described in Chapter 5 at the FNPL (see Chapter 6) yielded interesting

evidence of interaction between the beam and plasma, but it did not produce

observable quantities of trapped electrons (see Chapter 7). The primary reason

for the lack of trapped electrons was the inability to deliver a drive beam that

met the design specifications to the plasma transition. The direct cause of the

problems with the drive beam was its disastrously high emittance. The high

emittance resulted from a combination of factors. Deficiencies in the UV cathode

drive laser spot lead to a beam with abnormally high emittance which was then
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dramatically increased by aggressive magnetic compression and passage through

the thick aluminum vacuum window. The emittance growth at each stage of this

process was exacerbated by the unexpectedly high emittance growth in the stage

preceding it. The emittance growth lead to both large charge transport losses

and large beam spot sizes at the plasma which made it impossible to produce the

beam densities required for the experiment.

8.2 Future Directions

The lessons learned in the first attempt at producing plasma density transition

trapping experimentally are directly applicable to future research plans. Both

the successes achieved and problems encountered in this experiment suggest the

modifications necessary for a revised trapping experiment, as well as new exper-

imental directions that should be pursued.

8.2.1 Continuation of the Low Density Trapping Experiment

The problems with the drive beam are the first set of issues that need to be

addressed before a second attempt at the low density plasma trapping experi-

ment is made. Unless the drive beam can be made to better match the design

parameters, especially in terms of beam density, there is little hope of achiev-

ing plasma electron trapping. Significant improvements to the drive beam will

require a coordinated effort to diagnose and reduce the beam emittance.

In the short term, six months to a year, the most significant improvement

that can be made is in the vacuum window. The 10 µm aluminum window can

be replaced with something thinner that would reduce emittance growth through

scattering. The only difficulty with this modification is the requirement of the

141



FNPL facility that the window be able to hold off 1 atm without leaking. A 2 µm

polymer window intended to replace the aluminum window during the first run

of the experiment failed this test. It is not clear whether the change to a thinner

foil would, by itself, significantly improve the beam parameters delivered to the

experiment. It may also be possible to make some improvements to the laser spot

in this time frame. Dedicated studies by UCLA and FNAL collaborators aimed

at diagnosing and improving the beam are planned.

In the longer term, a year or more, the FNPL is planning several improve-

ments that should significantly improve the driver beam parameters. The first

of these is an upgrade to a new drive laser oscillator which should improve both

the spot quality and stability of the cathode drive laser. This should lead to

better emittance out of the photoinjector. The second improvement planned is

a beamline upgrade that will add another stage of acceleration and increase the

path length parameter, see Eq. 1.30, of the magnetic compressor. Both these

enhancements will allow for the same level of beam compression with less en-

ergy spread. Energy spread leads to chromatic abberations in the focusing optics

which produces larger spot sizes at the foil, which in turn leads to larger emit-

tance growth. Reducing energy spread while maintaining the same compression

will improve the overall beam parameters. It is also possible that a differential

pumping system could be developed on this time scale which would alow the foil

to be eliminated.

Work to improve the density transition would also enhance the performance

of a future experiment. If the pre-transition density roll off observed in the

transition measurements, see Section 5.3.3, can be eliminated, the peak density

at the top of the transition should be enhanced. The rise in peak density will

increase the magnitude of the density drop and lead to greater charge capture.
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Table 8.1: Comparison of the parameters proposed for a thin underdense plasma
lens experiment at the Neptune Lab [65] and the parameters achieved at the
FNPL.

Neptune Proposed FNPL Achieved

Peak Plasma Density 1.3 x 1012 cm−3 3 x 1013 cm−3

Plasma Column Width FWHM 2 cm 6 cm

Beam Charge 4 nC 8 nC

Beam Duration FWHM 30 ps 15 - 30 ps

Initial Beam Radius σr 400 µm 400 µm

Beam Density 2.6 x 1012 cm−3 1 - 2 x 1013 cm−3

8.2.2 Underdense Plasma Lens Experiment

The relative ease with which strong plasma focusing was achieved during the

commissioning of the plasma density transition trapping experiment, see Section

7.1, argues strongly for a future, rigorous underdense plasma lens experiment. All

of the beam and plasma parameters originally envisioned for a Neptune based

underdense plasma lens experiment [65] were matched or exceeded during the

first run of the trapping experiment, see Table 8.1. The execution of such an

experiment would require little more than the removal of the density screen from

the plasma column. An updated version of the Neptune underdense plasma lens

experiment could also be developed to take advantage of the higher beam and

plasma densities now available at the FNPL.

8.2.3 Prospects for High Density Trapping Experiments

To proceed beyond a proof-of-principle transition trapping experiment will nec-

essarily require scaling to higher plasma densities. This advance will require
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improvements to both the driver beam and higher density plasma sources with

sharp transitions. The production of very short, high current electron drive

beams is a matter discussed at great length elsewhere [45, 46, 88]. High power

laser pulses are also being considered as alternative drivers for transition trap-

ping [55]. Ideas for producing plasmas with transition that satisfy Eq. 5.6 at

high densities n ≥ 1014cm−3 are still in the conceptual phase. Possible tech-

niques for producing these transitions include laser ionization of a dual density

gas jet and photo-ionization of Lithium using a laser with a step function inten-

sity profile. The development of diagnostics to measure the plasma transition at

these densities will also be necessary.

8.2.4 Foil Trapping

In the extreme limit, one can imagine creating an ultra-sharp transition into a

plasma by simply replacing the high density plasma region in a transition trapping

scenario with a solid metal foil. Electrons would be provided for trapping from the

foil via Fowler-Nordheim field emission [34]. Since this situation is much easier to

produce experimentally than sharp plasma density drops, it was examined briefly

during the development of the experiment discussed in Chapter 5.

The field values necessary for significant Fowler-Nordeim emission are easy

to achieve in current plasma wake field experiments. N. Barov et al. have pro-

duced wake fields ≥ 140MeV/m in a 1014cm−3 plasma at FNAL [90]. In this

experiment, the drive beam enters the plasma through a metal foil, one side of

which is immersed in the plasma and experiences the large plasma fields. Taking

a reasonable value of β ≥ 50 for the microscope surface field enhancement factor

of the foil, Fowler-Nordheim theory predicts a large emission J ≥ 100Amp/mm2

under these conditions. Unfortunately, the emission of charge does not guarantee
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Table 8.2: Comparison of foil trapping α parameters.

Accelerating Structure Emax frequency vφ α

1.6 Cell Photoinjector 80 MeV/m 2.856 GHz c 2.6

Barov et al. Wake Field Experiment (7 nC) 300 MeV/m 90 GHz c 0.3

Experiment with High Charge Driver (70 nC) 1.5 GeV/m ∼ 90 GHz c 1.6

that the emitted charge will be trapped and accelerated, see Chapter 2. The

charges emitted from the foil due to the plasma wake fields start essentially at

rest and must be accelerated to resonance with the wave within the same period

of the plasma wake. This situation is analogous to that in RF photoinjectors and

the same dimensionless parameter α, see Section 2.1, can be used to evaluate

the plasma wake’s potential to capture foil electrons. The capture of electrons

starting from rest typically requires α ≥ 1. If we compare the α parameters of

the Barov et al. experiment and a standard 1.6 cell photoinjector, see Table 8.2,

we see that a plasma wake is not capable of capturing charge from a foil in this

regime since its α is only 0.3. The frequency of the accelerating wave is too high

in comparison to the accelerating field and the emitted particles can not achieve

resonance with the wave.

The peak accelerating field can be increased by increasing the driver beam

charge. If this is done while holding the plasma density constant, the plasma

frequency will remain essentially unchanged and α will increase. The driver

charge can be increased to the point where α > 1 and charge is captured from

the foil in the plasma wake. If the driver charge in the Barov et al. experiment

is increased by a factor of ten, the α of the system reaches 1.6 and charge is

captured. The trapping behavior predicted by the α parameter has been verified
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by initial MAGIC 2D simulations. Further work needs to be done to explore the

parameter space of foil trapping and characterize the captured beams.

146



APPENDIX A

Derivation of the Hamiltonian for Particles in

Electromagnetic Fields

The electromagnetic forces acting on a charged particle in an accelerating system

are described by the Lorentz force equation,

FLorentz =
d�p

dt
= q

(
�E + �v × �B

)
= q

⎡
⎣−�∇φe − ∂ �A

∂t
−
(
�v · �∇

)
�A

⎤
⎦ =

q

⎡
⎣−�∇φe − d �A

dt

⎤
⎦ , (A.1)

where �p is the particle momentum, q is the charge, �E is the electric field, �v is the

particle velocity, �B is the magnetic field, φe is the electrostatic scalar potential,

and �A is the electromagnetic vector potential. Since the forces acting on a charged

particle are derived from both a scalar potential φe and vector potential �A, special

care must be taken in constructing a Hamiltonian for systems governed by this

force equation. Let us define the canonical momenta pi,c for this problem as

pi,c = pi + qAi. (A.2)

The Hamiltonian, which is equal to the sum of the mechanical energy of the

particle and the potential energy of the field, is given by

H = γm0c
2 + qφe, (A.3)

where the first term is the relativistic total energy of particle and γ = 1/
√

1 − β2,

where β2 = (�v/c)2, is the Lorentz factor. With these definitions, Hamilton’s
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equation of motion for this canonical momentum gives

dpi,c

dt
= −∂H

∂xi

= −q
∂φe

∂xi

, (A.4)

which when applied to the derivative of Eq. A.2

dpi

dt
=

dpi,c

dt
− q

dAi

dt
= q

[
−∂φe

∂xi

− dAi

dt

]
, (A.5)

reproduces the Lorentz force equation. This demonstrates the validity of the

definitions chosen above.

In order to find the form the above Hamiltonian, Eq. A.3, in terms the

canonical momentum we begin with definition of these momentum

pi,c = pi + qAi =
∂L

∂ẋi

= γm0ẋi + qAi, (A.6)

where use has been made of the Lagrangian L as well as the definition relating

it to the canonical momentum. Integration of this equation yields

L
(
�x, �̇x

)
= −m0c

2

γ
+ q �A · �v − qφe(�x), (A.7)

where the freedom allowed by the integration of the partial differential equa-

tion has been used to include the electrostatic potential energy qφe, which is a

conservative scalar potential that depends only on �x.

Utilizing the definition that relates the Lagrangian and the Hamiltonian gives

H = �pc · �̇x − L =
�pc ·

(
�pc − q �A

)
γm0

− L =

(
�pc − q �A

)2

γm0

+
m0c

2

γ
+ qφe, (A.8)

where substitutions have been made using Eqs. A.2 and A.7. Multiplying both

sides of this equation by γm0c
2 and using Equ A.3 gives

(H − qφe)
2 =

(
�pc − q �A

)2
c2 +

(
m0c

2
)2

, (A.9)
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and finally

H =

√(
�pc − q �A

)2
c2 + (m0c2)2 + qφe. (A.10)

This is the one dimensional Hamiltonian of a charged particle in an electromag-

netic field described by the Lorentz force equation.
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APPENDIX B

Heat Transport in the Radiation Coupled

Regime

The problem of transporting heat between two objects, e.g. the graphite heater

and LaB6 cathode described in Section 5.2, using only thermal radiation can be

understood analytically. It is essentially the classic problem of the heat trans-

ported between two infinite plains, one at temperature T1 with emissivity ε1, and

the other at temperature T2 with emissivity ε2, see Fig B.1. The two plates are

assumed to be isolated by a perfect vacuum so that the only exchange of heat

between them is through black body radiation. In this analysis we must consider

both the radiation emitted by each surface and the many reflections of radiation

between the surfaces. Let us begin with the radiation emitted from surface 1 per

unit area, which is given by Eq. 5.2 if the surface area is omitted,

dQ

dt

∣∣∣∣∣
emitted1

= ε1σT 4
1 . (B.1)

This radiation is then partially absorbed at the second surface. The rest of the

radiation is reflected so that,

dQ

dt

∣∣∣∣∣
absorbed at 2, 1st order

= ε2ε1σT 4
1 , (B.2)

and,
dQ

dt

∣∣∣∣∣
reflected at 2, 1st order

= (1 − ε2)ε1σT 4
1 . (B.3)
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Figure B.1: Diagram of the radiative heat transfer between two planes.

When the radiation reflected from the second surface hits the first surface, a

portion of this incident reflected radiation is reflected back towards the second

surface again,

dQ

dt

∣∣∣∣∣
reflected back at 2, from 1

= (1 − ε1)(1 − ε2)ε1σT 4
1 . (B.4)

Again only a portion of this reflected radiation arriving from surface 1 is

absorbed by surface 2,

dQ

dt

∣∣∣∣∣
absorbed at 2, 2nd order

= (1 − ε1)(1 − ε2)ε2ε1σT 4
1 , (B.5)

and the remainder is reflected back at surface 1 again. This cycle of reflection

and partial absorption will continue indefinitely producing ever higher terms. We

can write the total radiation absorbed at surface 2 as an infinite series,

dQ

dt

∣∣∣∣∣
total absorbed at 2, from 1

= ε1ε2σT 4
1 [1 + (1 − ε1)(1 − ε2)+

(1 − ε1)
2(1 − ε2)

2 + . . .
]
. (B.6)

At this point we recall that,

1

(1 − x)
= 1 + x + x2 + . . . , (B.7)
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so that Equation B.6 can be written,

dQ

dt

∣∣∣∣∣
total absorbed at 2, from 1

=
ε1ε2σT 4

1

1 − (1 − ε1)(1 − ε2)
. (B.8)

Precisely the same equation can be written for the heat absorbed by surface

1 from surface 2. The only change needed is to replace T1 with T2. We can then

take the difference between these two absorbed heats to find the net heat flow in

the system per unit area,

dQ

dt

∣∣∣∣∣
net

=
ε1ε2σ(T 4

2 − T 4
1 )

1 − (1 − ε1)(1 − ε2)
. (B.9)

Clearly, the best transport is achieved when both surfaces are perfect ab-

sorbers ε1 = ε2 = 1. As one would expect, no heat is transported in the case

when either surface is a prefect reflector, ε1 = 0 or ε2 = 0.

Now, in the case of the cathode heater discussed earlier, we have for LaB6

εLaB6 = 0.82 and for carbon εC = 0.81. From Section 5.2, the LaB6 cathode has a

temperature of about 1300◦ C and a surface area of 44 cm2. The graphite heater

has roughly the same surface area and a temperature of about 1500◦ C. Applying

these values directly to Eq. B.9 gives 650 W for the heat transferred between the

heater and the cathode. Since both sides of the heater emit radiation, however,

and most of the radiation of the back side is reflect towards the cathode, we

can effectively double this figure and estimate the heat transported as 1300 W.

The heat lost from the cathode is simply the heat radiated by its front surface,

which must balance the heat transported to the cathode when the system is in

equilibrium. If this number is calculated using Eq. 5.2 and the above values,

we find 1250 W for the power lost by the cathode, which agrees very will with

the estimate of heat transported to the cathode. The total power emitted by

the heater, once again as given by Eq. 5.2 using a temperature of 1500◦ C and

an area of 88 cm2, is 3993 W which agrees well with the 3.9 kW input power,
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see Section 5.2. The 2.7 kW of this total power which is not transported to the

cathode is deposited throughout the system as waste heat.
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APPENDIX C

Analysis of Electrostatic Probe Signals

Electrostatic probes operate by drawing electron and ion currents out of the

plasma. The probe itself is usually the tip of a wire, or some other metal object

with known surface area, which is placed into the plasma. In order to make a

measurement, a voltage sweep, typically about -100 to +100 Volts, is applied

to the probe using an external power supply and the current drawn out of the

plasma is monitored. Analysis of the current verses voltage, or I-V, curve gives

both the plasma temperature and density [69, 70].

Figure C.1 shows a typical I-V curve from electrostatic probe measurements

of the plasma produced in the trapping experiment plasma source (see Section

5.2). The I-V curve is composed of three distinct regions, which are labelled A,

B, and C in Fig. C.1. When the probe is positively biased, it attracts plasma

electrons. The plasma electron current drawn into the probe does not, however,

simply increase linearly with the voltage applied to the probe. This deviation

from linearity occurs because the plasma electrons redistribute so as to shield

the bulk of the plasma from the electrostatic fields of the probe. The thin region

of modified plasma density that provides this shielding lies between the probe

surface and the undisturbed plasma and is referred to as the plasma sheath.

Because of the shielding effect of the plasma sheath, the plasma electron current

drawn out of the plasma at high positive probe biases saturates. Due to this

saturation effect, region A of Fig. C.1 is referred to as the electron saturation
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Figure C.1: I-V curve from an electrostatic probe measurement. Region A is the
plasma electron saturation current. Region B is the plasma electron current fall
off. Region C is the ion saturation current.

current. The electron saturation current drawn in by an ideal probe is given by

calculating the current of plasma electrons that hits the probe due to random

thermal motion, which can be written as,

IeSat = jrandomAprobe, (C.1)

where IeSat is the plasma electron saturation current, jrandom is the current density

of plasma electrons hitting the probe through random thermal motion, and Aprobe

is the area of the probe. The quantity jrandom can be written in terms of the

average velocity with which plasma electrons cross a plane in space. Substituting

the result of a calculation of this average velocity for a Maxwellian plasma into

Eq. C.1 gives,

IeSat =
1

2
qen0

√
2kbTe

πme

Aprobe (C.2)

where qe is the electron charge, n0 is the unperturbed plasma density, me is the

electron mass, Te is the electron temperature, and kb is Boltzmann’s constant.
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Note the Eq. C.2 indicates that the plasma electron saturation current is a

constant independent of the probe voltage, which is clearly not the behavior

shown in Fig. C.1. The growth of the current in region A of Fig. C.1 results

from the fact that the area of plasma sheath Asheath, not the area of the probe

Aprobe, is what actually determines the plasma electron current collected. For

small probe voltages Asheath ≈ Aprobe, but as the probe voltage increases so does

the sheath area.

The voltage at the boundary between regions A and B in Fig. C.1 is referred

to as the plasma space potential. This the point at which the probe is at the

same potential as the plasma so there are no electric fields between the probe

and the plasma. There are no sheaths under these conditions. When the probe

potential drops below the space potential, the probe has an effective negative bias

with respect to the plasma, even through the probe voltage is still positive with

respect to ground. As the probe becomes negative with respect to the plasma it

begins to repel the plasma electrons. A significant number of the plasma electrons

can, however, overcome this potential barrier, until it becomes quite large, due

to their high temperature. The fall off of plasma electron current with decreasing

probe potential is shown in region B of Fig. C.1. Assuming that the thermal

distributions of the plasma electrons is Maxwellian, the fall off of the plasma

density, and hence the plasma electron current density, with the probe potential

is given by Boltzann’s relation,

n = n0 exp

[
qe∆φ

kbTe

]
, (C.3)

where n is the plasma density at a particular point, and ∆φ = Vs − Vprobe the

difference between the space potential and the probe potential. If this modifica-

tion to the plasma density is included in Eq. C.2, we arrive at an equation for
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Figure C.2: I-V curve from an electrostatic probe measurement with curve fits.
As in Fig. C.1, region A is the plasma electron saturation current, and region B
is the plasma electron current fall off.

the plasma electron current in region B,

Ie =
1

2
qen0

√
2kbTe

πme

Aprobe exp

[
qe∆φ

kbTe

]
. (C.4)

Eq. C.4 can be used, in conjunction with the I-V curve, to find the plasma

temperature and density. As can be seen from Eq. C.4, the rate of the plasma

electron current exponential growth is determined by the temperature. If we take

the natural logarithm of both sides of Eq. C.4 we find that,

ln Ie = C +
(

e

kbTe

)
Vprobe, (C.5)

where C is a constant composed of all the terms that do not depend on Vprobe. It

is clear from this equation that if the the natural logarithm of Ie is plotted verses

Vprobe, the slope of the exponential growth region in this plot is the inverse of the

plasma electron temperature in eV. Fig. C.2 shows this type of log-linear plot for

the I-V trace in Fig. C.1. The fit to the exponential growth in region B gives a
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slope of 0.207 [1/eV]. Inverting we find that the plasma electron temperature is

5 eV. The log-linear plot also clearly shows the point of transition between expo-

nential plasma electron current growth and plasma electron saturation current.

If linear fits are made to these two regions, the intersection of these two fits can

be taken as a accurate value for Ie at the point where ∆φ = 0. Substituting these

values into Eq. C.4 and solving for n0 in practical units gives,

n0 =
3.73x1013Ie[Amp]

Asheath[mm2]
√

kbTe[eV]
. (C.6)

The intersection of the linear fits in Fig C.2 gives Ie = 0.1675 Amp at ∆φ = 0.

Substituting this value for Ie, along with the measured value of 5 eV for the

plasma electron temperature, and the known value of 0.11 mm2 for the probe

area into Eq. C.6 gives a plasma density of 2.5 x 1013 cm−3.

Region C in Fig. C.1 is called the ion saturation current. It is the analog to

electron saturation current for negative probe biases. The ion saturation current

is weaker than the electron saturation current due to the lower thermal velocity

of the ions, and requires more amplification to accurately measure. The I-V

curve in Fig. C.1 is not optimized for observing ion saturation current and the

current therefore erroneously appears to be zero. Measuring the ion saturation

current is generally considered to be a more accurate means to determine the

plasma density because it is less susceptibly to effects like secondary electron

emission, which can skew electron saturation current measurements. Once the

ion saturation current IionSat is found, the density of an argon plasma can be

determined by using the equation,

n0 =
8.03x1015IionSat[Amp]

Asheath[mm2]
√

kbTe[eV]
. (C.7)
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APPENDIX D

Optical Design of the Broad Range Vacuum

Spectrometer

The beam optics associated with the broad range in-vacuum spectrometer are

complicated by the large range of beam energies produced by the density transi-

tion trapping experiment. The optics of the system can be analyzed using matrix

equations of the form,

⎛
⎜⎝ xfinal

x′
final

⎞
⎟⎠ = MTransport

⎛
⎜⎝ x

x′

⎞
⎟⎠ . (D.1)

A detailed treatment of the matrix description of electron beam transport

can be found in Ref [28]. Let us begin with the matrices that describe the beam

optics associated the spectrometer:

Mx =

⎛
⎜⎝ 1 B

0 1

⎞
⎟⎠
⎛
⎜⎝ 1 0

− tan θE

R
1

⎞
⎟⎠
⎛
⎜⎝ cos θb R sin θb

− sin θb

R
cos θb

⎞
⎟⎠
⎛
⎜⎝ 1 0

tan θE

R
1

⎞
⎟⎠
⎛
⎜⎝ 1 A

0 1

⎞
⎟⎠ ,

(D.2)

My =

⎛
⎜⎝ 1 B

0 1

⎞
⎟⎠
⎛
⎜⎝ 1 0

tan θE

R
1

⎞
⎟⎠
⎛
⎜⎝ 1 Rθb

0 1

⎞
⎟⎠
⎛
⎜⎝ 1 0

− tan θE

R
1

⎞
⎟⎠
⎛
⎜⎝ 1 A

0 1

⎞
⎟⎠ , (D.3)
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Figure D.1: Variable definitions for the spectrometer optics calculations.

where A is the distance from the point source to the entrance of the spectrometer,

θE is the angle from the outward line normal to the magnet edge to the beam

trajectory which is taken as positive when it points toward the center of magnetic

curvature, θb is the bend angle, and B is the distance from the spectrometer exit

to the point where the beam is detected, see Fig D.1. Now in our magnet,

θb = π
2
, θE = π

4
, (D.4)

so that Eq. (D.2) and Eq. (D.3) reduce to,

Mx =

⎛
⎜⎝ 1 − 2B

R
A − B − 2AB

R
+ R

− 2
R

−1 − 2A
R

⎞
⎟⎠ , (D.5)

My =

⎛
⎜⎝ 1 − π(B+R)

2R
R(B(2+π)+πR)−A(Bπ+(π−2)R)

2R

− π
2R

1
2
(2 + π − Aπ

R
)

⎞
⎟⎠ . (D.6)
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In order to accurately measure energy with the spectrometer, we want to

satisfy the point-to-point condition in x, Mx12 = 0, so that the initial angle of the

beam will not produce the appearance of additional energy spread. Satisfying

the point-to-point condition requires A, B, and R to fulfill the relationship,

Mx12 = A − B − 2AB

R
+ R = 0 =⇒ B = R

A + R

2A + R
. (D.7)

Typically, we would want to send a parallel beam into the spectrometer, so that

A → ∞ and Eq. (D.7) reduces to B = R/2. Unfortunately, this is a difficult

thing to do in the plasma transition trapping experiment since the drive beam

and captured beam have very different energies and both have significant energy

spread. This means that chromatic abberations will be significant in any focusing

systems used to collimate the beams, especially the low energy captured beam.

Therefore, we would like to avoid the use of focusing optics between the experi-

ment and spectrometer. From the practical considerations of available hardware,

and the need to observe the diverging beams while they are small, the value of

A has been set at 30cm.

With A = 30cm, the point-to-point condition is described by the equation,

B = R
30cm + R

60cm + R
with 10cm ≤ R ≤ 58cm. (D.8)

Since one of the main design goals of this new spectrometer is the ability to keep

the beam in vacuum until the point of detection, strict fulfillment of the point-

to-point condition would require the vacuum vessel to have the complex figure

described by Eq. (D.8). This is an extremely difficult technical problem, hence

we would like to examine the errors introduced by approximating Eq. (D.8) with

a linear equation. The simplest way to do this is to Taylor expand Eq. (D.7)
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about the center of the spectrometer R = 30cm,

B ≈ 30(30 + A)

30 + 2A
+

[
60 + A

30 + 2A
− 30(30 + A)

(30 + 2A)2

]
(R − 30) + . . . (D.9)

If we take A = 30cm and linearize we find,

B =
7

9
R − 10

3
. (D.10)

We will also want to examine errors arising from uncertainty in A since the exit

of the plasma is not precisely defined.

To begin this analysis we will make the substitutions

A = A0 + a and B = B0 + b, (D.11)

in Eq. (D.5) and Eq. (D.6), where A0 and B0 are the design distances and a and

b are the error in the distances. For the moment we will only examine Mx, which

becomes

Mx =

⎛
⎜⎝ (1 − 2B0

R
) − 2b

R
(A0 − B0 − 2A0B0

R
+ R) + a − b − 2(A0b+aB0+ab)

R

− 2
R

(−1 − 2A0

R
) − 2a

R

⎞
⎟⎠ .

(D.12)

Now, we still want the design distances to fulfill the point-to-point condition so

Mx12 = A0 − B0 − 2A0B0

R
+ R = 0 =⇒ B0 = R

A0 + R

2A0 + R
, (D.13)

and Eq. (D.12) becomes

Mx =

⎛
⎜⎝ (1 − 2B0

R
) − 2b

R
a − b − 2(A0b+aB0+ab)

R

− 2
R

(−1 − 2A0

R
) − 2a

R

⎞
⎟⎠ . (D.14)

What we are really interested in is the final size of the beam, in the x dimension,

do solely to the optics of the system,

xoptical =

⎡
⎢⎣Mx

⎛
⎜⎝ x

x′

⎞
⎟⎠
⎤
⎥⎦

1

=

[(
1 − 2B0

R

)
− 2b

R

]
x +

[
a − b − 2(A0b + aB0 + ab)

R

]
x′, (D.15)
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Table D.1: Simulated parameters of the trapped and drive beam

σx σx′ Eave ∆Erms

Drive Head 759µm −0.002 14 MeV 0.75%

Drive Middle 702µm 0.012 13 MeV 3.4%

Drive Tail 2 mm 0.025 12.5 MeV 2.3%

Trapped Beam Core 596µm 0.028 1.22 MeV 4.6%

where A0 = 30cm, B0 is a function of R given by Eq. (D.13),

−2.5cm ≤ a ≤ 2.5cm, and b =
[
7

9
R − 10

3

]
−
[
R

30 + R

60 + R

]
, (D.16)

the difference between the linearized and exact point-to-point conditions.

In order to determine the error introduced by linearizing the point-to-point

condition we need to compare xoptical to the size that the beam will have at

the exit of the spectrometer due to energy spread. To good approximation this

quantity is given by

∆xenergy =

√
2
(

v
c

)
∆E[MeV]

299.8Bmag[T]
, (D.17)

where the familiar formula for the bend radius of an electron in a magnetic has

been used (with suitable generalization for low energy electrons) and the
√

2 has

been added to account for the 45◦ angel of the spectrometer edge. Since the exit

port will probably not be parallel to the spectrometer edge, this formula is not

strictly correct, but the correction should be slight.

The relevant beam parameters for both the drive beam and the captured

beam can be derived from simulations of the trapping process and are listed in

Table D.1. The parameters used for these simulation were essentially the ones

presented in Section 3.2.

Taking these values we can use Eqs. D.15, D.16, and D.17 to plot the er-
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ror, expressed as xoptical/∆xenergy, over the parameter space of interest which is

−2.5cm ≤ a ≤ 2.5cm and 10cm ≤ R ≤ 58cm, see Figs. D.2-D.5.

From Figures D.2-D.5, it is clear that for both the captured and drive beams

the maximum value of xoptical/∆xenergy over the entire parameter space of interest

is 0.009, or only 0.9%. Over most of the parameter space the the size of the optical

spread, as compared to the energy spread, is much less. Since even the maximum

error produced by the linearization of the exit port appears to be negligible, a

linear exit port based on Eq. D.10 was chosen as the best design choice.

The errors induced by linearizing the exit port have no significant impact on

the beam dynamics in the y direction. Calculations using Eq. D.3 and data

from the simulations indicates that all elements of the beams should be visible

at the spectrometer exit without clipping, although it may be necessary in some

cases to use the bottom third of the R range in order to provide sufficient vertical

focusing.
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Figure D.2: The error expected when observing the captured beam.
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Figure D.3: The error expected when observing the head of the drive beam.
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Figure D.4: The error expected when observing the middle of the drive beam.
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Figure D.5: The error expected when observing the tail of the drive beam.
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