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Abstract

This thesis presents evidence for the decay mode B*¥ — ¢K* in pp collisions at
V/s = 1.96 TeV using (120 + 7)pb ' of data collected by the Collider Detector at
Fermilab (CDF). This signal is then used to measure the branching ratio relative to
the decay mode B — J/¢K*.

The measurement starts from reconstructing the two decay modes:
B* = ¢K* where ¢ - KTK~

and

B* — J/WK*, where J/v — pTp”

The measurement yielded 23+ 7 B* — ¢ K= events, and 406 £ 26 B — J/K*
events. The fraction of B* — J/¢K? events where the J/v subsequently decayed to
two muons (as opposed to two electrons) was found to be f,, = 0.839 £ 0.066. The

relative branching ratio of the two decays is then calculated based on the equation:
BR(B* = ¢K*) _ Nyx  BR(J/Y = ptp) €k
BR(B* — J/YK*) Nyk - fuu BR(¢ > KTK~) eKKK
The measurement finds
BR(B* — ¢K%)
BR(B* — J/YK*)
The B* — ¢ K= branching ratio is then found to be

R(eiso)

= 0.0068 £ 0.0021 (stat.) £ 0.0007 (syst.)

BR(B* — ¢K*) = [6.9 + 2.1(stat.) & 0.8(syst.)] x 10°°

This value is consistent with similar measurements reported by the eTe™ collider ex-
periments BaBar[1], Belle[2], and CLEO|[3].

Adviser: Dr. Barry Blumenfeld
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Chapter 1

Introduction

1.1 Historical Background

The first mention of an atomic theory is by Leucippus and Democritus in the 5th
century B.C. They philosophized that nature consisted of an infinite number of small,

“unable to be

indivisible particles. They called these particles “atoms” which means
divided”.

A more scientific approach to atomic theory was taken up in the 19th Century,
when J.Dalton developed his atomic hypothesis to explain Chemical phenomenon.
Shortly afterward, D.Mendeleev’s periodic table of the elements strikingly demon-
strate the success of the atomic theory. For a time, atoms were thought to be the
fundamental building blocks of nature. Then, in 1897, J.J.Thomson discovered nega-
tively charged particles that were ejected from different atoms, but which always had
the same charge-to-mass ratio. He postulated that these particles were of a single
type—a building block common to all atoms. Later, this sub-atomic particle would
come to be known as the electron. Since atoms are electrically neutral the existence
of this negatively charged ingredient implied a positively charged counterpart. Early
in the 20th century E.Rutherford used scattering experiments to demonstrated the
existence of a dense, positively charged central region inside the atom, which he called

the nucleus. He would go on to experimentally verify the existence of the positively

charged proton contained therein. In 1932 J.Chadwick identified an additional, neu-



tral component inside the nucleus. He called this particle the neutron.

Exciting theoretical breakthroughs were also made during the beginning of the
20th Century. Quantum Theory emerged in 1900 when M.Planck used the idea of
quantized energy to explain the radiation spectrum emitted by a black body. In 1905
A Einstein would take the next great deductive leap by postulating the existence of the
photon—a particle of light-to explain the photoelectric effect. In answer to Einstein’s
assignment of a particle nature to light, which is a wave, L.deBroglie proposed a theory
whereby particles would have wave-like properties. N.Bohr would use the quantum
behavior of electrons in explaining the phenomenon of discrete atomic spectra in 1913.
Many other great scientists, such as Schrodinger, Heisenberg, and Born, would also
contribute to theory of the subatomic world. One of the most astonishing predictions
during this time was made by P.A.M.Dirac, who predicted the existence of anti-
matter in 1930. This prediction was verified two years later by C.Anderson when he
discovered the positron (the anti-matter version of the electron) during his study of
cosmic rays.

In the mid 1930’s matter was thought to be composed entirely of protons, neu-
trons, and electrons. This simple state of affairs was not to last, however. Cosmic
ray studies led to the discovery of the muon in 1937 and the discovery of pions in
1947. The advent of nuclear reactors and man-made particle accelerators led to the
discovery of many more new particles. By the 1960’s more than a hundred different
particles had been discovered, which led to the question: “Could all these particles
really be fundamental?” In 1964 Gell-Mann and Zweig came up with a theory or-
dering the particles in a manner akin to Mendeleev’s ordering of the elements, albeit
decidedly more complicated. Many of the particles could be described as being made
of a more fundamental building block: the quarks. Particles containing quarks are
called hadrons. Of the hadrons there are two types: mesons which are made of a
quark and an anti-quark, and baryons which are made of a set of three quarks (or
three anti-quarks). Initially, there were only three known quarks: the “up”, “down”,
and “strange” quarks. A fourth quark was predicted to explain some experimental
observations. This fourth “charm” quark was found in 1974, with the discovery of

the J/4 particle, a meson made from a charm quark/anti-quark pair. This discovery



was made independently by both B.Richter and S.Ting-hence the two names: J and
. Since that time, “bottom” and “top” quarks have also been discovered. There are
also particles not made up of quarks, that are called leptons.

Today, the world is thought to be made of six quarks and six leptons plus their
anti-particles, along with the particles that mediate the four known forces: gravity,
electromagnetism, the weak force, and the strong force. These particles and their

interactions are described by the Standard Model of Particle Physics.

1.2 High Energy Physics

Particle physicists study the fundamental constituents of matter. These particles
do not exist on the same energy and time scales as human life. They are too small
to be “seen”, even by the strongest of microscopes. To probe shorter distance scales,
higher energies are needed. Also, some of the particles of interest are extremely heavy
by subatomic standards. From Einstein’s famous relation E = mc?, we can see that
greater energies are needed to make these more massive particles. This is why the
study of fundamental particles is referred to as High Energy Physics.

Particle accelerators are one of the tools that high energy physicists use in their
studies. The Tevatron at Fermilab is one such accelerator, and is currently the high-
est energy accelerator in the world. In the Tevatron, protons and anti-protons are
accelerated toward each other at nearly the speed of light. The energy released in
these collisions creates showers of particles. Many of these particles have extremely
short lifetimes, from anywhere around 10~'?s to 10~2°s, before decaying into other
particles (which may also decay in turn). A detector is used to measure and store
information on the decay products. This data is then used by particle physicists in an
attempt to reconstruct information about the original particle. The Collider Detector
at Fermilab is one such detector.

While the Standard Model of Particle Physics has proven wildly successful, it does
have some limitations. For example, it cannot explain why there are six quarks and
six leptons, why the fundamental particles have the masses that they do, or why there

is more matter observed in the Universe than antimatter. There must be new physics



beyond the Standard Model, and it is up to high energy physicists to find it.

1.3 Outline of this Thesis

This thesis describes a measurement of the ratio of branching ratios for the decay
modes B* — ¢K* and B* — J/¢K=. In Chapter 2 the theoretical background and
motivation for this measurement will be introduced. A description of the experimental
apparatus used for this measurement will be given in Chapter 3, where both the
Tevatron and the Collider Detector at Fermilab will be discussed. In Chapter 4
the data and Monte Carlo samples used in this analysis will be described. The
methodology used in the analysis will be described in detail in Chapter 5. In Chapter
6 the systematic uncertainties associated with the measurement will be discussed.
The final results and conclusions will be presented in Chapter 7, and compared to
similar measurements reported by the ete™ collider experiments BaBar[1], Belle[2],
and CLEO[3].



Chapter 2

Theoretical Motivation

2.1 The Standard Model of Particle Physics

The Standard Model of Particle Physics is the most successful theory to date
for describing particles and their interactions. According to the Standard Model all
matter is built from a small number of fundamental, spin % particles called fermions
interacting via the exchange of gauge bosons. These fundamental fermions consist of
six quarks and six leptons (and their anti-particles) organized into three families as

shown in Table 2.1.

2.1.1 The Fundamental Fermions

The leptons all have an integral value for their electric charge. The muons (1)
and taus (7) are heavier versions of the familiar electron (e), having the same spin and
electric charge. Being heavier than electrons, they are unstable and can decay into
electrons and neutrinos (or other particles). The neutral leptons are called neutrinos.
They were first postulated by Pauli in 1930 to account for the missing energy and
momentum, being carried away by the undetected neutrinos, in nuclear S-decay[4].
The first direct detection of neutrinos was by Cowan and Reines in 1956, when they
used the high flux of neutrinos produced at the Savannah River nuclear reactor in

South Carolina to see “inverse” beta-decay reactions[5]. There is one flavor’ of neu-



trino associated with each ’flavor’ of lepton. The lepton flavor is conserved in the
Standard Model®, i.e. while the number of, say, electrons may not be conserved, the
number of electrons plus electron neutrinos is. Similarly for the number of muons
plus muon neutrinos, and the number of taus plus tau neutrinos.

The quarks all have fractional charges of either +§ or —%. While bare leptons can
exist freely, quarks apparently can not. Quarks contain an extra degree of freedom
in addition to their spin and electric charge called the color charge. They can come
in one of three colors: red, blue, and green. This is not meant as the literal color,
but rather as a method of labeling the three charges, just as ’'plus’ and 'minus’ are
used to label the two values of the electric charge. The parallel with color comes
from the fact that red, blue, and green light combines to make white light, which
is exactly the requirement for a stable combination of quarks—the combination must
be colorless. Stable quark combinations consist of either three quarks of each of the
three colors, or a quark and an anti-quark of matching color and anti-color?. The
former are called baryons, and the latter are called mesons. All particles made up of
quarks are collectively referred to as hadrons. Table 2.2 gives the quark content for

several different hadrons.

2.1.2 Interactions

In the Standard Model interactions between the fundamental fermions take place
via the exchange of bosons. There are bosons corresponding to each of the four forces
in nature: electromagnetism, the strong nuclear force, the weak nuclear force, and
gravity. Some properties of the different force carriers are summarized in Table 2.3.

The electromagnetic force is responsible for most extra-nuclear physics. It is

responsible for the binding of electrons to nuclei, and therefore all known chemistry.

1 Recent evidence suggests that neutrino oscillations, oscillations of one flavor of neutrino into
another, do occur. While rarely observed, this would allow interactions that do not conserve the
lepton number. A possible solution would be to insert another CKM-like matrix into the Standard
Model, but for the lepton sector. The CKM matrix will be discussed in Section 2.3

20ther, more complicated, colorless combinations of quarks are postulated. Several experiments
have recently reported signals consistent with a particle having a pentaquark structure of four quarks
and one anti-quark[6].



Table 2.1:
charge.

Quarks Symbol Charge Mass (MeV)
up, U +§ 1.5-5

down, d —% 3—9

charm, c +2 (11-14) x10°
strange, s —% 75— 170

top, t +2  (173.8+5.2) x103
bottom, b -1 (41-44) x103
Leptons Symbol Charge Mass (MeV)
electron, e -1 0.511

electron neutrino, Ve 0 ~ 0

muon, 7 —1 105.7

muon neutrino, vy, 0 < 0.17

tau, T -1 1777

tau neutrino, v, 0 < 18.2

The fundamental fermions.

Charges are in units of the absolute electron



Hadron Quark Content | Hadron Quark Content
Bt bu K+ su
B~ bu K~ st
0 5s K° 5d
I/ ce KO sd
D¥ cs 7t ud
Dg és ™ ud
D~ cd 0 (au — dd)//2
D~ cd P uud
D° ct n udd
DO cu A° uds

Table 2.2: The quark content of various hadrons.

Force Mediator ~ Spin/Parity Strength
Strong Force Gluon, ¢ 1~ 1
Electromagnetism Photon, v 1~ 1072
Weak Force W=, Z° 1-,1* 107
Gravity Graviton 2+t 1039

Table 2.3: The forces and their corresponding bosons. The strength roughly gives
the relative magnitudes in the case where two protons are just in contact[4].



It is mediated by a massless, spin-1 boson called the photon which couples to all
particles possessing an electric charge.

The strong nuclear force is responsible for the binding of quarks into hadrons
and the binding of protons and neutrons inside of a nucleus. It is mediated by
massless, spin-1 bosons called gluons. In strong interactions the color charge has a
role analogous to that of the electric charge in electromagnetic interactions. Unlike
the photons in electromagnetism, gluons themselves carry (color) charge and can
couple directly to other gluons. Each gluon carries both a color and an anti-color.
There are eight types of gluon corresponding to each of the states in a color octet.

The weak nuclear force is responsible for nuclear S-decay, and is responsible for
all flavor changing interactions. It is mediated by three massive bosons called the
W+ W, and Z°. The superscript denotes each boson’s electric charge. Since the
force carriers are so massive (My = 80.2 GeV, M = 91.2 GeV) the weak force has
an extremely short range.

Gravity is by far the weakest force on a particle scale, and it’s effects are negligible
at particle accelerator energies. The reason gravity is so prevalent on a cosmic scale
is that it’s effects are cumulative-there is no negative gravitational charge (mass).
Gravity is not incorporated into the Standard Model and is only included here for
completeness. The existence of a massless, spin-2 boson called the graviton has been
postulated as the gravitational force mediator. Developing an effective quantum
theory for gravity is still one of the primary goals in modern Physics.

The existence of four distinct, unrelated interaction fields seems mathematically
unrefined. Since Einstein’s time, Physicists have been trying to develop a theory that
treats the four forces as different aspects of one, unified field—much in the same way
that electricity and magnetism are joined in electromagnetic theory. A first step along
this path was taken by Glashow, Weinberg, and Salam in the late 1960’s when they
developed a highly successful theory unifying the electromagnetic and weak forces
into one electroweak force, wherein they predicted both the existence and masses of
the W+ and Z° bosons[4]. Their theory will be more fully explored in later sections.
Numerous attempts have also been made to include the strong force and gravity in a

unification scheme, but so far no satisfactory theory has been developed.
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Time

Figure 2.1: Feynman diagram representing the scattering interaction of two electrons
via photon exchange.

2.2 Feynman Diagrams

A brief discussion of Feynman diagrams is now in order. The goal of this section
is not to give the reader a detailed understanding of Feynman diagram calculations,
but rather a basic working knowledge of what the diagrams represent. For a complete
description of Feynman diagrams see any Quantum Field Theory text, e.g. [7].

Fig. 2.1 shows a typical Feynman diagram. The solid lines represent fermions—
electrons in this case—and the wavy line represents a photon. The arrows on the
fermion lines show the direction of matter flow. A particle line running ”backward
in time” would represent the corresponding anti-particle moving forward in time.
Fig. 2.1 then represents two electrons scattering off of each other by exchanging
a photon. Which electron emits and which absorbs the photon is not shown, the
diagram represents both processes.

In such diagrams external lines represent real, observable particles. Internal lines,
however, depict particles that cannot be observed without changing the process being
represented. They are said to depict ”virtual” particles. Energy and momentum is
conserved at each vertex, but the mass of virtual particles is not required to be the
same as it is in a free particle state, i.e. it can assume whatever value is needed to

satisfy energy and momentum conservation in the interaction. In essence, the external
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Figure 2.2: Sum of Feynman diagrams representing the electromagnetic scattering
interaction between two electrons.

lines tell us what happened, and the internal lines give us a mechanism for how it
happened.

Note that Feynman diagrams like those in Fig. 2.1 are purely symbolic, and do
not represent actual particle trajectories. The vertical axis represents the flow of
time, but the horizontal axis does not represent a spatial distribution. The diagram
actually represents a number corresponding to the amplitude for this physical process
to occur. For a specific particle interaction the sum of all possible Feynman diagrams
must be added together as shown in Fig. 2.2. There are an infinite number of diagrams
for any given process. They can be thought of as a series expansion around a ground
state, where the higher order terms are those with more vertices. The Feynman rules
for calculating the diagram amplitudes are derived from the Lagrangian describing
the particle field interactions. A necessary requirement for any theory (Lagrangian)
to be useful is that it’s Feynman series must converge, i.e. it must be renormalizable®

While there are an infinite number of different possible Feynman diagrams they
can all be constructed from a relatively small number of fundamental, or primitive,
vertices determined by the theory. The diagrams in Table 2.4 (along with their
topological equivalents) represent all of the Standard Model primitive vertices that
involve fermions. Fig.(A) shows an electrically charged fermion emitting or absorbing
a photon. Fig.(B) shows a color charged fermion (quark) emitting or absorbing a
gluon. The gluons in Feynman diagrams are represented by curly lines. Fig.(C)
shows a charged lepton converting into it’s corresponding neutrino by emission of a

W~. The weak bosons (W= and Z°) in Feynman diagrams are represented by dashed

3Many theories suffer from divergences, but the resultant infinities can be successfully “defined
away”, thus salvaging their usefulness. This process is called renormalization. A non-renormalizable
theory is one in which no mathematical mechanism exists to remove it’s divergences.
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lines. In the case of Fig.(D) a down-type quark (a quark of type d, s or b) is converted
into an up-type quark (a quark of type u, ¢, or t), by emitting a W~. Since the W
is the anti-particle of the W~ the processes in (C) and (D) can also be interpreted as
taking place through the absorption of a W*. Notice that in all the cases involving
a W the electric charge is still conserved at the vertex, even though the incoming
and outgoing fermions have different charges. Fig.(E) shows a fermion emitting or

absorbing a Z°.

2.3 Weak Interactions and the CKM Matrix

As has already been stated, weak vertices involving a W= change the flavor of the
fermion involved. For leptons the mixing takes place strictly within the generations

(in the Standard Model, see the footnote on page 6).

v, v v
¢ a T (2.1)
e 7 T
i.e. while an electron can convert into an electron neutrino, it cannot convert into a
muon neutrino.

For quarks some inter-generation mixing does occur. It is described by rotating

the down-type quark mass states into weak states,

() A

Vud Vus Vub d

s =1 vie v Ve s (2:2)

R VAN

such that the weak mixing takes place between the states:

<§> (sc) (;) (2.3)
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(A) An electrically charged fermion
emitting or absorbing a photon.

(B) A color charged fermion
(quark) emitting or absorbing a
gluon.

(C) An electrically charged lepton
converts into it’s corresponding

o W
neutrino, with emission of a W~.
(D) A down-type quark con-
verts into an up-type quark, with _
emission of a W ™. oW
f
(E) A fermion emitting or absorb- L

ing a Z boson.

Table 2.4: The Standard Model primitive vertices which involve fermions. Primitive
vertices that involve only bosons also exist, but are not shown.
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Figure 2.3: Vertex showing an ingoing up quark with an outgoing W* and outgoing
quark ¢, where ¢ = d, s, or b. This vertex must be multiplied by the element V,,
of the CKM matrix describing the overlap of the emitted quark with the weak state
partnered with the wu.

The matrix relating the quark mass states to their weak states is called the Cabbibo-
Kobayashi-Maskawa (CKM) matrix.

For example, the transition of an up quark into a W+ and another quark can occur
through one of three vertices as shown in Fig. 2.3, where ¢ can be either d, s, or b.
These vertices must be multiplied by an additional term describing the overlap of the
emitted quark with the weak state partnered with the u, namely V,,, from the CKM
matrix. The nine complex entries in the CKM matrix are not all independent. To
ensure proper normalization and the conservation of quark number the CKM matrix
must be unitary.

The need for unitarity imposes three real and three complex equations of con-
straint on the nine complex terms of the CKM matrix. This leaves three real param-
eters and six complex phases undetermined. By judicious redefinition of the quark
phases, five of the complex phases in the CKM matrix can be effectively removed.
This leaves three real parameters and one complex phase that must be determined
experimentally. The existence of this irremovable complex phase is important as it
provides a theoretical mechanism for CP violation, which will be further explored in

the next section.
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Various parameterizations of the CKM matrix are possible. One such parametriza-

tion is

( )

C1 S1C3 5183

it (2.4)

—51Cy  C1CaC3 — S253€"0  €1CyS5 + Socze

10

\ —8189 C189C3 + 02836“5 C15983 — CoC3€

where s; stands for sin(6;) and ¢; stands for cos(6;). A popular, alternative parametriza-

tion first proposed by Wolfenstein is

1—)\%/2 A AN (p —1in)
—A 1—A2/2 A2 : (2.5)
\ AN(1—p—in) —AN? 1 )

2.4 CP Violation

Until the 1950’s it was believed that physical processes were invariant under certain
discrete symmetry transformations. Specifically, they were believed to be invariant
under charge conjugation where all charges are reversed, effectively replacing every
particle with its corresponding antiparticle; parity where all spatial coordinates are
inverted through the origin (mirror symmetry); and time reversal. These symmetry
operations are denoted as C, P, and T, respectively.

In 1956 experiments by C.S. Wu demonstrated that P was not conserved in beta
decays within cobalt 60 (in fact it was mazimally violated). Further investigation
showed that, while parity was conserved in reactions involving the strong and electro-

magnetic forces, parity violation was quite common in reactions involving the weak
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force [5]. The invariance of reactions under C would come into question shortly af-

terward when investigation of the decays

Tt =t 4y, (2.6)

and

T = U+ (2.7)

revealed that all neutrinos (anti-neutrinos) are created with left (right) handed he-
licities in the center of mass frame, where helicity is defined as the spin orientation
of the particle around the axis in the direction of its motion. While these reactions
clearly violate parity, they also violate charge conjugation as well. The action of C
on equation (2.6) transforms it into equation (2.7), but with a left handed p and v,
a decay which does not seem to appear in nature. Notice, however, that under the
combined operation of CP equation (2.6) is transformed into equation (2.7) with the
same helicities as those observed experimentally|[8].

While neither C nor P is conserved in weak interactions it was thought for a
time that the combined operation, CP, was. This lead to some rather interesting
predictions by Gell-Mann and Pais concerning the neutral kaon system[4]. First, they
showed that oscillations of K° <+ K° were theoretically possible. Further, due to the
strange quark content of the K mesons and kinematic restrictions, these particles
could only decay weakly. This lead them to predict that the neutral kaons, produced

by the strong force in mass eigenstates, would decay weakly as two different particles

1 ~
K= —(K"> —|K°> 2.8
1= K> -[K>) (2.8
and
1 0 0
Ko = —=(K° > +/K°>) (2.9)

V2

which were eigenstates of CP. The difference would be most noticeable in the different
mean decay rates of these two particles. As incredible as this prediction sounds,

evidence for the K, was discovered by Lederman in 1956(5].
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While this seemed like striking confirmation of the idea of combined CP invariance,
the euphoria was not long lived. In 1964 Cronin and Fitch observed CP violating
decays of the longer lived K mesons. Apparently, the long-lived kaons were not the

pure CP eigenstate given as |K, >, but rather also contained a small amount of
|K1 >.

1

This CP violation, however, was only a very small effect, e ~ 2.3 x 1073, as
opposed to the maximal violation seen for C and P invariance separately[5]. Like the
kaon system, the B sector also has decays that are limited, by kinematics and the fact
that quark content is conserved in strong and electromagnetic interactions, to decay
only weakly. It is hoped that study of the B meson system will lead to more accurate
measurements of the CKM matrix elements and shed new light on the origins of CP
violation.

This thesis presents evidence for the decay modes

B* = ¢K* (2.11)

and finds the relative branching ratio with regards to the decay B* — J/¢YK=.
It is intended that, once more data become available, the techniques used in this
measurement, will be used to measure the asymmetry between the two CP conjugate

decays,

rate(BT — ¢ K1) — rate(B~ — ¢K )
rate(Bt — ¢K*) + rate(B~ — ¢K~)

Acp = (2.12)

A more detailed discussion of the origin of CP violation in this channel is therefore
appropriate. The origin of the CP violation just discussed in the kaon system stems
from the mixing of the two neutral particles, K° and K°, and is a form of ‘indirect’
CP violation. For charged decays such as those in (2.11) no such mixing can occur

between the initial states, but ‘direct’ CP violation is possible.
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In charged decays, CP violation takes place through the interference of two (or
more) amplitudes, i.e. an interference between the different Feynman Diagrams for
the same decay process. The amplitude for a particular Feynman diagram can be

written as

Ae'e (2.13)

where A is the magnitude of the diagram’s amplitude, ¢ is the weak interaction phase
shift originating from the irremovable complex phase in the CKM matrix, and ¢ is the
strong interaction phase shift which occurs when the diagram contains an absorptive
part* [9]. A diagram has an absorptive part whenever two propagators (internal lines)
can simultaneously go on mass-shell within the momentum region being considered
[7].

If we were to look at the diagram for the CP conjugate process, we would see that
the values for A and ¢ would remain the same, while ¢ would undergo a change of

sign due to the complex conjugation of the CKM matrix (due to C). In other words:

A TA
s T
¢ L =0

If we were to now consider a process that had contributions from multiple ampli-

tudes, the total amplitude would be the sum

Atot = ZAiei‘mewi. (214)

Notice that under CP the magnitude of each contributing process would remain
the same, but the relative phases between them would, in general, change (provided
that ¢; # ¢, and 6; # O for some i and k). This change in the relative phases
of the contributing amplitudes will result in different magnitudes of A;,; for the CP

conjugate decays. This is shown schematically in Fig. (2.4) for the case of only

4This is often referred to as final state rescattering in the literature.
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Figure 2.4: A schematic representation of the interference responsible for CP viola-
tion. The strong phase angles are represented by J;, and the weak phase angles are
represented by ¢;, for each amplitude, A;. The left diagram shows the complex sum
for the two amplitudes, A; + A,. The right diagram shows the complex sum of the
CP conjugate amplitudes, A; + Ay. Notice that while |A;] = |A;| and |A,| = |4y,
the total amplitudes are different for the two cases, i.e. |A; + Ag| # |A; + Asl.

two contributing amplitudes. Also note that, if A;; were dominated by one of its
component amplitudes, i.e. there existed an Ay such that A, > A; for all 7+ # k, then
CP violation would still occur for the decay in question but at such a small rate as
to be difficult—if not impossible-to measure.

To recapitulate, for CP violation to occur:
1. The CKM matrix must contain an irremovable complex phase.

2. The decay in question must have contributions from two (or more) diagrams
with different CKM phases.

3. One of the interfering amplitudes must have a strong phase shift.

Requirements (1) and (2) are needed to get the different weak phase angles[10].
The decay (2.11) is dominated by the penguin diagram show in Fig. (2.5). This

diagram actually represents three different amplitudes since the internal quark lines
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Figure 2.5: The Feynman Diagram for b — s5s. This actually represents three
different amplitudes, since different quarks may participate in the internal lines of
the loop; ¢ = u, ¢, ort.

can be any of the up-type quarks, ¢ = (u, ¢, or t). The weak phase angle comes from
the CKM terms applied at each of the two weak vertices, and the strong phase angle
becomes non-zero when the center of mass energy of the process is great enough for
the internal quark lines to go above mass shell[9)].

Both indirect and direct CP violation have been observed in B meson decay chan-
nels. Indirect CP violation for a B meson decay was first reported in the channel
BY — J/vy K°[11, 12]. Direct CP violation in a B meson decay was first reported for
the channel B® — K*7¥[13, 14]. CP violation measurements have since been made
in several other channels, the goal being to over-constrain the parameters of the CKM
matrix and test the validity of the CKM theory.

In the Standard Model Aqp(B* — ¢K?*) is expected to be zero. Since the decays
B* — ¢K* are almost pure penguin processes, new physics could be detected if
exotic particles were to participate in the penguin loop. Some models speculate that
new Physics contributions could lead to an asymmetry as high as order unity[15].
It would be interesting to measure this quantity and see how it compares with the
Standard Model prediction and preliminary measurements recently reported by the

BaBar Collaboration[16] (which are consistent with the Standard Model).
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Chapter 3

The Experimental Setup

3.1 The Tevatron

The Tevatron-originally known as the Energy Doubler/Saver—was built in the
early 1980’s at the Fermi National Accelerator Laboratory (Fermilab) in Batavia,
Illinois. It has undergone several upgrades since then, increasing in both collision en-
ergy and luminosity. A major upgrade of the Tevatron took place between September
1997 and March 2001, with all subsequent operations being dubbed as 'Run II'. In
Run II the Tevatron collides protons and antiprotons with a center of mass energy of
1.96 TeV. It is presently the highest energy particle collider in the world. The initial
Run II integrated luminosity goal was 2 fb~! using instantaneous luminosities up to
2x10%2cm™2s7!, with a long-term (Run IIb) integrated luminosity goal of 8 fb™* [17].
As of early 2004 the Tevatron has achieved a record luminosity of 5.9 x 103'em 2571
This analysis uses 200 pb~! of data collected as of Oct. 2003.

Fig. 3.1 shows a diagram of the Fermilab accelerator chain. Initially, electrical
discharges in hydrogen gas are used to produce H™ ions. A Cockroft-Walton tower
is used to accelerate the H™ ions up to 750 KeV and send them into a 500 foot long
linear accelerator called the Linac. The Linac uses cavities with time alternating
electromagnetic fields to accelerate the ions up to 400 MeV. The AC nature of the
Linac separates the continuous beam into bunches. The ions then enter the Booster

ring, a synchrotron accelerator 475 meters in circumference. They are passed through
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Figure 3.1: Diagram of the Fermilab accelerator chain.
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a thin carbon foil, stripping off the two electrons and leaving a bare proton. The
protons are then accelerated in the Booster to 8 GeV. They then enter the Main
Injector ring which ramps the protons up to 150 GeV and prepares them to be injected
into the Tevatron.

The Main Injector is also used to create antiprotons. It does so by directing pro-
tons onto a nickel target at 120 GeV. Many different types of particles are created
by this process, so the antiprotons must be focused by a lithium lens and filtered out
using a pulsed magnet. Roughly, one antiproton is created and successfully captured
for every 50,000 protons incident on the target. After creation the antiprotons have a
large energy spread, so they are first sent into the Debuncher where they are stochas-
tically cooled before being sent to the Accumulator ring where they are stored and
cooled further. After a sufficient number [(80 — 200) x 10'%] of antiprotons have been
stored they are sent into the Main Injector where they are accelerated up to 150 GeV.

After the protons and antiprotons in the Main Injector reach 150 GeV they are
ready to be injected into the Tevatron. The Tevatron is the main accelerator ring
and has a radius of one kilometer. It ramps the protons and antiprotons up to 980
GeV. An advantage of using antiprotons is that they can be accelerated in the same
ring as the protons (in the opposite direction), which results in a significant saving in
construction costs. The drawback is that the luminosity is limited by the antiproton
production rate. In the current operating mode the protons and antiprotons travel
around the ring in 36 x 36 bunches each about 1 meter long and with a circular
width of a few millimeters. At two sites along the Tevatron ring, CDF and DO,
the two beams are focused by superconducting quadrapole magnets to a width of

approximately 35um and collided. This analysis was done using the CDF detector.

3.2 Collider Detector at Fermilab (CDF)

3.2.1 Detector Overview

The Collider Detector at Fermilab (CDF) is a general purpose, solenoidal detector

capable of precision charged particle tracking, fast projective calorimetry, and fine



24

EL - 745 FT.

oz
P E

7
UPPER NOTCH STE|

CENTRAL DRIFT CHAMBER

ELECTROMAGNET I C
CALOR IMETER

=

EM_SHOWER
B V00 Chaveer
=

HADRONIC CALORIMETER

MUON DRIFT CHAMBERS

J STEEL SHIELDING

MUON_SCINTILLATOR
COUNTER

ISL (3 LAYERS)

SVX Il (3 BARRELS)

INTERACTION POINT (BO)

SOLENOID COIL

PRESHOWER DETECTOR

SHOWERMAX DETECTOR

EL - 706 FT.

Figure 3.2: Cross-sectional view of the CDF detector.

grained muon detection. It is capable of making QCD, electroweak, and heavy flavor
physics measurements, and can also be used to search for exotic, new particles. It
is run by a multi-national collaboration of over 800 physicists from more than 50
different institutions. A schematic diagram of the CDF detector can be seen in
Fig. 3.2.

The detector was designed to be nearly cylindrically symmetric around the beam-
line and forward-backward symmetric with respect to the nominal interaction point.
The tracking systems are located within a superconducting solenoid that provides a
1.4 Tesla magnetic field in the direction of the beamline. The momentum and charge
of tracked particles can then be determined by their deflection in the magnetic field.
A Time-of-Flight (TOF) system is positioned directly outside (radially) of the track-
ing system. Time-of-flight information can be combined with momentum information
from the tracking system to aid in particle identification. The calorimeter systems

are located outside the TOF and are used to measure electron and photon energies,
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jet energies, and net transverse energy flow. The calorimeter systems are also used to
identify electrons and photons. The muon detection systems are located furthest from
the beamline and are used for triggering and to identify previously tracked particles
as muons. Each of these systems will be described in further detail in the following

sections.

3.3 The Tracking System

Efficient, precision charged particle tracking is critical for most CDF analysis. The
tracking system is comprised of a drift chamber, called the Central Outer Tracker
(COT), and a silicon based tracking system comprised of three parts: the Layer Zero
Zero (LO00), the Silicon Vertex Detector for Run II (SVX II), and the Intermediate
Silicon Layer (ISL). The CDF tracking systems are located inside of a superconducting
solenoid that produces a 1.4 Tesla magnetic field in the axial direction. The solenoid
is cylindrical, and contains a region 2.8m in diameter and 3.5m long,

The trajectories of charged particles in a uniform magnetic field are bent to form
a helix. The curvature of the helix can be used to determine the momentum of
the particle and the sign of its electric charge. The CDF tracking systems are used
to reconstruct the track trajectories of charged particles that pass through them.
There are two coordinate systems commonly used at CDF: A cartesian coordinate
system (z, y, z) where the origin is located at the nominal particle interaction point,
and the positive z-direction is along the beamline in the direction of proton motion
with the x-direction pointing toward the outside of the Tevatron ring, and the y-
direction pointing straight up perpendicular to the plane of the Tevatron ring; A
polar coordinate system (r, 8, ¢) where r is the distance from the beamline, 6 is the
polar angle made with respect to the z-axis, and ¢ is the azimuthal angle a projection
on the xy plane would make relative to the x-axis. Five track parameters are used at

CDF to describe the trajectory of tracked particles:
e 2y — The z-position of the track at its point of closest approach to the beamline.

e dy — The signed impact parameter of the track, the distance of closest approach
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to the beamline.

e ¢ — The half-curvature of the track, ¢ = ﬁ where p is the radius of the circle

made by a projection of the track onto the xy plane.

e ¢y — The azimuthal angle of the track at its point of closest approach to the

beamline.

e cot — The cotangent of the polar angle of the track at its point of closest

approach to the beamline, also sometimes referred to as A.

Some other common variables used at CDF (and other collider experiments) are

the pseudorapidity defined as
- 0
pseudorapidity, n = — ln[tan(E)]

and the transverse energy and transverse momentum of a particle, B = E'sin § and
pr = p - sin 6, respectively[18].

A schematic diagram of the tracking system can be found in Fig. 3.3. COT
tracks are combined with Silicon tracks and extrapolated back to the initial beam
interaction point called the Primary Vertex (PV), allowing for a precise measurement
of the momentum of charged particles. These reconstructed tracks can also be used to
identify displaced (also called secondary) vertices created when a long-lived particle
decays a discernible distance away from the PV where it was created. Along with
being useful in identifying these long-lived particles, displaced vertices are also useful
for triggering and suppressing the large inherent QCD background. Reconstructed
tracks can also be combined with information from the TOF, calorimeter, and muon

systems to aid in identifying the tracked particles.

3.3.1 Silicon Tracking

The innermost tracker, the LO00, was added to the original CDF II design to
increase the impact parameter resolution of the tracking system. It consists of 48

single-sided silicon wafers mounted directly on the beam pipe. The wafers come in
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Figure 3.3: Cross-sectional view of the CDF tracking system for Run II, along with
the plug calorimeter systems.

Figure 3.4: End view of the .00 tracker, shown surrounded by the first two layers of
the SVX II.
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two different widths, 8.4 and 14.6 mm wide, and are interleaved in a 12-sided pattern
as shown in Fig. 3.4. The inner/outer wafers are at a distance of 1.35/1.65 cm from
the beamline. The wafers are all 7.84 cm long, but they are bonded together in pairs
so that electrically they form 15.7 ¢cm long detector elements. The entire length of
the LOO detector is 0.9 m.

Each of the wafers consist of p-doped strips implanted on an n-doped substrate.
The strips have a pitch of 25 ym and width of 8 ym, with the strip readout done
through AC coupling to an insulated conductor above the doped signal strip. The
readout pitch is actually 50 pym, since only alternating strips are used. The L0OO has
13,824 individual readout channels.

Moving outward radially, the next five silicon layers comprise SVX II detector.
The SVX II silicon wafers are arranged in ladders that are four wafers long, with two
of the ladders on either side wire-bonded together so that electrically they form one
detector element. The readout electronics for each of these ’half-ladders’ are mounted
directly to the silicon surface at either end of the ladder. The ladders are each 29¢cm
long and are arranged in a barrel structure as shown in Fig. 3.5.

The SVX II silicon wafers are all double sided. The bulk material is nearly pure
silicon, although it is originally' slightly n-doped. They all have p-doped strips on
one side running in the axial direction. These strips are spaced between 60-65 microns
apart and have widths of 14-15 microns, depending on the layer. The other side of
the silicon wafer has n-doped strips that are either running at a 90° angle, or a small
stereo angle relative to the axial direction. The pattern for the five layers, running
from the innermost to the outermost, is (90°, 90°, -1.2°, 90°, 1.2°%). The spacing of
the stereo strips for each layer is (141pm, 125.5um, 60pum, 141um, 65um), and the
widths are 20pm for the 90° strips and 15um for the small angle stereo strips. All of
the SVX II channels use a capacitive readout similar to that of the L00, with the 90°
layers having an additional layer of insulator and readout strips to carry the signal
to the ends. The SVX II has a total of 405,504 readout channels.

The ISL is located between the inner silicon detectors and the drift chamber.

T say originally because over time the radiation from the beam will in fact make the bulk material
become slightly p-doped.
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Figure 3.5: Diagram showing the three barrel structure of the SVX II.

The same as for the SVX II, the ISL sensors are double sided and use a capacitive
readout. The strip pitch on both sides of the ISL sensors is 112um. Pitch adapters
are used to bring signals to the more tightly spaced readout electronics (which are
pitched to match the SVX II). The strips for an ISL wafer are in the axial direction
on one side, and are at a 1.2° small angle stereo direction on the other. Whether the
stereo strips correspond to the n or p side varies for different wafers, depending on the
manufacturer?. ISL ladders are made up of two half-ladders which are in turn made
of three silicon wafers. These are then constructed into a barrels, with the readout
being done at the ladder ends. There is more space available than in the SVX II,
allowing some of the ladders to be overlapped in z. The spatial distribution of the
ISL barrels can be seen in Fig. 3.6. The central barrel ladders have staggered radii
of 22.6cm and 23.1cm. The forward barrel ladders consist of two layers. The inner
forward layer is staggered at radii of 19.7cm and 20.28cm, and the outer forward
layer is staggered at radii of 28.6cm and 29.0cm. The reason that the forward barrels
have one more layer than the central barrel is to increase tracking acceptance in the

n region where COT efficiency drops off[19].

2The stereo strips are on the n side for sensors made by Micron, and on the p side for sensors
made by Hamamatsu.
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Figure 3.6: Left: End view of the CDF Run II silicon system; Right: Side view of half
of the CDF Run II silicon tracking system. Note that the scale of the z-coordinate
has been highly compressed in this figure.

3.3.2 Central Outer Tracker (COT)

The COT is a cylindrical drift chamber located at a radius of 43.4cm to 132.3 cm
from the beamline, surrounding the silicon tracking system. It is 310 cm long and
covers the region of || < 1.1. It is comprised of 96 radial sense wire layers organized
into 8 ”superlayers” of 12 wires each. Superlayers 1, 3, 5 and 7 are oriented at a
stereo angle of £3° relative to the beamline allowing the COT to resolve some 3D
tracking (superlayers 0, 2, 4 and 8 are parallel to the beamline). Each superlayer is
further divided in ¢ into ”super cells”. A super cell consists of one wire plane and
one field plane on either side. The wire plane in each cell contains the 12 sense wires,
13 potential wires, and 4 field shaping wires Fig. 3.7 shows the nominal cell layout
for superlayer 2. Cells are given a tilt angle of 35° with respect to the 7 directions.
This allows the left-right signal ambiguity to be resolved during track reconstruction.

A critical design element of the COT is that the drift time must be kept lower than
the time spacing of the bunch crossings in the accelerator. In the present 36 bunch
mode of the accelerator the bunches cross every 396ns. A mixture of Argon/Ethane

(50:50) is used in the COT and has a maximum drift time of 177ns over the 0.88cm
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Figure 3.7: Nominal cell layout for superlayer 2, and arrangement of cells on the COT
endplate.

maximum drift distance.

While the time of arrival of a signal pulse is used to determine the position of a
tracked particle, the pulse width can be used to measure the amount of ionization
caused by the particle. This is directly related to the amount of energy transfered by
the particle to the ionizing material per distance traveled in the material (dE/dx).
Since dE/dx is determined by the velocity of the particle-and independent of it’s
mass—this information can be used to aid in identifying the tracked particle. A more

detailed description of the COT can be found in reference [20]

3.4 Calorimeter Systems

The CDF calorimeter systems are located outside of the solenoid and surround the
tracking region. They are separated into two main physical systems: central calorime-
ters which are configured cylindrically around the beam line, and plug calorimeters
which are located forward of the tracking region as shown in Fig. 3.8. Each of these

systems is comprised of an inner electromagnetic calorimeter and an outer hadronic
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Figure 3.8: A lateral view of one quarter of the CDF detector showing the orientation
of the calorimeter and central muon systems.

calorimeter. Both types are sampling calorimeters consisting of alternating layers of
scintillator and absorber (made of lead and iron for the electromagnetic and hadronic
calorimeters, respectively). There is also an end-wall hadronic calorimeter that covers
the gap between the central and plug hadronic calorimeter systems. The calorime-
ters are segmented in both azimuth and pseudorapidity to form a projective tower
geometry, allowing calorimeter data to be matched up with tracks/jets found by the
tracking system. The calorimeter coverage runs over the region |n| < 3.64 and the
full 27 azimuthally. Additionally, drift chambers are embedded in the electromag-
netic calorimeters to provide precise position and profile information of the showers
near their maximum. There are also similar preshower detectors located between the

solenoid and the EM calorimeters to aid in track/tower matching.
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3.5 Muon Detectors

The muon detectors are made up of scintillators and drift chambers located at the
exterior of the other detector systems. They are comprised of four similar detector
systems distinguished by their physical configurations. The coverage of the various
muon detectors is shown in Fig. 3.10. The Central Muon Detector (CMU) covers the
region |n| < 0.6 and is embedded in the outer edge of the c