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CHAPTER 1
INTRODUCTION

High energy physics is the study of elementary particles and their interactions.
At present we believe that matter consists of two types of matter units called
leptons and quarks. All of the variety of the objects that we see around us is
made of just three of these building blocks: the up quark, the down quark and the
electron. In addition to those particles there are two more generation of quarks
and leptons, with increasing mass. All our current knowledge about elementary
particles and their interactions is combined into a collection of theories called the
Standard Model (SM). Particles interact with each other by exchanging force-
carrying particles that are bosons. The are four type of forces; however the SM
incorporates only three of them: the electromagnetic force, the weak force and the
strong force. The fourth force, gravity, most commonly encountered in everyday
life, is not incorporated in the theory yet. Its carrier has not been observed either.

Although the Standard Model has proved to accurately describe all known
phenomena of elementary particles with high precision, there are several questions
that can not be answered without going beyond it. For example, we do not
know why particles have masses (or the masses they do) and why there are three
generation of particles. Possible extensions to the SM are proposed to resolve those
outstanding problems.

Leptoquarks are hypothetical particles that are predicted in many extensions
to the Standard Model of particle physics. The remarkable similarities between
quarks and leptons may imply that a more fundamental theory exists where quarks
and leptons interrelated, which could give rise to particles (i. e. leptoquarks) with

quantum numbers of both — leptons and quarks.



High energy physics suggests that particle physics is intimately connected with
the early history of the Universe. It is believed that right after the Big Bang, the
Universe was so hot that it was essentially just a soup of the elementary particles.
Therefore, probing matter at smaller and smaller scales allows us to effectivaly
travel back in time and see how the Universe looked like at the beginning of the
Big Bang.

Search for first-generation leptoquarks in jets and missing transverse energy
topology is performed using the CDF detector at the Tevatron accelerator at the
Fermi National Accelerator Laboratory. The Tevatron collides beams of protons
and anti-protons at a center-of-mass energy of 1.96 TeV, the highest in the world.
It has restarted colliding beams on March 1, 2001 after a major upgrade. It is
expected to deliver up to 100 times more data than in Run I by 2009. The CDF
experiment has an ambitious physics program including searches for the physics
beyond the Standard Model. This program should benefit from the increased
center-of-mass energy and the increased amount of the data.

1.1 The Standard Model

The Standard Model is a theoretical framework that attempts to provide
a fundamental basis for a description of all the complexity of the observable
phenomena by a relatively small set of equations. It represents a unified description
of the electromagnetic, weak and strong forces in the language of quantum gauge
theories. Halzen and Martin [1] and Aitchison and Hey [2] give a nice introduction
to this. In such theories, each particle type is understood as a quantum excitation
of some field. There are two type of fields — matter fields and force fields. The
particles associated with those fields are distinguished by the spin they possess,
which is the amount of intrinsic angular momentum in units of 4. The matter

particles are spin %, and so they are fermions and thus obey the Pauli exclusion



principle. The force particles are bosons, that is, they possess integer spin, and
obey Bose-Einstein statistics.

As the Mendeleev periodic table predicts the properties of the new elements,
so does the Standard Model of elementary particles. The Standard Model showed a
remarkable success over the past 30 years in predicting new data, from observation
of gauge bosons [3]-[6] to the discovery of the top quark [7].

1.1.1 Quarks and Leptons

The experimental evidence shows that nuclei and atoms are built of funda-
mental particles [8]. Those fundamental particles so far do not appear to have
internal structure and carry different quantum charges that determine what type
of interactions they participate in. Leptons carry integer electric charge in units of
electron charge (e), while quarks carry fractional electric charge (+2/3 or —1/3 in
units of electron charge). Each particle has an anti-particle with quantum charges
opposite to the particle charges. There are two types of these fundamental building

blocks: quarks and leptons.

U\ up c \ charm t \ top
quarks ( )
d ~ down s * strange b~ bottom
e electron 7] muon T tau
leptons ( ) ( ) ( )
v, ~ neutrino v, ~ muon neutrino v, ~ tau neutrino

In the Standard Model they are grouped into three generations according to their
quantum numbers and masses, which are called isodoublets (isodoublet refers to
weak interaction structure). Table 1-1 summarizes properties of the known quarks

and leptons.



Table 1-1: Known quarks and leptons of the Standard Model. Masses are given in
GeV/c? except where indicated otherwise.

Quarks Leptons
Charge 2/3 Charge —1/3 Charge —1 Charge 0
Mass Mass Mass Mass
v 0.0015—0.0045 | d 0.005 —0.0085 | e 0.511 MeV/c? | v, < 3eV/c?
c 1.0—-1.40 s 0.080—-0.155 | p 0.106 v, <0.19 MeV/C2
t 174.3 b 4.0—45 T 1777 v, <182 MeV/c?

Source: Particle Data Group [8].

1.1.2 Symmetry and Unification

Symmetry plays an important role in physics. Symmetries are transformations
that leave the physics laws for a system invariant. For example, rotational symme-
try is represented as an invariance under the redefinition of the spatial coordinates
by rotating the axes. Such invariance leads to the conservation of the total angular
momentum. In addition to continuous space-time symmetries and discrete sym-
metries (such as space inversion, or parity, time reversal), there is another type of
symmetry in the particle theories: field redefinition. For example, the electric field
does not depend on the constant term added to the electric field potential. Such
a symmetry is called gauge symmetry. A particle, generally, could be represented
as a complex field. The complex phase of such a field may depend on space and
time coordinates. The requirement that the transformation of such a field does not
depend on the local complex phase is known as local gauge invariance.

The requirement that the Standard Model Lagrangian is invariant under
local gauge transformations leads to conservation of particle charges and other
quantum numbers. Symmetry transformations mathematically are described by
group theory, where particles are combined together into multiplets and their
transformations can be described in matrix representation form. Gauge invariance
is based on the group of special unitary transformations denoted by SU(n), where

n is the number of dimensions in the gauge charge space. The Standard Model



includes three gauge invariant field theories: quantum electrodynamics (QED),
quantum chromodynamics (QCD) and electroweak theory. It does not incorporate
gravity. The complete symmetry of the Standard Model can be given by the
U(l)y x SU(2)r, x SU(3)¢, where Y refers to hypercharge, L— to weak isospin
and C— to color charge. In a gauge field theory, interactions between particles
are mediated by force-carrying particles called gauge bosons. The number of
bosons is determined by the number of the generators associated with the theory
group and is equal to n? — 1. Bosons have integer spin (1) and include: photons
(7), intermediate gauge bosons (W=*,Z°%) and gluons (g). The gauge boson in its
turn could be neutral (i.e., a photon) or carry a charge, conserved under given
symmetry (W+,Z° in electroweak theory and gluon in QCD). The properties of

the gauge bosons are summarized in table 1-2. Maxwell formulated the theory of

Table 1-2: Gauge bosons of the Standard Model.

Force Relative strength | Gauge boson | Mass (GeV/c?) Range

Strong ~1 q 0 ~ 107 m

Electromagnetic ~1/137 vy 0 infinite

Weak ~107° W= 80.423 £ 0.039 ~ 107 m
A 91.1876 £ 0.0021

electromagnetism, by combining two seemingly different phenomena of electricity
and magnetism. Later, the quantum electrodynamic theory was combined with
theory of weak interactions which led to the electroweak theory of the Standard
Model.

1.1.3 Electroweak Theory

Quantum Electrodynamics (QED) was the first gauge invariant field theory
based on the U(1) group. The requirement that the Lagrangian in QED is in-
variant under local phase change leads to interaction between the carrier of the

electromagnetic field (the photon) and charged fermions (quarks or leptons) and



the conservation of the electric charge. Both quarks and leptons act as sources
of the electromagnetic field. The strength of the interaction is determined by the

dimensionless coupling constant® :
a=—, (1-1)

A great achievement for quantum field theory was that QED could be renor-
malized. An electron in QED can spontaneously emit a virtual photon. Such a
photon could produce an electron-positron pair, and this process could repeat
itself indefinitely, so that the initial electron will be surrounded by a “cloud” of
electron-positron pairs. The positrons will be closer to the initial electron, since
the opposite charges attract, and therefore the electron charge will be “screened”.
The “bare” electron charge ey will be increasing with decreasing distance to the
electron. Therefore, the calculation of the bare charge ey becomes divergent. How-
ever it is possible to redefine ey in terms of effective charge e at some large scale,
and such a procedure is called renormalization. Since the electromagnetic coupling
constant is proportional to the electric charge therefore the coupling strength is
reduced at larger distances (lower energies). Thus, a depends on the energy scale
associated with interaction.

Glashow [9], Weinberg [10] and Salam [11] proposed a new theory, which
unified the electromagnetic force with the weak force, first observed in nuclear
B decays, and was based on the SU(2) x U(1) gauge group. In the combined
electroweak theory there are four gauge bosons: W+, W° and W~ of the weak
isospin group SU(2) and B of the weak hypercharge group U(1). The left-handed

helicity fermions are combined into isodoublets, which correspond to the pairs

! throughout this dissertation the natural system of units is used, where i = ¢ =
1



of quarks and leptons within each generation. The W* gauge bosons transform
one particle of the isodoublets into another. It occurs when a fermion emits or
absorbs a real or virtual W* boson. The combination of W° and B° creates the
gauge boson of QED—the photon—and a weak neutral current carrier—the Z°
boson. The requirement for the electroweak theory to be gauge invariant implies
that gauge bosons remain massless. In reality only the photon is massless. The
weak interactions were observed to occur at much smaller distances compared to
the electromagnetic, therefore the W= and Z° bosons should have mass. Explicit
mass terms are not gauge invariant and can not simply be added to the Lagrangian
without violating renormalizability of the theory. That means that underlying
symmetry is broken.

The Higgs mechanism provides spontaneous symmetry breaking of the
electroweak theory[12], leaving the Lagrangian invariant under the gauge transfor-
mations. It introduces an additional scalar field, which is associated with a new
particle — the Higgs boson. The scalar field has a non-zero expectation value and
the W= and Z° gauge bosons acquire mass through the interaction with this field.
The leptons and quarks also acquire mass through the interaction with the Higgs
field. The strength of the particle couplings to this field determines the masses
of the fermions. It was proved that any spontaneously broken gauge theory could
be renormalized [13]. However, to cancel triangle anomalies that appear in the
renormalization procedure, the theory requires an equal number of lepton and
quark generations and that the sum of electric charges of all fermions is zero. The
electroweak force appears to be “broken” into two pieces — electromagnetic and
weak — at low energies. However at energies ~ M, they are unified with the same

intrinsic coupling constant.



The discovery of the third generation of the leptons and quarks as well as W
and Z bosons was a remarkable success in theoretical predictions of the electroweak
theory.

1.1.4 Quantum Chromodynamics

Quarks are distinguished from leptons by possessing an additional type of
charge (color) that allows them to interact strongly with each other. There are
three different colors (three charges: red, green and blue), which reflects the
underlying symmetry based on the SU(3)-color group. Hence, quarks of different
color are combined into groups called triplets. The strong force is mediated by
eight massless gluons. Unlike the photons, gluons carry charge; hence they also can
interact with each other. As a consequence, the charge “screening” has a different
effect, the color force between colored particles increases in strength with increasing
distance. Therefore quarks and gluons do not appear as free particles. They exist
only in colorless bound states—hadrons. This is also known as a color confinement.
There are two types of hadrons: baryons, which consist of three quarks of different
colors, resulting in a “white” color-neutral state, and mesons, which consist of
quark anti-quark pair with opposite color charges. The color charge is conserved
in the strong interactions. Another important aspect of QCD is that the strong
coupling constant a; becomes smaller at smaller distances (larger energy transfer
in the associated interaction), which allows to use perturbative methods in many
complicated QCD calculations. This is known as “asymptotic freedom.”

1.2 Beyond the Standard Model

Despite the tremendous success of the Standard Model in explaining experi-
mental data we believe that this model is incomplete for several reasons. To name
a few:

e The Standard model does not include gravity.



e The cancellation of triangle anomalies in the Standard model is only possible
if there are same number of generation of leptons and quarks. The Standard
model does not explain why there are three generations of quarks and three
generations of leptons and why they have the charges they have.

e There is no explanation of the mass difference within the same generation
isodoublet. For example, why is the top quark mass so much larger than the
other fermion masses?

e The Standard Model contains a large number of arbitrary parameters:
six quark masses, three lepton masses (neutrinos are assumed massless in
the SM), the electromagnetic and strong coupling constants « and «, the
weak coupling constant sin?fy, where the Weinberg angle, 6y, is defined
as cosfy = AA//[[—V;’ . the Z° boson mass Mo and the Higgs boson mass Mj.
The quark mass eigenstates need not be the same as the weak isodoublet
eigenstates; therefore, the matrix relating these bases was defined for the six
quarks [17, 18]. Four Cabbibo-Kobayshi-Maskawa mixing angles that deter-
mine mixing of the left-handed isodoublets into the quark mass eigenstates,
which are also arbitrary parameters in the Standard Model.

e The Higgs mechanism, which provides Electroweak Symmetry Breaking
(EWSB), is inserted by hand, to preserve the symmetry of the Standard
Model Lagrangian. Moreover why there should be only one scalar field?

e Loop corrections make the Higgs mass calculations quadratically divergent
and the mass integral requires a cut off at some scale A, which represents
the scale where new physics occurs. So the Higgs mass is given by m?%, =
m? — ¢g?A?, where m is the bare Higgs boson mass parameter at the A scale
and ¢ is a dimensionless coupling constant. In order to get a my Higgs mass
of the order 100 GeV/c? we will need a cancellation to 22 decimal places,

which is very unnatural (the “naturalness” problem)

e Astrophysical observations show that there must be some additional, unseen
mass, which is called dark matter.

All these facts suggest that there could be another theory beyond the Standard
Model. There are two possible ways to extend the Standard Model:

e One is to include the existing particles and forces as a part of some bigger
symmetry. By introducing new interactions, the fields and their interactions
could be unified in one single theory. Examples of such theories include
Grand Unified Theories (GUTSs), Supersymmetry, String theory and Extra
dimensions.

e The other is to consider new particles and new interactions. In these type
of theories, the existing particles are composed of these new particles, in
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the same way as hadrons consist of quarks. Examples of such models are
compositeness, Technicolor. Even though these models are not completely
ruled out by experimental data, they are not as appealing as the models
of the first type, due to a limited parameter space and same fine tuning
problems.

1.2.1 Grand Unification

The unification of the electromagnetic and weak force leads naturally to the
idea of combining the electroweak and strong forces. In the Standard Model, the
coupling strength in the strong and weak interactions decreases with increasing
energy scale, whereas the coupling of the electromagnetic interaction increases.
Figure 1-1 shows the evolution of the gauge coupling constants in the Standard

Model from the experimentally measured values at the Z-mass pole. Thus, it

Standard Model
0.10 . . .

3 005

0.00 . L . L
0.0 2.0 4.0
t=log(Q/M,)/2Tt

6.0

Figure 1-1: Evolution of the gauge coupling constants in the Standard Model from
the experimentally measured values at the Z-mass pole [15].
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becomes possible that at some larger energy scale they become equal. According
to Grand Unified Theories, all three SM forces are a manifestation of a single

force [14, 16]. The underlying symmetry of the GUT theory is spontaneously
broken at some higher energy of the order ~ 10 GeV, and the single interaction is
split into the three known interactions of the SM.

1.2.2 Supersymmetry

Supersymmetry (SUSY) is a type of symmetry that relates fermions to bosons
[19, 20, 21]. The Minimal Supersymmetric extension of the Standard Model
(MSSM) introduces “superpartners” for all particles of SM. Superpartners have the
same quantum numbers as their SM counterparts except that their spin differs by

one half.

e MSSM provides a solution to the naturalness problem, since there are boson-
fermion pairs with identical couplings that make equal but opposite in sign
contributions to the loop diagrams for the Higgs mass. These contributions
cancel quadratic divergences and solve the “naturalness problem”.

e A Heavy top quark plays an important role in the theory. Through loop
corrections, it drives the Higgs vacuum expectation values to negative values,
which allows a spontaneous breaking of electroweak symmetry.

e SUSY provides a framework for the unification of gravity with three other
forces.

If Supersymmetry were an exact symmetry, then SM particles and their
superpartners would have the same mass and they would have been discovered
a long time ago. So far no such particles have been seen, which implies that
Supersymmetry is also a broken symmetry, so that superparticle masses are heavier
than observed so far. The effective scale of supersymmetry breaking is related
to the Standard Model Higgs vacuum expectation value. The MSSM introduces
two Higgs fields to generate masses for quarks and charged leptons and their
corresponding superpartners as well as all other particle masses in the theory. They

produce five total Higgs boson particles, two of which have charge. There are also
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six new particles: 4 neutralinos (x9) and 2 charginos (x;°), which are superpartners
to the gauge fields.

In the Standard Model, Baryon and Lepton numbers are conserved. Su-
persymmetry introduces a new quantum number — R-parity, defined as R =
(—1)3(B=L)+25 where B = baryon number, L = lepton number and S = spin.
From this formula, it follows that all the Standard Model particles have a R = +1
whereas all superparticles have R = —1. If R parity is conserved then the lightest
supersymmetric particle (LSP) must be stable. All superparticles can be produced
only in even numbers. Each superparticle should eventually decay into a state
which contains odd number of LSPs. The LSP is thus a good candidate for the
dark matter.

However MSSM itself introduces more than 100 new arbitrary parameters
and by itself is not believed to be a complete theory, but a part of more general
unified theory of everything. One such theory could be a super-string theory [22].
However, some assumptions can be made about particle masses and their su-
persymmetric couplings to the fields (for review, see for example [23]). Those
assumptions form models of SUSY. Each model can have a different scenario of
supersymmetry breaking and of communication of this breaking to the “visible”
sector. Those SUSY models greatly reduce the number of the free parameters. The
two most popular scenarios are gravity-mediated (SUGRA) and gauge-mediated
supersymmetry breaking (GMSB).

1.3 Experimental High-Energy Physics

The “elementary” particle, in most cases, can be imagined as a point-like
particle with charge and mass. The term elementary is due to historical reasons,
before it was discovered that some of the elementary particles have internal
structure and in their turn consist of the more fundamental particles. The most

general way to study of elementary particles is to collide them head on and study
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their remnants and decay products. If a high enough energy is reached, new
particles of larger mass can be created. In elementary particle physics, energy is
measured in electron-Volts (eV), the energy that an electron would achieve after it
passes through a potential difference of 1 Volt. Modern experiments use particle
beams of tens or hundreds of billion electron-Volts: GeV (1 GeV = 10° eV).

To achieve such high energies, particles are accelerated by the electromagnetic
force. This requires that particles should have an electric charge and be stable.
The particle energy is limited by the size of the accelerator and the strength of
the magnets, which are needed to hold the particles in a stable orbit. Another
limitation is energy loss through radiation.

Accelerators using protons (or anti-protons) as beam particles can reach
higher energies than accelerators using electrons, which are limited by the energy
loss through radiation. The most interesting type of collision is when the original
particles annihilate and create new particles. However since the proton is a
composite particle, only a fraction of the total proton energy is spent in the
collision. The rest of the energy is carried away by constituent quark and gluons
(partons). Such a collision is usually called a hard scattering. The goal of high
energy experiments to collect such collisions, or events, and study the properties
of the particles and their interactions. The remnant partons could participate in
a secondary collision, which is called the underlying event. The fraction of the
momentum carried by the parton participating in the hard scattering process is
variable; and is parameterized by the parton-distribution functions.

There is a finite list of the particles that could be produced in pp interactions
Each particle leaves a distinct signature in the detector, which allows its identi-
fication. Various types of detectors and techniques are used to measure particle
momentum and energy. Total particle energy and momenta are conserved. There-

fore, since before the collision occurred there was no energy imbalance in transverse
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plane, same should be true after the collision. Weakly interacting particles (neutri-
nos, for example) escape detection; thus a large energy imbalance will be observed
in collisions where such particles are produced. Such energy imbalance is called
“missing transverse energy” or “missing-Er”. Therefore, the presence of such
particles can be inferred through the measurement of the missing-FEr.

The total luminosity (L) of a collected data sample times the cross-section (o)
of a process under consideration gives the total number of events for such a process
produced at the accelerator:

N=Lxo. (1-2)

In practice, usually a collision rate, or instantaneous luminosity (£), is measured in
terms of the effective area per unit time. Then the total luminosity of the sample is
given by:

L= / cat. (1-3)
The cross-section (measured in barns — 10724 ¢m?) of a process is usually known
from theoretical calculations, from another experiment, or may be the quantity
under study.

Computer programs based on Monte Carlo techniques [8] are used to simulate
different high energy processes (physics event generators) and particle interactions
with detector material and detector response (detector simulation programs). The
simulated events are used to test different hypotheses about particle interactions

and verify the distribution of kinematical variables.



CHAPTER 2
LEPTOQUARK PHENOMENOLOGY

The remarkable symmetry between quarks and leptons in the Standard
Model suggests that some more fundamental theory may exist, which allows
interactions between them. Such interactions are mediated by a new type of
particle, a leptoquark (LQ), which carries both lepton and baryon number. A
leptoquark is a color-triplet boson with spin 0 or 1, and has fractional electric
charge. The coupling between leptoquarks and fermions is given by a Yukawa
coupling A. Leptoquarks appear in many possible extension to the Standard
Model and could be directly observed at current particle colliders. In this chapter,
possible theoretical sources of the leptoquark pair production mechanism in
pp collisions is discussed and the experimental signature for leptoquark search is
presented. The current limits on the leptoquark mass from other searches are also
presented.

2.1 Leptoquark Models

In GUT models leptoquarks appear as new gauge bosons and generally have a
mass near the unification scale (10'® GeV) to avoid rapid proton decay. Theories
with a leptoquark mass accessible at current accelerators must preserve lepton and
baryon numbers.

2.1.1 Pati-Salam SU(4) Color Symmetry

The unification of quarks and leptons may arise from the extension of the
SU(3)¢ color group to the SU(4)¢ symmetry group of four colors, by adding lepton
number as the fourth color to the three colors of the SM [16]. The leptoquarks in
this type of model occur as exotic gauge bosons carrying both baryon and lepton

quantum numbers. Therefore, quarks are allowed to decay directly into leptons.

15
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The lack of observation of such decays in experiments implies that the leptoquarks
in this model are very heavy (on the order of tens of TeV/c?).

2.1.2 The SU(5) GUT Models

GUT models postulate a unified gauge group with a single coupling con-
stant [14]. The simplest unifying group that could include SU(3)¢, SU(2);, and
U(1)y is SU(5). Under this group, quarks and leptons from the same generation
are combined into one multiplet. The symmetry of the SU(5) is spontaneously
broken through the Higgs mechanism, giving rise to the strong, electromagnetic
and weak interactions. Gauge bosons of the unified theory include leptoquarks,
which mediate interaction between quarks and leptons within same multiplet. The
decays, violating baryon number, are suppressed by assigning very high mass to
such bosons (Mgyt ~ 10 GeV/c?)

2.1.3 Leptoquarks in SUSY Models

The squarks in supersymmetry models may appear as leptoquarks if R-
parity is not conserved. In general MSSM, R-parity conservation is postulated to
accommodate long proton life-time and conservation of lepton and baryon numbers.
However, R-parity could be violated by adding a super-potential of the form to the

Lagrangian of the supersymmetry model:

Lp = NijeLi L E + N, LiQ; D + N Ui DDy, (2-1)

where A\, \' and \" are Yukawa tri-linear coupling constants, L; and @; corre-
spond to the lepton and quarks doublets and their superpartners, Ef, Uf, Df

the corresponding charge-conjugated doublets for the leptons, up and down
quarks, respectively, and 7, j, k are generation indexes. The second term allows a
leptoquark-like interaction between leptons and quarks. In these models, squarks
could be significantly lighter than the ones in unification theories (of the order of

hundreds GeV/c?).
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2.2 Leptoquark Production at the Tevatron

In the general phenomenological framework of Buchmiiller, Riickl, and Wyler
[24], leptoquarks interact with a single generation of the SM model fermions via
Yukawa couplings and are assumed to preserve the U(1)y x SU(2); x SU(3)¢
symmetry of the Standard Model. The lepton and baryon numbers are also
conserved. In this model, leptoquarks are characterized by spin (J = 0,1),
weak isospin (7" = —1/2,0,1/2,1), and fermion number (F = 0,2), defined as
F = L + 3B, where L is lepton number (+1 for electrons) and B is baryon number
(4+1/3 for quarks). They are also distinguished whether they couple to the left (L)
or right-handed (R) leptons. The leptoquark types and their properties are listed in
Table 2-1 according to the notation adopted by the Hadron Elektron Ring Anlage
(HERA) experiments. The table assumes charge conjugation and applies to the
second and third generation leptoquarks with global replacement of first-generation
fermions. Under these assumptions, only the masses and the Yukawa couplings of
leptoquarks remain free parameters, since the coupling to the gauge bosons of the
Standard Model are determined by the electric charge, isospin and the color charge.

Leptoquarks decay to a quark and a lepton. The branching ratio to a charged
lepton(p) is either 1, 1/2 or 0.

2.2.1 Production Diagrams

Leptoquarks may be produced as a particle/anti-particle pair at the Tevatron,
which is a proton/anti-proton collider. In this scenario, the production cross-
section does not strongly depend on the lepton-quark-leptoquark Yukawa couplings
and is completely determined by the strong coupling constant of the SM. The LQ
pair-production process is similar to the QCD heavy-quark production process and

to leading order occurs in the quark/anti-quark annihilation and gluon fusion:

97 — LQ + LQ (2-2)



Table 2-1: Quantum numbers of scalar (S) and vector (V) leptoquarks. The sub-
script indicates the weak isospin and the superscript indicates whether the lepto-
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quark couples to the left or right leptons. Tilde denotes leptoquarks that differ by
two units of hypercharge.

Type | Charge Coupling Branching | F
Ratio
Sk -1/3 | Au(epu), — AL(ved) 1/2 2
SE | -1/3 Ar (eru) 1 2
SE | -4/3 Ar (erd) 1 2
SE 1 -4/3 —V2\(eLd) 1 2
-1/3 | =Au(eLu), — Ap(ved) 1/2 2
+2/3 V2 (veu) 0 2
V%, | 4/3 A (end) 1 2
-1/3 A (ved) 0 2
V5 | -4/3 Ar(erd) 1 2
-1/3 Ar(egu) 0 2
Vi, | -1/3 AL (epu) 1 2
+2/3 AL (Veu) 0 2
Sty | -5/3 r(er,u) 1 0
-2/3 Ap (v.1) 0 0
Sty | -5/3 Ar (er) 1 0
-2/3 —AL(vet) 1 0
Shy | -2/3 A (erd) 1 0
+1/3 AL (ved) 0 0
VI | 2/3 AL(end), Mi(eLu) 1/2 0
VE | -2/3 Ar(erd) 1 0
VE | -5/3 Ar (er) 1 0
vt | -5/3 V2 (ep ) 1 0
-2/3 | =Au(end), — Ap(vetr) 1/2 0
+1/3 V21, (ved) 0 0
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97— LQ + LQ (2-3)

The Feyman diagrams ! for the pair-production of leptoquarks in the quark/anti-
quark annihilation and in gluon fusion in the leading order calculations (LO) are

shown in figure 2-1.

(@) (b) (©

(d) (€) (f)

Figure 2-1: Leading-order Feynman diagrams for leptoquark pair production at the
Tevatron.

The contribution to the total cross-section of the LQ pair-production through
virtual lepton exchange can be neglected if the coupling strength to fermions in
this process is assumed to be of the order of the electromagnetic coupling strength
(X = 0.3) or smaller. However, A can not be infinitely small (A ~ 107%), otherwise
LQ will not decay inside the detector volume.

In the case of the vector leptoquarks, the production cross-section depends

on the couplings to the SM gauge bosons. Since those couplings depend on the

! The Feyman diagram is a convenient way to graphically present terms in the
perturbative expansion of the production cross-section.
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specific model, usually some assumption should be made about the nature of
the leptoquarks and the particular values of the couplings [24, 25, 26, 27]. The
production cross-section for the vector leptoquark is typically larger than for the
scalar leptoquarks, even for minimal vector couplings [28].

2.2.2 Leading Order Cross Section and NLO Corrections

In this search, we consider only the case of the scalar leptoquark pair-
production at the Tevatron collider. In this case, the cross section of the processes
is determined by the QCD couplings, as explained above, and at the parton level,

in the Born approximation, this cross section is given by:

)

oLo(qq) = W;S ﬁﬂ‘”’, (2-4)
: 1

rolog) = ez [sta1 -1 + 18— - 1w L] @y

3
where 8 = (1 — 4M§3Q> 5, M q is leptoquark mass, and § is the squared center-of-
mass energy of the process. The total production cross-section for pp collisions is
obtained by convoluting the expressions for the partonic cross-sections from 2-4 and
2-5 with the parton-distribution functions of the proton and anti-proton [28].

The dependence of the theoretical calculation of the total production cross-
section on the factorization and renormalization scales (both refer to be p) could be
significantly reduced, when higher-order QCD corrections are included into the cal-
culations [29]. The renormalization scale is unknown and thus is a free parameter.
Infinities could arise in the perturbative expansion of the invariant amplitude in the
cross section calculation. A procedure called renormalization is used, to regulate
these infinities and make the calculations finite. In such a procedure the expansion
series is cut off at some high energy scale. The factorization scale sets the scale
for evaluating the parton density functions and is also free parameter. The usual

choice is to set the renormalization/factorization scale to the dominant scale of the

physics process, in this case the leptoquark mass. Then, the variation of y between



2Myq and Myq/2 gives a theoretical uncertainty in the cross-section calculation
(this is a convention to estimate the theoretical uncertainty).

The QCD radiative corrections to the order «; include virtual corrections,
the bremsstrahlung of gluons and additional contributions from the gluon-quark
collisions. The inelastic Compton scattering processes, shown in Figure 2-2,

contribute in the order of ai’ to the total cross-section.

g 2 gmmmr*”*ﬂﬂLQ

n
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Figure 2-2: Feynman diagrams for the leptoquark pair production at the Tevatron

due to the gluon-quark subprocesses.

The Figure 2-3 shows the dependence of the LO and next-to-leading order

(NLO) cross-section calculations as function of p [29]. The variation of y between

My,q/2 and 2Mi,q changes the LO cross-section calculation by 100%. However, for

the same variation in y, the scale dependence reduces significantly to only 30% for

NLO calculations. Besides reducing the theoretical uncertainty of the calculation,

the QCD radiative corrections enhance the LQ production cross-section for the
nominal choice of ;1 ~ Myq by 15% to 50% depending on the leptoquark mass.
The ratio of the NLO to the LO cross section? as a function of leptoquark mass
is shown on Figure 2-4 for two choices of parton density functions, CTEQ4 and

CTEQ5 [30, 31].

2 Programs to compute the cross-sections from these calculations have been ob-

tained [32] from the authors [29].
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Figure 2-3: Renormalization /factorization scale dependence of the leptoquark pair-
production cross-section at the Tevatron energy /s = 1.8 TeV. The arrow indicates
the average invariant energy < 3 >'/2 in the hard subprocess [29].
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Figure 2-5 shows the next-to-leading order cross section for scalar leptoquark
production as a function of mass for 3 choices of the factorization/renormalization

scale: p = Mg, p = 2Miq, and p = 0.5Mq.
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Figure 2-5: Next-to-leading order cross section for scalar leptoquark production for

3 choices of the factorization/renormalization scale: p = Mg, p = 2Myq, and
= 0.5Mq. CTEQS parton densities are chosen.

2.2.3 Experimental Signatures

Each leptoquark decays into a lepton and a quark, thus three final states are
possible for leptoquark pair production depending on the charged lepton branching
ratio : ll+ jets, lv+ jets, and vv+ jets, where [ is a charged lepton and v its
associated neutrino. Since the neutrino can not be detected directly, its presence
is inferred from the large missing transverse energy. Therefore, the experimental
signature at the Tevatron could be two charged leptons plus two jets, charged
lepton, missing- Bt plus two jets, or missing-Er plus two jets.

2.3 Current Leptoquark Search Limits

Extensive experimental searches for all generations of leptoquarks were
conducted at pp ,ep and eTe™ high energy colliders. No evidence for such particles

has yet been observed; therefore, lower limits on the leptoquark mass were placed



24

based on the search results. A comprehensive review of the leptoquarks searches
at pp and ep colliders could be found in [33]. Current limits for the first-generation
scalar leptoquark masses from different experiments are presented here.

2.3.1 Non-Hadron Collider Searches

At the HERA ep collider with /s = 318 GeV, leptoquarks could be produced
singly in direct electron-quark interactions. If My q is below the center-of-mass
energy and Yukawa couplings are not too large (of electromagnetic order), the
leptoquark could be produced as a narrow-width resonance. Therefore, a lepto-
quark could be observed as a narrow peak in the spectrum of lepton-jet invariant
mass. The leptoquark signal can be further distinguished from the deep inelastic
scattering background based on the difference in the angular distribution of the
decay products. The H1 [34] and ZEUS [35] collaborations at HERA reported
an excess of events beyond the Standard Model expectations observed in neutral-
current deep inelastic scattering events at high Q? (large negative values of the
squared four-momentum transfer). This excess occurred at a lepton-parton mass of
M = 200 GeV/c?, which could be due to the first generation leptoquark produc-
tion. However, the significance of the excess has been reduced after both HERA
experiments [36, 37] have more than doubled their data samples reported in these
analyses.

The leptoquarks could be pair-produced at the Large Electron Positron collider
(LEP) via electroweak processes if M1q < 1/s/2. The OPAL collaboration has
performed a search for three generation leptoquarks at the center-of-mass energy
from 189 to 209 GeV, in the ll+ jets, v+ jets, and vv+ jets channels. Single LQ
production may occur when a beam electron interacts with quark or anti-quark,
which are pair-produced from radiated photon. In this case LQs can be created
up to the full center-of-mass energy and the leptoquark production cross-section

depends on the Yukawa coupling .
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The most recent results on the mass limits for the first-generation scalar
leptoquark from HERA and LEP experiments [38, 39, 40] are summarized in
Table 2-2.

Table 2-2: Lower limits on the first-generation scalar leptoquark mass from Teva-
tron, LEP and HERA experiments. Tevatron limits are independent of the Yukawa
coupling A, wheres LEP limits are presented for the A = /47a,,, ~ 0.3 and HERA
limits are presented for A = 0.1. A dash indicates that no limit could be set.

Type | Branching Mass Limit (GeV/c?)
Ratio
Tevatron | LEP HERA
ST 12 204 | 196 276
SE 1 212 | 196 273
SE 1 242 183 248
SIL/2 1 242 185 282
0 98 187 -
S¥, 1 204 | 196 282
3L, 1 242 | 185 269
0 98 894 -
ST 1 212 | 185 275
1/2 204 196 275
0 98 97° -

® The limits derived for the leptoquark from pair-production processes.

2.3.2 Run I Tevatron Results

Searches for three generations of leptoquarks were performed by two experi-
ments, D0 and CDF, at the Tevatron collider with y/s = 1.8 TeV during Run L.
The combined mass limit [43] of 242 GeV /c¢? for scalar leptoquarks with 3 = 1
from CDF and DO ruled out a leptoquark interpretation of the HERA anomaly
for large B. More recently, D@ has published [44] an improved limit on the search
for first-generation leptoquarks in the vvjj final state, and CDF has published
[45] limits on a search for second- and third-generation leptoquarks in the MET
plus heavy-flavor jets final state (vvQQ). Preliminary limits from searches by CDF
for first-generation leptoquarks decaying in the evjj channel [46] and in the vvjj

channel [47] were never published, but are similar to the published DO limits [44].
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The results on the mass limits for the first-generation scalar leptoquark from the
Run I Tevatron experiments are summarized in Table 2-2.

2.3.3 Run II Searches

The Tevatron is currently the highest energy accelerator in the world with
Vs = 1.96 GeV, which offers a unique opportunity for searches for new physics
beyond the Standard Model.

Figure 2-6 shows the ratio of the cross sections for /s = 1.96 TeV and
Vs = 1.8 TeV. As can be seen, the increase in the center-of-mass energy increases
the cross section by 30% for a mass of 100 GeV/c?, which offers the possibility to
set stronger limits on leptoquark production even for a data sample equivalent in

size to Run 1.
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Figure 2-6: Ratio of the NLO cross section for scalar leptoquark production at
Vs =1.96 TeV to /s = 1.8 TeV as a function of leptoquark mass.

Figure 2-7 shows the D@ combined limit for first-generation scalar leptoquarks
in the 8 vs. mass plane. Also shown is the CDF limit from the published eejj
channel interpreted for values of 5 other than 1. The aim of this study is to

improve the sensitivity near the 5 = 0 region by conducting a search for the



decay of first-generation leptoquarks in the vvjj channel, that is, in the missing

transverse energy and multi-jets channel.
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mass plane.



CHAPTER 3
EXPERIMENTAL APPARATUS

This chapter briefly describes the Fermilab accelerator complex and the Col-
lider Detector at Fermilab (CDF) detector. The CDF detector is a general purpose
detector designed to study pp interactions. The Tevatron is a superconducting
synchrotron that accelerates and collides beams of protons and antiprotons at a
center-of-mass energy /s = 1.96 TeV. It is the highest energy collider in the world,
and will remain so until Large Hadron Collider (LHC) at CERN starts operating in
2007 at a center-of-mass energy /s = 14 TeV.

3.1 The Accelerator Complex

The Fermilab accelerator complex consists of eight particle accelerators
that are linked together to produce intense high energy beams of protons and
antiprotons: the Cockcroft-Walton linear pre-accelerator, the Linear Accelerator
(Linac), the Booster, the Debuncher, the Accumulator, the Main Injector, the
Recycler and the Tevatron [48]. The Recycler was not used for the data collected
for this analysis. Figure 3-1 shows a schematic view of the Fermilab Accelerator
complex.

3.1.1 The Proton Source

The proton source consists of the Cockcroft-Walton pre-accelerator, Linac
and Booster. The source of the protons is a bottle of hydrogen gas. At the first
stage of acceleration hydrogen ions are created, consisting of two electrons and one
proton. At the next stage, ions are accelerated in the Linac and reach an energy
of 750 keV. At the end of the second stage, the ions are stripped of electrons by
a carbon foil and injected into the Booster along with the existing proton beam

and accelerated to an 8 GeV energy. The Linac and Booster provide a beam

28



FERMILAB'S ACCELERATOR CHAIN 29

- MAIN INJECTOR

e S
'._kHECYCLER

N

TEVATRON

- TARGET HALL
ANTIPROTON

A

—<_ SOURCE

BOOSTER
LINAC

COCKCROFT-WALTON

Antiproton  Proton

NEUTH!NO/ Direction Direction
-

- - /f —

Figure 3-1: A Schematic view of the Fermilab Accelerator complex

with typically 6 x 10'° protons per bunch.! In another mode of operation the
Linac/Booster can deliver a beam with an intensity up to 5 x 10'2 protons per
bunch to the Main Injector for antiproton production.

3.1.2 The Antiproton Source

The Antiproton source consists of two parts: the Accumulator and the
Debuncher. Protons from the Main Injector with a beam energy of 120 GeV strike
a nickel target, and antiprotons are selected from the collision products with an
average energy of about 8 GeV. At the next stage the spread in the antiproton
momenta is reduced in a small synchrotron—the Debuncher—and antiprotons are

sent to the Accumulator. The Accumulator, a storage ring, collects antiprotons, up

! Throughout this dissertation the typical number quoted refers to the Tevatron
running period, during which the data for this search were accumulated.
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to a maximum of 140 x 10'° antiprotons. The antiproton accumulation process is
referred as stacking. The antiproton stacking rate varies inversely with the stack

size, starting from around 11 x 10" hr ' and falling to 6 x 10'® hr . When the

stack of antiprotons reaches the maximum, it is sent via the Main Injector to the
Tevatron for the proton-antiproton collisions.

3.1.3 The Main Injector

The Main Injector is a large-aperture proton synchrotron that was specifically
designed and built for Run II, which addresses the limitations of the Run I Main
Ring accelerator. The Main Injector further accelerates particles and transfers
beams to the Tevatron or fixed target experiments. It has four functions:

e [t accelerates protons from 8 GeV to 150 GeV.
e It produces 120 GeV protons, which are used for antiproton production.

e It receives antiprotons from the Antiproton Source and increases their energy
from 8 to 150 GeV.

e [t injects protons and antiprotons into the Tevatron.

3.1.4 The Tevatron

The Tevatron is a proton-antiproton synchrotron collider situated in a 1 km
radius tunnel. The Tevatron receives 150 GeV protons and antiprotons from the
Main Injector and accelerates them to 980 GeV. In a typical store there are 36
proton and 36 antiproton bunches in the Tevatron, with a bunch spacing of 396 ns.
The two beams circulating around the Tevatron in the opposite direction are
focused and brought into collision in two points around the ring, denoted as B0,
which hosts the CDF detector, and D0 with the D@ detector.

The shot setup (particle injection into the Tevatron) begins when the antipro-
ton stack size is large enough in the Accumulator. First, seven proton bunches
from the Booster are coalesced in the Main Injector into a single bunch of

~ 300 x 10° particles. Then this large bunch is transfered into the Tevatron.
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This process is repeated until 36 bunches of protons with an energy of 150 GeV
are circulating in the Tevatron. At the next stage, seven to eleven antiproton
bunches from the Accumulator are coalesced in the Main Injector into a single
bunch with ~ 30 x 10° particles and injected into the Tevatron up to a total of 36
bunches. About 90% of antiproton stack is used for the shot. The rest is usually
saved for the next shot setup. When all proton and antiproton bunches are loaded
into the Tevatron, they are accelerated to an energy of 980 GeV and brought into
collision. However, at this point there is large radiation in the detectors due to
the beam losses. So, the beams are “scraped”, using special collimators, to remove
the peripheral halo of particles from the beams. After the scraping is complete
the data taking period begins. The typical period of data taking lasts for about
15 hours and is called a store. Over that period of time, the luminosity decays by
an order of the magnitude due to the beam losses, pp interactions and beam-gas
interactions. In parallel with pp collisions in the Tevatron, the new stacking period
begins in the Accumulator to prepare for the next store. When a new, sufficiently
large antiproton stack is collected, the current store is aborted and new bunches are
injected into the Tevatron. The period of the down time between the store could be
as short as 2 hours, and is usually used for the detector calibrations.

The typical Run Ila value for the initial luminosity is 4 x 103 cm~2sec™!. The
pp luminous region at CDF is roughly a Gaussian in z with a width o ~ 30 cm.

3.2 The CDF Detector

The CDF experiment is a general purpose particle detector with azimuthal and
forward /backward symmetry designed to study pp the interactions. The detector
is used to measure the energy, momentum and if possible, type of particle over
as large a solid angle as possible. This is achieved through the combination of
different types of detectors dedicated to particular measurements. Closest to the

beam pipe are the silicon vertex detectors surrounded by the charged-particle
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tracking chamber to reconstruct particle momenta and the collision vertex. The
tracking system is, in turn, surrounded by calorimeters, to measure particle
energies, and by muon detectors. CDF has also a time-of-flight system for the
identification of charged hadrons [49] and dedicated luminosity [50] and beam loss
monitors [51].

The CDF detector has undergone a major upgrade for Run II [52]. The
upgrade was necessary to accommodate the increase in the Tevatron luminosity
as well as the shorter bunch-crossing time. Also, it reflects the experience gained
from Run I physics analyses and detector operation, and thus includes additional
detectors.

Figure 3-2 shows isometric view of the CDF detector. An elevation view of one
half of the CDF II detector is shown in Figure 3-3. This analysis relies on central
and plug electromagnetic and hadronic calorimeters, used for the jet reconstruction
and energy measurement, as well as the missing transverse energy measurement.
The combination of the tracking system together with calorimeter and muon
systems is used for charged lepton identification. In this section, only a general
description of the major components of the detector is given, with emphasis on
details relevant to this analysis. The detector is described in more detail elsewhere
[52, 53].

The coordinate system adopted to describe positions within the CDF detector
is centered on the nominal collision point — at the center of the detector. The
z-axis is directed along the direction of the proton beam, traveling clockwise in the
Tevatron when viewed from above, and with the x-axis pointing radially outward
and the y-axis pointing upward. It is convenient to use a cylindrical-like system

of coordinates (z, @, n), where the polar angle 6 has been transformed into the
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Figure 3-2: Isometric view of the CDF detector.

pseudorapidity n. The rapidity, y, is defined by:

Y=t <E+pz>, (3-1)

T 9 E—p,

where E and p, are the particle energy and the z-component of the momentum,
respectively. The rapidity shows how much the particle is boosted along the z-axis.
The rapidity transforms as y — y — tanh ' 3, under a a Lorentz transformation
in the z-direction to a frame with velocity 3 relative to the lab frame. Hence the
shape of the rapidity distribution d/N/dy is invariant under Lorentz transformation

along the z-axis. The pseudorapidity, 7, is approximately equal to the rapidity
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Figure 3-3: Elevation view of one half of the CDF II detector.
when p > m, and is defined as:
0
n = —Intan 2 (3-2)

It is important to note that two conventions to calculate the pseudorapidity
are used at the CDF': detector pseudorapidity, usually denoted as 74, which is
measured with respect to nominal interaction point at z = 0, and the particle pseu-
dorapidity, n, which measures the pseudorapidity with respect to the reconstructed

pp interaction vertex.
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3.2.1 Calorimetry

The CDF calorimeter detectors are used to measure the energy of charged
and neutral particles produced in pp interactions. They also indirectly measure
the transverse energy of weakly interacting particles, such as the neutrino, which
escape the detector undetected, by measuring the imbalance in energy. Information
from the calorimeter, along with tracking information is used in the particle
identification.

The energy of a particle is measured by its total absorption in the calorimeter.
When a particle traverses matter, it will generally interact and lose a fraction of
its energy [54]. The interaction processes through which a particle loses its energy
depends on the initial energy and the nature of the particle.

The principal source of energy loss by electrons (or positrons) above 100
MeV is photon radiation, or bremsstrahlung, whereas a high-energy photon loses
its energy through the electron-positron pair creation process when interacting
with nuclear electromagnetic field. The electrons and positrons generated in these
processes may in turn lose energy by radiating more photons, thus producing an
electromagnetic shower. The shower energy is eventually deposited in the calorime-
ter through ionization energy loss (electrons) or through Compton scattering or
photoelectric processes (photons). As the shower develops in calorimeter material,
the amount of energy deposited initially increases with detector depth. However,
at some point the number of shower particles decreases and no further particle
multiplication takes place. The depth at which this occurs is called the shower
maximum. Beyond the shower maximum the energy deposited in a detector slice of
given thickness gradually decreases. It is convenient to describe the shower develop-
ment in a material-independent way. The radiation length (X,) of a given material
is defined as the distance over which a high-energy electron loses on average, 1 —e™!

of its energy through bremsstrahlung [8].
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Any charged particle traversing matter would lose its energy through ion-
ization or photon radiation. However, for heavy charged particles the radiative
energy loss starts to dominate at much higher energies, which is approximately
higher by a factor (m/m,.)? (where m and m, are the particle and the electron
mass respectively) than that of for the electron.

The interaction of hadrons with matter is more complicated, since hadrons can
undergo electroweak and strong interactions. In general, highly energetic hadrons
lose their energy through inelastic collisions with the nuclei of the absorbing
medium. The particles produced in such nuclear reactions may in turn lose their
energy by ionization of the medium or induce a secondary nuclear reaction, thus
causing a shower to develop. However, for hadrons the cross section for nuclear
interactions is much smaller than for electromagnetic, thus hadrons travel greater
distances before losing all of their energy. The nuclear interaction length Aq is
defined as a mean free path for a hadron to undergo a nuclear inelastic interaction.
However, because the multiplicity per interaction is higher for nuclear interaction
versus electromagnetic, the depth in A is shallower than in Xj.

All calorimeters utilize a sampling technique, where passive layers of absorber
material are interchanged with active layers of scintillator (for the signal collection).
The light from the scintillator plates is read out through wavelength-shifting (WLS)
light guides by photo-multiplier tubes (PMTs). The energy resolution of the
calorimeter, denoted as o/E, is dominated by statistical sampling fluctuations and
the photo-statistics of the PMTs, and is inversely proportional to the square root of
the incident energy. It also includes a smaller constant term that comes from the
non-uniform response of the calorimeter, calibration errors and electronics noise.

The complete CDF calorimeter system extends up to 5.2 in |n| and provides 27
azimuthal coverage. The detectors are segmented in azimuth and pseudorapidity to

form a projective tower geometry, pointing back to the nominal interaction point.
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The CDF calorimeter system consists of an electromagnetic section followed by
a hadronic section behind it (except forward calorimeter), and is separated into
three detector regions according to the pseudorapidity coverage: central, plug and
forward. The central region consists of the Central Electromagnetic Calorimeter
(CEM) and the Central Hadronic Calorimeter (CHA). The plug region includes
the Plug Electromagnetic Calorimeter (PEM) and the Plug Hadronic Calorimeter
(PHA). The Endwall Hadronic Calorimeter (WHA) closes the gap between central
and plug regions in the hadronic section of the calorimeter. The forward region
consists only of an electromagnetic section, the Miniplug (MNP) [55], and is not
used in this analysis. Thus, the calorimeter coverage relevant to this search extends
up to |n| < 3.6

The 7 coverage, depth and resolution of the CDF calorimeter system are

summarized in the Table 3-1.

Table 3-1: Summary of the CDF calorimeter subsystem properties. X, refers to
the radiation length and A refers to the interaction length for the electromagnetic
and the hadronic calorimeters respectively. Energy resolution is given for a single
incident electron or photon (EM calorimeters) or pion (HAD calorimeters).

| Calorimeter subsystem | 7 coverage | Depth | Energy resolution o(E)/FE |

CEM | < 1.1 18 X, 13.5%/V E+ @ 2%
PEM 1.1< |n| <3.6 |21 X, 16%/VEr ® 1%
CHA | < 0.9 4.5) 75%/V E @ 3%
WHA 0.7<|n| < 1.3 | 4.5) 75%/VET ® 3%
PHA 12<|n <36 7\ 80%/VE+ @ 5%

Central calorimeters. The central calorimeters, CEM, CHA and WHA, are

retained from Run I, but with upgraded front-end and data acquisition electronics
to accommodate for the shorter bunch-crossing time in Run II.

The calorimeter has a cylindrical symmetry and is divided into two halves at
n = 0. Both calorimeter halves have an 1 in thick iron end plate at n = 0, which

form an uninstrumented region (“crack”) in 7 coverage. The CEM calorimeter
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covers region up to about |1.1] in pseudorapidity on either side. Each calorimeter
section is divided in projective towers with 15° in A¢ and 0.11 in An. One
wedge module is notched to allow an access to the CDF superconducting solenoid
(“chemney”). The CEM calorimeter is made of 0.5 cm thick plastic scintillator
plates interspersed with 0.32 cm thick lead layers as an absorber. It provides
13.5%/ VE @& 2% energy resolution for a single electron or photon at normal
incidence. Embedded in each CEM module, at a depth of about 6 radiation
lengths from the front face of the detector, is the Central Electromagnetic Shower
maximum detector (CES). The CES is a combined strip/wire gas proportional
chamber that measures the position and transverse shape of the electromagnetic
showers in both z and r-¢ directions. It gives a position resolution of 0.2 ¢cm for
electrons at 50 GeV.

The CHA is placed outside the CEM radially. It covers the pseudorapidity
range |n| < 0.9 and the WHA calorimeter extends this coverage up to |n| < 1.3.
The CHA consist of 1 cm thick scintillator layers interleaved with layers of 2.5 cm
thick steel. The layers of the steel absorber serve as a return yoke for solenoid
magnetic field. The end wall uses 5 cm thick absorber which reflects the fact that,
that the total energy in this calorimeter is on average a factor v/2 bigger than in
the central one for the particles with the same transverse energy.

Plug calorimeters.The plug calorimeters, PEM and PHA, were replaced

for Run II. Figure 3-4 shows an 7-z cross section view of the CDF II end plug
calorimeter.

The plug section covers the pseudorapidity range from 1.1 < |n| < 3.6. Part
of the detector at the lower rapidity range uses finer azimuthal segmentation,
A¢ = 7.5°, which was chosen to optimize electron/positron identification in b-quark

jets.
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Figure 3-4: The R-z cross section view of new end plug calorimeter.

The PEM calorimeter is a lead/scintillator sampling type, with unit layers
composed of 0.4 cm scintillator and 0.45 cm lead. The energy resolution of the
detector is 16%/vE @ 1%. It also includes a shower maximum detector (PES),
at about 6 radiation length depth, made of 0.5 ¢cm pitch scintillator strips and
arranged in two layers. They are aligned at +22.5° and —22.5° with respect to
radial dimension, to provide a two-dimensional position measurement.

The PHA is made of 0.6 cm thick scintillator layers and 5 cm thick iron layers
and follows electromagnetic section.

3.2.2 Tracking System

An integrated tracking system at CDF is used for the reconstruction of trajec-
tories of charged particles and their momenta, the reconstruction of the primary
interaction vertex and for particle identification through the measurement of energy

loss due to ionization (ionization density dF/dxz). The CDF Run II integrated
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tracking system builds on the success of the Run I system, which provided excel-
lent particle momentum resolution and precise measurement of the track impact
parameter, the distance of the closest approach to the nominal interaction point.
The combination of those measurements allowes the identification of the secondary
vertices in the jets and thus heavy flavor tagging. Since charm and bottom quarks
have a long lifetime (for example, cr = 317 ym for the D* meson) compared to the
light quarks, the average decay length will be relatively long. That will manifest as
secondary vertices displaced as much as several hundred microns on average from
the primary interaction vertex.

The charged-particle tracking system consists of a superconducting solenoid,
multi-layer silicon detectors and a large open-cell drift chamber.

For the region |n| < 1, the combination of the silicon detectors and the Central
Outer Tracker (COT) provide full 3D-track reconstruction. Because the tracking
efficiency from the COT is reduced for |n| > 1, CDF relies on stand-alone silicon
tracking for the region 1 < |n| < 2. A diagram of the CDF integrated tracking
system and its pseudorapidity coverage is shown on Figure 3-5.

The Solenoid. The tracking system resides inside a superconducting solenoid
magnet, which produces a uniform 1.4 T magnetic field oriented along the z-axis
in the tracking volume. The coil is 3 m in diameter and 5 m long. In addition to
the precise momentum measurement, it allows to determine the sign of charged
particles.

Silicon Detectors. The CDF silicon microstrip vertex detector consist of

three separate subdetectors: Layer 00 (L00), Silicon Vertex Detector (SVX) and
Intermediate Silicon Layers (ISL).

The silicon microstrip detectors are typically built of thin silicon wafers, with
polarized p-n junctions. The surface of the wafers could be segmented into p* (or

in case of two-sided silicon wafer n*) strips, which are read out through implanted
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Figure 3-5: Longitudinal view of the CDF tracking volume. Coverage in pseudora-
pidity is shown for different tracking subsystems.

closely-spaced conducting strips. A reversed bias voltage depletes the bulk material
from charge carriers. When a charged particle passes through the silicon layer it
can create electron-hole pairs, which then drift and accumulate on the conducting
strips, providing the position measurement along the axis perpendicular to the
strips. In case of the double-sided silicon microstrip detector one side could be used
for the charged particle position measurement in r-¢ plane and the other in r-z.
Layer 00. The innermost layer of the silicon tracking system is Layer 00, which
consists of a single-sided layer of radiation hard silicon mounted directly onto the
beam pipe [56]. L0OO has a strip separation of 25 ym and a 50 pym readout pitch. It
serves two purposes: first, it improves the impact parameter resolution, especially
for low momentum particles whose impact parameter resolution is degraded due
to multiple scattering in the readout electronics and other support material of

the detector. The second purpose is to extend the lifetime of the silicon tracking
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system, since the performance of the inner layers of SVX is expected to degrade
due to radiation damage.

Silicon Vertex Detector. The Silicon Vertex Detector, shown on Figure 3-6, is

segmented into three barrels along the z-axis, with a total length of 96 cm. It is
placed outside of the Layer 00 between the radii of 2.4 and 10.7 cm. Each barrel is
divided into 12 wedges in ¢, that support five layers of silicon microstrip detectors
(Fig 3-6). All layers in the SVX are double-sided. One side in all layers is used to
measure the position in r-¢. Three of the layers have a 90° stereo measurement

on the other side, of three of the layers have a 90° stereo measurement, and the
remaining two layers have small angle(1.2°) stereo. Custom designed chips that
are placed on the surface of the silicon detectors read out the strips. The chips
preamplify and digitize the signal. There are total of the 405,504 channels in the

system.

Figure 3-6: The CDF Silicon Vertex Detector. A) An isometric view of the three-
barrel structure of SVX is shown. B) An end-view shows 5 layers of silicon divided
into 12 wedges.

Intermediate Silicon Layers. The Intermediate Silicon Layers (ISL) include

3 layers of double-sided silicon with axial and small-angle stereo sides. They are

placed just outside the SVX in radius. In central the region, |n| < 1, there is only
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one layer at the radius of 22 cm. In the forward region (|n| < 2), where there is no
COT coverage, it consists of two layers placed at radii 20 and 28 cm.

Central Outer Tracker. The big open cell drift chamber, the Central Outer

Tracker, provides tracking in the central region at large radii, covering radii
between 44 and 132 cm. It consists of 4 axial and 4 small angle (+3°) stereo
super-layers, providing charged-particle track position measurement in the r-¢ and
z planes respectively. Figure 3-7 shows an end-view of the COT detector with a
layout of eight super-layers. Each super-layer, in turn, is divided in ¢ into separate
cells. Such basic cell contains 12 sense wires (used for signal read out), alternating
with potential wires; thus there are a total of 96 possible measurements per track.
Figure 3-7 shows a diagram with layout of potential and sense wires. In axial layers
the sense wires are parallel to the z-axis, whereas in stereo layers sense wires are
tilted. The COT is filled with a mixture of gases Ar — Et — CF, (50:35:15), which
has a drift velocity of ~ 100 pm/ns. Charged particles passing through the gas
ionize it. Free electrons drift to the sense wires, resulting in an avalanche at the
wire surface. The position of the track is calculated from the sense wire position
and drift velocity of electrons. Because of the crossed electric and magnetic fields
in the drift regions, electrons will drift at a Lorentz angle of &~ 35° with respect

to the electric field. Thus, the cells are tilted by this amount with respect to the
radial direction to provide a uniform readout time. The resolution on the track
curvature is 0.68 x 10~* em~!, which corresponds to a momentum resolution of
dpr/pa =~ 0.3%(GeV /c) ™t [52].

3.2.3 Muon Detectors

The muon detectors are located furthest from the interaction point. There are
four systems of scintillators and proportional chambers that are used for the muon

detection at CDF and that cover the region up to || < 2. The Run II upgrade
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Figure 3-7: The Central Outer Tracker. A) one sixth of the detector is shown

in end-view; odd-numbered superlayers are small-angle stereo layers and even-
numbered superlayers are axial. B) the details of one cell of the detector is shown
with layout of potential and sense wires.

closed the gaps in the solid angle for the existed systems in the central region. The
Run I muon detectors were completely replaced in the forward region.

The central muon detector includes three subsystems : Central Muon Detector
(CMU), Central Muon Upgrade (CMP) and Central Muon Extension (CMX). The
central calorimeter and return yoke of the magnet serve as the hadron absorber for
these systems. An additional layer of 60 cm of steel is placed in front of the CMP.
Figure 3-8 shows the fiducial region in the solid angle for the central part of CDF.
The intermediate angle muon system (IMU) identifies muons over a pseudorapidity

range 1—1.5 using a 4-layer barrel made of drift tubes (BMU) and scintillators
(WSU, BSU, TSU).
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Figure 3-8: CDF II map of the central muon system coverage in n-¢ plane. The
hatched region shows the Run I detector and the solid region shows the solid angle
coverage added for Run II.

3.2.4 Trigger System and Data Acquisition

The Tevatron Run II bunch spacing is 396 ns, which corresponds to a 1.7 MHz

2sec™!, about 1

bunch-crossing rate. At a typical luminosity of 4 x 103! cm™
pp interaction occurs at CDF per bunch crossing on average. With a typical

event size of 250 kB, the data acquisition system would have to record 435 GB of
data per second. Most of pp collisions represent “minimum bias” events, events
where pp inelastic scattering occurs with no significant energy flow in the direction
transverse to the incoming particle direction. For example, such events occur six

orders of magnitude more frequently than the processes of creation of W or Z

bosons. Therefore, the detector has to be able to identify and retain sufficiently
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interesting events from a million collisions per second for further analysis, while
rejecting by about a factor of 105 of the less interesting collisions. This is achieved
through a 3-tier trigger architecture. Each stage is designed in such a way as to
provide a sufficient reduction in the rate and to allow for processing in the next
level with minimal deadtime. The trigger must have a large rejection factor, but
at the same time be highly efficient for a broad range of physics topics studied at
CDF.

Figure 3-9 shows the functional block diagram of the data flow and figure

3-10 shows the block diagram of the first two levels of the trigger system. The

Dataflow of CDF "Deadtimeless"
Trigger and DAQ
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396 ns clock cycle
L1 Storage Levell:
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Figure 3-9: The CDF II data flow.
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Level-1 (L1) and Level-2 (L2) trigger systems use only a subset of the data from an

event to make a decision on whether to hold the event for subsequent processing

or to reject it. The Level-1 and Level-2 trigger use custom hardware to do a

limited event reconstruction, whereas Level-3 (L3) uses full event information and

offline-like reconstruction software to make a final decision to write it on tape.
Data from the calorimeter, central tracking chamber, muon systems and

Cherenkov Luminosity Counters (CLC) are sent to the L1 trigger system, which

decides whether the event is interesting enough to hold it for Level-2. Level-1 is

a deadtimeless synchronous electronic system, with a pipeline of 42 clock cycles
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(at 132 ns clock). In Run II, CDF has the ability to reconstruct high pr tracks by
means of the Extremely Fast Tracker (XFT) [57] at L1, so its results can be used
for the L1 trigger decision. The L1 trigger acceptance rate for the initial period of
Run IT was < 20 kHz.

Events accepted by the L1 trigger are moved to L2 system. All of the infor-
mation used in the L1 decision is available at L2. The second level trigger is an
asynchronous system composed of custom computing processors and uses 4 buffers
to store an event information. Each buffer contains one event. The buffer is un-
available for an additional L.1 accepts while L2 analyses the information. Therefore,
if all buffers are full, the trigger incurs dead time, which is recorded during the run.
The average decision time is about 25 usec. The overall Level-2 acceptance rate
is less than 300 Hz. The main limitations on the trigger bandwidth at the Level-2
are the silicon detector data readout and the relatively slow processing speed at
Level-3.

For the first time in hadron-collider experiments, CDF implemented a trigger
system — the Silicon Vertex Tracker (SVT) — that provides the capability to
trigger on tracks with large impact parameters (typical threshold of > 100 pm).
This enables one to collect large event samples enriched in heavy-quark content, the
key for many new physics searches.

The Level-3 system consists of a farm of commercial CPUs running a version
of the full reconstruction software as it is used offline. After an event is recon-
structed, it is passed through a set of filters that decides whether the event should
be sent for storage on tape based on the complete event information and the full
resolution of the detector. The maximum output rate of L3 at present is 75 Hz.
The main limitation is due to the low data-logging rate, with a typical value of 18

MB/s, but which also depends on the size of the event.
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3.3 The Cherenkov Luminosity Monitor

The Cherenkov Luminosity Counters (CLC) are used at CDF in Run II to
measure the luminosity. They allow a precise luminosity measurement at peak

2571, corresponding to an average of

instantaneous luminosities up to 2 x 1032 cm™
six pp interactions per bunch crossing.
The detector consists of two modules which are located within the “3-degree

holes” inside the forward and backward CDF plug calorimeters and covers the

pseudorapidity range of 3.75 < |n| < 4.75 (see Fig. 3-11). Each CLC detector
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Figure 3-11: The Cherenkov Luminosity Counters in CDF.

module consists of 48 thin, long, gas-filled Cherenkov counters. These counters are
arranged around the beam-pipe in three concentric layers, with 16 counters in each

layer, and pointing to the center of the interaction region (see Fig. 3-12). They



a0

\ - CLC crossection

{End plogh [Minl—Barat)

>,

M

K

|

-n%r,—

b

Ll et
A

i

—

=
=|E-IH

i3

-
alan)

:
1

ma!

@t

[Erd plug} CHinl-ananty

04 Asmmnbiy

M. Mo
a EIILr 1am

=Flimm

rke 1Tat

E:r 1] L)
(i e

o
m

=
o

]
Inamr pips Flomge

Figure 3-12: The Assembly drawing for one module of the CDF Cherenkov Lumi-
nosity Counters.

are built with reflective aluminized mylar sheets 0.1 mm thick and have a conical
shape. The cones in two outer layers (furtherest away from the beam pipe) are
about 180 cm long and the inner layer counters have length of 110 cm. The whole
assembly is mounted inside a thin pressure vessel made of aluminum and filled with
isobutane at 1.5 times the atmospheric pressure.

When a charged particle travels faster than the speed of light in a certain
medium (i.e. 8 = v/c > 1/n, where n is the index of refraction of the medium)
it emits Cherenkov radiation. This radiation is emitted at a Cherenkov angle
fc = arccos(1/nf), with respect to the particle direction.

The isobutane is used as a radiator because it has a large index of the refrac-

tion (1.002145 at 1.5 atmospheric pressure) and good transparency for photons in
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the ultra-violet part of spectra, where most of the Cherenkov light is radiated. The
Cherenkov angle is 3.1° and the momentum threshold for Cherenkov emission is

9.3 MeV /c for electrons and 2.6 GeV /c for pions. The Cherenkov light is detected
with fast, 2.5 cm diameter, photomultiplier tubes (Hamamatsu R5800Q). The tubes
have a concave—convex, 1 mm thick, quartz window for efficient collection of ultra-
violet part of Cherenkov spectra and operate at a gain of 1.5 x 10°. Figure 3-13
shows the large light yield ( ~ 130 photoelectrons) for relativistic particles from

pp collisions, traversing the full length of the counters. The CLC simulation is
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Figure 3-13: Number of photoelectrons produced by single particles traversing the
full length of the CLC counters measured for all 96 counters.

based on the GEANT detector simulation program [58] and is an integral part of

the CDF detector simulation program. It simulates Cherenkov photon radiation,
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transports particles through the detector material, and simulates the PMT response
and signal digitization [59, 60].

Particles coming directly from the pp interaction (primary particles) typically
traverse the full length of a counter and generate a large amplitude PMT signal.
Particles due to secondary interactions of particles in the detector material sur-
rounding the CLC and beam-pipe, or particles coming from beam-halo interactions
(secondary particles) traverse the counters at large angles, thus with shorter path
lengths, and the Cherenkov photons from those particles suffer a larger number
of the reflections. Therefore, the signal due to secondary particles is significantly
smaller than that of primaries. Figure 3-14 shows the simulated amplitude distri-
bution for a particle from minimum bias pp interactions in a Cherenkov counter
(some of the passive detector material in front of the detector was not included in
the simulation). Figure 3-15 shows the distribution of amplitudes in the counters
normalized to single particle peak from pp collisions in data and in the full simula-
tion of the detector, using the MBR event generator [61]. MBR is a CDF minimum
bias event generator that includes diffractive processes and that has been tuned
to reproduce CDF data. The distribution of amplitudes in the counters does not
show a clear single particle peak, which is due to a considerable number of sec-
ondary particles coming from electromagnetic showers in the beam-pipe and vertex
detector material. To suppress the showers and observe the single particle peak,
an isolation cut is used which requires that amplitudes in the counters around a
selected counter are less than 20 photoelectrons. Figure 3-16 shows the amplitude
distribution for one of the CLC counters after applying such an isolation cut. The
CLC is calibrated by measuring the mean single particle peak (SPP) for each
individual counter. The width (rms) of the single particle peak is determined by
the photoelectron statistics, light collection uniformity and the amplitude resolution

of the photomultipliers. Figure 3-17 shows the average number of counters (hits)
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Figure 3-14: Simulated amplitude distribution for a particle from minimum bias

pp interactions in the Cherenkov counter. The solid line corresponds to all particles
and the hatched histogram corresponds to the primary particles. The yellow his-
togram is the contribution from all secondary particles and the contribution from
the plug calorimeter is shown in the red histogram.

hit by particles from the pp collision in the two CLC modules as a function of the
amplitude threshold used to count hits expressed in the single particle peak units.
The CLC detector is also used to provide a minimum bias trigger at CDF [62].

3.4 Luminosity Measurement

Since October 2000, the CLC has been consistently providing luminosity
measurement for CDF and the Tevatron.

The total rate of pp interactions is given by:

B feec = 0ot - L, (3-3)
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Figure 3-15: Amplitude distribution of Cherenkov counters normalized to single
particle peak from pp collisions: solid histogram is data, dots are simulation.

where the oy, is the total pp cross-section at /s = 1.96 TeV, L is the instanta-
neous luminosity, fgc is the rate of bunch crossings in the Tevatron, and p is the
average number of pp interactions in one crossing. Therefore, we need to measure
the average number of interactions per bunch crossing in order to measure the
luminosity.

3.4.1 The CLC Acceptance

Inelastic pp interactions that satisfy some selection criteria a to be registered
in the CLC, have an effective cross-section o,. The CLC has zero acceptance for
elastic pp interactions. The average number of inelastic interactions per bunch

crossing, [i,, satisfies

ta - fBC = 0a(p) - L, (3-4)
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Figure 3-16: Amplitude distribution for one of the Cherenkov counters from pp col-
lisions after an isolation cut: solid histogram is data, smooth curve is fit. One
photo electron corresponds approximately to 4 ADC counts.

with
0o () = Oin€a(), (3-5)

where €,(1) is the probability to register a pp interaction in the CLC. For low
luminosity (u — 0), it is expected that €,(z — 0) = €,, where ¢, is the CLC
acceptance to a single inelastic pp interaction. The acceptance ¢, can be factorized
as

oy + dogg + €ddogq

€q = , (3-6)

Oin

with

Oin = O + Osq + Oad, (3-7)
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Figure 3-17: Average number of counters hit in the pp collision in the two CLC
modules as a function of the amplitude threshold: open triangles are data; dots are
simulation.

where oy, 0sq, 04q are the hard core, single diffractive and double diffractive

sd dd
Y ea

x are their acceptances in the

inelastic cross sections, respectively, and €l ¢
CLC. The pp cross sections for various inelastic process at /s = 1.96 GeV are

listed in Table 3-2 as reported by the MBR generator.

Table 3-2: The pp cross section for various inelastic processes at /s = 1.96 GeV at
the Tevatron.

| | on | 0sa [ 0w [ ow |
| Cross Section (mb) | 44.54+1.3[10.30£0.50 [ 7.0+ 0.5 | 61.8+1.4 |

The CLC is most sensitive to the hard core pp interactions, with small

contributions from diffractive processes, especially when an East-West coincidence
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(egw) is required. Two methods are used to estimate the CLC acceptance to
inelastic pp interactions. One method relys on CLC Monte Carlo simulation only,
whereas the other uses a “reference detector” with an acceptance for hard core
events close to 100%. In the latter method, we measure the ratio R of pp events
detected in the CLC to those detected in the reference detector, then we have

€o = €. R, where ¢, is the acceptance of the reference detector. Using the CLC and
the CDF plug calorimeters as a reference detector the combined acceptance for
hard core interactions is about 97%, from simulation. We define a coincidence of
the East and West detectors (EW) by requiring at least one counter in each CLC
module with amplitude above a threshold of 0.5 single particle peak and the total
energy in each plug above 3 GeV. Table 3-3 shows the acceptances for the different
inelastic processes calculated using the MBR generator for the CLC only and
CLC plus plug calorimeter. The CLC acceptance is most sensitive to the accurate
modeling of pp interactions and the detector material.

Table 3-3: Acceptances for CLC and CLC plus plug detectors calculated for differ-
ent inelastic processes. Only statistical errors are shown.

[ Niethod [ by (0 [ &% 0 | e () | e () |

CLConly |88.6+£0.5|31.8+0.7| 9.1+4 |69.6£0.2
CLC + plug | 97.3£0.2 | 44.7+0.7 | 205+ 0.6 | 79.3£0.2

3.4.2 Counting of Empty Bunch Crossings

The number of pp interactions (n) in a bunch crossing follows Poisson statistics

with mean pu:
_ pre®

Pr(1) (3-8)

n!
Bunch crossings with n = 0 are empty and the probability of such , from simula-
tion,empty crossings is:

Po(p) = e ™. (3-9)
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By measuring the fraction of empty crossings we can find pu and thus the luminos-
ity:

fBC
L=—"—-pu. 3-10
6Oz(:u)ain a ( )

The determination of whether a bunch crossing is empty or not depends on the
CLC selection criteria. We therefore define, the experimental probability of
zero interactions (PyF) to be a coincidence of two CLC modules. For a single

pp inelastic interaction, we define:

e ¢y — the probability to have no hits in either East or West CLC modules.
e ¢y — the probability to have at least one hit exclusively in the East module.
e ¢w — the probability to have at least one hit exclusively in the West module.

Then the probability, my(k) to observe an empty crossing if there were k interac-

tions in a bunch crossing is given by:
Wo(k) = (60 + Ew)k + (6() + GE)k - (Eo)k (3—11)

The probability to detect an empty interaction when the average number of
total pp interactions is p can be obtained by summing over the Poisson distribution

with mean g but with weights given by Eqn. 3-11:

o0

Pe®(p) =) Pelp) - mo(k) = (¥ + W — 1) - e~k (3-12)

k=0
Assuming that two CLC modules are identical, the experimental probability for a

coincidence of two CLC modules to see an empty crossing reduces to:
PP() = (26 — 1) - (=0, (3-13)

where €, is the probability to detect at least one hit exclusively in one module. In

the low luminosity approximation, when y — 0, we obtain:

PyP(p) = e =i, (3-14)
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where egw is the CLC acceptance with East-West coincidence. The advantage of
the empty bunch-crossing counting method is weak dependence of CLC acceptance
to inelastic pp interactions on the counter amplitude threshold. The disadvantage
is a very small probability of empty crossings at high luminosity, which becomes
difficult to measure with precision due to the pile-up of multiple pp interactions
(uncertainty in the acceptance is as large as the empty bunch crossings probability)
and beam losses.

The luminosity is calculated on-line in a commercial CPU board running
custom-designed program. A look-up table is used to measure the average number
of interactions from the Eqn. 3-12 from the experimentally measured probability
for a coincidence of two CLC modules. The signals from the CLC detector are
digitized in ADMEM boards, and the number of hits is counted in each module
(only 2 outer layers in each module are used online). A hit is counted if the signal
in a counter is above a fixed, pre-set threshold (250 ADC counts). A collision
is defined as a coincidence of one or more hits registered in both modules. The
CLC acceptance for this 2 layer collision definition is egww = 0.602 £ 0.024. The
probability to have zero hits in both CLC modules and the probabilities to have

hits exclusively in one module are given in Table 3-4. We use 60.7 £ 2.4 mb for

Table 3-4: Probability to have zero hits in both CLC modules (only 2 outer lay-
ers in each module are used) and the probabilities to have hits exclusively in one
module for inelastic pp interactions. Only statistical errors are shown.

‘ ‘ Probability ‘

€ | 0.112 £ 0.004
eg | 0.143 £0.005
ew | 0.147 £ 0.005

the total inelastic cross section at /s = 1.96 TeV [63] , which is the average of

the two measurements of the total pp cross section at Tevatron from CDF [64]
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and E811 [65] experiments, and agress with MBR cross section within errors.

Figure 3-18 shows the online pp luminosity for a typical Tevatron store.
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Figure 3-18: Real-time insatantaneous and integrated pp luminosities for a typical
Tevatron store. Horizontal axis shows time and vertical axis shows instantaneous
luminosity in units of 10*° cm~2 s~! and integrated luminosity in units of nb *.

The systematic uncertainty of the luminosity measurement (6%) is domi-
nated by the uncertainty on the acceptance egw (4%) and the uncertainty on the
measurement of the total pp inelastic cross section (3.9%).

3.4.3 Counting of Hits and Particles

In the Tevatron high luminosity regime up to 2 x 1032 cm=2 s~!, where up to

6 pp interactions on average are expected per bunch crossing, the CLC hit counting

method can be used to measure the luminosity. This method does not suffer from
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the very low probability of empty crossings at high luminosity, which becomes very
difficult to measure.

For a specific selection criteria «, which defines a collision and threshold on
the amplitude of the CLC hits, the average number of pp interactions per bunch

crossing can be estimated from:

< Ny >

== 3-15

Ha

where < N, > is the measured average number of pp collisions per bunch crossing
and < N > is the average number of hits from a single pp collision. < N > can
be measured from Monte Carlo simulation or directly from data at low luminosity
(u << 1), when the fraction of multiple interaction in the same bunch crossing is
very small. The CLC occupancy grows with luminosity and eventually saturates
due to the finite number of counters. Therefore, an accurate measurement of the
1o NON-linearity is required. Figure 3-19 shows the average number of hits as a
function of yu, calculated for a coincidence of two CLC modules and an amplitude
threshold of 0.5 SPP. We observe an excellent agreement between the data and
simulation. In order to construct bunch crossings with large u for the current
data, we have superimposed the counters response from many bunch crossings
recorded at low luminosity. At u = 5 a correction of about 40% is needed to
compensate for the non-linearity. Alternatively, we can count the actual number of
the particles detected by the CLC. This is done by dividing a counter’s amplitude
by its SPP value and summing up the normalized amplitude A,, which passed the
selection criteria, over all counters. The number of the particles is proportional to
the luminosity. We expect that the A, does not saturate at high luminosity as it
happens for hits. Figure 3-19 shows the total amplitude A, (particles) as a function

of p. Approximately a 7% correction needs to be applied to the luminosity (1 = 5),
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Figure 3-19: The average number of hits in CLC(data: open circles; simulation
filled circles) and number of particles reconstructed from the total CLC amplitude
(data: open triangles, simulation: filled squares) as a function of p.

which is much smaller than the equivalent correction for the hit counting method.

This method is thus suitable for use at very high luminosities.



CHAPTER 4
EVENT RECONSTRUCTION

The experimental signature for a leptoquark decaying to a neutrino and quark
is large missing transverse energy and several high Er jets. In this chapter, we
describe the algorithms and procedures used to reconstruct high-level objects from
raw detector information, with emphasis on the missing-Et and jet reconstruction.

4.1 Jets

Partons from the hard scattering produce a collimated cluster of stable
particles, called jets. Jets are the product of the fragmentation, or hadronization,
of colored partons—quarks or gluinos—into colorless hadrons. Experimentally, a
jet is detected as a large energy deposit in a localized area of detector. Figure 4-1
shows a lego plot in n — ¢ plane of a typical di-jet event as it is interpreted by the
CDF event display program. Two peaks on the plot represent the large energy
deposition in the calorimeter from the jets.

4.1.1 Jet-Clustering Algorithm

CDF uses an iterative fixed cone algorithm (JETCLU) for jet identifica-

tion [66]. The cone size R in n-¢ space is defined by:

R = /(An)? + (A¢)?, (4-1)

where An = 1. — Mo and A¢p = ¢, — Gy, With 1. and ¢, being pseudorapidity
and azimuthal angle of the energy-weighted jet centroid and 7y, @0 being the
pseudorapidity and azimuthal angle of the i-th tower belonging to the jet.

The algorithm begins by creating a list of the seed towers from all the
calorimeter towers with transverse energy above some fixed threshold (1 GeV).

Starting with the highest-Er seed tower, a precluster is formed by combining

63
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Event : 73268 Run: 138396 EventType: DATA | Unpresc: 0,32,33,2,3,4,5,7,8,9,11,13,16,17,18,19,20,21,53,22,23,55,24 Presc: 0,32,33,2,4,8,16,17,18,20,22,24 Myron mode: 0
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Figure 4-1: The CDF event display of the di-jet event. Two peaks on the plot rep-
resent the large energy deposition in the calorimeter from the jets. The height of
the peaks is proportional to the energy deposition. The magenta corresponds to
electromagnetic energy and blue corresponds to hadronic energy.

together all adjacent seed towers within a cone of radius R. This procedure is
repeated, starting with the next unused seed tower, until the list is exhausted.

The transverse energy-weighted centroid is then formed from the towers in the
precluster and a new cone of radius R is formed around this centroid. All towers
with energy above some lower threshold (> 100 MeV) within this new cone are
then added to the cluster. Then, a new centroid is calculated from the set of towers
within the cluster and a new cone drawn. This process is iterated until a stable
solution is found, i.e., until the centroid of the energy deposition within the cone is
aligned with the geometric axis of the cone. After all the initial clusters are found,
the next step is to merge or separate overlapping clusters, since each tower may
belong to only one jet (in reality, particles should not be assigned to more than
one jet). Two clusters are merged if the total energy of the overlapping towers

is greater than 75% of the energy of the smaller cluster. If the shared energy is
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below this cut, the shared towers are assigned to the cluster that is closer in n — ¢
space. This process is iterated again until the list of clusters remains fixed. The
towers in the clusters are assigned massless four-vector momenta separately for
electromagnetic and hadronic components. The four-vectors have a magnitude
equal to the energy deposited in the tower, and a direction defined by a unit vector
pointing from the event vertex to the center of the calorimeter tower at the depth
that corresponds to the shower maximum. A cluster four-vector is then defined by

summing over the towers in the cluster:

N
E=) (E™+ B, (4-2)
i=1
N
Py = Z(Efm sin 0™ cos ¢¢™ 4 EM sin 919 cos pe?), (4-3)
i=1
N
Py = Z(Efm sin 0¢™ sin ¢¢™ + E% sin " sin %), (4-4)
i=1
N
P, = Z(Efm cos BS™ + E cos 94, (4-5)
i=1

where E¢™ (Eled), ¢¢™ (4h24) and 6™ (079?) are the raw jet energy, azimuthal
and polar angles respectively for the i-th electromagnetic (hadronic) tower in the

cluster. The jet transverse energy, pseudorapidity and azimuth angle are given by

6
Er = Esiné, n = —Intan (§> , ¢ = arctan <@) (4-6)
L

where

b

/ 2+ 2
6 = arctan <M> : (4-7)

Jets with cone size of R = 0.4 are used in this analysis.

4.1.2 Jet Energy Corrections

The ultimate goal of the jet reconstruction algorithm is to determine the

energies of the outgoing partons from the hard interaction. The cone clustering
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algorithm gives a raw energy that is different from the energies of the initial

partons before the hadronization. There are number of reasons for this difference

that

phys

The

could be divided into two categories: instrumental and due to underlying
ics processes. The instrumental effects include:

Particles that shower in boundary regions of the calorimeter (the ¢ bound-
aries between modules in the central calorimeter and 74 boundaries between
the two halves of the central calorimeter and between central and plug
calorimeters), on average, have a smaller energy reported than for regions of
uniform response.

The calorimeter response is non-linear for low-energy charged pions (Et <
10 GeV).

Charged particles with transverse momenta below ~ 400 MeV bend in the
magnetic field and do not reach the calorimeter.

The calorimeter response is changing with time due to radiation damage of
the scintillator or aging of the PMTs.

Intrinsic energy resolution of calorimeter.

physical effects include:

A fraction of the jet energy is carried away by muons or neutrinos, which
deposit little or no energy in the calorimeter.

Some of the particles may deposit energy outside the cone, since fixed cone
algorithm is used.

There could be additional energy in the calorimeter due to a soft underlying
event interaction (energy not associated with the hard-scattering process) or
an extra pp interaction in the same bunch crossing.

A standard procedure [66, 67] has been developed at CDF to correct jet

energies to the parton level. It includes the following corrections:

Relative jet corrections

Raw energy scale corrections
Multiple interaction corrections
Absolute energy scale corrections
Underlying event corrections
Out-of-cone corrections
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The combined correction factor is meant to reproduce the parton Et correctly.
However, this can be done only on average. The jet energy resolution, defined
relative to the real parton Er, depends on the fluctuations and not on the mean jet
Et. The jet energy resolution (rms) can be parametrized as o(FEt)/Er ~ 1/v/Er,
and varies from 20% to 10% for the jets between 20 and 100 GeV [66]. The
combined correction factor does not reduce the jet energy fluctuations. Since we
will correct the raw missing-FEr for the jet energy corrections (see section 4.2.3, we
may enhance the number of events in the tail of the missing-Er distribution. In
principle, in this analysis it is sufficient for us to use jets and missing-FEr based on
the raw energy as measured by calorimeter. Therefore, in this analysis we use only
first two corrections, which account for the non-linearity in the calorimeter response
and set the energy scale in the central calorimeter.

Relative jet corrections. The relative jet corrections account for the difference

in the calorimeter response in different fiducial regions. The corrections are
obtained from a large di-jet sample of events with one of the jets in the central
region of the calorimeter (0.2 < |p| < 0.6), where the detector response is flat as

a function of . Therefore, the jet from that region is used as a reference jet. The
second jet is allowed to be anywhere in the calorimeter and is called the probe jet.
Cuts are imposed to require that there be no additional jet activity in the events.
In a perfect detector the jets should be balanced in Er. Thus, scale factors are
obtained by requiring that the jets balance each other in the transverse plane as a
function of the pr and 7 of the second jet. Figure 4-2 shows the relative jet energy
corrections as a function of the calorimeter 7 and jet transverse energy (for the jets
with [nget| < 2.5).

Raw jet energy scale. The relative jet corrections take out the known 7ges

dependence of the calorimeter response. The raw jet energy scale can be calibrated
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Figure 4-2: Relative jet energy corrections. A) Relative jet energy corrections as a
function of the calorimeter 7. B) Relative jet energy corrections as a function of jet
transverse energy (|nget| < 2.5).
using photon-jet balancing, since the photon is fully contained in the electromag-
netic calorimeter and its energy is measured very precisely. The CEM energy scale
is established by electrons from Z boson decays, which arise from a well known
mass peak position and width. The CHA energy scale is established through muon
energy response, which is consistent with that of minimum ionizing particle.

The corrected jet Er, on average should balance the transverse momentum
of the photon in di-jet like events, where one of the jets is a photon. The ~-jet

balancing function for raw jets is defined by:

jet
= M (4-8)
Dy

Ideally, photon-jet balancing results in Run II should be the same as in Run 1.
However, lower response was observed in Run II [68], therefore an additional scale

factor was applied to correct raw jet energy back to Run I scale. The raw jet
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energy scale factor is given by:

I < ffm D
J_1+<beunII>’

(4-9)

and was measured to be 6.5%. This correction is important, since Monte Carlo
simulation will be used for background normalization. Monte Carlo calorimeter
simulation was tuned to test beam and Run I data.

4.2  Missing Transverse Energy

Energy and total momentum are always conserved, but since the CDF detector
has a gap in a coverage around the beam pipe, some of the energy along the
z-axis escapes in the beam pipe. Thus, we should observe conservation only
in the transverse plane. Weakly interacting particles, such as neutrinos, never
interact in the detector material and escape undetected, creating an imbalance
in the measured transverse energy. Such imbalance in the transverse energy is
proportional to the neutrino momentum and is called the missing transverse energy.

4.2.1 Missing Transverse Energy Reconstruction

The missing- 1+ measurement is based on the central and plug calorimeters
up to |n| = 3.6. The raw missing-FEr is defined as the negative vector sum of the

transverse energy in the calorimeter:

Ntowers
B, =— Z (Ef™ sin 0™ + EM?sin 01%) cos ¢, (4-10)
i=1
Ntowers
By=— ) (E™sinff™ + E!Msin 0% sin ¢, (4-11)
i=1
where Ef™"* is the energy of the it tower, 6; is the polar angle of the line

pointing from z-coordinate of event vertex to the center of the i*" tower, and ¢; is

defined by:
b = Ef™ sin §mpem + Ead gin ghad ghad
' E¢™sin 6™ 4 EP? sin 0]

(4-12)



70

@™, phd is the center-of-gravity of energy for the electromagnetic and hadronic
compartment in the tower, respectively. Only towers above a certain threshold
enter the sum. The default thresholds used in calculation of missing-Er is 0.1 GeV

for all calorimeter components (CEM, PEM, CHA, WHA, PHA). The magnitude of

Br =\ B2+ By (4-13)

One also can define the missing transverse energy angle ¢ g, :

missing-E is given by:

¢ gy = arctan % (4-14)

Total scalar transverse energy (Y Er) is defined as a sum of the transverse
electromagnetic and hadronic energies over all towers above the given threshold.

4.2.2 Resolution

The missing- ET measurement and resolution depends on the total energy
deposited in the calorimeter and the events topology. The resolution is usually
parametrized in terms of the total scalar £+ and measured in minbias events,
where, on average, the energy deposition is expected to be uniformly distributed in
¢, and thus no large intrinsic missing-Er is expected.

If the z and y components of the missing-Er are distributed as a Gaussian

with o, = 0, = o [69]:

3;\1 ~ exp (—252> (4-15)
2

% ~ exp (—T‘%) , (4-16)
then from Eq. 4-13 and since the x and y components of missing-FEr are indepen-
dent

a ~ exp (——%> , (4-17)

dl a
with

1
- =<F3 >= 20", (4-18)
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where <F2 > is the average squared missing-Er. From this relation we define
A=V20=/<F2>. (4-19)

The missing- E7 resolution was measured in a sample of events collected by
the minbias trigger [62]. In minbias events, the missing- E'+ resolution is expected
to scale as the square root of the total transverse energy in the event. Figure 4-3
shows the missing- £ distribution in minbias events. Figure 4-4 shows the missing-
FEr x and y component distributions for the minimum bias data sample. They are
fit with two Gaussians. The small offset in x and y components is attributed to
the beam axis being slightly offset from the nominal position (0,0) in the plane

perpendicular to it.
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Figure 4-3: Missing-Er distribution in minbias events.

Figure 4-5 shows the missing- E'r resolution as a function of total transverse

energy. The distribution is fit with function
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Figure 4-4: Distributions of the x and y components of the missing-EFT in minbias
events. A) Distribution of the x component of the missing-Et in minbias events.
B) Distribution of y component of the missing-Er.
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Thus to a first order approximation, the missing- F'r resolution in minbias events is:

A(Br) = —0.25 + 0.64y/S Er. (4-21)

The missing- Bt resolution scales as the square root of the total transverse energy

as expected.
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Figure 4-5: Missing- Er resolution as a function of total transverse energy.

4.2.3 Missing-FEr Corrections

The missing transverse-energy in an event should only be due to weakly
interacting particles escaping the detector. However, missing- F1 reconstruction
does not give the real intrinsic missing- F'r in the event due to the same reasons as
listed for jets. Therefore, the missing- Ft should also be corrected for the jet energy
corrections, since the calorimeter towers associated with the jets are also used to

calculate the missing-Er.
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The missing- B+ from equations 4-10, 4-11 can be rewritten as:

Fr(raw) = —[Z E¥"s( jet uncorr) + Z Funclus) (4-22)

clus unclus

where ) Eclus ig performed over towers that are associated with jets, with

clus

N
Eunclus

tower energies uncorrected, and » is perfomed over towers that do

unclus
not belong to any of the jets. Missing-FEr is then corrected for the jet energy
corrections:
Njets
B (corr) = Br(raw) — Z AE!% 7, (4-23)
i
where AEZ-je% is the difference in the jet energy before and after corrections, and n
is a unit vector pointing in the direction of the jet and sum is performed over all
corrected jets.
An ideal energy correction mechanism should account for the non-uniform

and non-linear detector response and give the real missing- Et due to the weakly

interacting particles. We use the missing- Er significance, defined as

g=_<Fr> (4-24)

V<X Br >’
as a criteria to choose which jet energy corrections to apply, where < Y Ep >
is average total scalar energy, and < £ > is average missing-Fr. In the events
where missing- Er appears due to the calorimeter resolution effects the missing-FEr
significance should be small, whereas in the events with the intrinsic missing-
Er the significance will be large. The missing-Er should not scale as much as a
> Er, if the jet correction mechanism works properly. Therefore the optimum
correction level will give us minimal missing- Er significance. Moreover, since the
search described here selects large missing-FEr, it is important to apply corrections
that correctly account for those effects and give a real intrinsic missing Er, and

minimize the tail at high missing-Fr from these artificial imbalances.
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We use JET50 sample (see Section 5.2.2) to study jet energy corrections
and their impact on missing- Er measurement. We compare average missing-Fr,
average scalar Y Er and average missing- F'r significance for the following cases:

e No jet energy corrections are applied (case 1).

e Relative jet energy corrections and raw jet energy scale corrections are
applied (case 2).

e Multiple interaction corrections and absolute energy scale corrections are
applied in addition to the corrections applied in case two (case 3).

e Underlying event corrections and out-of-cone corrections are applied in
addition to the corrections applied in case three (case 4).

Only jets with uncorrected energies above 10 Gev are corrected.

Figure 4-6 compares the missing- EFt without corrections with missing-Er
after applying corrections from the case 2 to the jets and recalculating missing-FE'r.
Figure 4-7 compares the total scalar Et without corrections with total Er after

applying corrections from the case 2 to the jets and recalculating transverse energy.

%) S L L L L LI LN
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Figure 4-6: Uncorrected missing-Er and missing-Er after applying corrections from
the case 2 (level-3) to the jets and recalculating missing-Er.
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Figure 4-7: Uncorrected total scalar Er and total scalar Et after applying correc-
tions from the case 2 (level-3) to the jets and recalculating transverse energy.

Table 4-1 shows average missing-FEr, average scalar » | Er and average missing-
Err significance for all four cases.
Table 4-1: Average missing-Er, average scalar » . Er and average missing-Er sig-

nificance and RMS of distributions from JET50 data for uncorrected and corrected
jet energies.

Uncorrected Case 2 Case 3 Case 4
Jets Corrections Corrections Corrections Corrections
<Fr > 10.83 £6.87 | 10.85+6.85 | 12.38 +=7.82 | 14.23 £8.73
<> Er > |187.6+45.44 | 194.8 +46.69 | 214.8 + 48.21 | 234.7 £ 49.57
S 0.79+ 0.1 0.78+0.1 0.84 0.1 0.93+0.1

The case 2 corrections give minimal missing-Fr significance. Therefore, we
use jet energy corrections from case 2, which include relative jet energy corrections
and raw jet energy scale corrections and correct the missing-Fr for the resulting
difference in the jet energy. No further corrections can be made to single towers
and this affects the resolution. We choose not to include the absolute jet energy

corrections, underlying event corrections and out-of-cone corrections. Beside jets,
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originating from leptoquark decay, there is an additional unclustered energy in
the calorimeter due to recoil particles and underlying event. This energy will
be undermeasured, if the particles in the underlying event have low momentum,
and since the calorimeter response falls off at low energy. If we choose to include
the absolute jet energy corrections, we would need to scale proportionally the
unclustered energy, otherwise we would create artificial imbalance in the energy
flow in the calorimeter. Scaling up the energy to compensate such an energy
mismeasurement in unclustered energy, could result in enhancing of the number of
events in the tail of the missing-FEr and degradation of the missing-Er resolution.
Out of cone energy is already included in the missing- E1 measurement, therefore
special care needs to be taken to disentangle it from the unclustered energy.
Furthermore, those corrections have not been yet measured in Run II.
4.3 Tracking

The ability to detect and reconstruct charged particle trajectories is an
essential requirement for particle identification and momentum reconstruction.
Precise, high efficiency tracking plays a central role at CDF for lepton and photon
(no associated tracks ) identification. It allows precise reconstruction of the track
impact parameter, and thus the identification of heavy-flavor quarks in jets.

Charged particles traveling inside a uniform magnetic field have a helical
trajectory. At CDF the following five parameters are used to describe the helix
trajectory, where the axis coincides with z-axis of the detector:

e ( - the half-curvature of the trajectory, with the same sign as the particle
charge. It is proportional to the transverse momentum of the track.

cot Oy - cotangent of the polar angle at the closest approach to the origin.

¢o - the azimuthal angle at the closest approach to the origin.

zo - the z position at the point of the closest approach to the helix origin.

dy - the impact parameter, the distance of the closest approach in the
transverse plane between the helix and the origin.
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There are several tracking algorithms used at CDF for the track reconstruc-
tion, depending on the 7 region and the available detector information [70]. The
most robust and precise tracking is provided by the “Outside-In” tracking algo-
rithm, which uses both the COT and the Silicon detectors in the pseudorapidity
region |n| < 1. In the forward region, the “Silicon Stand-Alone” tracking algorithm
is used.

The “Outside-In” tracking algorithm starts with finding tracks in the COT,
since the hit occupancy there is lower and tracks are more isolated than in the
silicon. Two algorithms are employed: segment linking and histogram linking. The
former, first reconstructs track segments in each superlayer and then tries to link
them together through an iterative process into a single track. The latter combines
one segment in the outermost available superlayer with the expected beam line
position and tries to construct a reference track. The distances of the hits in the
other superlayers from this reference track are filled into histogram, which is then
used to determine track parameters. The COT tracking reconstruction efficiency
was measured in data and found to be ecor = 99.6370%°% [71] for isolated tracks
with pr > 5 GeV/ec.

At the second stage of reconstruction, a track found in the COT is then
propagated into the silicon system. A road around a track is defined based on the
errors on the COT track parameters. Then new hits are added if they lie inside
this predefined road along the track. When a hit is added, the track parameters are
recalculated and the search is performed again. The impact parameter resolution of
COT + SVX tracks is found to be o(dy) = 23 + 3 pm [72].

Any remaining hits in the silicon detectors (after the second stage) are used for
the silicon stand-alone tracking [70]. The tracks from the default track collection

are used in this analysis, which includes tracks reconstructed by all algorithms.
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Vertex reconstruction.

The transverse energy calculation of the calorimeter towers requires knowledge
of the collision vertex location. The pp interaction region is spread out along the
the beam line, forming approximately a Gaussian with a ¢ ~ 30 cm. Thus, a
precise z position of the event vertex along the beamline is needed to correctly
compute the transverse energy of jets as well as the missing transverse energy.

A highly efficient vertex algorithm (ZVertexColl) is used at CDF to accurately
measure the z-position of all pp interactions that may have occured in one crossing.
[73]. Fast, pre-tracking primary z-vertex finder algorithm, which uses a histogram
method to reconstruct vertices from hits in the COT, the SVX and the ISL, forms
a list of seed vertices. Then, the ZVertexColl algorithm uses pre-tracking seed
vertices and tries to define a smaller set of vertices by applying more stringent
requirements on the tracks associated with these vertices. Different quality flags
are assigned to the vertices in the event, based on the number of the tracks with
silicon/COT hits associated to the vertex. Higher quality is assigned to a vertex
with more COT tracks, since tracks with COT hits have much better momentum
resolution and less likely to be fake tracks. The vertex reconstruction efficiency was
measured in QCD di-jet Monte Carlo events and was found to be 99.0 + 0.7 for the
vertices with two or more COT tracks.

4.4 Lepton Reconstruction

The final state for this analysis does not have any charged leptons. However,
electroweak processes with charged leptons in the final state contribute the most to
the background events. This is because identification is not always 100% efficient
and because of the limited coverage of the detector. Thus, reconstruction of muons
and electrons is briefly described here. Tau leptons are not directly identified in

this analysis and their reconstruction is not discussed.
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4.4.1 Electrons

Electrons deposit most of their energy in the electromagnetic calorimeter,
thus the electron reconstruction algorithm looks for clusters of relatively large
electromagnetic energy deposition in the calorimeter [74]. The algorithm starts
with the creation of a list of seed towers. A tower is considered as a seed if the
electromagnetic energy is greater than a threshold (2 GeV). Then the algorithm
checks towers adjacent to the seed towers to see if they could be added to the
cluster. In the CEM only towers with non-zero electromagnetic (EM) or hadronic
(HAD) energy in the same ¢ wedge and nearest in 7 could be added to the seed
tower to form a cluster. In the PEM a cluster consists of a seed tower and at most
three adjacent daughter towers with transverse electromagnetic energy greater than
a threshold (100 MeV). Finally, a list of the clusters is formed by requiring that
each cluster has an electromagnetic Ev greater than 2 GeV and a hadron to EM
energy ratio less than 0.125. The cluster is accepted regardless of hadron to EM
ratio if the cluster energy (not transverse energy) is greater than 100 GeV.

Electron identification cuts. The electron candidates are selected from the

list of the electromagnetic clusters using a set of stricter cuts. A central electron
candidate is required to have a COT track associated with its electromagnetic
cluster. The following variables are used to discriminate electrons against photons,
prompt 7, isolated charged hadrons and jets faking electrons [75]:

e The ratio of the cluster energy to track momentum (E/p).

e The ratio of hadronic energy to electromagnetic energy of the cluster
(HAD/EM).

e A comparison of the lateral shower profile in the calorimeter cluster with that
of test beam electrons (Lgp, ).

e The distance between the extrapolated track-position and the CES measure-
ment in the 7 — ¢ and z views (Az and Az).
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e A 2 comparison of the CES shower profile with those of test-beam electrons
(thrip)'

e The reconstructed track position in the z-direction (Zp).

e The isolation, defined as the ratio of the additional transverse energy in a
cone of radius R = 0.4 around the cluster axis to the transverse energy of the
electron cluster (1).

4.4.2 Muons

Muons are reconstructed by matching stubs in one of the muon detectors with
extrapolated COT tracks [76]. A stub is a collection of the hits that are linked
together to form a muon track segment in the muon detectors. Relatively loose
track-stub matching requirements, based on the matching distance between the
extrapolated COT track and the track segment in the muons chambers, are used to
form a muon collection. Also, muon candidates are formed from all the remaining
high-py COT tracks (pr > 10 GeV), that are not matched to stubs in muon
detectors. Usually they are required to be consistent with a minimum ionizing
particle in the calorimeter. Such muons are called stub-less muons.

Muon identification cuts. The following variables are used to separate muons

from hadrons that penetrate calorimeters, and from cosmic rays [77]:

e The matching distance between the extrapolated track and the track segment
in the muon chambers (Az)

e An energy deposition in the electromagnetic and hadronic calorimeters
characteristic of the minimum ionizing particle (Ee,, and Ejqq)-

e The distance of the closest approach of the reconstructed track to the beam
line (track impact parameter dy).

e The reconstructed track position in the z-direction (Zp).

e The isolation defined as an additional transverse energy in a cone of radius
R = 0.4 around the muon track direction (7).



CHAPTER 5
TRIGGER PATH AND EVENT PRESELECTION

As mentioned in Section it would be an enormous task to try to record and
analyze all the events from all 1 million pp interactions per second that occur at
CDF'. The three-level trigger system employed at CDF, allows us to retain the
most interesting events and to study them in subsequent analyses. The search for
leptoquark pair-production and decay into the vvjj final state centers on selecting
events with large missing-Er, we use the inclusive missing-Er data sample for this
search.

5.1 Missing Transverse Energy Trigger

The inclusive missing-Er trigger is designed to select events with a large
missing transverse-energy. However, it is desireable to keep the missing-Er trigger
threshold as small as possible, while maintaining low enough rate. Below some
details are given on how the trigger path is organized and events are collected.

5.1.1 Level-1 Trigger

The Level-1 trigger system uses fast custom electronics to sum the energies of
calorimeter towers and to form trigger objects, which are then used for the decision
on whether to send the event to Level-2 or to discard it [78]. The calorimeter
triggers are divided into two types: object triggers (electrons, photons and jets)
and global triggers (missing-Er or > Et). The object triggers are formed by
applying thresholds to individual calorimeter trigger towers, while thresholds for
the global triggers are applied after summing energies from all towers.

Calorimeter trigger tower organization. The trigger system hardware makes

use of the projective nature of the calorimeter towers. The physical calorimeter

towers are organized into bigger trigger towers, 24 by 24 in  — ¢ space, for a total
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of the 576 towers [79]. One trigger tower covers approximately 15° in A¢ and 0.2 in
An. Figure 5-1 shows the transverse segmentation of the trigger towers in the plug

calorimeter, for example.

A8 = 2.7°
An = A6 /sin @

Figure 5-1: Transverse view of two wedges in the plug calorimeter. Physical and
trigger tower segmentations are shown.

The calorimeter readout boards, Analog to Digital Converter/Memory cards
(ADMEMs) [80], digitize the calorimeter photo-tube signals and determine the
trigger tower transverse energy. Since no event vertex information is available at
Level-1, z = 0 is assumed for the collision vertex.

Online Missing Transverse Energy. All trigger towers with transverse energy

above 1 GeV are summed vectorially into an online missing- Fr measurement [81].
Then, if the online missing-FEr is greater than 25 GeV, the event is accepted

by the Level-1 trigger and passed to the Level-2 trigger. Since this calculation

is very coarse, the missing-Er could be undermeasured, which would result in
trigger inefficiency; therefore, it is desirable to keep the Level-1 threshold as low as
possible. On the other hand, overestimation of the missing- Er would result in a

higher Level-1 acceptance rate. The missing-Er trigger rate at Level-1 is ~ 6 Hz.
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0.1.2  Level-2 Trigger

No improvement is possible for the online missing- Et reconstruction, so events
passing the Level-1 trigger automatically accepted by the Level-2. However there is
an option to increase the threshold, which would result in the reduction of the total
rate. This option is reserved for the very high instantaneous luminosity regime
(7 x 1032 cm~?s71), since the rate is expected to scale proportionally to it.

5.1.3  Level-3 Trigger

The full precision of the detector data data is available to the Level-3 trigger.
A farm of PC computers, running the same event reconstruction software as in
offline, analyzes the event. At Level-3, missing-Er is recalculated as described
earlier in section 4.2.1. However, again the nominal vertex position at z = 0 is
assumed, to avoid possible biases due to vertex reconstruction. Events passing the
Level-3 trigger requirement of Fr > 45 GeV (MET45) are directed to the “E stream”
and written to the ephysr dataset.

5.2 Data Samples

The data collected during the February 9, 2002 through September 7th, 2003
operating period of the Tevatron is used in this analysis, with a corresponding
total integrated luminosity of 224 pb™!. However, slightly smaller sample used
for this analysis, after requiring that no detector problems occured during data
taking period. The total integrated luminosity recorded by the CDF is shown on
Figure 5-2. In addition to the inclusive missing transverse-energy sample, where
our signal search is performed, a number of independent data samples are used for
the purpose of background normalization and trigger efficiency parametrization.

These data samples are described in this section as well.
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Figure 5-2: Total integrated luminosity recorded by CDF from February 9, 2002
trough September 7th, 2003 of the Tevatron operating period.

5.2.1 Inclusive Missing Transverse Energy Sample

Events from the inclusive MET45 trigger path are written to the emetXX! data
set from the E stream, after being processed on the offline reconstruction farm.
We use data from emet08 and emet09 datasets that were originally created with
4.8.4a and 4.9.1 version of the CDF software respectively.

5.2.2 Inclusive Jet Sample

The inclusive JET20 and JET50 samples are used for the QCD multi-jet

background normalization (section 8.2). The JET20 and JET50 trigger paths require

1 XX corresponds to the version of the reconstruction software.
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a single tower in the calorimeter with energy above 5 GeV (ST5) at Level-1 and

is prescaled by a factor of 20 (only one out of the twenty events passing Level-1
trigger requirement is selected to be considered by the Level-2 trigger). At Level-2,
a calorimeter cluster is required with an energy above 15 GeV and an additional
prescale of 25 for the JET20 trigger path. For the JET50 trigger path, a calorimeter
cluster is required at Level-2 with an energy above 40 GeV and with no additional
prescale. The collision vertex for jet reconstruction at Level-3 is at z = 0. The

jet Ex thresholds are 20 and 50 GeV for the JET20 and JET50 trigger paths
respectively.

5.2.3 Inclusive Lepton Samples

An inclusive high-py electron sample is used for the electroweak background
normalization (section 8.1), and an inclusive high-pr muon sample is used for the
MET45 trigger efficiency parametrization.

The high-pr electron sample. Events from the ELECTRON_CENTRAL_18 trigger

path are used to create the inclusive electron sample. The Level-1 trigger requires
a single tower with transverse EM energy above 8 GeV and an XFT track with

pr > 8 GeV/c pointing to the tower. At Level-2 a CEM cluster is required of

at least 8 GeV. In addition, the hadronic part of the cluster should be less than
0.125 of the EM energy. The XFT track should extrapolate to the seed tower. One
electron candidate with ES™ > 18 GeV, EM/Eem < (0.125 and COT track with
pr > 9 GeV/c is required at Level-3.

The high pr muon sample. Events from the MUON_CMUP_18 trigger path are

used to create the inclusive muon sample. The central high-pr muon trigger
requires a muon stub in the CMU detector with a transverse momentum above
6 GeV/c, a matching XFT track, and the presence of CMP hits associated with

this stub. Events passing the Level-1 trigger requirement were automatically
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accepted by Level-2. At Level-3 the muon candidate is required to have both CMU
and CMP stubs and a COT track with pr > 18 GeV/ec.
5.2.4 Standard Ntuple

The data from all samples were reprocessed with the latest version of the
CDF software (4.11.1), to take advantage of the latest calibrations and bug fixes
in the reconstruction code, and written out to a compressed data format known as
stntuple, version dev_240.

The changes to the calorimeter calibration include:

e Plug calorimeter PMT gain corrections as a function of run number. To
monitor gain of the PMTs calorimeter is calibrated periodically with laser or
radioactive source. The variation of the measured plug calorimeter energy
with time was extracted from the laser/source data.

e The WHA energy scale correction for the period from December 2001 to
January 2003, which was lower by about 10%.

e CHA tower-to-tower corrections, which were obtained from muon data and
applied to remove a gain variation in ¢.

e The global energy scale in the CHA, which was increased by 4%.

e CEM tower-to-tower and time dependent corrections, which were derived
from electron E/p studies.

e The overall scale of the plug calorimeter, which was adjusted to the energy
scale determined from dedicated electron beam tests.

The selected data were processed with older software, when these corrections
were not available yet. Therefore, all the objects that rely on calorimetry were
dropped and reconstructed using newer CDF software version 4.11.1. Missing
transverse-energy and jets were reconstructed using the highest " pr vertex, where
the sum is performed over all tracks associated with vertex. Only vertices which
have two or more associated COT tracks are considered, since silicon standalone

tracks have a higher rate of fake high-pr tracks.
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In addition, Layer 00 hit information was removed and tracks were refit with
an improved beamline position measurement and tracking detector alignment.

5.2.5 Good Run Requirement

Since we look at the high tails of the missing-Er distribution, special care
should be taken that the CDF detector was in a stable working condition during
the data collection. Therefore, we require that all the detector components
relevant, for this search were marked as good by the online and offline data quality
operators. A good run list was compiled by requiring that the corresponding online
and offline data quality bits were set to one. The total integrated luminosity of the
inclusive missing Er sample used for this analysis, after applying the good run list,
is 191 pb .

5.3 Instrumental Background

Several sources of non-collision backgrounds and detector inefficiencies can
spoil the energy measurement in the calorimeter and cause events to appear to
have large missing-FEr. If the missing-Er is large enough, the event can end up in
our sample. Special care needs to be taken to discard such events in searches for
new physics in the tails of the missing-Er distribution. Some of these sources are:

e High energy muons (beam halo) traveling parallel to the beam, but outside
the beampipe, created by an upstream proton interaction with the beampipe
or surrounding material. These muons can radiate a photon in the calorime-
ter in coincidence with a real pp collision.

e Cosmic ray showers in the calorimeter.

e pp collisions produced far from the nominal collision point. In this case some
of the energy could escape detection.

e QCD multi-jet events where one of the jets falls into a crack in the calorime-
ter or non-instrumented region.

e Energy response mis-calibration in the calorimeter.

e Two or more pp collisions in the same bunch crossing.
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Beam halo and cosmic ray events.. Losses from proton and antiproton beams

produce a halo of particles accompanying the beams, which may contribute to the
missing- B trigger. Beam halo muons travel parallel to the beam and may produce
showers in the calorimeter. The energy deposition associated with such beam halo
events has two distinct signatures [82]. In one case, there is a narrow strip of the
towers in the central calorimeter, with most of the energy deposited exclusively
either in the electromagnetic or hadronic sections of the detector in one wedge at
an azimuthal angle ~ 0°. Figure 5-3 shows an event display of a beam halo muon

showering in the CHA.

Figure 5-3: Event display of the typical beam halo muon bremsstrahlung in the
calorimeter.

Figure 5-4 shows the azimuthal angle distribution of the missing-Er direction
from the inclusive MET45 sample after the good run requirement. The pronounced
peak at ¢ = 3.14 rad is attributed to the events with beam halo particles showering
in the calorimeter.

In the other case, a high energy spike is observed in a few towers in the plug

calorimeters. These high energetic towers are located roughly at ~ 90° and ~ 270°
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Figure 5-4: Azimuthal angle distribution of the missing-FEr in the inclusive MET45
sample.

in ¢. The reason for such pattern is that the steel shielding wall of the IMU muon
system are split vertically along the beam axis. This split produces a gap between
the two halves of the IMU shielding and thus allows some fraction of the beam halo
particles to pass on to the plug and end-wall calorimeters in the vertical plane.

As with beam halo particles, cosmic ray particles also may produce showers in
the calorimeter, leading to a large Fr. Figure 5-5 shows a candidate of the cosmic
ray event showering in the calorimeter.

These events coincidentally overlap with a bunch crossing and usually do not
have tracks or much energy deposition in other parts of the detector. However,
since they are interpreted to have a large energy imbalance, they have large F1 and

therefore end up in the data sample.
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Figure 5-5: Event display of the typical cosmic ray event. A) The COT view. B)
Lego plot of energy deposited in CHA.

5.4 Initial Data Selection

A secondary dataset was derived after applying clean-up cuts similar to those
of Run I [83]. Theses cuts are designed to significantly reduce the contribution of
events with fake missing Fr and from non-collision backgrounds. The JET50 data
sample and QCD di-jet Monte Carlo sample (see section 6.2) were used to define
and study event pre-selection criteria, which were later applied to the inclusive
missing- £ sample. The JET50 data sample consists predominantly of QCD di-jet
events, which do not have large intrinsic missing-FEr.

Charged particles, produced in proton-antiproton collisions are reconstructed
as tracks in the tracking system. Therefore a pp interaction is expected to have a
reconstructed vertex. Tracks from non-collision events usually do not form a vertex.
This requirement also removes events from satellites’ bunch interactions outside the
nominal collision region. Figure 5-6 shows distribution of the number of vertices
in the MET45 sample. As can be easily seen, more than half of the events have zero

reconstructed vertices, which are mostly from non-collision background.
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Figure 5-6: Distribution of the number of vertices in the MET45 sample.

Some of the hadrons in a jet develop showers in the EM section of the
calorimeter, therefore, a jet usually has both electromagnetic and hadronic en-
ergy components. The electromagnetic fraction (EMF) of a jet is defined as the
fraction of the electromagnetic energy to the total jet energy. Beam halo particles
deposit energy in either the EM or HAD calorimeters, producing a jet with an EM
fraction close to 0 or 1. The Event Electromagnetic Fraction (EEMF) is defined as
S By EME,

50 B

and EMFj is the electromagnetic fraction of the jet. Only jets with Er > 10 GeV

EEMF = , (5-1)

are considered. Figure 5-7 shows the event electromagnetic fraction distribution
for QCD Monte Carlo and JET50 data. Figure 5-8 shows the distribution of the
event electromagnetic fraction versus missing-Er in JET50 data. The correlation

between large missing-Er and low EEMF (< 0.1) or high EEMF (> 0.9) can be
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Figure 5-7: Event electromagnetic fraction distribution. Plot on the left shows the
EEMF distribution for the QCD di-jet Monte Carlo events, plot on the right shows
the EEMF distribution for JET50 data.

clearly seen. The peak at EEMF < 0.1 for the data distribution is attributed to the
non-collision backgrounds. Some of the events with EEMF> 0.9 can result from W
or Z boson production, with an electron in the final state, which passes trigger the
JET50 trigger requirement.

Jet consists of both charged and neutral particles, hence there should be some
tracks pointing from the event vertex in the jet direction. Tracks containing COT
hits, with Pr > 0.5 GeV and within 10 cm from the event vertex are associated to
the jet by requiring that the track is within an 7-¢ cone of radius 0.4 from the jet
centroid. The jet charge fraction is the defined as CHF = Y. p/./EL, where 3. p/ is
the scalar sum of the transverse momenta of the tracks associated with the jet and
E?F is transverse energy of the jet. The Event Charge Fraction (ECHF) is defined

as:

Nijet tracks PTZ
ECHF = Z Nget (5_2)

j=1
Jets with uncorrected Er > 10 and 7y < 0.9 are considered. Figure 5-9 shows the

event charge fraction distribution for QCD Monte Carlo and JET50 data. Figure
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Figure 5-8: Distribution of the event electromagnetic fraction versus missing-FEr in
JET50 data.

5-10 shows the distribution of the event charge fraction versus missing-Er in JET50
data. The correlation between large missing-Er and low ECHF (< 0.1) could

be clearly seen. Therefore, the peak at ECHF< 0.1 for the data distribution is
attributed to the non-collision backgrounds.

Figure 5-11 shows the event electromagnetic and charge fraction distribution
for the inclusive MET45 data sample. Figure 5-12 shows the distribution of the
event charge fraction versus the event electromagnetic fraction for the inclusive
MET45 data sample. The regions with low (EEMF < 0.1) electromagnetic fraction
and low charge fraction are attributed to the non-collision background. Smaller
peak in the region with EEMF ~ 1 and ECHF = 1 is attributed to the events with
electron in the final state from the W boson production.

Therefore, the following requirements were used as an initial data selection:
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Figure 5-9: Event charge fraction distribution for JET50 data sample and QCD di-
jet Monte Carlo sample. A) Event charge fraction distribution for the QCD di-jet
Monte Carlo events. B) Event charge fraction distribution for JET50 data.

e At least one vertex with two or more COT tracks with |Z,;,| < 60 cm is
required.

The EEMF fraction is greater than 0.1.
The ECHF fraction is greater than 0.1.

Total calorimeter energy less than 2 TeV.

At least one central jet, Ep > 10 GeV, ny < 0.9

In addition, in our analysis dataset, we require that the missing-FEr re-

constructed with the highest ) pr vertex be greater than 45 GeV. Table 5-1

summarizes the clean up cuts used for the initial data selection and shows the

number of events surviving after each cut. Figure 5-13 shows the missing-FEr

distribution for the events from the inclusive MET45 data sample before and after

applying pre-selection cuts (except the missing-Er > 45 GeV requirement). Events

with missing-Er below the trigger threshold are attributed to the difference in the

calibration constants online and offline and to the corrections of missing-E for the

event vertex position.
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Figure 5-10: Distribution of the event charge fraction versus missing-Et in JET50
data.

Figure 5-14 shows the total scalar transverse energy distribution for the events
from the inclusive MET45 data sample before and after applying pre-selection cuts.

5.5 Trigger Efficiency

The selection efficiency of events with large missing- Ft is dependent on the
online trigger. We measure the efficiency of the combined Level-1 and Level-3
trigger directly from the data using events from overlapping triggers. For this
purpose, we choose two independent trigger paths, which contain events with
a large spread in missing- £+ to measure the efficiency across full missing-Er
spectrum. The measured trigger efficiency is later applied to Monte Carlo samples
to predict the number of background events from the Standard Model and to

measure the signal acceptance.
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Figure 5-11: Distributions of event electromagnetic fraction and event charge frac-
tion for MET45 data. A) Event electromagnetic fraction. B) Event charge fraction.

Table 5-1: Event reduction in missing E7 sample.

‘ Cut ‘ # of Events ‘
MET45 sample 2173563
Good Run 1588592
Vertex requirement 508894
Central jet 382182
EEMF>0.1 and ECHF>0.1 148462
v > 45 GeV 91525

As was mentioned before, there are two primary sources of large missing- Er:
weakly interacting particles and energy mismeasurement in the calorimeter. The
efficiency to select events from these two different sources may not be necessarily
the same. We use high-pr electron and muon samples to measure the efficiency for
missing- Er from weakly interacting particles. A large fraction of events from those
samples come from the leptonic decay of the W boson. Therefore, events in these
samples have an intrinsic missing-FE7. In case of QCD muli-jet events, missing-FEr
arises due to jet mismeasurements. We estimate the number of background events

from QCD multi-jet processes directly from the inclusive MET45 sample (section
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Figure 5-12: Distribution of the event charge fraction versus event electromagnetic
fraction in the inclusive MET45 data sample.

8.2). Events from this sample already have passed trigger requirement by definition
and therefore, the trigger efficiency was already taken into account.

The combined Level-1 and Level-3 missing Er trigger efficiency is defined as:

#of events passing MET45 and high-pr electron trigger
#total events passing high-pr electron trigger

€(MET45) = , (5-3)

or, in the case of the muon sample, events are required to pass the muon trigger
instead of electron trigger. The trigger efficiency is measured with respect to the
offline missing- Er corrected for the vertex and jet energy corrections. We do not
correct for missing- Er resulting from muons, since we plan to exclude all events
with identified leptons. Figure 5-15 shows the missing-Er distribution in the high-
pr electron sample before and after the requirement that the L3_MET_45 trigger bit

was set. Figures 5-16 and 5-17 show the trigger efficiency curves from the high-pr
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Figure 5-13: The missing-Er distribution for the events from the inclusive MET45
data sample. Open histogram shows the missing-Er distribution after good run
requirement, but before applying pre-selection cuts. Hatched histogram shows
the missing- Er distribution after vertex requirement and shaded histogram
shows missing- Er after applying all the pre-selection cuts, except the missing-
Er > 45 GeV requirement.

electron and the high-pt muon samples respectively. The trigger efficiency curves

are fit with the function:

1—¢,
1+ exp(——ET;A")'

(fr) =€+ (5-4)

The fit parameters for both samples are listed in Table 5-2. Although, slower
turn-on is observed in high-pr electron sample, the trigger turn-on curve reaches
a plateau of 100% efficiency at around 60 GeV in both samples. The difference in
the trigger turn on is attributed to the fact that muon is registered as a minimum

ionizing particle in the calorimeter and thus contributes to the missing-FEr.
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Table 5-2: Parametrization of the missing-Er trigger efficiency.

| Sample | €o | 4, | A
Electron Sample | 0.00006 + 0.0002 | 47.5+£0.4 | 3.34+0.2
Muon Sample 0.001 £ 0.004 51.44+0.4|1.3+£0.2
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Figure 5-15: Missing- Ep distribution in the high-pr electron sample. The empty
histogram represents all events, the shaded histogram is after the MET45 trigger
requirement.
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Figure 5-16: Efficiency of the MET45 trigger as a function of offline missing-Et from
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CHAPTER 6
STANDARD MODEL BACKGROUND

Standard Model processes are the main source of background in the search
for new physics with large missing-FEr plus jets in the final state. Such processes
include vector boson production (W, Z) in association with two or more jets, top
pair production and QCD multi-jet production. The Monte Carlo samples used to
estimate the Standard Model background are described in this chapter.

6.1 Electroweak Background

In pp collisions W and Z bosons can be produced in association with one or
more hadronic jets. These jets arise from high energy quarks or gluons radiated
of the incoming quarks. Events from the vector boson production in association
with two or more jets are expected to be the dominant source of background. Such
production results in the missing Er + jets final state, when the boson decays to
neutrinos, or when one of the decay products falls into an uninstrumented region or
goes unidentified. Such processes include:

o W* — r%y4+ > 2jets. Since the tau-lepton could decay hadronicaly it would
be counted as a jet, thus this process represents an irreducible background
process. In the case when the 7 decays leptonically, the final lepton may fail
identification cuts and fake the signal signature.

o W* — [*v4+ > 2 jets, where [* is a muon or electron. In this case the lepton
may fall into a non fiducial region of the detector or fail the identification
cuts, thus faking the signal.

o / — v+ > 2 jets, where the decay products are the same as in the signal,
thus this channel represents an irreducible Standard Model background.

e Z — 1Tl~ > 2 jets, where I* is a muon or tau-lepton and fails the identifica-
tion criteria.

103
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The samples of the W and Z boson plus jets were created using the ALPGEN
Monte Carlo event generator [84]. This generators performs an exact calculation
of the matrix element to first order in «; for a large set of parton level process,
namely for W + n partons and Z + n partons, where n =0,1,2,3,4. The generated
parton level events have complete quantum mechanical information and can
be used later in parton shower development and hadronization programs. The
following parameters were used at the parton level generation:

. . N t, %, :
e The renormalization scale @ = (ph5)? + > ;" P*"""*(phy"")?, where ph?® is the

N partons pparton

transverse momentum of the vector boson and ) ; T is the sum of

transverse momenta of the outgoing partons.

e The charged lepton (in case of W or Z boson) or neutrino (in case of Z
boson) from the boson decay is required to have pr > 1 GeV/c and |n| < 6

e At least 2 final state partons.
e The final state quark or gluon is required to have ppr > 8 GeV/c and || < 3.

e The final state partons are required to be separated by more than 0.2 in 7-¢
space, to avoid 2 partons being reconstructed as one jet.

e The CTEQSL parton-distribution functions were used.

We generate exclusive samples for each charged lepton generation. The
7Z — eTe” + 1 parton was generated to normalize the MC background prediction
to the Z — ete +jets observed data as described in section 8.1. In addition,
an exclusive sample with Z — vv + 2 jets was generated as well. The specific
background channels simulated are listed in Table 6-1.

The output from the ALPGEN generator was fed to the Herwig Monte
Carlo program [85] for parton showering and hadronization. Herwig is a general-
purpose particles physics event generator. It uses the parton-shower model for the
initial- and final-state QCD radiation with color coherence effects and azimuthal

correlations, and a cluster model for parton hadronization.
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Table 6-1: List of MC background samples used, number of events generated,
leading-order cross section, and equivalent integrated luminosity.

| Background Channel | Number of events | 0(LO) (pb) | Luminosity (pb™') |

W — ev + 2 jets 187.5K 258.7 538.33
W — uv + 2 jets 260K 258.7 746.48
W — v+ 2 jets 127.5K 258.7 366.06
Z — ee+1 jets 295K 64.23 4593
Z — pp+ 2 jets 161K 23.3 4597
Z — 77 + 2 jets 167.5K 23.3 4785
Z — vv + 2 jets 170K 139.8 809
tt(m = 175 GeV) inclusive 38K 7 5428

6.2 Multi-Jet QCD Background

Light quark or gluon production are the most dominant processes in pp col-
lisions at the Tevatron. Those events usually have two or more jets in the final
state and usually no large intrinsic missing- . However, one or more jets from
these QCD multi-jet process could be mismeasured, and thus create significant
missing- Er.

The QCD multi-jet events were generated using the Pythia MC generator [86]
with CTEQS5L parton-distribution functions. Pythia uses tree-level matrix element
calculations for the parton hard scattering to first order in ;. We generate 2 — 2

QCD processes.

Higher jet multiplicities are achieved through initial- and
final-state QCD radiation. Quark/anti-quark pairs and gluons from the initial-
and final-state radiation are hadronized according to the string fragmentation
model. In a typical proton-antiproton collision, in addition to the particles from
the hard 2-to-2 parton scattering, there are a number of particles from the breakup

of the proton and antiproton (i.e. “beam-beam” remnants). The “underlying

event” includes beam-beam remnants and contributions from initial- and final-state

! option msel = 1
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radiation and excludes two outgoing hard scattered partons. Pythia models an
underlying event in a pp collision by including multiple parton interactions. The
underlying event in Pythia was tuned to fit the CDF data [87].

Two large samples of 500,000 and 3.3 million QCD-dijet events were produced
with hard scattering transverse momentum of the outgoing partons p* >
60 and 80 GeV. The leading order cross-section for QCD-dijet process with
prm > 80 GeV, as reported by Pythia, is 3.95 x 10* pb, and the corresponding

luminosity of this sample is 86 pb™'.

6.3 The ¢t Background

Pair production of top quarks is expected to be another source of background
events. The top quark decays to a b quark and a W boson, thus it will have a
missing-E1 + jets signature when one or more W decay products escape detection.
An inclusive ¢ sample was produced using the Herwig MC generator (with top
mass set to 175 GeV/c?).

6.4 Detector Simulation

In Run IT CDF uses a simulation program based on the GEANT detector
simulation package [58]. The GEANT program provides a framework for uniform
geometry description for all different detector components. It decays and prop-
agates the generated particles and models their interactions with the detector
material. The calorimeter simulation uses GEANT for the detector geometry
description and models the detector response based on the fast simulation of
electromagnetic and hadronic showers (GFLASH) [88], which allows to reduce
significantly the generation time.

The output from the event generators, after parton shower and hadronization,
is used as input to the detector simulation program. The simulation program

produces raw-data banks as if there were created from the real detector data. At
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this point, we use the same reconstruction and analysis software for the Monte

Carlo events as for data.



CHAPTER 7
LEPTOQUARK SELECTION CUTS

The cross-section for Standard Model processes in the missing-Er plus jets
channel is several orders of magnitude higher than that of the possible signal
from new physics. Therefore, some selection mechanism is needed to maximize
analysis sensitivity to this signal. Kinematical distribution of the leptoquark
signal, generated using Monte Carlo programs, are compared with background
distributions. Selection cuts are derived in order to maximize the statistical
significance of a possible excess due to the signal events.

7.1 Signal Monte Carlo

A simulation of the first-generation scalar leptoquark signal was done for 9
mass points (60, 75, 80, 90, 100, 110, 115, 125, 150 and GeV/c?) with the Pythia
event generator. The CTEQSL parton-distribution functions are used and the
underlying event is tuned as in the QCD MC generation, described in Section 6.2.
We generated 30,000 events for each mass point, except for the leptoquark mass of
60 GeV/c?, where 78,000 events were generated.

The Pythia output was run through the simulation and reconstruction
programs as described in section 6.4.

7.2 Signal and Background Kinematical Distributions

We use the signal and background Monte Carlo samples to compare kine-
matical distributions. The analysis strategy is to identify such variables that
discriminate the signal from the background the most. Then we can place cuts on
such variables, with the intention to retain as much signal events as possible while

keeping the number of background events small. We use the signal MC sample
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generated with a leptoquark mass of 100 GeV /c? for these optimization studies,
since we would like to extend the current limit of 98 GeV /c?.

We first look at the kinematical distributions of the leptoquark decay prod-
ucts at the generator level. Figure 7-1 shows the transverse momentum and
pseudo-rapidity distributions of the quarks appearing from the decay of pair of
leptoquarks. Usually, a heavy particle gets litle boost in the longitudinal direction,

since most of the initial parton energy goes into the particle creation. Figure 7-2

w — » 400 e
= Pythia 6,023, LQ (m = 100 GeV/c %) = Pythia 6023, LQ (m = 100 GeV/c)
g 300} O Leading Parton R g 350 D Leading Parton
o 0 Second Parton @ [J second Parton
“ 250f 1 % 300}
200l 250}
200 |
150 |
150
100
100 |
50 . 50|
0 ! ! . - ! 0 ! 1 1 1 1 1
0 50 100 150 200 250 300 350 400 5 -4 -3 -2 -10 12 3 45
A Parton E; (GeV) B Particle pseudo-rapidity

Figure 7-1: Kinematic distribution of quarks from leptoquark decay. The left plot
shows the transverse momentum and the plot on the right shows pseudo-rapidity
distributions of the quarks appearing from the decay of pair of leptoquarks.

shows the projection in the transverse plane of the vector sum of the momenta
from the two neutrinos from the leptoquark decays. It gives an idea of the size of
the expected momentum imbalance due to our inability to detect neutrinos.

We next compare the shapes of the distributions for signal and for background
for the following variables after detector simulation and reconstruction: missing
transverse energy, jet transverse energies, pseudo-rapidity of the jets, the angle
between the two most energetic jets, the angle between the highest energetic

jet and missing- Fr direction, the separation between the missing- Er direction
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Figure 7-2: Vector sum of the transverse momenta from the two neutrinos from the
leptoquark decays.

and direction of any jet in ¢ and the number of tracks associated to the jet. We
normalize the distributions for the missing-FE1 and jet transverse energies to the
number of events expected in 191 pb™! of data. The rest of the distributions are
normalized to unit area.

Our signal is expected to have large missing-Er since the final state includes
two neutrinos that carry away part of the L momentum and escape detection.
On the other hand, we expect somewhat smaller missing-FEr from the electroweak
background, since only one neutrino is typically present; and we do not expect large
missing-Er for the QCD multi-jet events (however the cross section is much larger).
Figure 7-3 compares the missing- E1 distribution for signal and background events.

Figures 7-4 and 7-5 show the leading- and second-leading jet Er distribution.
The jets in the electroweak processes are mostly due to quark and gluon radiation
and thus are not as energetic as from L(Q decay or as from 2 — 2 QCD process.

Jets from leading order QCD processes are expected to be back-to-back in ¢
and more boosted in the forward and backward regions than LQ jets due to the

color connection of the initial and final state partons. Figures 7-6, 7-7 and 7-8 show
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Figure 7-3: Missing-Er distribution for the pair production of first generation lep-
toquarks (miq 100 GeV/c?) compared to the missing-Er distributions for the
dominant Standard Model background processes.
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Figure 7-5: Comparison of the Et distributions for the second-leading jet (J2) for
the leptoquark pair production and for the dominant Standard Model processes.
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the pseudo-rapidity distribution of the two leading jets and opening angle between
them in the transverse plane respectively. The peak around 30° on the distributions

for the electroweak processes is attributed to gluon splitting into two quark jets.
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Figure 7-6: Pseudo-rapidity distribution of the first-leading jet (J1) for the lep-
toquark pair production and for the dominant Standard Model processes. The
distributons are normalized to unit area.
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Figure 7-7: Pseudo-rapidity distribution of the second-leading jet (J2) for the lep-
toquark pair production and for the dominant Standard Model processes. The
distributons are normalized to unit area.

In events with no neutrinos, missing- Er appears mostly due to jet mismeasure-
ment. Thus, in the di-jet events, the missing- Er direction will be either parallel to
or anti-parallel to the mismeasured jet in the transverse plane. Figure 7-9 shows

the difference in azimuth of the highest energetic jet and the missing-Er direction.
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Figure 7-8: The distribution of the azimuthal angular separation between the first-
and second-leading jets for the leptoquark pair production and for the dominant
Standard Model processes. The distributons are normalized to unit area.

Figure 7-10 shows separation in the azimuthal direction between the missing-Er di-

rection and the closest jet in ¢ for leptoquark pair production and for the dominant

Standard Model processes.

1 1
H e LQ(100GeV) H e LQ(100 GeV)
H = QCD (Ptmin 60 GeV) H = Z+2jets (Z->u p)
I W+2jets (W->e v) - H Z+2jets (Z->1 1) -
; v WH2jets (W->p v, == . v Z+2j -> ="
10" U J (W->pv) s 10° | Z+2jets (Z->v v) ot
H W+2jets (W->T v) s o H t-tbar e,
X4 G B
= g, ==
e Fo = —
) T'.'-il--l—-l—-l-"'::_-v- ) r E’:_...
10 g 10 o
E e e
R e i R
N Rs el
P Fe v
10'3 111 L1l L1 L1 L1 L1 L1 L1 L1l 1073 L1 1 L1 L1 L1 L1 L1l L1l L1 L1
0 20 40 60 8 100 120 140 160 180 0 20 40 60 80 100 120 140 160 180
Delta-Phi(J1,MET) (deg) Delta-Phi(J1,MET) (deg)

Figure 7-9: The distribution of the azimuthal angular separation between the di-

rections of the first leading jet and the missing-Er for leptoquark pair production
and for the dominant Standard Model processes. The distributons are normalized
to unit area.

Tau-leptons (arising from the decays of W and Z, for example) that decay
hadronicaly are reconstructed as jets in the detector. Electrons that fail identifica-
tion would also appear as a jet. However jets from misidentified leptons would have

fewer tracks on average than a jet originating from a quark or gluon. Figure 7-11
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tween the directions of the jets and the missing-FEr direction for the leptoquark
pair production and for the dominant Standard Model processes. The distributons
are normalized to unit area.

shows the distribution of the number of tracks associated to the jet, for the jets in

the event with |n| < 1 and least tracks, for the signal and background.
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Figure 7-11: The distribution of the number of tracks in central jets for leptoquark
pair production and for the dominant Standard Model processes. The distributons
are normalized to unit area.

7.3 Acceptance

The number of expected signal or background events after all cuts is given by:

Nexp = Oiot X L X a, (7—1)
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where oy, is the process production cross-section, L is the total luminosity of the
data sample and «a is the acceptance for the process under consideration after all

cuts. The acceptance is defined as:

a = Nacc
- )
Ntot

(7-2)

where N,.. number of the events that pass all the selection cuts and N;y; is the
total number of events. The acceptances are measured separately for signal and
for each background process using our Monte Carlo samples. Therefore, NV;o is the
total number of the generated events for the given process.

7.4 Cut Optimization

We would like to define a region in a multi-variable space where signal
production is dominant over the Standard Model background processes. Therefore,
we impose a cut on each variable that we described in the previous section. The
selection of threshold values for those variables were determined in the following
steps.

First, we select events with large missing-FEr and require at least 2 jets. Events
with 3 jets are allowed since the jet multiplicity in the signal events could be
enhanced due to initial or final state QCD radiation. The cut on the missing-Er
is chosen to be at 60 GeV or larger, where the the trigger efficiency turn-on curve
reaches the plateau region. We remove events with identified electrons or muons in
order to suppress electroweak backgrounds and ¢ pair production. Table 7-1 and
7-2 lists loose electron and muon identification cuts respectively, which are used
for lepton veto. In addition, the electromagnetic fraction of the jet is required to
be between 0.1 and 0.9 to further suppress fake electrons from jets and cosmic ray
background.

At the next step, we choose the cut value for a variable to maximize the

significance of the excess that would arise due to the signal events. The significance
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Table 7-1: Loose central and plug electron identification cuts used for electron veto.

‘ Variable ‘ Central ‘ Plug ‘
Er > 10 GeV | > 10 GeV
HAD/EM <0.1 <0.1
E/p < 2.0
Lshr < 0.2
|Az| < 3.0 cm
|Az| < 3.0 cm
Xotrip < 10 <10

Table 7-2: Loose central muon identification cuts used for muon veto.

‘ Variable ‘ CMU ‘ CMP ‘ CMU-CMP ‘ CMX ‘ Stub-less Muon ‘
pr >10GeV | >10GeV | >10 GeV | > 10 GeV > 10 GeV
EM <2 GeV <2 GeV <2 GeV < 2 GeV <2 GeV
HAD <6 GeV <6 GeV < 6 GeV < 6 GeV <6 GeV
EM+ HAD | > 0.1 GeV | > 0.1 GeV | > 0.1 GeV | > 0.1 GeV > 0.1 GeV
do < 0.5 cm < 0.5 cm < 0.5 cm < 0.5 cm < 0.5 cm
Z < 60 cm < 60 cm < 60 cm < 60 cm < 60 cm
|Azomy| < 3.0 cm < 3.0 cm
|A~TCMP‘ < 6.0 cm < 6.0 cm
‘AQ?CM)(| < 8.0 cm
1 <5 GeV

is defined in terms of the number of standard deviations from the number of
observed events assuming that the signal and background events are distributed

according to Poisson statistics for the variable under consideration:

N, signal

S = ,
\/ N background + N, signal

(7-3)

where Ngignar and Npackground are the number of signal and background events,
respectively. This procedure gives us an estimate of the threshold for the variable
under consideration, since it does not account for the possible systematic errors

in the calculation of the number of background events. For this procedure, we
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normalize the luminosity of the signal and the Standard Model samples to the
luminosity of the inclusive missing-FEr data sample.

To select a maximum (minimum) cut value we integrate the number of events
for both signal and the Standard Model histogram from the left (right). The bin
where the significance reaches a maximum a good place to cut on. In the following,
every cut optimization is done after all previous cuts have been applied already.
The arrows in the histograms indicate the cut values and the regions that are kept.

The preselected events are still dominated by the QCD multi-jet events, after
requiring large missing-FEr and at least 2 jets in the event. Figure 7-12 shows the
significance curves for the azimuthal separation between the first-leading jet and

the missing-FEr direction.
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Figure 7-12: Optimization of the cut on the azimuthal angle between the first-
leading jet and the missing-Et direction in ¢. A) The distribution of the azimuthal
angle between the first-leading jet and the missing-Er direction in ¢ from lepto-
quark pair production, and from Standard Model processes. B), C) These are the
S/V/S + B distributions of the parameter shown in A).
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For the next optimization step, we select events where the two leading jets are
not back-to-back in azimuth and the missing-FEr is not anti-parallel to the most
energetic jet in the event. The significance curves for the azimuthal separation
between the first- and second-leading jets are shown on Figure 7-13.
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Figure 7-13: Optimization of the cut on the azimuthal angle between the first- and
second-leading jets. A) The distribution of the azimuthal angle between the first-
and second-leading jets from leptoquark pair production and from Standard Model
processes. B), C) These are the S/+/S + B distributions of the parameter shown in
A).

At the next step, we optimize the selection on the transverse energy of the
first two leading jets. Figures 7-14 and 7-15 show the significance optimization
curves for those distributions as well as the selected cut values.Figures 7-16 and
7-17 show the significance optimization curves for the pseudo-rapidity of the first-
and second-leading jets as well as the selected cut values. Although the cut |n| < 1

for the first and second jet does not give a maximum in significance, we choose

this value in order to reduce the uncertainty on the jet energy measurement in the
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crack regions of the calorimeter. Figure 7-18 shows the cut optimization for the

requirement on the third jet pseudo-rapidity.
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Figure 7-14: Optimization of the cut on the transverse energy of the first-leading
jet. A) The distribution of the transverse energy of the first-leading jet from lepto-
quark pair production and from Standard Model processes. B), C) These are the
S/v/S + B distributions of the parameter shown in A).

Finally, we require that the missing-FEr direction is not parallel in ¢ to any
of the jets, which would indicate a jet energy mismeasurement. Figure 7-19 shows
that cut optimization for the azimuthal angle between the missing- Er direction
and closest jet in ¢ for the leptoquark pair production and the Standard Model
processes. To further suppress background events from electroweak processes,
where W decays to 7-lepton and neutrino, we require that the number of the tracks
associated to each jet is greater than 4, as illustrated by the significance curves

shown in Figure 7-21.
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Figure 7-17: Optimization of the cut on the pseudo-rapidity of the second-leading
jet. A) The distribution of the pseudo-rapidity of the second-leading jet from lep-
toquark pair production and from Standard Model processes. B), C) These are the
S/V/S + B distributions of the parameter shown in A).
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Model processes. B), C) These are the S/1/S + B distributions of the parameter

shown in A).



of a
Mod

127

Therefore, the following selection cuts are chosen to maximize the significance
possible excess of events from leptoquark pair production over the Standard
el processes:

Missing- Etr > 60 GeV

Lepton veto

2 or 3 jets (cone size 0.4, and electromagnetic fraction of the jet between 0.1
and 0.9) as well as:

— Er(J1) > 40 GeV, E1(J2) > 25 GeV, Er(J3) > 15 GeV

- 0.1 <| 731,32 |< 1, 0.1 <‘ N3 ‘< 2.5

— Jet does not fall into the chimney region of the central calorimeter.

No other jet with B+ > 15 GeV anywhere in the calorimeter.
100° < A¢(J1, Fr) < 165°

80° < A¢(J1,J2) < 165°

30° < minA¢(J, Fr) < 135° (J: any of the 2 or 3 selected jets)

Minimum number of tracks in jet > 4 (for jets in | n |< 1)



CHAPTER 8
BACKGROUND NORMALIZATION, CONTROL REGIONS, SYSTEMATIC
UNCERTAINTIES

To estimate the number of the background events from the electroweak
processes in the final sample, we apply our leptoquark selection cuts to the
relevant MC samples and normalize the MC prediction of those process to the
Z — ete” + 1 jet data. We estimate the QCD multi-jet contribution in the signal
region directly from the inclusive missing-Er data sample.

In addition to the signal region described in the previous section, several
control regions are also defined to check our predictions for the backgrounds.
These control regions are formed by relaxing or inverting some of the cuts used to
enhance the leptoquark signal.

8.1 Electroweak Background Normalization

The major backgrounds to the LQ production in the missing-FEr plus jets
channel are expected to be due to Z — v+ > 2 jets and W+ — [Fv+ > 2 jets. We
select the Z — eTe™ + 1 jet data sample to derive a normalization scale factor for
the MC background prediction from electroweak processes. The main advantage of
using this sample is that it has a negligible background; however, it is statistically
limited when compared, for example, with the W* — e*v + jets sample. Since we
use the ALPGEN event generator with the same parton generation parameters and
because of lepton universality, the scale factor is assumed to be the same for all Z
and W MC samples. This normalization method allows us to avoid the systematic
uncertainties due to the theoretical renormalization /factorization scale factors and
choice of PDFs. The systematic effects are then reduced primary to the uncertainty

on the luminosity of the inclusive electron data sample and on the jet energy scale.
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7 — ete” + jets data and Monte Carlo. First, Z candidates are selected by

requiring that at least two electrons are present in an event, one of which must
satisfy tight central (|n| < 1.1) electron selection cuts and the other which should
pass either tight or loose central electron selection cuts. The tight and loose central
electron selection cuts are listed in table 8-1. In addition, fiducial cuts are imposed
on the electromagnetic shower position, as measured in the CES, to ensure that the

electron is away from the calorimeter boundary and the energy is well measured.

Table 8-1: Tight and loose central electron selection cuts for Z — ete™ candidate
events. () is electron charge

‘ Variable ‘ Tight selection Loose selection ‘
Er > 20 GeV > 10 GeV
pr > 10 GeV > 10 GeV
1 < 0.1 <0.1
HAD/EM < 0.055 4+ 0.00045 * E < 0.055 + 0.00045 « E
E/p < 2.0 (or pr > 50 GeV)
Ly, < 0.2
Q *x Azx > —3.0cm, < 1.5 cm
|Az| < 3.0 cm
X?trip <10
| Zo| < 60 cm
COT Track | 3 axial and 3 stereo segments | 3 axial and 3 stereo segments
quality with at least 7 hits each with at least 7 hits each
opposite charge

We require that the invariant mass of the electron pair is within a 30 GeV
window from the world average Z boson mass of 91.2 GeV [8]. Events where
one of the electrons originates from a photon conversion are removed. Electrons
from photon conversions are identified using an algorithm based on tracking
information [89]. Electron tracks that have an oppositely charged companion track
are considered conversion candidates. The following variables are used to identify
and remove photon conversions: the difference of the polar angles (A cot 6y < 0.04);

the distance between the two tracks in the r-¢ plane at the radius R.,,, where the
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tracks a parallel, Ay, < 0.2 cm. Figure 8-1 shows the invariant mass distribution
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Figure 8-1: The invariant mass distribution of electron pairs. The shaded his-
togram indicates events selected after the mass window cut and conversion electron
removal.

of the electron pairs passing all cuts.

After these cuts, we select an inclusive 7 — eTe™+ jets sample by requiring,
that there is at least one jet in the event with a corrected transverse energy above
15 GeV and |n| < 2. A total of 316 such events are found in the Z mass window
between 76 and 106 GeV in our inclusive high pr electron data sample.

We apply the same selection criteria to the ALPGEN Z — ee + 1 parton MC
sample. A total of 8867 of such events are found in this MC sample.

To validate our normalization procedure and Monte Carlo prediction we
compare distributions of kinematic variables between data and Monte Carlo. We

examine the jet multiplicity distribution, Z boson transverse momentum, the
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missing-Er and jet Er. We normalize the MC distributions to the number of
events observed in the inclusive Z — ete™+ jets sample.
Figure 8-2 compares the jet multiplicity distributions in the data and Monte

Carlo. The missing-FEr in the Z — v+ jets process is directly proportional to

%)
c
2 Ll
L 10 &
z =
C —
10 &
1g
10_15—
B \ \
1 2 3 4 5 6

N Jets

Figure 8-2: Number of jets in inclusive Z — eTe™+ jets sample, dots are data and
histogram is MC.

the Z boson transverse momentum. Therefore, we compare the Z boson pr, formed
by the vector sum of electrons, between data and Monte Carlo (Fig. 8-3.) In the
case of the Z decaying to neutrinos, we can not reconstruct the Z boson transverse
momentum, since neutrinos escape detection. However, the Z boson transverse
momentum could be measured indirectly through the total momentum of the jet
system recoiling against the Z boson. Figure 8-3 shows the transverse momentum
of the vector sum of the jet momenta. The missing-Er due to neutrinos in the

7 — v+ jets process could be simulated from the Z — ete™+ jets data sample if

the electrons from the Z decay are removed in the event. We define the simulated
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Figure 8-3: Z boson pr distribution in Z — ete + jets sample for data (dots) and
Monte Carlo (histogram). A) Z boson pr, formed by the vector sum of electrons.
B) The transverse momentum of the vector sum of the jets recoiling against Z
boson.

missing-Er as:

2
Fr(sim) = Br(corr) = Y E{5m ™, (8-1)
i=1
where E?T(corr) is missing-Ep corrected for the jet energy corrections, as defined
by Equation 4-23, Ef¢cron ig the electron energy and 7 is a unit vector pointing in
the direction of the electron. The missing-Er distributions before applying relative
jet energy corrections and the simulated missing- E'r distribution for both data
and Monte Carlo are shown in Figure 8-4. Figure 8-5 shows the transverse energy
distribution for the first and second leading jets in data and Monte Carlo.
Overall good agreement is observed in the kinematical distributions between
data and Monte Carlo, therefore we are justified in using our normalization scheme.

We normalize the luminosity of the MC sample to that of data using exclusive

Z — ete” + 1 jet events with following relationship:

data MC
LMC norm _ LZﬁee+1 jetNZ
Z—ee+1 parton — Ndata )
A

(8-2)
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Figure 8-4: Missing-FEr distribution in Z — e*e™+ jets sample for data (dots) and
Monte Carlo (histogram). A) Uncorrected missing-Er. B) Simulated missing-Er.

data : : : : : data
G et jer 18 the luminosity of the inclusive electron data sample, and Nj

where L
and N number of exclusive Z bosons plus one jet events in data and Monte
Carlo, respectively. Therefore, we select an exclusive Z — ete™ + 1 jet sample

by requiring, that there is one and only one jet in the event. A total of 277 such
events are found in the data. A total of 7590 of such events are found in our

Z — ee + 1 parton MC sample. However, the electron identification cut efficiencies
may not be the same in data and in MC. Therefore, Z boson selection efficiencies
should be taken into account for both data and MC. The Z boson selection
efficiency is defined as €, = €;(2¢; — €;), where ¢; and ¢ are tight and loose electron
identification cut efficiencies respectively. The electron identification efficiencies
were measured using Z — eTe” candidate events, selected by requiring one tight
central electron and an additional electromagnetic cluster with Ep > 20 GeV [90].
So the number of Z events in data and MC is given by N}C = NYC obs /MC and
Ngata = Ndata obs /edata  The tight and loose electron identification cut efficiencies

for data and Monte Carlo are given in table 8-2. The Z boson selection efficiency

in data is 0.88, whereas in MC it is 0.91. The normalized luminosity of the Monte
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Table 8-2: Total efficiency for tight and loose electron identification cuts in data
and Monte Carlo

| | Data | Monte Carlo |

Tight Cuts | 83.4+0.6 | 85.5+0.2
Loose Cuts | 94.24+04 | 96.2+0.1

Carlo Z — ete™ + 1 parton sample is then:

L%ai)aeeJer jets
Ngata X EMC
127.6 x 7590 x 0.88

277 x 0.91
= 33814203 pb~ . (8-3)

MC
LMC norm NZ X €data

Z—ee+1 parton

The MC to data normalization scale factor for the other electroweak processes
is then given by:

LMC
A Z—ee+>1 jets

LMC norm (8_4)

Z—ee+>1 jets
4593 pb™!
3381 pb~!
= 1.36 +0.08 (8-6)



135

and is found to be 1.36 £ 0.08 (stat). As a cross check, the theoretical leading
order to next to leading order cross section scale factor for the vector boson
production plus 2-jets was calculated using the MCFM program [91]. The scale
factors for W + 2 jets and Z + 2 jets are 1.34 and 1.35, respectively, which is in
good agreement with our normalization scale factor.

8.2 Multi-Jet QCD Background Normalization

We employ two methods to estimate the QCD multi-jet contribution in the
signal region directly from the inclusive missing- Er data sample.

Among all the offline analysis selection cuts, most of the QCD multi-jet
events are removed by the missing-Er and the azimuthal angular separation cuts
(Ap(J1, Er), A¢(J1,J2), minA¢(J, Br)). For the first method we reverse and, or,
remove these cuts to define regions which are rich in QCD multi-jet events. Based
on these regions we try to estimate how much QCD will contribute in the signal
region. For the second method, the combined selection cut efficiency is measured as
a function of the missing-F1 in an independent inclusive jet sample and applied to
the high missing- Er subsample, preselected with looser analysis cuts.

8.2.1 Method-1

For this method we investigate four kinematic regions, as illustrated in table

8-3.

Table 8-3: The four kinematic regions of the MET45 data sample defined by the az-
imuthal angular separation and missing-FEr. Method-1 looks at the events in region
(A), (B), and (C) to predict the QCD multi-jet contribution in (D).

QCD-like, low missing-FEr QCD-like, high missing-FEr

(A) (B)
Non-QCD-like, low missing-FEr | Non-QCD-like, high missing-Er

©) (D)

We define “Low missing-E1” and “High missing-E1” regions as follows :

e Low missing-FEr: 50 <Fr < 60 GeV
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e High missing-FEr: Et > 60 GeV

The “QCD-like” and “non-QCD-like” regions are defined by the azimuthal
angle separation cuts. The “non-QCD-like” region, which uses the same azimuthal
angle separation cuts as the signal region ((D) in Table 8-3) described in section
7.4, is defined by:

e non-QCD-like:
— 80° < A¢(J1,J2) < 165°
— 100° < Ap(J1, Fr) < 165°
— 30° < minA¢(J, Fr) < 135°

For the “QCD-like” region, we have to choose the azimuthal angle separation
cuts such that the missing-Er distribution of the QCD events in this region has
the same shape as the missing-Fr distribution of the QCD events in the “non-
QCD-like” region. Since there are some correlations between the azimuthal angles
separating the jet direction and the missing-Er direction, ideally one would apply
minimal change to the azimuthal angular separation cuts that are used in the
“non-QCD-like” region, to define a kinematic region that is disjoint from the
signal region, and yet dominated mainly by QCD multi-jets events. These cuts
are obtained from studies on a QCD MC sample (Pythia, pr > 80 GeV). Table
8-4 lists the different sets of azimuthal angular separation cuts that define the
“QCD-like” regions. The plots in Figure 8-6 are the missing-FEr distributions for
the “non-QCD-like” region (red histogram) and for the different definitions of
the “QCD-like” regions (blue points). All selections cuts were applied except the
missing-Er cut and the missing-Er trigger threshold emulation. The distributions
are normalized to unit area. The shapes of the missing-Er distributions for “ql”
and “q8” are in good agreement with the shape of the “non-QCD-like” region.
However both “ql” and “q8” have few events at high missing-FE1 (Fr > 60 GeV).
For “q10”, although the entire missing- Er shape does not agree well with the
shape of the “non-QCD-like”, still, for £t > 20 GeV, both distributions show



Table 8-4: Definition of “QCD-like” regions.

QCD-like regions | A¢(J1,J2) | Ap(J1, Br) | minAé(J, Er)
(degree) (degree) (degree)
ql 80-165 100-165 20-30
q2 80-165 100-165 10-30
q3 80-165 100-165 0-30
q4 80-165 165-180 30-135
qo 80-165 0-100 30-135
g6 165-180 100-165 30-135
q7 165-180 0-100 30-135
a8 80-180 100-165 20-30
q9 80-165 100-180 20-30
qlO 80-180 100-180 20-30
qll 80-180 100-180 20-27
ql2 80-180 100-180 17-27

similar slope at the tail of the distribution. This is seen more clearly in Figure
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8-7 (the distributions are normalized to unit area). Regions “ql1” and “ql2” are

slight modification of region “q10”. Figure 8-8 shows the ratio of the missing-Er
distribution of “QCD-like” (defined as “q11”) to the “non-QCD-like”. The ratio
is more or less flat within the error. The region “ql1” is chosen as the nominal

“QCD-like” region, and “ql0” and “ql2” are used to account for some of the

systematic uncertainty with this method.

Table 8-5 lists the number of events in the “QCD-like” and “non-QCD-like”

regions from the MET45 data sample, and from the MC prediction (W/Z + 2jets and

tf) at L = 191 pb™'. The parameterization of the MET45 trigger efficiency (section

5.5) has been used on the MC samples to simulate the MET45 trigger. In table 8-5

one can clearly observe that the data in regions (A) and (B) are predominantly

QCD multi-jet since the MC simulation prediction for the contribution from

(W/Z + 2jets and tt) processes are much smaller compared to the number of events

in the data. The region defined by “ql1” is chosen as the nominal “QCD-like”
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region, and the missing- Er range 50 < Fr < 57 GeV is the nominal low missing-Er
region.

In the “low missing-E1” and “non-QCD-like” region (C) the number of events
seen in the data is about double the prediction from MC for the (W/Z + 2jets and
tt) processes. We assume that this difference is due to QCD multi-jet process that
is not accounted for in the MC prediction. The QCD contribution in region (D),

the signal region, is estimated from the following formula:

C
Naep \n

Nch = QCD> (8‘7)

Naep
where NSCD, Nch and Nch are, respectively, the number of QCD events in the
data in regions (A), (B) and (C). The estimated QCD contribution in the signal
region (D) from the Equation 8-7 is shown in Table 8-6. Using this method, the
estimated QCD events in the signal region is 15.0 + 4.6 (stat) 5% *)5. The

first error is statistical, the second error is due to the different definitions of the
low missing-FEr region and “QCD-like” region, and the third error is due to the
uncertainty in the estimation of the events from W/Z + 2jets and tt caused by the
uncertainty in the jet energy scale.

Method-1 in inclusive jet data.

As a cross check we compare the shapes of the missing-FEr distributions for
“non-QCD-like” (signal) region to the “QCD-like” region in inclusive jet data.
We use the g8 region (see Table 8-4), since we are not limited by the statistics of
the data sample. Figure 8-9 shows the ratio of the number of events in the “non-
QCD-like” region to the number of events in the “QCD-like” region as a function
of the missing-Er in JET20 and JET50 samples. We raised the cut on the leading
jet Er to 90 GeV in JET50 sample to stay away from the trigger turn-on effects.
This ratio is not flat in JET20 data, as was expected from QCD Monte Carlo and

is observed in JET50 data with missing-Er > 15 GeV. This can be caused by the
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Table 8-5: The number of events in the four kinematic regions from MET45 data.
The table also includes the MC prediction of the contributions from W/Z + 2 jets
and tt processes for L = 191 pb™'. All errors are statistical.

Low £t (GeV) High Fr(GeV)
QCD-like (A) (B)
50 <F1 < 55 | 50 <H1 < 57 | 50 <F1 < 60 Fr > 60
(nominal)
ql0 Data 78 108 122 44
MC 2.9 3.4 4.7 8.3
(W/Z/th) +0.9 £1.0 +£1.2 +1.7
Data - MC 75.1 104.6 117.3 35.7
+8.9 +10.4 +11.1 +6.9
Qi1 Data 65 84 103 36
(nominal)
MC 1.5 1.5 2.8 4.6
(W/Z/th) +0.6 +£0.6 +0.9 +1.2
Data - MC 63.5 82.5 100.2 31.4
+8.1 +9.2 +10.2 +6.1
ql2 Data 102 138 176 81
MC 1.9 1.9 3.7 5.8
(W/Z/t) +£0.6 +£0.6 £1.0 +1.3
Data - MC 100.2 136.1 172.3 75.2
+10.1 +11.8 +13.3 9.1
Non-QCD-like (C) (D)
Data 39 62 79
MC 16.4 22.5 32.5 101.6
(W/Z/tt) +£9.2 +£2.6 +3.2 +5.6
Data - MC 22.6 39.5 46.5
+6.6 +8.3 +9.5
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Table 8-6: Estimated number of QCD events in region (D) for different definitions
of the low missing- Er region, and the “QCD-like” region. All errors are statistical.

| Low missing-Er (GeV)

“QCD-like”

50-55

50-57

50-60

qlO
qll
ql2

16.9 £ 5.7
112+ 4.2
10.7+ 4.0

21.8£5.6
15.0+4.6
13.5+4.1

20.3£5.1
145+4.4
141+4.2

107 . 10"
——Non-QCD-Like —e—QCD-Like (q2)
107 —e—QCD-Like (q1) 10
10 10
10° 107 T
10° 10°

107 aanal
0 10 20 8 40 50 60 70 80 90 1

L
40 50 60 70 80 0 100

—e—QCD-Like (q5)

—e—QCD-Like (q6)

rerem)
107 10%
—e—QCD-Like (q9) —e—QCD-Like (q10)
107) 107
10 A 10
4 o
5 1o

10
10

ol
100" 05030 40 50 60 70 80 60 1

Lot
1020 30

4050 60 70 80 60 100

o
mD 10 20 30 40 50 60 70 80 90 100

——QCD-Like (q3)

—e—QCD-Like (q4)

40 50 60 70 80 90 I

10 1

—e—QCD-Like (q7)

—e—QCD-Like (q8)

20 50 60 70 80 90 I

Figure 8-6: Comparison of the shapes of the missing-Er distributions for “non-
QCD-like” region to several different definitions of the “QCD-like” regions. These
plots are obtained from a QCD MC sample.
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Figure 8-7: Comparison of the shapes of the missing-Er distributions for “non-
QCD-like” region to several different definitions of the “QCD-like” regions. These
plots are obtained from a MC QCD sample.
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Figure 8-8: Ratio of the missing-Er distribution of “QCD-like” (defined as “q11”)
to the “non-QCD-like”. This plot is obtained from a MC QCD sample.



143

S 180 = S 18F =
1.6 E 16[ E
14f E 14f E
1.2F + E 12f RalE

r *+7 n F ]
o = I —
0.8F = 0.8F =
0.6F- = 0.6/~ .
0.4 = 0.4} 4 + — E
g 1 Fo——— —+ { B
0.2 £ 0.2F w E
T BT B B B B I A S P SR PR RN PN U PR NS RN
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
A Missing E; (GeV) B Missing E; (GeV)

Figure 8-9: Ratio of the number of events in “non-QCD-like” region to the number
of events in the “QCD-like” region as a function of the missing-Er. A) Ratio in the
JET20 data. B) Ratio in the JET50 data.

additional energy in the calorimeter due to extra interactions in the same bunch
crossing. Figure 8-10 shows the number of vertices with 2 or more COT tracks in
the JET20 sample. Figure 8-11 compares the missing- Er distribution for the events
with one and only one vertex and events with two or more vertices. Figure 8-12
shows the ratio of the number of events in “non-QCD-like” region to the number of
events in the “QCD-like” region as a function of the missing-Fr in JET20 sample
after we require only one vertex. After this requirement the ratio looks reasonably
flat.

8.2.2 Method-2

For the second method we measure the efficiency of the azimuthal angle
separation cuts as function of the missing-Er in the low missing-Er range (5 <
Fr < 50 GeV) of the QCD sample that has already passed all the signal selection
cuts except the cuts from missing- E'r, number of jets requirement, azimuthal angle
separation cuts, and the MET45 trigger efficiency. This efficiency function is then
extrapolated to the high missing-Er region (Fr+ > 60 GeV) to predict the number

of QCD multi-jet events that will survive the azimuthal angular separation cuts.
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Figure 8-10: Number of vertices of class 12 or higher in JET20 sample.
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Figure 8-11: Comparison of the missing-Er distributions for the events with one
and only one vertex and events with two or more vertices in JET20 sample.
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Figure 8-12: Ratio of the number of events in “non-QCD-like” region to the num-
ber of events in the “QCD-like” region as a function of the missing-Er in JET20 for
events with only one vertex of class 12 or higher.
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We measure the efficiency of our final cuts using the JET20 data sample. This
sample consists predominantly of QCD di-jet events and has a low enough jet
FEr threshold to suit our analysis cuts. First, from the JET20 sample we select
events that have at least two central jets (14 < 1), with the leading jet satisfying
Er > 40 GeV and the second jet satisfying Er > 25 GeV. We allow additional jets
in the event, however we veto events with jets in the forward region (Et > 15 GeV
and 74e; > 2.5). In addition, we require that there is only one vertex with 2 or
more COT tracks attached to it. Events with loosely identified leptons are vetoed.
After that, we apply our LQ selections cuts, except for the missing-Er cut, to the
preselected events. Figure 8-13 shows the ratio of the number of events after all
selection cuts to the number of preselected events as a function of the missing-Er

in JET20 sample. The ratio is fit with an exponential function of the form:

f(Br) = e0tPibr, (8-8)

in the range 10 < Fr < 45 GeV, where p0 and pl are the fit parameters. As a
cross check, we compare the efficiency measured in the JET20 data sample with the
efficiency measured in the JET50 data sample. Figure 8-14 shows the ratio of the
number of events after all selection cuts to the number of preselected events as a
function of the missing-FEr in JET50 sample. We raised the cut on the leading jet
Er to 90 GeV to stay away from the trigger turn on effects. The slope in the fit
function is similar to that in the JET20 data sample. Table 8-7 summarizes the fit
parameters obtained from JET20 and JET50 samples.

Table 8-7: Fit parameters for final cut efficiency function from JET20 and JET50
samples.

Data p0 pl
Sample
JET20 | —1.6 0.2 | —0.05+0.01
JET50 | —2.4+0.2 | —0.048 4+ 0.009
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missing- £ in JET20 sample.
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Figure 8-14: Efficiency of the azimuthal angular separation cuts as function of the
missing-Er in JET50 sample.

To check the exponential form of the efficiency function we look at the QCD
MC sample (Pythia QCD-dijet, pr > 80 GeV). Figure 8-15 shows the ratio of the
missing- Er distribution after all LQ selection cuts to the missing- E+ distribution
after all selection cuts except the cuts from missing- Er, number of jets requirement
and azimuthal angular separation. The ratio is fit with an exponential function in
the range 15 < A1 < 65 GeV. The slope is consistent with data, although not the
constant term.

We then apply this parameterized efficiency function, onto events from the
inclusive missing-Er data sample, after subtracting contribution due to electroweak
background, which passed all selection cuts except the number of jets requirement
and the azimuthal angular separation cuts. Figure 8-16 shows the missing-FEr
distribution from the inclusive missing-F7 data sample along with the expected

electroweak and tt contribution, before applying the angular separation cuts and
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Figure 8-15: Efficiency of the azimuthal angular separation cuts as function of the
missing-Er of a QCD MC sample

the number of jets requirement. The predicted number of events with £t > 60
GeV that will survive the azimuthal angular separation cuts is 21.5. If we use
instead fit parameters obtained from the JET50 sample we predict 10.4 events.

We are possibly underestimating the number of QCD events due to the multiple
interactions in the same bunch crossing, since the final cut efficiency was measured
with a one vertex requirement. All these results are summarized in table 8-8. We
also include the variation in the prediction of the QCD contribution due to the
uncertainties in the fits. This variation is taken as an uncertainty of the method.
We take 21.5 + 12.4 as an estimated QCD contribution in the signal region from
this method.

8.2.3 Multi-jet QCD Background Contribution in the Signal Region

The estimations from Method-1 and Method-2 are consistent with each other.

We assume that those measurement are uncorrelated and take weighted average of
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Figure 8-16: Missing-Er distribution from the inclusive missing-Er data sample,
all selection cuts are applied, except the number of jets requirement and azimuthal
angular separation cuts. The expected contribution from the electroweak and ¢t

background is also shown.

Table 8-8: Predicted number of QCD multi-jet events in the signal region by

Method-2.
Number of QCD Events Predicted
Data pO p0 +1o p0 -lo
Sample pl
(nominal)
JET20 21.5 37 12.3
JET50 10.4 15.4 6.8
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2 methods. Therefore the predicted QCD multi-jet contribution in the signal region
is 16.7 £ 6.7.

8.3 Control Regions and Background Normalization Cross-Check.

In addition to the signal “box” described in the previous section, several
control regions are defined to check the expected QCD multi-jet contribution as
well as the normalizations of the other backgrounds.

To increase the statistics of the regions, we relaxed some of the cuts from their

values used for the leptoquark search region:

o 0° < Ag(J1, Fr) < 165°
o 0° < A(J1,J2) < 165°
e 20° < minA¢(J, Fr) (J: any of the 2 or 3 selected jets)

These control regions are formed by permutation of the missing-Er cut, the
cut on angle between the first two leading jets and the cut on the number of
leptons requirement. The definition of the control regions are listed in Tab. 8-9.

Before discussing results in the control and signal regions we address systematic

Table 8-9: Definition of 7 control regions with large missing-FEr.
| Region definition |

1) 45 <ET < 60 GeV, A¢(]1,j2) > 165°, N, =0
2) 45 <ET < 60 GeV, A¢(]1,j2) < 165°, N, =0
3) 45 <Jr <60 GeV, Ad(j1,jo) > 165°, N, >0
4)  Fr> 60 GeV, AG(jr, o) > 165°, N, =0
5) ET > 60 GeV, A(b(]l,jg) > 165°, N; >0
6) FEr>60CeV, Ad(j1, j2) < 165°, Ny >0
7) 45 <Br <60 GeV, Ad(ju, o) < 165°, N, >0

uncertainties of our predictions.

8.4 Systematic Uncertainties

This section investigates the sources of systematic errors in predicting the
number of background events in the signal region and estimating the signal

acceptance.
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The systematic uncertainty due to a particular source is taken to be the dif-
ference in event yield for the case of background events, and the relative difference
in the acceptance between the nominal conditions and when the condition for a
particular source is varied within its uncertainty for signal events.

The uncertainties on the luminosity and on the jet energy measurement are
100% correlated for the signal acceptance and the number of background events.
Below we discuss identified systematic uncertainties.

8.4.1 Luminosity Measurement Uncertainty

The systematic uncertainty on the luminosity measurement was found to be
6% (see Section 3.4.2).

8.4.2 Jet Energy Measurement Uncertainty

An energy cluster in the calorimeter is counted as a jet if it passes a cut above
a certain threshold. Therefore, it is expected that the calorimeter energy scale
and the jet correction uncertainties will be a significant source of the systematic
error in estimating signal and background yields. The systematic uncertainty due
to the detector response includes the calorimeter calibration uncertainty and the
calorimeter stability. The total systematic uncertainty due to the jet energy scale
is given by summing in quadratures the relative uncertainties from individual
contributions to the jet corrections [92]. The biggest contribution to the jet energy
uncertainty is due to the relative jet energy scale correction and can be as large
as 7%. However, it is minimized in this analysis, since the two leading jets are
required to be in the central region, where the energy scale is best known.

8.4.3 Initial- and Final-State Radiation Uncertainty

The effect of gluon radiation is studied for a leptoquark mass 100 GeV/c? by
turning on and off initial- (ISR) and final-state (FSR) radiation using the Pythia
event generator. The amount of gluon radiation can change the number of the jets

in the final state, and thus change the acceptance. The ISR and FSR are turned
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on for the nominal settings in signal generation. The systematic uncertainty on
final state radiation is estimated by completely switching off final state radiation
(since leptoquarks could hadronize if long-lived). This results in a relatively large
acceptance variation of 20%. Similarly, the systematic uncertainty on the initial
state radiation is estimated by completely switching it off. The observed difference
in the acceptance is 1%. Alternatively, the systematic uncertainty on the initial
state radiation model used by Pythia can be estimated from the difference in
acceptance between the tunes “A” and “B” of Reference [93], which use different
amount of initial state radiation as intput parameters. Half of the maximum
difference (10%) in the signal acceptance compared to the nominal value is taken as
a systematic uncertainty due to gluon radiation.

8.4.4 Parton Distribution Function Uncertainty

The choice of the parton distribution functions affects the total leptoquark
cross-section as well as the development of the parton shower in the initial state
radiation. CTEQSL structure functions are used to generate the leptoquark MC
samples. We generated two additional samples with GRV98L ([94]) and MRST (set
72, [95]) structure functions at myq = 100 GeV/c?. The biggest deviation of 4%
(with GRBI8L) is taken as an uncertainty due to the choice of the parton density
functions.

8.4.5 Uncertainties on the Signal Acceptance

Here we summarize the systematic uncertainties on the signal acceptance from
the different sources.

The finite statistics of the leptoquark Monte Carlo samples gives a 2-8%
statistical error, depending on the leptoquark mass.

Systematics due to the theoretical uncertainties on the renormalization and

factorization scales are not included here, since we conservatively choose the NLO
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cross section for 4 = 2myq, which is found to reduce the cross section by 15%
relative to p = myq.

On the experimental side, the systematic uncertainty on the luminosity is
6%, and the uncertainty on the z-vertex cut is 0.5% [96]. The uncertainty on the
MET45 trigger efficiency (1%) is estimated from the difference in acceptance if the
efficiency curve derived from a high-pr muon sample is used in place of the one
derived from a high-pr electron sample.

The uncertainty on the calorimeter energy scale is taken as the full difference
in acceptance by varying the jet energy corrections by +10 uncertainty about the
nominal jet energy scale. This uncertainty makes the biggest contribution to the
overall systematic error and is found to be between 4% to 26%, depending on the
leptoquark mass.

Overall, the total systematic and statistical uncertainty assigned to the
acceptance is between 15% to 32%, depending on the leptoquark mass. Table 8-10
summarizes the systematic uncertainties on the acceptance for leptoquark mass of
100 GeV.

Table 8-10: Systematic uncertainties on the acceptance of the first-generation
scalar leptoquark signal (for leptoquark mass of 100 GeV).

‘ Systematic ‘ Value ‘
PDF 4%
ISR/FSR 10%
MC Statistics 3%
Luminosity 6%

Vertex Cut 0.5%
Trigger Efficiency | 1%
Energy Scale 17%

| Total | 20% |
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8.4.6  Uncertainties on Background Prediction in Signal and Control Regions

The systematic uncertainties on the background predictions in the leptoquark
signal region, as well as in the various control regions, have been determined. The
systematic uncertainty on the luminosity is taken to be 6%.

The uncertainty on the electroweak background prediction is reduced to the
uncertainty due to the jet energy scale and the statistical uncertainty of the small
Z — eTe”+ jets data sample (6%).

In order to estimate the systematic uncertainty due to the calorimeter energy
scale and jet corrections, we change the jet energy by 10 of the jet energy
correction uncertainty and recalculate the number of events passing the selection
cuts. Since we normalize the electroweak background prediction in exclusive
Z — +1 jet events, we take the ratio of events in the signal region from electroweak
processes to the number of exclusive Z — eTe™ + 1 jet events. The difference in
this ratio for =10 of the jet energy correction uncertainty from the nominal energy
scale is taken as a systematic uncertainty and is found to be ~ 8%.

The statistical error on the contributions from each Monte Carlo sample are
also included, and can be as large as 24% for W — ev+ jets. But when combined
with other background sources, the total statistical uncertainty is only 5% in the
leptoquark signal region.

The uncertainty on the MET45 trigger efficiency in the signal region is taken
to be 1% However, a larger uncertainty on the trigger efficiency is expected in the
low missing-Er regions. It is estimated from the difference in the event yield if the
efficiency curve derived from a high-pr muon sample is used in place of the one
derived from a high-pr electron sample, and can be as large as 20% (control region
2, for example).

Overall, the total systematic and statistical uncertainty on the background

contribution to the leptoquark signal region is 12%.



CHAPTER 9
RESULTS

9.1 Control Regions

The seven control regions with large missing-Er defined in Tab. 8-9 were
examined before “opening the box” that contains the leptoquark signal. The total
background expected from the Monte Carlo simulation, with the statistical and
systematic uncertainties listed separately, and the number of events observed in
the data are listed in Tab. 9-1 and shown in Fig. 9-1. The cross section for the
vector boson production plus 2-jets has been scaled up from the LO cross section
of ALPGEN by the scale factor derived in Chapter 8.1. As stated earlier, the QCD
multi-jet production has been estimated from the data by applying efficiency curve
to the set of events preselected with our analysis cuts, except the number of jet
requirement and cuts on angular separation.

The Poisson probability to observe the number of events seen in data or more
has been computed based on the Monte Carlo expectation, and is shown in Tab. 9-
1. The total uncertainty on the expectation is accounted for by smearing the mean
number of expected events by a Gaussian whose width is given by the uncertainty
and performing 100,000 pseudo-experiments. As can be seen, most regions are
within one standard deviation from the expected number (0.16 < P < 0.84), except
for bin 4 which has a 94% probability (20).

To further validate the Standard Model expectation the shapes, of the kine-
matical distributions from Monte Carlo are compared with those from data for
control region 6, for it is required that the missing-Er is 60 GeV or larger, that
there are two leading jets are not back-to-back in ¢ and that there is at least one

lepton (electron or muon). The distributions shown include missing-Er (Fig. 9-2),

156
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Background Predictions and Data Around The Signal Region
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Figure 9-1: Comparison of the number of events observed in data (solid points)
with the number expected from Standard Model sources (histogram) for the control
regions defined in Tab. 8-9. The electroweak and top pair production contributions
are shown separately from the contribution due to QCD multi-jet production. The
total uncertainty on the predicted background is shown by the hatched region.
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Table 9-1: Comparison of the number of expected events from Monte Carlo with
the number observed in data for the seven control regions. The Monte Carlo sta-
tistical error is the first uncertainty shown, and the systematic error from other
sources is the second. The probability P to observe the number of events in data or
more is shown.

| Region | 1 | 2 | 3 | 4 [ 5 | 6 | 7 |
QCD 420 | 980 | 26 | 45 | 0.2 1.0 6.0
W —ev+2jets | 0.7 5.3 6.7 | 07 | 18 | 372 | 242
W —pv+2jets | 13 | 137 | 1.0 | 13 1 66.7 | 19.5

W —orv+2jets | 2.6 | 191 | 1.0 | 36 | 05 | 206 | 6.7
Z— up+2jets | 004 | 0.6 0.1 | 00 | 0.1 9.2 2.4
Z—1r+2jets | 014 | 1.0 01 | 00 | 0.1 1.4 0.4

Z — vv + 2 jets 1.7 15.9 0 1.3 0.0 0. 0.
tt 0.4 1.6 1.0 0.3 1.0 15.1 3.9
Total Events 48.9 156.2 | 12.7 11.7 4.8 154.3 64.2
Uncertainty 4154255 | £4.4461.8 | £1.844.6 | +1.743.1 | +1.142.0 | £6.6427.1 | +4.2417.7
Data 24 128 17 5 7 144 76
P(%) 83 67 25 94 27 63 28

jet multiplicity (Fig. 9-3), leading-jet Et (Fig. 9-4), second-leading jet Er (Fig. 9-
5), third-leading jet Et (Fig. 9-6), the ¢ difference between the two highest Er jets
(Fig. 9-7), the ¢ difference between the leading-jet and the missing-Er direction
(Fig. 9-8), and the minimum ¢ difference between any jet and the missing-Er

direction (Fig. 9-9). The contribution from QCD multi-jet production is not shown.

9.2 Leptoquark Acceptance and Background Prediction in the Signal Region

Table 9-2 shows the acceptance of first-generation scalar leptoquarks (with
B = 0) as a function of mass after the final selection cuts. Also shown is the
number of events expected in 191 pb~! using the NLO cross section of T. Plehn
[32]. The total systematic uncertainty on the leptoquark acceptance is between

15%-32% (depending on the leptoquark mass), as described in Section 8.4.5.
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Figure 9-2: Missing-Er distribution in the electroweak-like control region for data
(solid points) compared to Standard Model expectation (shaded histogram).

2120
@
LulOOk —e— Data
i I:] SM prediction (no QCD)
80
60
40t 7T*
20
oL | |
1 2 3 4 5
Jet Multiplicity

Figure 9-3: Jet multiplicity distribution in the electroweak-like control region for
data (solid points) compared to Standard Model expectation (shaded histogram).



Figure 9-4: The leading-jet Er distribution in the electroweak-like control re-
gion for data (solid points) compared to Standard Model expectation (shaded

histogram).
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Figure 9-5: The second-leading jet Et distribution in the electroweak-like control

region for data (solid points) compared to Standard Model expectation (shaded

histogram).
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Figure 9-6: The third-leading jet Er distribution in the electroweak-like control
region for data (solid points) compared to Standard Model expectation (shaded

histogram).
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Figure 9-7: The ¢ difference between the two highest Er jets in the electroweak-
like control region for data (solid points) compared to Standard Model expectation

(shaded histogram).
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Figure 9-8: The ¢ difference between the leading-jet and the missing-Er direction
in the electroweak-like control region for data (solid points) compared to Standard
Model expectation (shaded histogram).
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rection in the electroweak-like control region for data (solid points) compared to
Standard Model expectation (shaded histogram).
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Table 9-2: Acceptance of the first-generation scalar leptoquark signal as a function
of mass, as well as the number of events expected in 191 pb~!.

| LQ Mass (GeV/c?) | Acceptance | Number Expected |

60 0.0017 72.0
75 0.0073 97.6
80 0.0113 106.5
90 0.0187 93.1
100 0.0300 83.8
110 0.0431 70.7
115 0.0482 64.4
125 0.0590 47.3
150 0.0828 22.1

The total background to the leptoquark signal region is predicted to be
118.3 + 14.5, where the breakdown according to each Standard Model source is
listed in Tab. 9-3.
Table 9-3: The number of expected events from various Standard Model sources in

the leptoquark signal region. The Monte Carlo statistical error is the first uncer-
tainty shown, and the systematic error from other sources is the second.

‘ Source ‘ Events expected ‘

QCD 16.7 £ 6.7 (total)

W — ev + 2 jets 6.1+14+15

W — uv + 2 jets 21.74+234+2.8

W — 1v 4 2 jets 284+3.8+4.1

Z — up+ 2 jets 1.1£+£0.2+0.2

Z — 1T + 2 jets 0.9+0.2+£0.2

Z — vv + 2 jets 39.1£28+3.6

tt 4.3+0.4+0.3

Total Events 118.3 + 5.6(stat) + 13.4(syst)

9.3 Projected Limits

Assuming that there is no leptoquark signal, and that the number of observed
events in data would equal the expected background, we can derive an expected
cross section upper limit using the acceptances in Tab. 9-2 and the systematic

uncertainties for the signal and background. To determine the upper limit on the
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possible number of signal events at the 95% confidence level we use a Bayesian
likelihood method [8].

An upper limit on the production cross-section for leptoquarks could be
derived from the observed number of events if no excess is found over the expected

number of background events from the following relation:

Nobs
ouL. < I xa

(9-1)

where N, is the number of the observed events in the data after all selection

cuts, L is the total integrated luminosity and a is signal acceptance. However, this
relation should be modified to reflect the fact that an assumption was made that in
the number of events observed, none were attributed to the signal. Moreover, the
number of observed events is described by Poisson statistics and can fluctuate up
or down from the expected number. Therefore, the upper limit on the cross-section
will be defined in some confidence interval, which is constructed to exclude the
true number of the signal events with a probability € greater than a specified value
(5%). Then a cross section outside this confidence interval could be excluded at a
1 — € confidence level (CL).

The expected number of events is given by:
u = Lasiga + KB, (9'2)

where L is the integrated luminosity, o, is the signal cross section, a is the signal
acceptance and up is the expected number of of background events. The likelihood
function for Poisson distributed number of observed events n is given by:

pre
L(n|oyg, B, a) = . (9-3)
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A posterior probability density as a function of the signal cross section is derived
from the Bayes’ theorem:
L(n|05ig,p3,a)P(Gsi9)
o
| 000 )Pl )
0

P(Jsig |n7 122:3) CL) = ) (9'4)
where P(oy;,) is the the prior probability density for the signal cross section and is

taken to be:

0, Osig < 0
P(Usig) = (9-5)
1, Osig > 0

The systematic uncertainties are assumed to be distributed according to a Gaussian

and can be convoluted with the Poisson likelihood as in:

L(n‘o-sig,/»LBya) _ 1 /oo ﬂme_u’ 6_(a,_a)2/203da,’ (9-6)
v/ 2mo2 Jo n!

for the uncertain acceptance. This can be extended to include systematic uncer-
tainties on the number of background events in the same way. The 95% confidence

level upper limit can be obtained then by solving the following equation:
995%C L
/0 p(a;ig‘na KB, a)do';ig =0.95 (9_7)

for ogsecr- This is done by a Monte Carlo technique [97].

Figure 9-10 shows the projected 95%CL upper limit on the leptoquark
production cross-section as a function of a leptoquark mass for n = ug. We
compare the obtained limit with prediction from the theoretical cross-section
calculation and exclude the mass region where our cross-section is less or equal
to the theoretical one. If we conservatively choose the theoretical cross section
calculated with u = 2myq, we expect to exclude the mass interval between about
78 and 121 GeV/c?. Also shown in the plot are the expected limits if we were to

observe a +1¢ fluctuation in the data, where ¢ includes both the statistical and



166

systematic errors added in quadrature. For a positive fluctuation of one standard

deviation or larger, we may not be able to exclude any mass interval.

—
-8 Theoretical cross section (PRL 79, 1997)
‘\E 777777777777 CTEQ5M, Q=m(LQ)
SI', 10 CTEQ5M, Q=0.5m(LQ), 2m(LQ)
é —e— Observed = Expected
——e— + 1 o fluctuation
B - 1 o fluctuation
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|...|..|..|...\|\‘\.|

60 80 100 120 140 160
Leptoquark Mass (GeV/c")

Figure 9-10: The expected cross section upper limit for scalar leptoquark produc-
tion (83 = 0) assuming that no leptoquark events are observed and that the data
will yield exactly the Monte Carlo expectation for the Standard Model background.
Also shown are the limits that would be obtained if we observe a +1¢ fluctuation
in the expected background.

9.4 Signal Region

The number of events observed in the data for the leptoquark signal region is

124, in agreement with the number predicted.
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Figure 9-11 shows the missing-Er distribution for the data (solid points)
compared to the Monte Carlo expectations from W/Z + 2 jets and top quark pair
production (yellow histogram), and QCD expectations (blue histogram) estimated
from the data. Very good agreement between SM expectations and data is found.
Also shown is the expected distribution arising from leptoquark production at a

mass of 125 GeV/c? (hatched histograms).
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Figure 9-11: Missing-Er distribution in the leptoquark signal region for data (solid
points) compared to Standard Model background (yellow histogram). Also shown is
the expected distribution arising from leptoquark production and decay at a mass
of 125 GeV/c? (hatched histograms).

The following histograms show the distributions of several principal kinematic
quantities for data (solid points) compared to the Monte Carlo expectations from
W/Z + 2 jets and top quark pair production (shaded histograms). The contribution
from QCD multi-jet production is not shown. The distributions shown include

leading-jet Bt (Fig. 9-12), second-leading jet Ex (Fig. 9-13), third-leading jet Er
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(Fig. 9-14), the ¢ difference between the two highest Er jets (Fig. 9-15), the ¢
difference between the leading-jet and the missing-Er direction (Fig. 9-16), and the

minimum ¢ difference between any jet and the missing-Er direction (Fig. 9-17).
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Figure 9-12: The leading-jet Er distribution in the leptoquark signal region for
data (solid points) compared to Standard Model background (yellow histogram).

9.5 Search Limits

The number of events observed in data for the leptoquark signal region is
124, in good agreement with the 118.3 + 14.5 expected from Standard Model
backgrounds. Unfortunately, no evidence for leptoquark production is observed,
and an upper limit can be set on the cross section times squared branching ratio.
This is shown in Fig. 9-18, where we have used the Bayesian likelihood method
described above to determine the upper limit on the possible number of signal
events at the 95% confidence level using a 15-32% systematic uncertainty on the
signal acceptance and a 12% systematic uncertainty on the background yield. If
we conservatively choose the theoretical cross section calculated with p = 2mpq,
we exclude the mass interval between 78 and 117 GeV/c? for 100% branching ratio

into neutrino plus quark.
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Figure 9-13: The second leading jet Er distribution in the leptoquark signal re-
gion for data (solid points) compared to Standard Model background (yellow his-
togram).
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Figure 9-14: The third leading-jet Er distribution in the leptoquark signal re-

gion for data (solid points) compared to Standard Model background (yellow his-
togram).
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Figure 9-15: The ¢ difference between the two highest Et jets in the leptoquark

signal region for data (solid points) compared to Standard Model background (yel-
low histogram).
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Figure 9-16: The ¢ difference between the leading-jet and the MET direction in
the leptoquark signal region for data (solid points) compared to Standard Model
background (yellow histogram).
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Figure 9-17: The minimum ¢ difference between any jet and the MET direction in

the leptoquark signal region for data (solid points) compared to Standard Model
background (yellow histogram).

9.6 Conclusion

We have performed a search for first-generation leptoquarks in the missing-
Er plus jets channel in the first 191 pb~! of Run II data. We saw no evidence
for leptoquarks in the data; therefore, we set an upper limit on the production
cross section at 95% CL. We exclude the corresponding mass interval from 78 to
117 GeV/c? for leptoquark decays into neutrino and quark with 100% branching ra-
tio. This limit is the highest mass limit to date for the first-generation leptoquarks
in the missing-Er plus jets topology. The previous limit of 98 GeV was set by DO
[44] in Run 1.

This result is complementary to the searches for first-generation leptoquarks,
where leptoquark decays into electron and quark. This result can be combined with
results from other searches to set a mass limit independent of the branching ratio of

the leptoquark to charged lepton.
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Figure 9-18: The upper limit on the cross section times squared branching ratio for
scalar leptoquark production in missing-Er plus jets signature. Also shown is the
NLO cross section for § = 0 for 3 choices of the factorization/renormalization scale:
H=myq, it =2 myq, and pu = 0.5 myq.
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The biggest limitation in this analysis was the current understanding of the
jet energy scale in CDF calorimeter, which resulted in relatively large systematic
uncertainty. This uncertainty would limit further searches in larger data sample.
The mass limit set in this search can be improved by as much as 10%, if the
systematic uncertainty associated with the jet energy scale can be reduced by half.
Therefore, this analysis would greatly benefit from improved systematic uncertainty
associated with the jet energy scale.

The multi-jet and missing Er signature, especially when combined with heavy-
flavor tagging, is very interesting for many other new particle searches, such as
second- and third-generation leptoquarks, Supersymmetry particles (scalar top and
bottom) and Higgs.

The stop quark could be the lightest supersymmetric quark, due to the large
mass splitting between the left- and right-handed stop eigenstate induced by the
large mass of the Standard Model top quark. The stop quark would predominantly
decay to the bottom quark and a chargino, with a subsequent decay of the chargino
to a charged lepton and a neutralino. However, if the chargino is heavier than
the stop quark, this decay mode will be closed and stop will decay to a charm
quark and a neutralino. In the latter scenario, the experimental signature will
be two heavy-flavor jets and missing transverse energy. On the other hand the
large splitting can also appear in the sbottom sector, if the ratio of the vacuum
expectation values of two supersymmetric higgs fields is large. The dominant
decay mode then would be similar to that of stop: heavy-flavor jets and missing
transverse energy. This final state is also relevant for associated Higgs production
Zh, where Z boson decays to neutrinos and Higgs decay to b quark-antiquark pair.
The missing transverse energy plus multi-jet final state is also very promising for

the search for the Extra Dimensions.
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