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A measurement of the polarization of the W boson from top quark decay is an excel-
lent test of the V' — A form of the charged-current weak interaction in the standard
model. Since the longitudinal W boson is intimately related to the electroweak sym-
metry breaking mechanism, and the standard model gives a specific prediction for
the fraction of longitudinal W bosons from top decays, it is of particular interest for
study. This thesis presents a measurement of W boson polarization in top quark
decays through an analysis of the cos #* distribution in the lepton-plus-jets channel
of tt candidate events from pp collisions at /s = 1.96 TeV. This measurement uses
an integrated luminosity of ~162 pb™! of data collected with the CDF Run II de-
tector, resulting in 31 ¢ candidate events with at least one identified b jet. Using a
binned likelihood fit to the cos 6* distribution from the t¢ candidate events found in
this sample, the fraction of W bosons with longitudinal polarization is determined to
be Fy = 0.997032 (stat.) =+ 0.19 (syst.), Fy > 0.33 @ 95% CL. This result is consis-
tent with the standard model prediction, given a top quark mass of 174.3 GeV/c?, of
Fy =0.701 £ 0.012.
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Chapter 1

The Standard Model and the Top
Quark

1.1 Introduction

Physicists strive to understand the world in a quantitative manner, developing the-
ories and conjectures to explain experimental measurements. Particle physics is the
study of the most fundamental constituents of all matter and their interactions. The
most successful theory of particle physics today, known as the “standard model”, was
developed in the 1970s and incorporated all of the particles and interactions that
were known at that time. Since the conception of this theory, it has successfully
predicted the outcome of a large variety of experiments (including the existence of
the top quark). As the field of particle physics continues to push the boundary of
the high-energy frontier, we further test our understanding of the most fundamental
aspects of nature. Somewhere in this unexplored territory is a chance to disprove the
standard model-that opportunity may lie with the top quark and its properties.
The remainder of this Chapter describes the standard model and introduces the
experiment carried out by this thesis as a test of the standard model. Since this thesis
presents a measurement of top quark decay properties, this first chapter also focuses
on top quark physics and the weak interaction. Chapter 2 describes the experimental

apparatus, Chapter 3 details the event selection for selecting events in this dataset,



Force Particle (symbol) Charge (¢) Mass (GeV/c?)
Strong Gluon (g) 0 0
Electromagnetic Photon (7) 0 0

Weak (charged) W Boson (W¥) +1 80.425 + 0.038

Weak (neutral) Z Boson (7) 0 91.1876 £ 0.0021
Gravitational Graviton* (GQ) 0 0

Table 1.1: Symbols, charges and masses of gauge bosons in the standard model.
Bosons have integer spin; all of the listed in this table are spin 1 with the exception
of the graviton which is spin 2. The mass values shown here are taken from the PDG
review of particle physics [2]. TTheoretical value; a mass of even a few MeV/c? may
not be precluded. *Gravitational waves (and their quanta) have yet to be discovered
by experiment.

the analysis method is explained in Chapter 4, the Monte Carlo programs used to
model signal and background events are discussed in Chapter 5. The result of the
measurement, the associated systematic uncertainties, as well as the interpretation of
this result are described in Chapters 6-9. Several appendicies are placed at the end
of this thesis to explain in greater detail a few aspects of the experimental apparatus

and the analysis which might have caused a significant digression if placed within the

main text.

1.2 The Standard Model

The theory describing the strong and electroweak interactions is what particle physi-
cists refer to as the “standard model.” In this theory [1], the fundamental constituents
of all known matter are spin—% fermions named, “quarks” and “leptons;” all interac-
tions between the fermions are mediated by spin-1 particles known as gauge bosons
(Table 1.1). Because our universe is comprised of these constituents, it is important

that we understand their interactions as well as their properties.



1.2.1 Quarks, Leptons and Gauge Particles

In the standard model there are three generations of matter and anti-matter. Quarks

come in six different “flavors,”

which may be classified as two main types: “up”-type
(u) and “down”-type (d). As a convenient idealization,! we say that quarks may
only exist in bound states, called “hadrons,”? hence there are no free quarks. Since
quarks partake in both the electroweak and strong interactions, they possess electric,
weak and color (“strong”) charges. Leptons exist in two varieties: charged (e, p, 7)
and neutral (v, v,, v;). The neutral leptons are called “neutrinos.” Leptons only
participate in the electroweak interaction, and hence do not possess a color charge.
For each particle, there exists an antiparticle of opposite charge but identical mass,
lifetime and spin. Table 1.2 depicts the mass and charge of quarks and leptons for all
three generations in the standard model. The masses of the quarks and leptons are
not predicted by the standard model.

The interactions between all leptons and quarks are described by two quantum
field theories. The electroweak (EW) and quantum chromodynamic (QCD) field
theories govern the electroweak and strong interactions, respectively. In any quantum
field theory the symmetries of the theory imply the existence of conservation laws,
and the gauge fields of the theory mediate the forces it describes. Just as in quantum
electrodynamics (QED), where the gauge symmetry of the theory implies the existence
of a massless photon (), the SU(2)xU(1) and SU(3) gauge symmetries of EW and
QCD lead to the presence of the v, W*, Z, and g gauge bosons® in the standard
model. As in QED the EW « is massless and mediates the electromagnetic force;

unlike QED this theory also contains three massive gauge bosons which mediate the

!The top quark decays so rapidly that it does not have a chance to hadronize. So to a good
approximation top decays as a “free” quark.

2The color charges of QCD are red, blue and green (R, B, (). Hadrons are color-neutral bound
states of quarks. There are two types of hadrons: quark anti-quark mesons and three-quark baryons.

3There are eight gluons (g) in QCD. These massless gauge bosons mediate the strong force.
Gluons carry color from one quark to another, and hence gluons themselves cannot be in a color
singlet state; for example, a gluon could be in the state BR, but not RR + BB + GG.



Generation Particle (symbol) Charge (e) Mass (GeV/c?)
Electron (e) —1 5.11 x 10~*
First Electron neutrino (v,) 0 <3.0x10°
Up quark (u) +2/3 1.5-4 x 1073
Down quark (d) -1/3 4-8 x 1073
Muon () -1 1.06 x 1071
Second Muon neutrino (v,) 0 <19x10™*
Charm quark (c) +2/3 1.2-1.4
Strange quark (s) -1/3 8.0-13 x 1072
Tau (1) -1 1.78
Third Tau neutrino (v, ) 0 <1.82x107
Top quark (¢) +2/3 174.3 £ 5.1
Bottom quark (b) -1/3 4.1-44

Table 1.2: Mass and charge of the quarks and leptons in the standard model. The
masses are not predicted by the standard model; the values shown here reflect mea-
surements made by experiment. Quarks and leptons are fermions, and fermions have

half-integer spin; all of the fermions listed here are believed to be spin % Every
quark and lepton has an antimatter counterpart (e.g. anti-top, ¢, is the antimatter

counterpart to the top quark, t).

weak force: the charged W=, and the electrically neutral Z. The masses of these
three gauge bosons are acquired through the Higgs mechanism, whereby the massless
scalar and vector fields of the Lagrangian (¢, ¢*, and G,) appear as the fields 1, G,,,
and ¢ after the symmetry of the Lagrangian is spontaneously broken. In this theory

the massive scalar n is known as the “Higgs boson;” the G, and £ fields are rewritten

using the gauge transformation
) 1
G, — G, =G+ q—vaug. (1.1)

For a massless gauge field, A,, we may choose a gauge where V.-A = 0. This
is the Coulomb gauge of electrodynamics. We can rewrite the Coulomb gauge in
momentum space as k - fY(IZ) = 0, which tells us that the field is polarized transverse

to the momentum . In the Higgs mechanism, the gauge field (7, has a longitudinal
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Figure 1.1: ¢g production of ¢ to leading order.
component. As can be seen by taking the divergence of the gauge field G,

—

V-G =0G =G+ Loioe = Ly (1.2)

qu qu
This means that in momentum space we have k- é’(E) # 0. In other words, the
field & from the Higgs mechanism gives rise to the longitudinal component of the
massive vector field G}, ~this is the longitudinal W boson. The relationship between
electroweak symmetry breaking and the longitudinal W is what makes the analysis
carried out in this thesis of particular interest. Due to the large value of the top quark

mass, top decay is the only significant source of longitudinal W bosons.

1.3 The Top Quark

The discovery of the elusive top quark by the CDF [3] and DO [4] collaborations in
1995 revealed that this was the heaviest known elementary particle. Weighing in at
~175 GeV/c?, nearly the mass of a gold nucleus and almost 40 times the mass of the
next heaviest quark,? it is close to the scale of electroweak symmetry breaking in the
standard model. The Higgs mechanism is responsible for the top quark mass, and

according to standard model theory top’s Yukawa coupling, g4y, is ~1
V2my B V2my 1

246

“The next heaviest quark is the b with a mass of ~4 GeV/c?.

(1.3)
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Figure 1.2: gg production of ¢t to leading order.

Does the top quark play a role in the electroweak symmetry breaking mechanism?
This is one of the most important questions in particle physics today. Precision
measurements of top quark properties and comparison to standard model expectations
can probe our understanding of electroweak symmetry breaking.

The top quark has a lifetime of about 0.5 x 1072* s, much shorter than any other
quark. In fact, the top quark’s lifetime is less than the QCD hadronization time-scale,
which means that it decays before it has a chance to hadronize. This scenario is unlike
that of any of the lighter quarks, which live long enough to pair-up and form bound
states resulting in the creation of mesons and baryons. Since the top quark does not
hadronize, studying the top quark is about as close as one can get to studying a bare
quark. Unlike in the decays of lighter quarks, where the quark spin information is
lost during hadronization, the top quark spin is passed directly to it’s decay products
in a manner which is explicitly understood [5].

The top quark decays predominantly via the charged-current weak interaction
t — Wb (and £ — W~b). There are several other possible decays of the top quark,
but they are exceptionally rare.® Since the top quark is heavier than the combined
masses of the W boson (~80 GeV/c?) and the b-quark (~4 GeV/c?), it will decay

into a real W whereas lighter quarks will decay into a virtual W. Because the top

5The charged-current weak decays t — W*d and t — W s are suppressed due to the small values
of the Cabibbo-Kobayashi-Maskawa (CKM) matrix [6, 7] elements |Viq| and |Vis|. Additionally, in
the standard model the flavor-changing neutral-current modes ¢t — vq(q = u,c) and t = Zq(q = u,c)
are very rare [8, 9].
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Figure 1.3: (a) Charged-current weak decay of the top quark. (b) W boson decay to
leptons: | =¢, i, T and v., v, v;, or Cabibbo-favored hadronic decays.
quark is so heavy, and the other quarks are so light, top decay is the only significant
source of longitudinal W bosons (Equation 1.8). QCD production, the only other
source of real W bosons, produces nearly all transversely polarized W's.

At the Tevatron, top quarks are most often produced in #f pairs via the strong
interaction (see Fig. 1.1). Approximately 90% of the total ¢Z production cross-section
at the Tevatron is through quark-antiquark annihilation, the remaining fraction is

from gluon-gluon fusion (see Fig. 1.2).

1.3.1 The Weak Interaction

The weak interaction comes in two varieties: neutral-current and charged-current
interactions. Because the top quark predominantly decays via the charged-current
weak interaction (Figure 1.3(a)), I will not focus on the neutral-current interaction in
this thesis. The W bosons are the mediators of the charged-current weak interaction,
and the Z boson is responsible for the neutral-current weak interaction.

If one considers W decay to leptons, the diagram of Figure 1.3(b) comes to mind.

We know the Feynman rules for such a vertex, and can immediately write down:
1

This is what is known as the vector (1)) minus axial vector (Yy#7°¢), or V — A,

7



form of the weak current. The weak interaction is not purely V' — A. While it is
believed that the charged-current interaction is purely V' — A (i.e., left-handed), the
neutral-current weak interaction is not. We recognize 1(1 —~°) as the left-handed
projection® operator. This combination of vector and axial vector means that parity
is violated, as this operator only projects out left-handed” neutrinos (or right-handed
anti-neutrinos). In other words, charged leptons are only coupled to left-handed neu-
trinos in the weak interaction. If we flank the mathematical expression for this vertex
with two four-component spinors, one spinor with two-component objects® represent-

ing the charged lepton (%;) and the other with two-component objects representing

the neutrino (u,), we find that:

(14 7°)v"u, (1.5)

DO | =

1
ﬂﬂ”§(1 — ), =7

where

m%a + %) = (@) (1.6)

represents left-handed charged leptons. Now we can see that the V' — A structure
of the charged weak interaction only permits leptonic W+ decay into left-handed
leptons, or right-handed anti-leptons. Of course, hadronic decay of the W™ is also
possible (Figure 1.3(b)) and because of the V' — A form a W boson is only able to
decay into left-handed quarks and right-handed anti-quarks.

Assuming that only left-handed neutrinos are permitted in nature, we can draw the

same conclusion with regards to the charged-lepton handedness simply by considering

6Py are the left (—) and right (+) projection operators given as 1 (14 ~°).

"The helicity operator & - p acting on some state will return helicity eigenvalues. Effectively,
helicity is the dot product of the spin and unit-momentum vectors for a given particle. For a spin—%
particle with it’s spin aligned parallel to the direction of motion, it could have helicity eigenvalues
of ﬁ:%. +% when the spin vector points in the direction of motion (right-handed), or —% when the
spin vector points in the direction opposite the motion of the particle (left-handed). In the extreme
relativistic limit, the chirality operator, v°, is equal to the helicity operator. Because the W is much
more massive than it’s decay products, the chirality of the daughters will be nearly equivalent to
their helicity.

8These two two-component objects (%), and (u)g are the left and right-handed “Weyl spinors.”
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Figure 1.4: Figures depicting total angular momentum along the z-axis after W
and ¢ decay. (a) W7 decays into a left-handed neutrino and a right handed positron.
The sum of angular momentum along the z-axis in Figures (b) and (c) equals +3,
identical to the angular momentum of the parent top quark along that axis, hence
these decay modes are allowed. (d) Conservation of total angular momentum forbids
the decay of ¢ into a left-handed b and a right-handed WT.
conservation of total angular momentum. In the W rest-frame, we may choose the
z-axis such that the entire spin-1 of the W™ points along it in the positive direction
(see Figure 1.4(a)). When the W decays leptonically to a right-handed positron
and a left-handed electron-neutrino, we find the total angular momentum along the
z-axis is conserved. The angular momentum would not be conserved if, for example,
the W decayed into a right-handed positron and a right-handed neutrino.

We are able to reach similar conclusions regarding the weak decay of the top

quark. Using the Feynman rules, we can write down the mathematical representation

of this decay vertex (Figure 13(&))
—i—=|Va 75 (1= 77) (1.7)

and note that it contains the same V' — A structure as the leptonic W+ decay rep-

resented by Equation 1.4. Neglecting the b-quark mass in comparison to that of the



t-quark or the W+, we deduce that like the neutrino previously considered, the b-
quark in this decay must also be left-handed. We can use the same total angular
momentum arguments as before, but this time we go into the top rest-frame and
choose the z-axis such that the spin—% of top is aligned in the positive direction (see
Figures 1.4(b), (c), and (d)). We conclude that of the three possible W™ helicity
states, only two are realizable due to the V' — A structure of the weak interaction.
When polarization of the W is completely orthogonal to it’s direction of motion
(helicity +1), we denote this as Wj or W, for the left or right helicity states and
label these states “transversely polarized.”® If the polarization of the W+ is parallel
to it’s direction of motion (helicity 0 state), we denote this as W, and name it “longi-
tudinally polarized.” We can infer from Figure 1.4(c) that in top decay a transversely
polarized W may only be left-handed, and similarly a transversely polarized W~
may only be right-handed. Figure 1.4(d) depicts a situation where total angular mo-
mentum is not conserved, as the b-quark and W+ angular momentum contributions

along the z-axis sum to —i—%.

1.3.2 W Boson polarization in top quark decay

The standard model gives a specific prediction for the fraction of longitudinally-
polarized W bosons in top quark decay as a function of the top and W masses, m;

and My [10]

T = WD)+ Tt — Wb + T(t — Wiib) 1+ L(my/My)? ‘

where I'(t — W) is taken to be zero. Because the top quark is so massive, and all
of the other quarks are so light, the fraction of longitudinally-polarized W bosons in

top decay is relatively large. Using a top mass of 174.3 £+ 5.1 GeV/c? in the formula

9By “polarized” we mean the tendency for the spin of a particle to point in a given direction.

10



above, the standard model predicts Fy = 0.701 +£0.012. As mentioned in the previous
section, the fraction of right-handed W s in top decay is heavily suppressed due to the
V — A structure of the charged-current weak interaction, and in the limit of a massless
b quark is exactly zero. With m; = 175 GeV/c? and m;, = 5 GeV/c?, the fraction of
right-handed W bosons in top decay is less than one-tenth of a percent [10].

A direct measurement of the weak-current chirality from the Wb vertex is neces-
sary to validate the V' — A form predicted by the standard model [10]. Non-universal
weak couplings in top decay will appear as a departure of Fy from the standard
value [11], and we can use this quantity as a precision benchmark for probes of
anomalous weak couplings. Furthermore, it has been shown that one-loop supersym-
metric QCD and electroweak corrections to the total width of ¢ — Wb could increase
the longitudinal fraction as predicted by the standard model by as much as a few

percent [12].

1.4 Techniques for the measurement of 1/ boson
polarization

The W helicity amplitudes are well-known, and the squares of the amplitudes, which

govern the angular distributions are written as a function of the quantity [10] cos 0*:

MOV = |MOTVR)P = (1 cos6°)° (19
MR = IMOT)P = (1~ cos”6°) (1.10)
MOV = IMOVD)P = (1 + cosd) (1.11)

where in the case of leptonic decays of the W boson, #* is defined as the angle between

the charged-lepton momentum in the W rest-frame and the W momentum in the top-

11



Figure 1.5: The W rest-frame. The angle between the charged-lepton momentum in
the W rest-frame and the W momentum in the top rest-frame is defined as the angle
0.

quark rest-frame (Figure 1.5). Note that the angular distributions for the W, and
W helicity amplitudes are identical, as are the W} and W, amplitudes. Throughout
the remainder of this thesis, as a convenient simplification, I will use “left-handed”
to denote the W;" and W}, transverse states, “right-handed” to denote the W, and
W, states, and “longitudinal” to signify both W~ and W, .

From the amplitudes in Eqns 1.9-1.11, one can conclude that events with charged
leptons from longitudinal W decay have an angular distribution which peaks at 8* =
7/2; charged leptons from the decay of a transverse bosons are most likely to have
6* = 0 (right-handed) or §* = 7 (left-handed). The resulting cos #* distributions are
very distinct for each W helicity state, and are shown in Figure 1.6. If one is able to
reconstruct the cos@* distribution from top quark decays observed in collider data,
these unique shapes can be used for a measurement of W boson polarization and a
comparison with theory could be made.

We can express the cos#* quantity explicitly by taking the dot-product of the
charged-lepton momentum vector in the W rest-frame, (), and the W boson mo-

mentum in the top-quark rest-frame, (pw ),

cos 0" = (1.12)

12
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However a direct measurement of W boson polarization through an analysis of the
cos 0" distribution is difficult, as it relies on our ability to completely reconstruct the
tt event, which means that we must have enough kinematic information to extract
the parent particle momentum vectors. In the case where both Ws from a ¢t pair
decayed leptonically, we are unable to do this unambiguously since we lack suffi-
cient information about the momentum vectors of the two neutrinos. It is possible
to construct events where only one of the Ws decayed leptonically and the other
hadronically, dispite the fact that we still lack momentum information for one neu-
trino in the event, but it is difficult to precicely match each hadronic jet to the quark
which produced them. This potential for jet mismatching gives rise to systematic
uncertainties. Although Equations 1.9-1.11 are valid for all hadronic decays of the ¢t
pair, to take full advantage of these amplitudes we need to know which daughter of
the W is the quark and which is the anti-quark. From a detector standpoint we have
no reliable way of identifying the quark or anti-quark from such a decay; we would
need to reconstruct and determine the charges of the daughter quarks. Thankfully,
in tt events where one or both of the Ws decays leptonically, measuring the charge
of the resulting leptons is not difficult. To determine which daughter is the fermion
and which is the anti-fermion we simply need to track the direction of the charged
lepton as it curves in response to a magnetic field. The most accurate measurement
of W polarization will be extracted from ¢t events where at least one of the Ws decays
leptonically; the analysis described in this thesis was conducted on such a dataset. It
is worth noting that a measurement in the leptonic channel (¢t — Wb — [vb) is not
free from difficulties either. The 7 lepton, with an extremely short lifetime of ~10~1!3
s, will only travel a few hundred um before decaying, most often hadronically. Due
to the complications and systematic uncertainties associated with the 7 channel, it is
excluded from this analysis.

The data sets seriously considered for the measurement of W boson polarization

14



carried out in this thesis consist of t¢ pairs which decay into W*b and W~b, where one
or both of the Ws decayed leptonically into an electron or a muon. The “dilepton”
data sample contains ¢t events where both W's have decayed leptonically. When only
one W decays leptonically, and the other hadronically in to a ¢q pair, that event is
included in the “lepton-plus-jets” data set. Using these data sets there are at least
two methods one may use to extract the degree of W boson polarization in top quark
decays. One method uses the lepton angular distriubution, cos 6*, the other method
examines the charged lepton pr distribution'?; both methods were investigated at
CDF during Run I [13, 14, 15, 16] of the Tevatron. Both methods are discussed in

further detail below.

1.4.1 The cosf* Method

The analysis described in this thesis extracts the quantity cos #* from the pp collision
data, and compares the results obtained with our expectations. These expectations
are quantified by a series of templates created from events generated through the use
of event simulations. The details regarding these simulations, as well as the method
used to fit templates to detector data, are discussed in Chapters 4 and 5. Here I only
give a brief overview of what is needed to extract cos#* from the data.

Since we cannot reliably reconstruct either the W or the top-quark rest-frames, it
is extremely difficult to measure cos §* explicitly (Equation 1.12). To circumvent this
difficulty, the analysis described in this thesis exploits an approximation for cos 6*

given as [10]:
2m?

—— 1 1.13
mi — M3, ( )

cos " ~

where my, is the invariant mass of the charged-lepton from the W boson and the b

quark from the decay t — Wb — [vb, m; and My, are the event-by-event top quark

157 is used to denote the projection of the momentum of a particle in the plane perpendicular
to the direction of the pp beam. pp is used with great frequency in particle detector measurements
because the momentum of the initial partons in the beam is unknown. In coordinates used by CDF,

T =ps+D;
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and W boson masses, respectively.

The same difficulties that prohibit us from reliably reconstructing the top and W
rest-frames prevent accurate measurements of the event-by-event top and W masses.
Because the use of inaccurate event-by-event masses would unnecessarily smear the
cos 0" distribution obtained from the my, approximation, reducing the precision of
the measurement, this analysis uses the the world-averaged masses of m;, = 174.3
and My, = 80.4 in Equation 1.13. Strictly using the world-averaged masses in the
approximation for every event affects the distribution by introducing values of cos §* >
1 when mj, > m?— M3, (for a comparison of these distributions see Figures 1.7 and 1.8;
note the small number of events with cos#* > 1 in Figure 1.8). The occurrence of
values > 1 does not adversely affect the measurement, and is simply a feature of
reducing Equation 1.13 to c- m?b — 1, where ¢ is a constant. Note that because my, is
squared in this approximation, it is not possible to obtain cos #* values < —1.

In the decay of tf events there are two b quarks that could be selected to calculate
the invariant mass my,. In order to gauge the effect on the measurement of using
the four-momenta from the incorrect b quark (i.e., that from the decay ¢ — ¢q'b
which from now on will be referred to as the “hadronic-b”, instead of t — [vb which
we will refer to as the “leptonic-b”) in the calculation of my, a series of “pseudo-
experiments” were conducted and the difference in the precision of the measurement
was noted. Pseudo-experiments are sets of measurements carried out on strictly sim-
ulated data comprised of an expected number of signal and background events. The
measurements made on simulated data during these pseudo-experiments are done in a
manner identical to those performed on the actual detector data (Chapter 4 presents
a more in-depth discussion of this procedure). Figures 1.8 and 1.9 show the cos #*
shapes obtained from simulated data when using four-momenta information for the
correct and incorrect b, respectively. The shapes from these figures were used as tem-

plates to fit simulated data during pseudo-experiments; multiple sets of experiments
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were conducted where each set has a unique true longitudinal fraction. This true
fraction was varied from set-to-set between 0.5 and 0.7 in steps of 0.5. The results
from these pseudo-experiments are plotted in Figure 1.10, a large difference in preci-
sion is apparent. The results of these pseudo-experiments indicate the importance of
selecting the correct b quark when calculating my,.

For the analysis carried out in this thesis, an event-by-event kinematic fitter is
used to reconstruct the events and assign a jet to the parton-level b quark in lepton-
plus-jets events. Due to the requirements of this fitter, the difficulty in choosing
the correct particle four-vectors in dilepton events and twice the neutrino ambiguity
in such events, using the dataset comprised of dilepton events is precluded. The
kinematic fitter used by this analysis is discussed further in Chapter 4.

An analysis using the m?, distribution alone to measure the fraction of V + A was

done at CDF during the first run of the Tevatron [15, 16].

1.4.2 The Lepton pr Method

It is worth noting that as an alternative to reconstructing the cos * distribution, one
can measure W boson polarization using the charged-lepton pr distribution. Lepton
pr is the most precisely measured quantity in a tf event. Close examination of the
helicity amplitudes in Equations 1.9-1.11 reveals that for the case of longitudinal
W decay, the charged lepton has the highest probability of decaying in a direction
perpendicular to the W momentum in the top rest-frame; likewise, a charged lepton
from a transverse W has the highest likelihood of decaying in a direction parallel the
W momentum as viewed from the top rest-frame. Such a bias in the charged lepton
momentum distributions from the decay of transverse and longitudinal Ws is carried
over into the lab-frame, where we can observe three very distinct py distributions (see
Figure 1.11).

To conduct such a measurement one compares the lepton py distributions mea-
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sured from detector data with those generated using simulated ¢ events. This tech-
nique has been used successfully to measure the fraction of W boson polarization in
top quark decay at CDF during both Run I [13, 14] and Run II [17]. Although the
cos #* method utilizes the lepton angular distribution, thus making it a very powerful
analysis strategy by providing more information per event, the lepton pr method has
a greater statistical advantage since it can use both the lepton-plus-jets and dilepton
samples. It is also worth noting that much of the discriminating power of the lepton
pr technique lies at very low pr, however tf event selection requires pr > 20 (event

selection is detailed in Chapter 3).

18



'su0soq 44 (3811 ‘pa1) papuey-jysL pue (19jued ‘Yor[q) [eurpniiduof ‘(o[ ‘enyq)

popuey-1Jo] 10] (UOIYR[NUWIS I0329)0P IMOYIIM) [9Ad[-10)RISUSS o) e (g]'T uoljenby) uonNqLIISIP ,4S0d oNI) oY ], :L'T oIn3Ig

€

4

T *mwooo T

- z-

™
v

o

S00°0

0’0

STO'0

00

G200

€00

uqisIp «elvyr soo

S0J S0J
ez 1 0 o Tz & € 4 T 0 0o Tz &
T T ,\Y\f¥ ,:,7:,,\0 L \,,\7\\\,,\,,,;,,,,\0
/S 1 S E
/S Lo S S i
/S €000 /S 1
s ] /S ~goo0
s ] /S ]
S —00°0 S/ ]
s 1 /S ]
/S ] s -too
s Tonn: s/ 1
s |ooo v ]
s 1 s/ ]
s 1 s/ Jern
s —800°0 / —JST0°0
s ] /) i
7 | )]
00 1
s 1 o
% ] oo
g 2100 ]
7 1 5200
100 ]
o100 oo

ugiIsIp 418yl S09 | uasip sejeui soo

19



"suosoq A4 (13t

‘pal) popuRY-IYSLI pue (I9jued ‘Yor[() [RUIPNIISUO] ‘(3J9] ‘On[q) papuey-)je] 10 (UOIIR[NWIS I10)2930P JNOYIIM) [9AS[-I0IRIIUAT
o) 7% (Q 1991100 OY) JO BIUGWOW ) Juisn ‘¢1'] uonenby) uorjewrxoidde 9w oY) WOIJ UOINGLIISIP ,HS0D Y, :§'] 2INSI]

€ 4

T b%@Woonu T- c- €-

T

i,,;,,,;,,,;,,,,o

00¢

00V

009

008

000T

00CT

T- A €

T 10

\Y

00T

(074

00€

ANRRRRRRRNRSN

00V

00§

009

002

008

201W WOy UgISIp ¥eIeYT S02

Z0|Ww woJj ugisip ye1dyl sod

€

c- €-

T T

0

poc

00

009

o8

000T

0octT

00vT

201W WOy UgISIp ¥eIeYT S02

20



"suosoq A4 (1311
‘pal) popuRY-IYSLI pue (I9jued ‘Yor[() [RUIPNIISUO] ‘(3J9] ‘On[q) papuey-)je] 10 (UOIIR[NWIS I10)2930P JNOYIIM) [9AS[-I0IRIDUIT
o1 ' (@ 1991I0DUI oY) JO BIUAUWIOW oY) Juisn ‘¢1°T uoryenbry) uonewrxoidde %u o) WOI} UOTINGLIISIP 4 SOD DY, 6T 2INSI]

S0D S09
) z T 0 0o T  z & «0 o T z & z- &
,,,,77,,,77,,,77,,,,,,,77,,,\0 \’\ xffffiffff\o ,,,,777770
] IS ] |
| 7 | |
1 —j00T 1
oot w w : poz
] S —002 |
| 7 H |
—-n0e ] \
] 7 ~loog 1oov
| / 7 1
| 7 Hoor ]
—jooe v B 1009
1 v 1 ]
] / 1 ]
1 7 —oos ]
oo % 1 -pos
1 009 ]
-|oos ooz -poot

_ g 1091100U1 UQISIP xBIBYY S0D _ g 1094100U1 UQISIP xBIBY) S0D _ g 1091100U1 UQISIP xBIBYY S0D

21



0.8{— _ 4
i T T A
- T +~ | ™
0.6 — T T [ ] T
o [ - Tl 1
S + | & [ 4 1+
> T A T 1
uCo0.2]- T & " 1 -+
- | . 4 1 -
B N T 4
o_—- + o
1 - —a— mIb2 correct b
o2l L —— mIb2 incorrect b

T T O A B B
005 015 025 035 045 055 0.65
F, True

Figure 1.10: The expected precision of measurements of the longitudinal fraction,
Fy, when running pseudo-experiments at the generator level (without detector simu-
lation) fitted to templates created using the my, approximation to obtain the cos 6*
distributions (Equation 1.13). The results shown are for pseudo-experiments with 14
different values of Fy between 0.05 and 0.70, in steps of 0.05. It is clear from this
plot that using the correct b in the my, approximation yields higher precision (black
triangle) than for templates where cos8* was calculated using the incorrect b (red
square).
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Chapter 2

The Fermilab Tevatron and the
CDF 1II Detector

The Tevatron is a superconducting proton-antiproton (pp) accelerator located at the
Fermi National Accelerator Laboratory (FNAL) in Batavia, Illinois. FNAL is home
to a complex of several accelerators and storage rings which supply protons and
antiprotons to the two Tevatron collider experiments, as well as delivering particle
beams to fixed-target experiments.

The data used for the analysis described in this thesis were collected with the
Collider Detector at Fermilab (CDF), one of the two Tevatron collider experiments,
between March 2002 and September 2003-the beginning of what is known as Run
ITa. In this chapter I describe the Tevatron accelerator and the CDF II experimental

apparatus.

2.1 The Tevatron

The protons for collisions and the production of antiprotons originally come from
hydrogen gas (H,) which is negatively ionized by a Haefely Cockecroft-Walton pre-
accelerator [18, 19, 20] known as the magnetron. A dome inside the pre-accelerator
houses the ions and is charged to a potential of —750 keV; the H™ ions accelerate

to energies of 750 keV through a column from the charged dome to the grounded
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Machine Energy

Cockroft-Walton 750 keV
Linac 400 MeV
Booster 8 GeV
Main Injector 120 GeV
(p production)
Main Injector 150 GeV

(Tevatron injection)
Debuncher/Accumulator /Recycler | 8 GeV
Tevatron 980 GeV

Table 2.1: Machines and corresponding energies at the Fermilab accelerator com-
plex [25].

wall prior to being injected into a 150 m long linear accelerator, known as the Linac.
The Linac [21, 22, 23, 24] uses a chain of radiofrequency cavity structures to further
accelerate the negatively charged ions from an energy of 750 keV up to 400 MeV.
Electrons are then stripped off of the hydrogen ions by passing this 400 MeV beam
through a thin carbon film [25]. After being stripped of their electrons, the hydrogen
nuclei (protons) are passed on to the Booster ring for the next stage of acceleration.
The Booster [26] is the first circular accelerator, or synchrotron', in the accelerator
chain and is used to accelerate protons up to energies of 8 GeV and gather them into
bunches. The Main Injector [28], a larger synchrotron with a circumference several
times that of the Booster, is the next machine in the accelerator chain. The Main
Injector accelerates these proton bunches to energies up to 150 GeV and coalesces
them into a single bunch before injecting them into the Tevatron ring for the final stage
of acceleration. A portion of these protons are accelerated by the Main Injector to 120
GeV and used for the production of antiprotons. A summary of machine energies are
provided in Table 2.1 and a schematic of the Fermilab accelerator complex is shown

in Figure 2.1.

LA synchrotron is more complex than a simple cyclotron in the sense that the B field of the
former must be increased synchronously with the particle energy [27].
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To produce antiprotons [29], 120 GeV protons from the Main Injector collide with
a nickel-copper target [30]. This collision produces a multitude of secondary particles,
some of which are antiprotons. An axis-symmetric electromagnetic lithium lens col-
lects the divergent secondary antiprotons and focuses the resulting cone of secondary
particles into a parallel beam. The lens consists of a 15 cm lithium conductor con-
tained inside of a 1 mm titanium tube surrounded by cooling water and is capped
off with beryllium end-windows. Lithium is used as the electrical conductor to mini-
mize absorption and scattering as the secondary beam passes through the lens. The
lithium lens has a short focal length and is capable of producing a magnetic field
gradient of 750 T-m~! [31]. The use of a lithium lens instead of a magnetic horn or
conventional quadrupoles increases antiproton yield by at least a factor of four [31].
A pulsed dipole magnet is used to selectively choose the charge and momentum of
particles collected from the spray; in this manner, 8 GeV antiprotons are harvested
from the collision with the target.? The momentum spread of the 8 GeV beam from
the target is initially quite wide and will lead to a large emittance of the antiproton
beam if not reduced. This momentum spread is diminished inside the Debuncher [32]
through the application of betatron (transverse) stochastic cooling [33, 34] and mo-
mentum (longitudinal) cooling. After cooling, the antiprotons are extracted from
the Debuncher and injected into the Accumulator [35] for temporary storage. When
enough antiprotons have been accumulated a transfer into the Main Injector and then
ultimately the Tevatron will be initiated.

36 bunches of counter-rotating protons and antiprotons are distributed around the
6 km circumference of the Tevatron ring, for the final stage of acceleration. Inside
the Tevatron each beam attains an energy of 980 GeV, which gives center-of-mass

energies, /s, for collisions of 1.96 TeV. 36 bunches of protons collide with 36 bunches

2This process is extremely inefficient. For every 10° protons which strike the target, it is typical
for only one or two antiprotons to be captured and stored.

3The total energy of colliding particles is often referred to in terms of the Mandelstam variable
s, which is invariant under Lorentz transformations.
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Figure 2.1: The Fermilab Accelerator chain [36].

of antiprotons; one bunch of protons and antiprotons collide every 396 ns.

The period of time when colliding beams are present in the Tevatron is referred
to as a “store”. During a typical Run Ila store, there are 36 bunches of protons, each
containing 24x10'° protons and 36 bunches of antiprotons, each containing 3x10'°
antiprotons. The counter-rotating proton and antiproton bunches travel around the
Tevatron ring with a velocity quite close to the speed of light, passing each other
undisturbed by traveling in electrostatically-separated helical orbits, and focused to
collide together only at the desired interaction points BO and D0 where the CDF and
DO experiments reside.

The intensity of the beams is known as “luminosity” and can be calculated using

the formula*

= nf (2.1)

47raxay

where n denotes the number of bunches, f = 50 kHz is the revolution frequency for

4This is a simplified formula for calculating the luminosity and neglects the “hourglass-factor”
and the g-factor from convoluting two Gaussian bunches in z.
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one bunch traveling near the speed of light around the circumference of the Tevatron
ring, N, and Ny are the number of protons and antiprotons per bunch, respectively.
o, and o, are the Gaussian beam profiles in the transverse plane, averaged over z;
the beam cross-section is roughly circular with a radius of ~35 um. Using these
values in Equation 2.1 yields a luminosity of ~8.0x10%" cm™2 s™!. At the time that
this analysis was done, the Tevatron was routinely providing stores with this initial
luminosity. As collisions with a particular store progress, the number of protons and
antiprotons in each bunch decrease as a function of time. This decrease is due to
losses resulting from proton-antiproton annihilations, as well as losses due to orbit
variations.

It is through the high-energy interactions which result from these proton-antiproton
collisions that ¢f pairs used in the analysis described in this thesis are produced.
The Tevatron, with a center-of-mass energy of 1.96 TeV for collisions, is currently
the highest-energy particle accelerator on Earth and the only facility producing top
quarks. The data used in this analysis were collected with the Collider Detector at
Fermilab between March 2002 and September 2003, and corresponds to ~162 pb !

of luminosity® integrated over this time period.

2.2 The CDF II Detector

The particles that are created as a result of proton-antiproton collisions are de-
tected through their interaction with matter. For charged particles this interaction
is predominantly through hadronic interactions which ionize and excite the detector
medium. The ideal particle detector would provide coverage for the full 47 solid

angle; provide precise measurements of energy and momentum; detect, track and

°A “barn”, b, is a unit of effective nuclear cross-secion, 1024 cm? per nucleus. A value of 10724
cm? was commonly used as a unit for nuclear cross-sections in work for the Manhattan project, and
was aptly named by M. G. Holloway and C. P. Baker in December 1942 because “a cross section of
10~2% ¢m? for nuclear processes was really as big as a barn” [37].
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identify all particles in terms of charge and mass; offer fast response with absolutely
no “dead-time” due to detector readout.

CDF is a general purpose solenoidal detector [38] built around one of the pp col-
lision points (B0) of the Tevatron accelerator. CDF is actually a collection of several
sub-detectors designed to work together to identify a variety of particles produced
in pp collisions at the Tevatron. The end result of this arrangement is a detector
with precision charged particle tracking, fast projective calorimetry and fine muon
resolution. The CDF experiment first saw proton-antiproton collisions in 1985 and
has evolved over time to become increasingly more sensitive. CDF collected about
110 pb~! at /s = 1.8 TeV during Run I of the Tevatron (1992-1996). Over a nearly
five year hiatus, CDF underwent massive upgrades to cope with increased design lu-
minosity (2 x 103 ¢m~™2 s7'), higher center-of-mass energy (/s = 1.96 TeV), and
six-times more frequent bunch crossings (one collision every 396 ns).

The CDF II detector (Figure 2.2) is designed around a central superconducting
solenoid which provides a constant 1.4 T magnetic field, and hence inherits a cylin-
drical geometry. The magnetic field of the solenoid is parallel to the colliding beams,
thus avoiding both forces on the beam particles and the production of synchrotron
radiation. The detector is azimuthally and forward-backward symmetric with the
entire apparatus centered about the interaction point, BO, where the p and p beams
are focused to collide using quadrapole magnets; hence collisions occur in the center
of the detector. A beampipe, with a radius of ~1 cm at the BO interaction point, runs
through the center of the CDF detector along the z-axis and houses the circulating
particles. The coordinate system of CDF is (n, ¢, z), where the longitudinal axis
(z-axis) of the detector runs parallel to the proton direction. The azimuthal angle is

6

¢, and 1 is the “pseudorapidity”® variable given as n = —In(tan(£)), where the polar

SWhen particles are relativistic (p >> m), n is a good approximation of the true rapidity. The
rapidity, y, is defined as y = tanh™' p. /E. The pseudorapidity of a particle can easily be measured
even though the mass and momentum are unknown.
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Figure 2.2: Elevation view of one half of the CDF II detector [38].
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angle # is measured from the proton direction (pseudorapidity transforms linearly
under Lorentz boosts in the z-direction and Az is an invariant [2]). The range of |n|
is from 0 at the perpendicular to the beampipe to ~3.5 at the most forward region
of the detector (see Figure 2.3). The central-most region of CDF falls in the range
of 0 < |n| < 1.0 while the forward detectors are located in the range 1.0 < || < 3.0.
As mentioned earlier, CDF is a collection of detectors that work in concert to iden-
tify and then measure the properties of particles produced in pp collisions. Detector
subsystems are placed radially at various distances from the interaction point; this
placement is strategic in the sense that tracking information is recorded closest to the
interaction point, muon detection is done furthest from the interaction point, and the
measurement of particle energy is performed between these two regions. In general,
these subsystems can be divided into several categories: particle tracking systems,
calorimetry, muon detectors and triggering systems. Due to the large number of sub-
systems that make up CDF, the remainder of this chapter will only focus on those
components of the detector that were relevant to the analysis described in this thesis.

A detailed description of the entire CDF II apparatus can be found in [38].

2.2.1 Tracking Systems

The paths of charged particles through CDF are recorded through the use of tracking
detectors. Tracking information is crucial for the measurement of particle momenta
and identification of particle charge. The Lorentz force law, F= qu X é, is exploited
by particle physicists who desire to know both the sign of the charge (assuming
g = 0,%+1) and momentum of particles passing through the detector. It is for this
reason that the tracking systems of CDF are contained inside a solenoid [39] with
a uniform 1.4 T magnetic field which runs parallel to the beam axis (—z-direction).
Due to the magnetic field created by the solenoid, charged particles traveling through

the central volume of the detector follow a helical path. The radius of this helix is
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related the the transverse momentum of the particle:

_ 03B

= 2.2
pr 250 ( )

expressed in units of GeV/c, where B is the magnitude of the magnetic field in

I and is related to the radius of the helix

Tesla and the half-curvature, C' is in m~
by C' = 1/2R. The helix of a charged track can be described by the following five

parameters:

e cot 0, the co-tangent of the polar angle # of the particle at the point of closest

approach to the origin.

e (', the half-curvature. This variable has the same sign as the charge of the

particle.
e 2y, The z position of the particle at the point of closest approach to the origin.

e dy, the impact parameter. The distance between the helix and the origin at the

point of closest approach to the origin, in the transverse plane.

e ¢, the azimuthal angle of the particle trajectory. The direction of a track at

the point of closest approach to the origin.

Concentrically arranged inside the solenoid magnet at various radii are CDF's
tracking systems. The inner-most system is a silicon microstrip detector [40] which
extends from a radius of 1.5 cm to 10.7 cm from the center of CDF and is known
as the Silicon VerteX detector (SVX). Radially positioned between 20 and 28 cm is
the Intermediate Silicon Layer (ISL). Finally, the Central Outer Tracker (COT) is an
open-cell wire drift chamber [41] which covers between 22 to 132 c¢m in radius (see
Figure 2.3).

The SVX provides precision stand-alone tracking information at the smallest pos-

sible radii (i.e., closest to the interaction point where the proton and antiproton beams
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Figure 2.3: A cross-sectional view of the most central regions of the CDF II detector
with 7 superimposed [38].
collide) through the use of ~11 m? of silicon microstrip detectors arranged in a barrel
geometry consisting of multiple layers with a readout pitch of ~60 pm in r-¢ and r-z.
The microstrips are semiconductor detectors created from a ~300 pm thick bulk layer
of lightly-doped n-type silicon sandwiched between a strongly-doped n electrode and
a lightly-doped p region. A positive voltage is applied to the n electrode, depleting
the bulk layer of electrons and creating an electric field within its volume. A charged
particle which passes through the solid-state detector causes ionization which in-turn
produces electron-hole pairs. The electric fields within the microstrip detector drift
electrons and holes to oppositely charged electrodes. In this manner, a silicon mi-
crostrip detector acts like a solid-state drift chamber and provides very high position
resolution and fast detector readout.

The information recorded with the SVX detector is used in the reconstruction of
secondary vertices, displaced from the primary vertex, which come from the decay

of heavy-flavor particles such as hadrons which contain bottom and charm quarks
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and are known to have relatively short lifetimes as compared to the lifetimes of light-
flavor mesons.” The fine position resolution and fast readout time offered by the
use of silicon microstrip detectors makes them perfect for finding displaced secondary
vertices due to the decay of these relatively short-lived hadrons. The ability to re-
construct secondary vertices is critical for the algorithm exploited by this analysis for
the identification of b quarks from the top decay t — Wb (see Section 3.4). Tracking
information is provided by the silicon detector out to a pseudorapidity value || < 2.0
and this particular subsystem is comprised of three cylindrical barrels, each consist-
ing of five concentric layers of silicon microstrip detectors. All of the SVX microstrip
detectors in these five layers are double-sided with one side to provide measurements
in the r-¢ plane. Three of the five layers have a second side of sensing strips run-
ning perpendicular to the axial direction to provide measurements in the r-z plane,
(known as “90° stereo” measurements). The remaining two layers have a second side
of sensing strips tilted at an angle of 1.25° with respect to the strips on the first
side, for what are known as “small angle stereo” measurements. In principle, these
stereo measurements allow for excellent pattern recognition and three-dimensional
(x,y,2) vertex reconstruction. Although not yet implemented at the time that the
measurement described in this thesis was conducted, the z-position information will
undoubtedly be used for other analyses in the near future. Averaged over all cen-
tral ¢t candidate decay tracks which are known to have high transverse momentum,
the impact parameter resolution achieved with the SVX is 24.8 pum [42]. The SVX
is excellent for secondary-vertex detection very close to the interaction point, and
therefore is ideal for finding events which contain b-quarks.

The ISL microstrip sensors are very similar to those which make up the SVX.

Similar to the SVX layers, the ISL sensors have one side for r-¢ (axial) measurements

"Due to the b lifetime of ~1.5 ps, B-mesons will travel ~450 ym before decaying. By comparison,
light-flavor measons (like kaons and pions) tend to have much longer lifetimes—on the order of tens
of nanoseconds.
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and a second side for small angle stereo measurement capabilities. The ISL tracking
detector is comprised of three layers of concentric silicon microstrip detectors and is
located radially just outside of the SVX subsystem. Centered around z = 0, one layer
of the ISL is radially positioned 22 cm from the interaction point. Two additional
layers of microstrip detectors are positioned to match the high-n coverage of the CDF
plug calorimeter; these layers reside at radii of 20 and 28 cm. The purpose of the ISL
is to improve the efficiency of three-dimensional tracking in the central region and to
add additional stand-alone silicon coverage in the forward (high-n) region.

It is worth noting that one additional layer of radiation-hard, single-sided, silicon
detector called “Layer-00” exists closest to the beam pipe. Layer-00 employs state-of-
the-art silicon detector technology that enables excellent signal-to-noise performance
even after extreme doses of radiation. Together with Layer-00 and the ISL there are
a total of 8 layers of silicon between 1.0 < 1 < 2.0. Layer-00 is the newest of all the
CDF II tracking systems and was not used in this analysis.

Because the SVX and ISL detectors are excellent for tracking, b-quark identifi-
cation and aid in lepton identification, they are two of the most important detector
systems at CDF for this analysis.

An integral part of the CDF tracking system, the Central Outer Tracker (COT) [41]
is an open cell drift chamber contained within the volume of the superconducting
solenoid. 30,240 gold-plated tungsten wires® make up the sense-wires for channels in
eight “superlayers”, and together they provide 96 track measurements between radii of
44 cm and 132 cm. The COT provides charged particle tracking with high efficiency in
the region |n| < 1.0 (see Fig. 2.3), just outside of the two silicon trackers. Four “axial”
superlayers run parallel to the beamline (z-axis) which provide r-¢ information. The
remaining four superlayers are positioned at a tilt of 2° with respect to the z-axis to

provide stereo information. These eight superlayers are enclosed inside of an air-tight

8 Wireplane testing was carried out at the University of Illinois, see Appendix B.
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chamber, which is filled with a 50%/50% mixture of argon (Ar) and ethane (Cy-Hg)
gasses. Charged particles which traverse the COT drift chamber interact with the
gas and leave behind an ionization trail, electrons in this trail travel along the electric
field lines toward the sense wires. Charges which drift onto the sense wires generate
electric signals. It is the time of arrival of these signals that allow measurements of
the particle’s trajectory. Electrons from the ionization are coaxed into drifting toward
the sense wires through their interaction with an electric field created by voltages on
the wires. An avalanche of electrons around the sense wire is registered as a pulse,
and the drift time is converted into a distance of closest approach of the particle to
the sense wire. Three-dimensional reconstruction of the path of the charged particle
is then possible using these distance of closest approach measurements. The average
drift velocity in the COT is ~100 pm ns~! and the average hit position resolution
is approximately 140 pm [38]. The COT has a pr resolution of dpr/pr? ~ 0.15%
(GeV/c)™!, cot 6 resolution of 6x1073, impact parameter and z, resolutions of ~600
pm and ~5 mm, respectively.

To correlate silicon tracking hit information with COT tracks an “outside-in”
algorithm is used. This algorithm starts with a silicon hit in the 7-¢ plane and the
COT detector tracks are extrapolated back into the volume of the silicon tracking
detectors. During each step of this extrapolation, multiple scattering considerations
determine the region in which the algorithm looks for a track. Once a reconstructed
track is found in the r-¢ plane, the z position information for the silicon detector is
added to the track. As mentioned earlier, the variable used to denote the point of
origin of a track along the z-axis is known as “z,” [43]. Using the COT in conjunction
with tracking information from the silicon detectors improves impact parameter and
z position measurements.

When track information from the SVX and ISL are used in conjunction with that

from the Central Outer Tracker we expect to achieve b-tagging with an efficiency of
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~60% in tt events over the region |n| < 1.0 [44].

2.2.2 Calorimetry

The purpose of CDF’s calorimetry is to measure the kinetic energy deposited by
particles observed in the detector. Immediately outside of the solenoid volume and
surrounding the tracking system, CDF uses segmented scintillator-based sampling
calorimetry for the measurement of kinetic energy flow of interacting particles in
the region |n| < 3.64 (see Fig. 2.3). The calorimeter is divided into two segments,
each providing separate measurements for both electromagnetic (EM) and hadronic
(HAD) energies. The EM section of calorimeter is closer in radius to the interaction
point than the HAD section and is primarily used for the identification of electrons
and photons. The HAD component of the calorimeter is where the kinetic energy
deposited by hadronic particles in high-energy jets is measured. Both components
use a series of scintillator with metal absorber layers. Light from the scintillator is
collected by a light-pipe and a wavelength shifting fiber that directs the energy into
a photomultiplier tube for detection. The EM and HAD sections of the calorimeter
are segmented in n and ¢ and are projective, which means that they point back to
the nominal interaction region.

Bremsstrahlung, the process by which electrons (due to their low mass) loose en-
ergy by radiating photons while being decelerated in the Coulomb field of an atomic
nucleus, causes high-energy electrons to loose energy in the form of electromagnetic
radiation. The mean distance over which the high-energy particle loses all but % of
its energy is known as one radiation length and is denoted by the variable X, given

in gm-cm 2.

The design of the CDF EM calorimeter is in terms of these radiation
lengths, so it is more appropriate to discuss calorimeter construction in terms of X
rather than a more standard unit like meters. Through the use of a multi-layered

sandwich of scintillating polystyrene and a Pb absorber, the EM calorimeter [45] has a
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thickness of 21Xy, or 21 radiation lengths worth of material. The central and end-wall
calorimeters cover the pseudorapidity range |n| < 1.1 and |n| < 1.3, respectively. The
energy resolution of the central EM calorimetry is 13.5%/v/Er @ 2%, while the reso-
lution of the plug electromagnetic calorimeter is 16%/v/Er @ 1% [46]. The first layer
of the EM calorimeter (i.e., that closest to the interaction point) is made of a thicker
scintillator in addition to a wire chamber which acts as a Calorimeter Pre-showeR de-
tector (CPR). The CPR samples the early development of an electromagnetic shower
within the solenoid. Behind the CPR, located in at a depth of roughly 6.Xj, is the
shower maximum detector (the “Shower Max” detector is also known as the CES)
which is a system of proportional chambers with strip and wire readouts. The CES is
a position detector used to match tracks found in the tracking systems to calorimeter
energy deposits and provides shower shape and position information in both z and
r-¢.

The thickness of the hadronic calorimeter is best described in terms of the pion
nuclear absorption length, A (given in gm-cm~2), rather than radiation lengths. The
central HAD detector [47] is comprised of 23 layers of acrylic scintillating material
interspersed with Fe absorber. The central region of the HAD calorimeter contains
approximately 4.5\ of material. The more forward regions of the HAD calorimeter
(the “plug” region) are 7)Ao thick. The energy resolution of the central and plug
hadron calorimeters is 74%/v/Er @ 4%. The central and plug calorimeters cover the
pseudorapidity ranges |n| < 1.1 and 1.1 < |n| < 3.64, respectively.

Both components of the calorimeter detectors are segmented in n and ¢, providing
EM shower and HAD projective tower segmentation. The tower size, An x A¢, for
the central and forward calorimeters are 0.1x15° and 0.1x5°, respectively. Together
these subsystems measure the net kinetic energy flow, and in conjunction with COT

track-matching have proven to be a very powerful analysis tool.
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2.2.3 Muon Detectors

The muon systems at CDF reside outside of the calorimetry. Muon detection at CDF
is done through the use of four layers of single wire drift chambers® backed up by
scintillator counters for fast timing. Collectively, these large arrays of drift chambers
provide coverage for |n| < 1.5 and nearly complete coverage in ¢. The central-most
array of drift chambers, the Central Muon (CMU), are able to determine the position
of the track along the sense-wire in z. Being positioned furthest from the interaction
point, the muon detectors are shielded with a significant amount of steel from the
hadronic calorimeter, the magnet return yoke, and additional steel shielding intended
to reduce hadronic punch-through. High pr muons (~1 GeV/c) are minimum ionizing
particles, which means that they are capable of traveling many hadronic interaction
lengths before stopping. Muon chambers record hits along the path of the muon
through the detector. Information from the muon detectors, when used in conjunction
with information from the COT, results in excellent muon identification and accurate
muon momentum information for use in data analysis. Muon detection is critical for
the analysis presented here, as it will aid in the collection of about half the data set.

Four systems of scintillators and proportional wire chambers are used for detection
of muons at CDF. Overall, the range for muon detection is |n| < 2.0. Beginning with
the system closest to the interaction point and moving outward, these systems are the
Central MUon (CMU), Central Muon uPgrade (CMP), Central Scintillator uPgrade
(CSP), Central Muon eXtension (CMX), Central Scintillator eXtension (CSX), Toroid
Scintillator Upgrade (TSU), Barrel Muon Upgrade (BMU) and the Barrel Scintillator
Upgrade (BSU). The CMU/CMP/CSP detectors cover the range of |n| < 0.6. The
CMX/CSX detectors extend this coverage into the range 0.6 < || < 1.0 and the

TSU/BMU/BSU systems cover the range 1.0 < |n| < 2.0. Most of these systems

9The Central Muon (CMU) and Central Muon Upgrade (CMP) drift chambers were built at
the University of Illinois. The muon calibration system for the CMP chambers was created at the
University of Illinois, see Appendix C.
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Figure 2.4: Cross section of a CMU module showing radial alignment of alternate
wires. The time difference is used at the trigger level to obtain a crude momentum
measurement. The module subtends 5° in ¢.

were upgraded between Run I and Run II, or as in the case of the TSU/BMU/BSU
were entirely new. The data used in the analysis presented in this thesis includes
muons detected in the CMU, CMP and CMX. This analysis does not include muons
detected by the BMU since a trigger was not in place at the time the dataset was
collected. The BMU triggers on muons out to an |n| value of 1.5, this value was
chosen to match tracking constraints.

The CMU chambers (see Figure 2.4) are located behind the central calorimeter,
which provides ~5.5 absorption lengths of material for muons. The CMU detector is
capable of detecting muons with p; > 1.4 GeV/c, which is the minimum momentum
needed to get through the calorimeter. The CMP detectors form a box around the
CMU and are located behind an additional 60 cm of steel absorber (3.5)¢) which
reduces hadronic punch-through by a factor of 20. The CMP detector can detect
muons with pr > 3.0 GeV/c. The CMX muon chambers are located on the east and
west ends of the CDF detector (+2z) and provide nearly complete coverage in ¢. The
CMX drift tube chambers are backed by the CSX scintillating counters. On their

way toward the CMX chambers, muons pass through steel absorber from the hadron
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calorimeter, the magnet return yoke, and the steel of the detector support structure.

Muon candidates are found by identifying hits in at least four layers of the muon
chambers; the presence of a penetrating muon is reconstructed as a line segment or
“stub” in one of these four-layer stacks. Isolated tracks which extrapolate to these

stubs are known as muon candidates.

2.2.4 Trigger System

With the high instantaneous luminosity and great frequency of collisions at B0, it
would be impossible for CDF to record and analyze every event. There is simply not
enough disk space or time to record every single event observed inside of the CDF
detector. The Tevatron delivers events to CDF at a rate of about 2.5 MHz (once
every 396 ns) and the average event size is approximately 250 kB. At this frequency
and event size, the bandwidth is ~0.6 TB-s~!. To reduce the amount of data that is
recorded and physically stored for future offline analysis to a manageable size, CDF
uses an online three-tier trigger system that filters out many of the less-interesting
events based on particle identification and measured kinematical information. The
CDF II trigger system was designed to be “dead-timeless,” which means that the CDF
detector is capable of processing an event even if it is still busy with the preceding
one.

All of the CDF detector subsystems are read out into this three-tier trigger system,
depicted in Figure 2.5. At each level of the trigger, programmed electronics examine
the data coming from the various subsystems to check if basic requirements imposed
by the trigger have been met, at which point an event is deemed interesting enough to
be passed on to the next level of scrutiny. The three levels of the CDF trigger system
are sequential, meaning that if an event does not pass the Level-1 requirements it
will never be considered by Level-2. Similarly, an event which fails Level-2 trigger

criteria, will not get passed on to Level-3.
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Dataflow of CDF "Deadtimeless"
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Figure 2.5: A block diagram of the CDF II data flow [38]. This flow diagram depicts
a storage pipeline 42 clock cycles deep (for a 132 ns clock cycle and a 7.6 MHz bunch
crossing rate). The current configuration of the Tevatron delivers events to CDF at
a rate of 2.5 MHz, which is a 396 ns clock cycle; with this configuration the Level-1
pipeline is capable of storing 14 clock cycles.
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The first tier in the trigger system, Level-1, collects data from the individual
detector subsystems. Level-1 is capable of making a decision whether to accept or
reject an event based on track information, calorimeter energy deposition and muon
hit information. This first level of the trigger system was designed with a storage
buffer 14 clock cycles deep (with 396 ns between bunch crossings) and arrives at a
decision about any particular event before that event falls out of the pipeline. Within
about 4 s the Level-1 trigger has made a decision whether or not to pass a particular
pp collision on to the second tier of the trigger system. After passing through the
Level-1 trigger, the data rate has been reduced from the original 2.5 MHz down to
just under 20 kHz. The relevant Level-1 triggers for the top analysis are the muon
and calorimeter triggers (discussed further in Chapter 3). The muon triggers use
the fast output of the CMU, CMP and CMX detectors to identify muon candidates
and match muon chamber hits with tracks in the COT. The calorimeter triggers
separately sum the electromagnetic and hadronic energy in trigger towers [48, 49] of
(An =0.2) x (A¢ = 15°). The electromagnetic or hadronic energy in a trigger tower
must pass a certain threshold to be accepted.

Level-2, the next tier in the CDF trigger system, has four local buffers and is
asynchronous with a decision time of about 20 us per event. Level-2 is capable of
of making rejections based on track information [50] and calorimeter energy. After a
Level-1 accept, the data on each front-end card is read out and transferred into one of
the Level-2 buffers. Level-2 is capable of using CES information from the calorimeter
for more refined identification of electrons and photons, as well as using a cluster-
finding algorithm programmed into the Level-2 calorimeter for jet reconstruction.
Acceptance from Level-2 flags an event, which is then collected by data acquisition
buffers. Once collected the event is passed on to Level-3 via a network switch. Level-2
further reduces the bandwidth coming out of Level-1 by nearly a factor of 100; passing

data on to Level-3 at a rate of ~300 Hz.
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The final stage in the trigger system, Level-3, is a congregation of nearly 300 CPU
nodes running software that is easily modified for optimization, which assemble and
analyze each data event in greater detail. The Level-3 trigger algorithms perform
a simplified version of the event reconstruction that is used in offline data analysis.
Once an event is accepted by Level-3 it is passed on to the data-logger subsystem
which sends the event on to be written for permanent storage. The triggers applied at
Level-3 reduce the stream of data by roughly a factor of two. In the end ~20 MB-s™!
are written out to disk and tape. A maximum rate of 75 Hz can pass Level-3 and be

written to tape.
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Chapter 3

tt Event Selection

The analysis discussed in this thesis measures the fraction of longitudinal W boson
polarization, Fj, in top quark decays using the distribution of the quantity cos#* in
tt candidate events. Reconstructing the cos #* distribution when both W's in tf events
decay into a pair of quarks is quite challenging, as we have great difficulty determining
the original quark and anti-quark from the hadronic jets that we see in the detector. In
the case of dilepton events, where both Ws from a tf pair decayed leptonically, we are
unable to reconstruct the ¢¢ event unambiguously since we lack sufficient information
about the momentum vectors of the two neutrinos. Due to these difficulties, I have
excluded the all-hadronic and dilepton decay channels from this analysis. 1 require a
data sample where the W boson from one top quark decay in the event has decayed
leptonically (¢ — Wb — [vb) and the W from the second top quark decay has decayed
hadronically (t — Wb — ¢g'b). This sort of event topology is known as the “lepton-
plus-jets” channel because the signature of such events is one high-py charged lepton,
large missing transverse energy due to the neutrino (denoted by the variable, Er)
and ideally four hadronic jets-two jets from the hadronically decaying W, two from
the hadronization of the b-quarks in the event. Approximately 33% of the ¢t events
produced at CDF will have this decay signature. It is possible to fully reconstruct
the lepton-plus-jets events, but it is difficult to match each hadronic jet to the quark

which produced them. The technique used in this analysis for matching jets to the
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quarks which produced them is addressed in Chapter 4.

The remainder of this chapter details the event selection criteria for the lepton-
plus-jets events used by this analysis. A discussion of the cut efficiencies and motiva-
tions for these selection criteria are briefly discussed here, but are well documented

in [44, 51, 52, 53, 54, 55, 56).

3.1 Inclusive High-p; Electrons

Only electrons detected in the central calorimeter region (|n| < 1.0) are considered.
The electron is expected to deposit most of its energy in a single electromagnetic
calorimeter tower, in addition to leaving a track in the COT which points to the
associated cluster in the CEM. Additionally, the electron should have a well-defined
transverse shower profile in the CES (this parameter is known as the “lateral shower
profile”, Lgp,). The lateral shower profile describes how well the energy deposited in

the calorimeter matches that coming from an ideal electron.

3.1.1 Electron Triggers

For the collection of lepton-plus-jets events we impose the online requirement during
data-taking that there exist at least one high-energy lepton in the event. We have
online triggers for high-energy electrons and muons. The online electron triggers
are discussed in this section, the online muon triggers are discussed later on in Sec-
tion 3.2.1. These requirements are imposed by the CDF trigger system; the trigger
system itself is discussed in further detail in Section 2.2.4. The trigger path for the
accumulation of events in this dataset is ELECTRON_CENTRAL_18, used for collecting
central high-energy electrons. More stringent event selection criteria are later applied
offline after the data has already been written to disk or tape for further analysis.

The trigger path for high-energy electrons is comprised of three separate triggers,
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one at each level of the three-tier trigger system at CDF: L1_CEM8_PT8, L2_CEM16_PT8,

and L3_ELECTRON_CENTRAL_18. They are summarized below.

e L1_CEM8_PT8 (Level-1)
— One or more depositions of energy in the central EM calorimeters with
Er > 8 GeV; hadronic to electromagnetic energy ratio (HAD/EM) < 0.125

— One or more COT tracks found having p; > 8.34 GeV/c
e L2 CEM16_PT8 (Level-2)
— One or more depositions of energy in the central calorimeter with Ep > 16

GeV; HAD/EM < 0.125

— A requirement of || < 1.317 is imposed on the cluster centroid (also
referred to as the “seed”), thus guaranteeing that the cluster is located in

the central portion of the calorimeter

— Requires a match between tracks found in the COT at Level-1 to the cluster
within a window of ¢, as determined by multiple scattering interactions in

the detector

— Track pr > 8.34 GeV/c
e L3_ELECTRON_CENTRAL_18 (Level-3)

— Cluster Er is re-calculated by using the primary interaction location as
found by the track matched to the cluster
— Cluster Er > 18 GeV

— Track pr > 9.00 GeV/c

— A cut is made on the lateral shower profile of the cluster (Lg,, < 0.4)
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3.1.2 Offline Electron Selection

Selection requirements applied to data offline are cuts which are tighter than those
made online through the use of the trigger during data collection. This is done to
reduce the number of background events contained in our set of ¢¢ candidate events.
The offline selection criteria are listed in detail below, and summarized at the end of

this chapter in Table 3.1.

e Fr > 20 GeV

— Minimum energy Er deposited in the calorimeter of 20 GeV.
e pr > 10 GeV/c

— Minimum COT track momentum (transverse) of 10 GeV/c.
e Eyap/Epy < 0.055 4 0.00045 x E

— A tightened requirement on the Eyap/FEgy ratio to be less than ~0.055.
This cut further reduces the number of jets which are misidentified as elec-
trons. In general, electromagnetic showers occur within the first few radi-
ation lengths of the CEM and hence deposit little energy in the hadronic

sections of the calorimeter.
e F/p <20 (if Er <100 GeV)

— The ratio of the energy deposited by an electron in the CEM to the elec-

tron’s momentum is expected to be ~1.
e pr > 50 (if Er > 100 GeV)
— This suppresses high pr hadrons that fake electrons.

e () xAxr > —3.0 and < 1.5 cm
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— This cut uses the electron candidate charge, (), and Az of the track to
confirm that we are indeed using a CES track which falls within the allowed

extrapolation window in z.
e |Az| < 3.0 cm

— The variable Az is the distance in the r-z plane between the COT track
position and the CES chamber position. We extrapolate the COT track
into the CES region of the calorimeter and check if there are any CES hits

that lie within this window of Az.
i X?trip < 10

— The 2 from a comparison of the CES shower profile to our expectations

from test electrons. This is a cut on the quality of the shape of the cluster.
o Ly, <0.2

— The variable Ly, is the “lateral shower profile” for electrons. This variable
compares the energy of the seed tower in the electromagnetic cluster to
that of adjacent CEM towers. We require that the lateral shower profile
look similar to that seen with test beam electrons. We define Lgy, as:

Eobs _perp .
Loy = 0.14 x ), . . , where the sum is taken over towers
\/(0.14\/E)2+a§3m
7

adjacent to the seed tower, E?* is the energy deposited in the CEM tower

by the electron candidate, E;" is the energy expected from the test beam
electrons, 0.14v/E is the energy resolution of the CEM, and Opeer 1S the
uncertainty in E;". When the match with the test beam electrons is exact,

Lspr = 0.

e # COT Axial Segments > 3
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— COT tracks have a set of minimum requirements imposed on them (in
both axial and stereo dimensions) for the number of good segments and

the number of hits per segment.
e # COT Stereo Segments > 3
e |Az| < 60 cm

— Az is the difference between the displacement along the beamline of the
primary vertex (see Section 3.6) in a given event, and the displacement
of the electron track along the beamline. A cut on Az, guarantees that
we use a COT track which originates in only the optimal portions of the

tracking chamber.
e [solation

— An electron is expected to leave a well collimated energy deposit in the
calorimeters. Jets however, tend to leave large spread-out calorimeter de-
posits which are poorly collimated. We are able to reject a large number
of jets that fake electrons by looking at a variable called “isolation”. The
electron candidate isolation is calculated by measuring all of the E7r in both

the hadronic and electromagnetic calorimeters within a cone! of AR < 0.4

Er Ar<0.4—ET cle

around the candidate. The isolation is defined as: iso = T

Y

where Er ar<o.4 is the transverse energy within a cone of 0.4 and Er g is

the transverse energy of the electron candidate.
e Fiducial cuts

— For electrons, fiduciality cuts require that a cluster centroid falls within

the region of the detector well covered by the CES, and in an area of the

'AR is defined as: \/(ntower - ncentroid)2 + (¢t0wer - ¢centroid)2
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detector where the energy response from CEM phototubes is well under-
stood. Additionally, we require that the shower position, as measured by
the CES, be a good distance away from the CEM wedge boundaries and

any known inactive regions.
e Conversion removal

— Photons which interact with matter are capable of producing electron-
positron pairs. These electrons are known as “conversion” electrons. Con-
version electrons contaminate our sample when they fake the charged lep-
ton from W decay. A conversion removal algorithm is applied to all ¢t
candidate events which contain an electron that passed the tighter set of
offline cuts. This algorithm looks for electrons which may have come from
photon conversions within detector material that resides between the in-
teraction point and the calorimetry. A conversion electron is expected
to have a track initially parallel to it’s own due to the partner electron,
with an angular separation between itself and the partner track in the z-y
plane of < 0.2 and a separation in the z direction of < 0.004. Any electron
candidate with such a neighboring track is labeled as a conversion and is

rejected from consideration as the tight lepton in that event.

3.2 Inclusive High-p; Muons

Muon candidates are expected to have a track in the COT which points to hits in
the muon chambers. Muons are almost minimum ionizing particles, hence the energy
deposited by muons in the calorimeter is expected to be only a few GeV, independent

of momentum.
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3.2.1 Muon Triggers

As discussed previously in Section 2.2.3, there are three centrally-located muon de-
tectors: CMU, CMP and CMX. Muons in this dataset must follow the MUON_CMUP18
trigger path or the MUON_CMX18 trigger path.

The trigger path for high-energy muons observed in both the CMU and CMP
detectors, MUON_CMUP18 is comprised of three separate triggers, one at each level
of the three-tier trigger system at CDF: L1_CMUP6_PT4, L2 TRK8_L1_CMUP6_PT4, and

L3_MUON_CMUP_18.

e L1 _CMUP6_PT4 (Level-1)

— A muon stub in the CMU detector with p; > 6 GeV/c

— A track in the COT detector with pp > 4.09 GeV/c

Requires an additional “stub” in the CMP detector

Matching is done at Level-1 between the muon “stubs” and the COT track,

within a ¢ window just a few degrees wide
e L2 TRK8_L1_CMUP6_PT4 (Level-2)

— One or more tracks in the COT detector ranging between ¢ of 0 and 7

— A track in the COT detector with py > 8 GeV/c
e L3_MUON_CMUP_18 (Level-3)

— a match between tracks in the COT and muon stubs in both the CMU
and CMP detectors, allowing a window in r-A¢ less than 10 cm for CMU
stubs and 20 cm for CMP stubs

— COT track with pr > 18 GeV/c
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The trigger path for high-energy muons observed in the CMX detector, MUON_CMX18,
is comprised of three separate triggers, one at each level of the three-tier trigger system

at CDF: L1_CMX6_PT8_CSX, L2_AUTO_L1_CMX6_PT8_CSX, and L3_MUON_CMX18.
e L1 CMX6_PT8_CSX (Level-1)

— A muon stub in the CMX detector with p; > 6 GeV/c

— Hits are required in the CSX detector

— A track is required in the COT which is passing through at least 4 layers
of the detector and with py > 8.34 GeV/c

e L2 AUTO L1 CMX6_PT8_CSX (Level-2)

— This trigger is an auto accept trigger; no additional requirements are im-

posed on the data at this level
e L3_MUON_CMX18 (Level-3)
— COT detector tracks matched to a CMX stub in a window of r-A¢ of less

than 10 cm

— A COT track with pr > 18 GeV

3.2.2 Offline Muon Selection

Position information from the COT and muon chambers can be used together to ex-
trapolate the path of a muon through the CDF detector. More stringent requirements
regarding the amount of electromagnetic or hadronic energy associated with muon
candidates are applied offline than those imposed online during data collection. The
offline selection criteria are listed in detail below, and summarized in Table 3.1 at the

end of this chapter.

e pr > 20 GeV/c
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— Muons from W decay are expected to have high-py. Our lower bound of

20 GeV/c on the muon py reflects this expectation.
e Fpy < max(2.0,2.0+0.0115 x (p — 100.0)) GeV

— The energy deposited by a muon passing through a CEM tower must be
less than 2.0 or (2.0+0.0115 x (p —100.0)) GeV, whichever is a maximum.
This ensures that muon candidates in the dataset are consistent with our

expectations for minimum ionizing particles.
e Eyap < max(6.0,6.0+ 0.0280 x (p — 100.0)) GeV

— The energy deposited by a muon passing through a central hadronic calorime-
ter tower must be less than 6.0 or (6.0+0.0280 % (p—100.0)) GeV, whichever
is a maximum. The threshold for the hadronic region of the calorimeter
is higher than that for the electromagnetic region because the hadronic

region contains more material for the muon to interact with.
e |Az|cpy < 3.0 cm

— This is a COT - muon detector (CMU) matching requirement. The ex-
trapolation of a COT track to the muon chambers must fall within Az of

the associated hits in the CMU detector.
° |Aaj|C’MP < 5.0 cm

— This is a COT - muon detector (CMP) matching requirement. The ex-
trapolation of a COT track to the muon chambers must fall within Ax of

the associated hits in the CMP detector.

e |Az|cyx < 6.0 cm
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— This is a COT - muon detector (CMX) matching requirement. The ex-
trapolation of a COT track to the muon chambers must fall within Az of

the associated hits in the CMX detector.
e |Az)| <60 cm

— Az is the difference between the displacement along the beamline of the
primary vertex (described in Section 3.6) in a given event, and the dis-
placement of the muon track along the beamline. A cut on Az, guarantees
that we use a COT track which originates in only the optimal portions of

the tracking chamber.
e |dy| if no silicon hits < 0.2 cm

— The impact parameter, dg, is used to help with the rejection of cosmic rays
which pass through the CDF detector and might enter the dataset. d
is determined using the track which has been matched to the hits in the
muon detector. The cut on impact parameter is looser for tracks which do

not have silicon hits than for those which do.

|do| if silicon hits < 0.02 cm

# COT Axial Segments > 3

— COT tracks have a set of minimum requirements imposed on them (in
both axial and stereo dimensions) for the number of good segments and

the number of hits per segment.

# COT Stereo Segments > 3

Isolation < 0.1

— Like electron candidates, muon candidates have a maximum value of iso-

lation imposed on them. For muons, isolation is calculated the same as for
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electrons, although here we do not need to subtract the muon py. To mea-
sure muon isolation we measure all E (both hadronic and electromagnetic)
in a cone of AR < 0.4 around the track which has been matched to hits in
the muon detectors. The isolation is then determined as: iso = %,
where pr muon 1 the pr of the muon track calculated using hit information
from the COT and Eragr<os is the transverse energy within a cone of

AR < 0.4.
e COT exit radius (for CMX muons) > 140 cm

— The exit radius requirement is imposed on CMX muons only, to guarantee
that muons passing through the COT detector had the opportunity to pass
through a minimum number of COT layers prior to being matched to hits

in the CMX.
e Cosmic Veto

— Cosmics removal [57, 58]: The mesonic, or “hard”, component of cosmic
rays manifest themselves in the CDF detector as muons from pion decay
in the upper atmosphere of the Earth. It is possible to reconstruct these
muons in our detector, although they did not originate from the interaction
point or come from the proton-antiproton collisions. Most cosmic rays pass
through the CDF detector leaving two signatures in the muon detectors
separated in ¢ by 180° and separated in time as the muon passes from one
end of the detector to the other. The cosmic veto algorithm is capable of
rejecting cosmic rays by cutting on the A¢ between a reconstructed muon
and any other muon stub found in the detector while considering the timing

information obtained for the calorimetry and tracking detectors.
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3.3 Jet Selection

The quarks which come about during proton-antiproton collisions through gluon split-
ting, the decay of W and Z bosons, or many other processes, eventually hadronize
and manifest themselves in the CDF detector as showers of neutral and charged par-
ticles which leave energy deposits in various sections of the calorimeter. High-energy
physicists call these showers of energy “jets.” In a detector environment, jets are
identified by using an algorithm that groups the individual calorimeter energy de-
posits in neighboring towers together into what is called a “cluster.” Jets which have
been used in this analysis are reconstructed offline using the JetClu tower clustering
algorithm.

The JetClu algorithm organizes the energies measured in the calorimeter towers
and assigns all towers with an energy greater than 3 GeV as “seed” towers. Clustering
begins with the highest Fp tower in any given event, and the seed is taken to be the
geometric center of the reconstructed jet. All neighboring towers within AR < 0.4
of the seed tower are grouped together into the same cluster. After all neighboring
energy deposits within the specified cone of AR have been included, a new energy-
weighted centroid is calculated and the clustering algorithm begins again using the
centroid as the new geometric center of the cone. Once JetClu has incorporated a
tower into a cluster, that particular tower is excluded from being included in any
other jet.

The lepton-plus-jets events used by this analysis are required to have four jets.
All four of these jets may be “tight,” or we could accept events where three jets are
tight and one jet is “loose,” where the Ep requirement on one jet has been relaxed.
Tight jets are defined as jets with Ep > 15 GeV and |n| < 2.0 (the jet must be in the
central or plug region of the calorimeter). Loose jets have the same 7 requirement as
the tight jets, however the Er requirement is relaxed down to Fp > 8 GeV. Events

with three tight jets and one loose jet, or four tight jets are referred to as “3.5-jet
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events” and “4-jet events,” respectively. The acceptance of 3.5-jet events is allowed
because this analysis requires at least four high-FE7 jets in each event for the purpose
of kinematic fitting (this is discussed further in Chapter 4). It is worth noting that
jet energies need to be corrected for calorimeter mis-measurements before Ep or n

cuts are applied (as discussed in Chapter 7).

3.4 Secondary Vertex b-Tagging

Most of the non-tt events which pass the lepton-plus-jets event selection criteria are
not processes which contain any heavy flavor b or ¢ quarks in the final state. A b-
quark “tagging” technique, similar to one that was used to discover the top quark at
CDF during Run I of the Tevatron, is used in this analysis. This method identifies B
hadron decays by looking for the displacement of a secondary vertex relative to the
primary vertex. This is known as the “SecVtx” tagging algorithm. Secondary vertex
b-tagging keeps more than half of the ¢ signal events while rejecting ~95% of the
background events. The b-tagging technique and the SecVtx algorithm are described
in more detail elsewhere [44, 59]. The efficiencies for this algorithm to tag a jet in
detector and Monte Carlo data are not the same. Studies were carried out at CDF
to determine these efficiencies as a function of jet Ep; the ratio of these two values
averaged over jet Ep is known as the “scale factor”. The scale factor is well-fitted by
a straight line and does not appear to depend on jet Ep [44].

The lepton-plus-jets events observed in the data can be analyzed before or after
the SecVtx tagging algorithm has been run over the data. The “pre-tagged” sample
consists of events which pass the lepton-plus-jets event selection criteria, but have
not yet had the b-tagging algorithm run over them. The pre-tagged sample is useful
for background studies, in particular estimates of the non-W QCD background (see

Chapter 5).
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3.5 Missing Transverse Energy

In proton-antiproton collisions at the Tevatron, the total transverse energy (Ep =
E -sin ), where 6 is determined assuming that the interaction point is in the very cen-
ter of the detector) should sum to zero since the colliding protons and anti-protons
are known to have zero momentum in the transverse (z-y) plane. For each of our
tt candidate events, we take a vector sum of the transverse energy of all calorimeter
towers and muons in the event. The difference between zero and this vector sum is
taken as the missing transverse energy, Fr. There are many sources of Fr: neutrinos
in the event which escape the detector without having their energy measured di-
rectly, charged or neutral particles which escape the detector through cracks between
calorimeter wedges or gaps in muon coverage, or even energy mis-measurement.? In
the lepton-plus-jets dataset, we expect events with missing transverse energy due to
the neutrino from semi-leptonic top decay in ¢t events.

When tracks are reprocessed offline, a curvature correction has an impact on the
muon pr. Accordingly, we correct the x and y components of the r to account for

this:

Er,x = ET,CE + (pT,uncor - pT,corr) * COS(¢uncor) (31)

E]‘,y — ET,y + (pT,uncor - pT,corr) ) Sin(¢uncor)- (32)

Up to this point, the Fr has been calculated using raw jet energies. The jet energies
are corrected prior to the application of our E7p cuts (see Chapter 7), so components of
the Fr now need to be adjusted for the difference between the raw and the corrected

jet energies. This is done for all jets, which after being corrected, have £ > 8.0 GeV

2If the true interaction point is off-center, the angle # will be distorted and the calculated Er
will be incorrect.
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and which lie in the pseudorapidity range |n| < 2.5:

ET,IL‘ = ET,I + (ET,Taw - ET,corr) : COS(¢raw) (33)

Ef,y = Er,y + (ET,raw - ET,corr) : Sin(¢raw)- (34)

The final corrected I vector is determined simply by summing the above components
in quadrature and then taking the square root, as below in Equation 3.5. During the

offline analysis of the data, we impose a final cut of > 20 GeV on the corrected Fr.

Br =\/Ero’ + By’ (3.5)

3.6 Primary Vertex

Some of the lepton-plus-jets selection criteria require knowing the position of the
interaction point (i.e., where the proton and antiprotons are focused to collide), also
known as the primary vertex. Calculations for E7 as well as Fr rely on knowing the
position in z where the collisions occur on an event-by-event basis.

Initially, stand-alone tracking using information from only the silicon and COT
detectors is used to determine the primary vertex z position. A set of minimal quality
requirements are imposed on both silicon and COT tracks; tracks which pass these
requirements are then used by the tracking algorithm to triangulate vertices in the
r-z plane. There is a high fake rate for these vertices. Applying the primary vertex
finder, ZVertexColl, imposes more stringent criteria on the number of tracks and
the minimum pz, hence cleaning up the stand-alone tracking vertices. ZVertexColl
requires that vertices contain tracks with either silicon or COT hits associated with

them. The lepton-plus-jets dataset used by this analysis only considers vertices with
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at least two tracks that contain COT hits [60].

A point of origin along the z-axis, known as zg, is assigned for all tracks in the
event. If a track happens to pass within 1 cm of a silicon stand-alone vertex, or
within 5 cm of a COT stand-alone vertex, it is considered to belong to that vertex.
To determine the position of the vertex, the z, of all tracks for a particular vertex are

weighted by their errors
20:/02
Z = ZZ Zi://62l (3,6)

where the sum is taken over all tracks that have been associated with a particular
vertex, zp,; and d; are the z; and the associated error of the ith track, respectively.
The PrimeVtx algorithm [42] is used to find the x and y coordinates of the primary
vertex—this information is essential for the b-quark tagging algorithim. Starting from
an input vertex with a given xg, yo and zy position, the primary vertex is calculated
on an event-by-event basis by PrimeVtx. This input primary vertex is the beamline
position which has been measured during proton-antiproton collisions. Some require-
ments on Az and the impact parameter, dy, are imposed on the tracks prior to being

considered by the vertexing algorithm:
® |2 — Zyerter| < 1.0 cm
e |dy| < 1.0 cm (with respect to the beamline)
e |do|/o < 3.0 (with respect to the beamline).

After passing these selection criteria the tracks are ranked by decreasing pr. Only
the highest pr tracks which pass the selection criteria (limited to no more than 50
tracks) are used in a fit to the primary vertex. The PrimeVtx algorithm removes the
tracks with the worst fit; this is determined by requiring X?‘it < 10. The algorithm
continues this process of fitting and track rejection based on Xfcit iteratively, until

there are no tracks in the fit which have a x%; > 10. The precision obtained in the
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determination of the vertex x and y coordinates is ~25-30 pym, but strongly depends

on the z position of the vertex [61].

3.7 The Lepton-plus-Jets Event Selection

Several additional cuts are applied to the candidate events to purify the lepton-plus-
jets sample. These are listed in detail below, and can also be found at the end of this

chapter in Table 3.1:

One tight high-p; lepton

— A single tight electron or muon as described previously in Sections 3.1.2

and 3.2.2

Fr > 20 GeV

— Missing transverse energy > 20 GeV (as discussed in Section 3.5)

3.5 or 4 jet events

— Requirement of at least one b-tagged jet

7 veto:

— The Z veto criteria removes events in which the invariant mass of the
charged lepton and another object in the event falls within a specific range
of the Z boson mass. It is the intention of this cut to eliminate events
which come from the decays of Z bosons, but which managed to pass the
more general lepton-plus-jets selection criteria when one lepton from the
decay of the Z is lost. Z bosons can mimic the signal of a W boson in the
CDF detector when one of the leptons from the Z decay are misidentified.

As an example, consider the decay Z — ee where one electron is included
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in the jet collection, or falls into a crack between calorimeter wedges. The
veto rejects events where the tight lepton and any second object form an
invariant mass between 76 and 106 GeV/c?, which corresponds to a 415

GeV/c? window around the 91 GeV/c? Z boson mass.
e Dilepton veto

— This is done to ensure that no ¢ candidate events which belong in the

dilepton sample make it into the lepton-plus-jets event sample.

3.8 Summary

The number of events collected in the lepton-plus-jets channel at CDF was dependent
on many factors, the largest of which were the center-of-mass energy of the collisions

and most importantly the total integrated luminosity.
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Variable Value

Global Event Quantities

Z and Dilepton Veto Applied
Br > 20 GeV
# tight leptons 1
Jets

Er > 15 GeV (“tight” jet)
Er > 8.0 GeV and < 15 GeV (“loose” jet)
n| <20

Tight Electrons
Fiducial and CEM True
Er > 20 GeV
P > 10 GeV/c
E/p (if Er < 100 GeV) < 2.0
Q x Az > 1.5 and > 3.0 cm
|Az] <3 cm
thrip <10
L, < 0.2
# Axial Segments >3
# Stereo Segments >3
|AZO| < 60 cm
I[solation < 0.1

Conversion (AA < 0.03 and Ar <0.3) False

Tight Muons

Cosmic Veto Applied

CMUP or CMX True

P > 20 GeV/c

Egnm < max(2.0,2.0 + 0.0115 x (p — 100.0))
Eyap < max(6.0,6.0 + 0.0280 x (p — 100.0))
|AIL‘|CMU < 3.0 cm

|A:L'|CMP < 5.0 cm

|A:L'|CMX < 6.0 cm

|Az| < 60 cm

|do| if no silicon hits < 0.2 cm

|do| if silicon hits < 0.02 cm

# Axial Segments >3

# Stereo Segments >3

I[solation < 0.1

COT exit radius (for CMX) > 140 cm

Table 3.1: Identification and kinematic cuts for electrons, muons and jets.
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Chapter 4

Measurement Method

This analysis measures the fraction of longitudinal W bosons produced in top quark
decays by analyzing the cos6* distributions of ¢¢ candidate events. For each lepton-
plus-jets event, the quantity cos #* is calculated from the m;, approximation as defined
in Equation 1.13 using the isolated charged-lepton four-momentum and the four-
momentum of the jet chosen by a kinematic fitter as being the most probable match
to the b parton in top quark decays where ¢ — Wb — [vb. The fraction of longitudinal
W bosons is then extracted by comparing the reconstructed cos@* distributions in

data with different templates using a binned maximum likelihood fit.

4.1 Event Reconstruction

As was mentioned in Chapter 1, in the interests of obtaining the highest precision pos-
sible for this measurement it is important to correctly identify the leptonic-b when
using the my, approximation for cosf*. At the early stages of this analysis, tests
were performed on ¢t Monte Carlo lepton-plus-jets events using various methods in
an attempt to select the jet corresponding to the true leptonic-b parton the largest
fraction of the time. During these studies numerous approaches were tried; for exam-
ple: choosing the highest Er jet in the event, choosing the jet closest to the charged

lepton, always choosing the tagged b jet, using the jet matched to the leptonic-b by
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Method Corr. b Selected
Kinematic Fitter 60 — 70%
Closest b-tagged jet to the lepton 54%
Furthest b-tagged jet from the lepton 49%
Closest of two highest-Er jets to the lepton 35%
Closest jet to the lepton 30%
Randomly selected jet 25%

Table 4.1: The results of various methods attepted to match jets to the correct b-
parton. Percentages shown reflect the fraction of the time that each method matches
a jet to the correct b-parton.

a kinematic fitter, or even choosing a jet at random. These studies demonstrated
that using the jet assigned to be the leptonic-b by a kinematic fitter'! was the best
approach, as it correctly made this assignment the largest percentage of the time
(Table 4.1).

In choosing a jet as the most probable match to the b parton in the lepton-plus-
jets sample, each event is treated as a tt signal with top quark decays according to
the standard model and kinematically reconstructed while constraining the top mass
to 175 GeV/c?. The three-momenta of the charged lepton, two b quarks and two
light quarks are used in this reconstruction. Electron energy and muon momentum
are measured with the calorimeter and tracking chamber. Information on b and light
quarks are taken from the four highest Er jets in the event. Jet energies are corrected
for energy losses in cracks between calorimeter detectors and absolute hadron energy
scale. Corrected jet energies are then required to be converted to the original parton
energies (from top or W decays) in order to reconstruct the constrained invariant mass
of the top quark. These corrections were derived using a HERWIG [62, 63] t¢ Monte
Carlo sample, and depend on the parton type. The corrections, called the “top-
specific corrections,” have the primary purpose of unfolding the effect of the large

jet energy resolution using the expected pr spectrum of jets from ¢ Monte Carlo,

Tt is worthwhile to note that the kinematic fitter used by this analysis is exactly same as that
used by CDF to make the top mass measurement.
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whereas the generic jet corrections assume a flat jet pr spectrum (see Figures 4.1
and 4.2). Additionally, by treating jets from b quarks and light quarks separately,
the top-specific corrections account for the different hadronization properties of the
different jet types, and for the presence of semi-leptonic decays in b jets, in which the
energy of the neutrino is lost.

In ¢t lepton-plus-jets events with four high Er jets, there are 4! = 24 possible
permutations of jet-to-parton assignments. However, because jet ordering will not
effect a calculation of the invariant mass of a hadronically-decaying W (for example,
the invariant mass of W — ¢g¢ will be the same for ¢g' = jet,jet, or g7 = jet,jet;)
there are really only 12 permutations of jet assignments that merit consideration.
For lepton-plus-jet events where one of the four Er jets is b-tagged the number of
permutations is reduced again by a factor of two, because it does not make sense
to assign a b-tagged jet to the partons from a W boson which decayed hadronically
(W — ¢q' can include decays to u, d, ¢ or s but rarely b). So, there are 6 ways
to assign four leading jets to the four partons in single b-tagged lepton-plus-jets ¢t
candidate events. Thus far we have ignored the missing energy aspect of lepton-
plus-jets events. Due to the ambiguity in the neutrino p,, the number of kinematical
combinations considered by the fitter for single-tagged events is 6 x 2.

The kinematic fitter assigns 5.0 and 0.5 GeV/c? for the masses of the b partons
and the light partons, respectively (the charm quark, c, is treated as a light-quark by
the kinematic fitter). In order to obtain the jet in the event which is most likely to
be correctly matched to the b parton from the semi-leptonic decay of the top-quark,

the kinematic fitter constructs a x? for MINUIT [65] fitting as follows:

9 (pi,ﬁtipi,meaS)Q (pUE,ﬁt_pUE,meaS)g
— T T J J
X - Zi:l,4jets 0'1.2 + Z]’:x,y 0—12_ (4 1)
(M, —Mw)? | (Myj;—Me)* | (My, —My)?
LR P .

+ (1\4]‘]‘1:21\4v1/)2

w

where 0;—; and 0;—je; correspond to the resolutions of the charged lepton and the

67



four leading jets, p}fw’y and o;—,, correspond to the unclustered energy which is not
clustered into jets. In this fit, the transverse energy of the neutrino is defined as the
negative sum of the lepton, jet and unclustered energies. The two top quark masses
are both constrained to be 175 GeV/c? with a width T'; = 2.5, and the two W masses
are also constrained to be the same with My, = 80.41 GeV/c? and Ty = 2.12. In
each event, the lowest x? from 12 combinations (or only 4 combinations in the case of
double-tagged events) is selected as the best jet-to-parton assignment; this is referred
to as x2;,- Optimization studies were carried out to determine if cutting on x2,,
would yield measurements with even higher precision, these studies are discussed in
Section 4.3. As a result of the optimization studies, an additional requirement of
Xin < 20 is found to give the best expected statistical uncertainty on the measured
longitudinal fraction (the x2,, cut is effective at rejecting badly reconstructed ¢t or
background events). I find that a total of 31 candidates (out of 37 events in the
lepton-plus-jets tagged dataset) pass the x2. cut. From Monte Carlo studies I have
determined that this cut is ~90% efficient for signal events and rejects ~35% of the

background.

4.2 The Binned Likelihood Fitter

A binned likelihood fit is used to extract the longitudinal fraction, Fp, from the data
sample by comparing the cos #* distribution for all ¢¢ candidate events to Monte Carlo
templates for longitudinal and left-handed signal events, as well as a template for all

background events.

4.2.1 Acceptance Bias

Due to the angular distribution in which the charged leptons from left-handed W

decays go preferentially backwards in the W rest-frame (see Equations 1.9-1.11; the pr
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Figure 4.1: Top figure: The jet response, (p2*™" — pl¢*) /pi¢* " as a function of pi¢* for
b-jets and W-jets after only generic corrections are applied. Bottom figure: The jet
response as a function of e after applying tf-specific corrections that depend only
on pk'. Both of these figures are taken from [64], which details a measurement of the
top quark mass at CDF during Run II.
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Figure 4.2: Top figure: The invariant mass of jets from W daughters as a function of
p)Y after applying generic corrections (full circles) and pr and n-dependent corrections
(open circles). Bottom figure: The invariant mass of jets from W daughters as a
function of the average n of W jets after applying only pr-dependent corrections
(full circles) and pyr and 1 dependent corrections (open circles). In both figures,
MC events with a good jet-parton match are used. Both of these figures are taken
from [64], which details a measurement of the top quark mass at CDF during Run II.
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spectrum of the charged leptons is softer for left handed W decay than for longitudinal
W decay, as depicted by Figure 1.11). This means that leptons which come from the
decay of a longitudinally polarized W, for example, are more likely to pass the trigger
thresholds and offline selection requirements than leptons from the decay of a left-
handed W. I need to correct for this acceptance bias in the binned likelihood fitter
so that the true longitudinal fraction is measured. This derivation can be found in
the Run II CDF lepton pr analysis [17], and to be consistent with that reference the
same notation is used here.

The total number of left-handed, longitudinal and right-handed Ws which decay
leptonically (here meant to denote W — erv and W — puv) in top decays can be
expressed as:

n=mnr+ng+np (4.2)

where ny, ng and ng are the number of left-handed, longitudinal and right-handed
W:s, respectively. The number of leptons actually observed by the CDF experiment
are:

Nops — ALnL + A()TL() + ARTLR (43)

where A, Ay and Ay signify the individual fractions of leptons which pass the event
selection and trigger requirements. The true and observed fractions of longitudinal

W's may be expresssed as:

no
=" 4.4
=" (4.4

A
Fovs = n“:“’. (4.5)

Similarly, one can write down the true and observed fractions of right-handed W's:

Fp="R (4.6)
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A
Fobs = nR:LR. (4.7)

The observed longitudinal fraction, F¢", can then be written as a function of F, and

Fg, the true longitudinal and right-handed fractions:

F3"(Fy, Fr) = (4.8)

Since Fp, as predicted by the standard model, is expected to be very small (identically
zero in the limit of a massless b), we set Fp = 0 for this analysis. The expression for

the observed longitudinal fraction in our fitter simplifies to:

¥ (Fy) =

: 4.9
14 CLL()(FLO - 1) ( )

where arg = Ap/Ap denotes the ratio of left-handed to longitudinal acceptances.
Using the MadEvent signal Monte Carlo, I have measured this ratio of acceptance
fractions to be ary = 0.8327 + 0.0005. Equation 4.9 serves to correct the bias on
Fy imposed by the event selection requirements. Recall that reconstructed charged-
leptons are required to have pr > 20 GeV. Charged-leptons from left-handed W
bosons have a softer pr distribution than charged-leptons from longitudinal Ws. As
a consequence, the pr requirement biases the data samples to have a higher average
longitudinal fraction. The likelihood fitter uses Equation 4.9 for F¢*(Fy) when F €
[0, 1], but when Fy ¢ [0,1] the F¢*(Fp) used in our prediction expression is simply

Fy. This is done to avoid discontinuities in the correction terms.
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4.2.2 The Likelihood Function

To extract Fp from the data, I use a binned maximum likelihood technique with the

likelihood function defined as:

No qu_”ie—ui
L =GB o) || (4.10)
=1

Y

where
1 _ (B—Bg)?
2

e 20 4:]_]_
VvV 2mo? ( )

is a Gaussian constraint on 3, the fraction of events due to background processes.

G(ﬁ’ 307 U) =

The mean 3, and the width o of the constraint describe an a priori estimate of the
background content of the lepton-plus-jets sample. The product in Equation 4.10 is
over all bins, where N, denotes the maximum number of bins. py; is the predicted
content of bin ¢ and x; is the number of data events observed in bin 7. The prediction,

i, can be expressed as
pi = Ne (BTo + (1= B) Fg™(Fo)To; + (1= B8) (1 = Fg™(Fo)) Tri), - (412)

where T3 ; denotes the content of the ith bin for the background template; Tp; and Tt ;
denote the bin content for the th bin of the longitudinal and left-handed templates,

respectively.

4.3 Kinematic Fitter Optimization Studies

As mentioned earlier, I use a kinematic fitter as the optimal way of correctly choosing
the “leptonic-b” in an event. However, it is worthwhile to note that the top mass
fitter operates in two modes (the free-fit mode where the two top quark masses in the

event must be equal but are allowed to float, and constrained mode where again both
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top quark masses must be equal but are now fixed to a set value) and the sensitivity
for measuring F{ differs between them. Furthermore, it was noted that cutting on
the variable? Am; when using the kinematic fitter in the free-fit mode, or x2 .. for the
constrained-fit mode has the potential to increase the precision of this measurement.

To determine which method and cut to use for the measurement, I carried out
a series pseudo-experiments using the binned likelihood fitter of the form specified
in Equation 4.10 with signal and background templates created from events gener-
ated by Monte Carlo programs. Measurements made during pseudo-experiments are
conducted exactly like those on actual detector data, the only difference is that the
events used to make the measurement during pseudo-experiments come from Monte
Carlo event generator programs. In the case of pseudo-experiments conducted for
these optimization studies, the “data” events are cosf* values randomly selected
from histograms of signal or background Monte Carlo events® (Figures 5.1 and 5.4
in the next chapter depict these histograms). The total number of events in each

_ pNe#

pseudo-experiment, IV, is selected from a Poisson distribution P(N) = “=—, where

P(N) is the probability of observing a number N and p is the mean. The mean used
for these studies is the number of events observed in the true lepton-plus-jets dataset
with ~162 pb~! (31 events). The fraction of background events is determined from
the background estimate in Table 5.3 of the next chapter.

For each pseudo-experiment a measured value of Fj is returned by the likelihood
fitter. During the optimization studies, the measured Fj values for a total of 10k
pseudo-experiments were histogrammed together and fit to a Gaussian. During any
given set of 10k pseudo-experiments the x2. cut or the Am; cut would remain fixed.

The width of the distribution fitted to a Gaussian is taken as the precision of the

2Amy = |Myop fitter — Mitop,pDG |- In other words this variable is defined as the absolute difference
between the PDG top mass, and the mass returned by the fitter in free-fit mode.

3This procedure is a bit like generating a sin ¢ distribution in the ¢ interval [0, 7] by randomly
choosing a ¢g value in this interval, and then keeping or rejecting the value depending on whether
or not a second randomly chosen number between [0, 1] is < sin ¢yp.
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‘ Free Fit H Constrained Fit

Amy cut [GeV/c?] | Uncertainty Fy || x2,;, cut | Uncertainty Fp
< 00 + 0.34 < 00 + 0.30
< 100.0 + 0.34 < 50.0 + 0.29
< 75.0 + 0.34 < 30.0 + 0.29
< 60.0 + 0.33 < 25.0 + 0.28
< 50.0 + 0.31 < 20.0 + 0.28
< 40.0 + 0.30 < 15.0 + 0.28
< 30.0 + 0.30 < 10.0 + 0.27
< 20.0 + 0.30 < 5.0 + 0.29
< 15.0 + 0.31
< 10.0 + 0.35
< 5.0 -

Table 4.2: The results of pseudo-experiments carried out for optimization studies.
The uncertainty on the uncertainties are not shown, but are about 40.02.

measured Fj returned by the likelihood fitter for a set of pseudo-experiments carried
out with that particular cut.

The results of these pseudo-experiments are shown in Table 4.2. For the measure-
ment in the data one wants to use the method and cut which will yield the greatest
precision. It is clear from this table that the constrained fit has a higher overall pre-
cision than the free fit. The table also reflects shallow minimums in the uncertainty
values for the ranges of both cuts. To reach a decision about which method and cut to
use for the measurement, I also examined the signal and background acceptances for
each of the two methods (shown in Figure 4.3). I choose the constrained fit because it
yields the highest overall sensitivity. I choose the x2. < 20 cut because of the higher
acceptance of the signal events after making this cut (~0.90) and the relatively low

acceptance of background events (~0.7).

4.3.1 Verification of the Likelihood Technique

To get a feeling for the sensitivity of measuring Fy with the constrained fit and a

X2 < 20 cut, T ran 10k pseudo-experiments where the standard model expectation
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Figure 4.3: The results of signal and background acceptance studies for the free and
the constrained fits from the top mass fitter.

for the fraction of longitudinal W’s (Fy = 0.70) was used. Figure 4.4 shows the values
of Fyy returned by the fitter for 10k pseudo-experiments using the xZ. < 20 templates.
Fitting a Gaussian to the distribution of measured Fj values returns a mean measured
value of 0.70+0.30. The width of the Gaussian, 0.30, is our expected statistical
uncertainty. The pull distribution from the same 10k pseudo-experiments was also
examined and as Figure 4.5 shows, I obtain a pull distribution with a mean of ~0
and a o of ~1. This means that the likelihood fitter does not bias the measurement,
and that the uncertainties returned by the fitter are accurate. Do note that the
likelihood fitter does not restrict measurements to the physical region Fy € [0, 1].
How to interpret non-physical results which might be returned by the likelihood fitter

is addressed in Chapter 8.
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Figure 4.4: A Gaussian fit to the distribution of F$** measured values for 10k pseudo-
experiments where the constrained fit and a xZ;, < 20 cut were used.
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Figure 4.5: A Gaussian fit to the pull distribution for 10k pseudo-experiments where
the constrained fit and a X12nin < 20 cut were used. We define the pull as (Fjre —
F[;zctual)/(sFOmeas..
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Chapter 5

Models of Signal and Background

A typical bunch crossing at the Tevatron results in the production of numerous par-
ticles traversing the CDF detector. An event signature, such as that for ¢¢ lepton-
plus-jets events is a single, isolated lepton, high Fr and numerous high-py jets. It
is difficult and extremely time consuming to calculate such interactions analytically.
Instead, high-energy physicists rely on Monte Carlo' programs for modeling signal
and background processes. Small backgrounds from mis-identified secondary vertices,
fake Ws and higher order processes such as Wbb production are estimated a priori
using Monte Carlo calculations as well as independent measurements in control data
samples.

Generator-level Monte Carlo (MC) programs provide physicists with lists of par-
ticle four-vectors, however data from the experiment does not consist of nice clean
four-vectors, and thus it is extremely difficult to make a successful direct comparison
of generator-level MC to detector data. In order to make a comparison of theory
to data, a detailed detector simulation program models the interactions of particles
with the material inside the detector, as well as modeling the detector readout. This
analysis uses several different event generators and complementary software to model

signal and background events as well as their interactions with the CDF II detector.

'In physics, the term Monte Carlo is used to describe tools that are used to calculate an average
by random sampling instead of sequencing through all theoretically possible combinations. The
name is taken from a city famous for gambling-Monte Carlo, Monaco.
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Most of the measurements of acceptance and efficiency are carried out using
PYTHIA v6.2 [66] or HERWIG v6.5 [62, 63] Monte Carlo programs. Leading order matrix
elements are employed by these generators for hard parton-level scattering processes,
followed by parton showering to simulate gluon radiation and fragmentation. These
generators are used in conjunction with the CTEQSL parton distribution functions [67].
For accurate modeling of b and ¢ hadron decays in the simulation of heavy-flavor jets,
the decay algorithm QQ v9.1 [68] is used.

Special care is required to estimate the b-tagged backgrounds due to higher-order
QCD processes such as Wbb and Wee. A study [44] of backgrounds in the b-tagged
sample was conducted using the ALPGEN [69] leading-order matrix element Monte
Carlo program to generate final states with multiple partons. These parton-level
events are passed on to HERWIG and QQ for parton showering as well as b and ¢ hadron
decay.

The response of the CDF II detector to particles produced in pp collisions is repro-
duced by detector simulation. The detector geometry database used for simulation
is identical to that used for offline event reconstruction. The GEANT3 [70] program
is used by this offline software to track particles through various types and config-
urations of material. The deposition of charge in the silicon detectors is calculated
using a simple geometric model based on the path length of the ionizing particle and
a Landau distribution. The drift model for the COT tracker uses a parameterization
of the GARFIELD [71] simulation tool where the parameters have been tuned to match
the COT data [41]. Simulation of the calorimeter is done using the GFLASH [72] pa-
rameterization package interfaced with GEANT3. The GFLASH parameters are tuned
to match the results of test beam data for electrons and high-pr pions. Additional
detail on the CDF II detector simulation can be found elsewhere [73].

In all signal and background MC data samples, I apply the lepton-plus-jets event

selection criteria, followed by kinematic reconstruction with a cut on the lowest 2 fit
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as described in Chapter 4. The cos #* distribution in each sample is obtained using
the my, approximation (Equation 1.13), where the invariant mass my, is calculated
on an event-by-event basis using the four-momenta of the charged-lepton and the jet
assigned to the b-parton by the MINUIT [65] fitter.

The remainder of this chapter gives specifics about the generation of Monte Carlo
to model the signal and background events, details of both the calculation of the
various background contributions and the modeling of the cos#* distributions for

each of these contributing backgrounds.

5.1 Models of Signal

Several sets of tf signal Monte Carlo data were generated for use by this analysis.
Signal MC data was generated to create the cos#* distributions used as signal tem-
plates by the likelihood fitter, as well as ¢ signal MC samples created for systematics
studies.

Signal MC data intended to model the left-handed and longitudinal cos6* dis-
tributions used by the likelihood fitter were generated using a special fixed-helicity
package spawned from leading-order MadEvent [74, 75] ¢ Monte Carlo.? MadEvent
fixes the helicity of one W boson to 0 or +1 in the top rest-frame, while the helicity of
the second W takes on values predicted by the standard model (i.e., ~70% longitu-
dinal and ~30% left-handed). Hadronization and fragmentation of the signal Monte
Carlo events is carried out using PYTHIA. Additional details regarding the generation
of these events can be found in Appendix D. The normalized signal templates used
by this analysis are shown in Figure 5.1.

Additional £ MC data was generated for use in systematics studies. PYTHIA and
HERWIG were both employed to generate this additional MC data. Some of these

events were generated with different top masses or parton distribution functions.

2The effects of NLO contributions to the W helicity in top decay are minimal [76, 77].
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Several samples have enhanced or reduced amounts of initial or final state radiation

(see Chapter 7 for further details).

5.2 Models of Backgrounds

Backgrounds in the lepton-plus-jets channel are those processes which produce event
signatures similar to the signal events: a single tight lepton, large I, and multiple
jets one or more of which is tagged as having a displaced secondary vertex. The non-
tt events in the lepton-plus-jets sample are from direct QCD production of heavy-
flavor quarks without an associated W boson, higher-order production of a W boson
with heavy-flavor quarks, mistags of light quark jets in lepton-plus-jets events, and
several other low-rate electroweak processes like single-top and diboson production.
In this analysis, I need both the normalizations and the cos 8* shapes for each of these
background contributions. The remainder of this chapter is devoted to describing the

estimate of these backgrounds in detail.

5.2.1 Non-IW QCD Backgrounds

The non-W QCD background is a mixture of events where an object identified in
the detector as a single isolated lepton does not come from the decay of a W (or
Z) boson but occurs in an event with large missing energy. There are several ways
that an isolated lepton can be faked in the detector: when part of a jet outside of
the jet-cone passes the isolation requirement, when a photon conversion is misiden-
tified as an electron, or when a pion with enough momentum to satisfy the muon
pr selection criteria punches through the calorimeter arriving at the muon detectors
to be misidentified. Real leptons in QCD background events arise from the semi-
leptonic decay of B hadrons. In these events, large missing energy can be faked

when jets are mis-measured, when part of a jet deposits some fraction of its energy

81



‘T < ,f 909 JO sanfea ute)qo ued em My — Jww < Y woym
pue uoryeurrxordde us o) w01} pajyenNOTed ST 90D ‘T Iojdey) Ul passnosip sy Y31 a1} 03 ST aje[duroy E:wﬁ [eurpnjrsuof
o} puR ‘3Jo[ oY) U0 UMOYS SI djerduro) [euSIS popury-)Jo] Y], "SISA[RUR ) S0D o} Ul pasn soyerduia) [euds pauurg :1°¢ oIn3r

«0 S0D +0 S02
g0 1o Z ST 1
Q\%\\w\\* ;,:; \%

LO
—
'

\

NN

NN
\
N

N
\\\\\\\\\\\\\\\\\\\\\ii\\\\\\\\\\\\\\\\\\‘.
N
N

¢00

\\t DR

\\&\

N
N
Ay

I\

\
NN

700

™
Q
o

I
NN \
N
NN
N

\\
\
\

<
-
o

—90°0

\
NITTTR

[Ty)
Q
o

suun Areniquy
suun Areaiqiy

NN

\:

NN

7

—80°0

N
N

900

NN

\\\Y\i\

N

i 100 1o

82



in a non-instrumented region of the calorimeter, or due to neutrinos in the case of
heavy-flavor quark decays. Several backgrounds are calculated by normalizing to the
total number of lepton-plus-jets events prior to b-tagging, so it is necessary to obtain
an understanding for the amount of QCD background contamination in the pretag
sample; some non-W QCD background events may be b-tagged. The non-W QCD
background shape and normalization are taken from measurements of real detector
data.

In events with leptonic decays of the W boson, the charged lepton is isolated and
there is large Fr due to the neutrino. In non-W events this is not necessarily the
case. The measurement of the non-W QCD background exploits the assumption that
the Fr and isolation of the tight lepton are uncorrelated in QCD events but highly
correlated in t¢ events. In other words, the o spectra for isolated and non-isolated
QCD background events look very similar. The non-isolated high-pr lepton events
are an enriched sample of QCD events. We can define side-band regions in the [r-
isolation plane to extrapolate the QCD expectations in the signal region (well isolated

with large Fr). We define four side-band regions in the Fr-isolation plane:
e Region A: isolation > 0.2 and Fr < 15 GeV
e Region B: isolation < 0.1 and Fr < 15 GeV
e Region C: isolation > 0.2 and Fr > 20 GeV
e Region D: isolation < 0.1 and Fp > 20 GeV (W signal region)

The ratio of non-IW events at low and high isolation in the low Jr region is assumed
to be the same as in the high K region. Thus, the number of non-W QCD events in

the signal region can be estimated by:

N,
ND,QCD = NC X N—B (51)
A
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The contamination of true W and t¢ events in the side-band regions is estimated using
Monte Carlo samples.

Some of the non-W QCD events are b-tagged and hence end up in the final event
count. One estimate of this background applies Equation 5.1 to the sample of b-
tagged events. Because this method is limited by the size of the tagged sample, the
isolation boundary for regions A and C' is lowered to the edge of the signal region
(to isolation > 0.1). The number of tagged events in the side-band region limits the
precision on this estimate.

A second method used to estimate the non-W QCD background scales the pretag
QCD fraction by the average tagging rate for QCD events. The advantage of this
approach is that it normalizes the background with the larger statistics available in
the pretag sample, but utilizes a reliable estimate of the tag rate. The tagging rate
in region B for events with two or more jets is applied to the number of taggable jets
in the signal region multiplied by the pretag non-W QCD background fraction.

Both non-W background estimates contribute to the weighted average shown in
Table 5.1. The non-W QCD shape used to model the contribution of these back-
ground events to the cos#* distribution in the lepton-plus-jets sample comes from
running over detector data with our usual lepton-plus-jets event selection criteria
while reversing the isolation cut. This assumes that the cos* distribution for the

non-W background from isolated and non-isolated high K events are identical.

5.2.2 Mistag Backgrounds

The mistag background is comprised of lepton-plus-jets events where the jet tagged
as having a SecVtx secondary vertex does not come from the decay of a heavy quark.
For the mistag background we determine the number of events passing the selection
criteria due to falsely tagging light-quark or gluonic jets. Detector simulation in

Monte Carlo is capable of accurately reproducing the tag-rates for heavy-flavor jets,
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however not for the light-quark jets (which is known as the mistag rate). The mistag
rate per jet is parameterized as a function of EE%“ of all jets in the event with
Er > 10 GeV and |n| < 2.4, the number of tracks, raw jet Er, as well as jet n and ¢.
This parameterization is known as the mistag matrix. Additional details regarding
the mistag matrix are discussed in Appendix E. The size of the mistag background
is estimated by weighting each taggable jet with its mistag rate in the pretag sample.
The mistag background estimate is shown in Table 5.1. The mistag matrix was run
over W-plus-jets events generated from ALPGEN matrix element Monte Carlo pushed
through HERWIG and the resulting shape was used to model the cos §* distribution for

this particular background.

5.2.3 W plus Heavy Flavor Backgrounds

A significant portion of the non-t¢ background for the tagged sample are processes
where a W boson is produced in association with heavy-flavor quarks. These processes
are Wbb, Wee and We production.

To estimate these backgrounds, the event generator ALPGEN [69] is used to calcu-
late exact matrix elements at leading order for a large set of parton-level processes
described by QCD and the electroweak interactions. ALPGEN provides a proper treat-
ment of heavy quark masses, spins and color flows. The heavy-flavor fractions, as
calculated by ALPGEN, are calibrated against the fractions measured in inclusive jet
data. Because these calculated fractions are observed to differ from those observed
in jet data by as much as 50%, they are renormalized [44]. These ALPGEN events are
then pushed through HERWIG for hadronizaton and fragmentation.

The total contribution to the background from the W-plus-heavy-flavor processes
is determined by multiplying the number of pretag lepton-plus-jets events in data
by the measured W-plus-heavy-flavor fraction and the tagging efficiency observed in

Monte Carlo. The heavy-flavor background estimate is shown in Table 5.1.
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Figure 5.2: A comparison of the W¢e and Whb shapes from Monte Carlo data. Due
to this agreement, and the low statistics of the Wee MC sample, the Wb cos 0*
distribution is used to model the Wce shape.
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Figure 5.3: A comparison of the We¢ and Whb shapes from Monte Carlo data. Due
to this agreement, and the low statistics of the We MC sample, the Wbb cos 0*
distribution is used to model the We shape.
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The cos§* distributions from Wbb, Wce, and We events are all modeled with
the Wbb Monte Carlo events since, within the statistics available for the W¢e and
We processes, these shapes were observed to be in agreement with that from W bb.
Significantly larger MC statistics are available for Wbb so I have used this shape to
model the distributions for all three contributions. Plots showing the comparison
of the cos@* shape for the Wb, Wce, and We Monte Carlo events are shown in

Figures 5.2 and 5.3.

5.2.4 Electroweak Backgrounds

Electroweak processes contribute six backgrounds to the lepton-plus-jets channel:
WW, WZ, ZZ, Z — 77, and the single-top s and ¢-channel production modes.
Calculation of electroweak backgrounds is done in a very straightforward manner.
These electroweak diboson backgrounds are difficult to measure directly, due to the
small value of their production cross-section multiplied by the branching ratios; the
contribution of these backgrounds to the lepton-plus-jets sample is predicted using
events from the ALPGEN matrix element Monte Carlo program pushed through HERWIG
for hadronization and fragmentation. The following formula is used to estimate the

expected number of background events, Nyiena, for each of these six processes:

kagnd =o0-BR:-SF- ( Z /ﬁdt * €accept * etag> (52)

lepton

where o represents the NLO theoretical cross-section, BR is the branching ratio for
a given process, SF is the b-tagging scale factor, [ Ldt is the integrated luminosity,
and €,ccept and €rap are the acceptance and tagging efficiencies, respectively. The sum
is taken over all lepton types.

All of the diboson backgrounds, with accompanying jets can mimic the event

signature of the signal ¢t lepton-plus-jets events. In the W background, one W
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can decay leptonically and the other hadronically. For the W Z background, the W
boson decays to a lepton-neutrino pair while the Z boson decays into a heavy-flavor
quark pair (¢ or bb). In the ZZ background events, one of the Z can bosons decay
hadronically to charm or bottom while the other can decay leptonically. If one of the
charged leptons from the Z is undetected, it can give the appearance of large Fr. In
the process Z — 77, the tf signal is mimicked when one 7 decays hadronically and
the other leptonically. The diboson and Z — 77 background estimates are shown in
Table 5.1.

Due to the very small contribution to the total background from the diboson and
Z — 77 processes, and the larger statistics available to model the Wbb events, the
Wbb shape is used to model the cos§* distribution for these backgrounds.

A single top quark can be produced through the electroweak interaction in associ-
ation with a bottom quark. At the Tevatron, single-top can be produced through two
mechanisms: the off-mass shell W production (s-channel), or through the W-gluon
fusion process (t-channel).

We model both the s and t-channel production modes with PYTHIA Monte Carlo.
We have sizable Monte Carlo samples for both s and ¢-channel single-top events, so
these samples are used directly to model the cos#* distributions coming from these

backgrounds. These background estimates are shown in Table 5.1.

5.2.5 Background Summary

In the tagged lepton-plus-jets sample, the requirement of at least one b-tag keeps
the size of the backgrounds relatively small. the largest fraction of the background
events come from QCD backgrounds where a jet has faked an electron or muon which
passes the lepton isolation cut, and W boson production associated with a heavy
b-jet or gluon jets with a mis-identified b (“mistags”). The expected total number

of background events is shown in Table 5.3 for the 3.5-jet and 4-jet cases. The
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Background Source 3.5 jets > 4 jets

Non-W QCD 1.7+£05 1.7+ 0.5
Mistags 1.6 £0.3 1.2 £0.3
Wbb 1.0+ 04 0.6 £ 0.3
Wee 044+02 | 02+0.1

We 054+02 | 02+0.1

WW/WZ/ZZ]Z = 77| 0200 | 0.1£0.0
Single top (s-channel) || 0.18 & 0.03 | 0.13 £ 0.02
Single top (¢-channel) || 0.12 £ 0.02 | 0.06 £ 0.02

Table 5.1: Background estimates in the 3.5 and >4-jet bins. These numbers do not
include the acceptance factors due to the x2;, < 20 cut (see Table 5.2).

background estimates of Table 5.3 take into account the event acceptance values for
each of the backgrounds. The x2. < 20 cut on each of the backgrounds gives rise to
several acceptance factors, determined for each background source from Monte Carlo
events. These acceptance factors are shown in Table 5.2. Note that the acceptances
for Wbb, Wce, We, diboson and Z — 77 events have all been determined from Wbb
Monte Carlo events and are listed in Table 5.2 under the entry “Heavy Flavor +
EWK”.

The shape for the total background is taken from a histogram comprised of a sum
of shapes where the individual distributions from the non-W QCD, mistags, Heavy
Flavor + Electroweak (EWK), s and ¢-channel single top are merged together. The
relative contributions of each background is taken from Table 5.3. The normalized
background distribution is shown in Figure 5.4; this is the shape is used by the

likelihood fitter as a template to model the background cos #* distribution.
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Background Source 3.5 jets > 4 jets
Non-W QCD 0.729 £ 0.075 | 0.775 £ 0.098
Mistags 0.683 £0.071 | 0.728 £ 0.076
Heavy Flavor + EWK | 0.639 £ 0.013 | 0.660 £ 0.015
Single top (s-channel) || 0.646 £+ 0.035 | 0.673 + 0.042
Single top (¢-channel) | 0.784 £ 0.077 | 0.698 £ 0.091

Table 5.2: Acceptance factors in the 3.5 and >4-jet bins. These numbers come from
running the event selection criteria (including the x?2,, < 20 cut) on Monte Carlo
events, or in the case of the non-W QCD contribution, data. Note that the diboson
and Z — 77 acceptance numbers have been estimated using the heavy flavor Monte
Carlo events (the table entry corresponding to “Heavy Flavor + EWK”).

Background Source 3.5 jets > 4 jets

Non-W QCD 1.24+04 | 1.3£04
Mistags 1.1£+£0.2 | 09£0.2

Heavy Flavor + EWK | 1.3 £ 0.5 | 0.7 £0.3
Single top (s-channel) || 0.124+ 0.02 | 0.09+ 0.01
Single top (t-channel) | 0.0940.02 | 0.04+ 0.01
Sub-total 3.88+0.68 | 3.05£ 0.59

Total 6.93+0.90

Table 5.3: Background estimates in the 3.5 and >4-jet bins calculated using the
pre-acceptance background estimates from Table 5.1 and the acceptance factor due
to the x%,, < 20 cut (Table 5.2). Note that the table entry for “Heavy Flavor +
EWK?” includes the background estimates for the diboson and Z — 77 processes.
For the 31 events which pass the selection criteria, the fraction of background events
is determined to be 5y = 0.22 + 0.03.
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Figure 5.4: The sum of individual contributions to the background cos §* template is
obtained from data and Monte Carlo events. Data is used to model the non-W QCD
background and Monte Carlo simulation is used to model the Mistag, Heavy Flavor
+ EWK (modeled using Wbb), and single top backgrounds. The normalizations are
taken from Table 5.3.
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Chapter 6

Results

A total of 31 tt candidate events pass the event selection criteria in the ¢ lepton-plus-
jets dataset. Using the my, approximation (Equation 1.13), and the leptonic b-jet as
determined by the kinematic fitter, cos#* is calculated for each of these 31 candi-
date events and a histogram showing the distribution of these values is constructed
(Figure 6.1). The a priori estimate of the background fraction is fy = 0.22 &+ 0.03,
as determined by the number of events in the background estimate of Table 5.3. A
maximum likelihood fit to the cos§* distribution associated with the 31 tf events
yields Fy = 0.997032 (stat.) for the fraction of longitudinally polarized W bosons
from top quark decays (the fit to the data events is also shown in Figure 6.1). The
statistical uncertainty obtained is consistent with our expectations, as determined by
running large numbers of pseudo-experiments (see Chapter 4). The positive asym-
metric uncertainty on this measurement takes Fy outside of the physically allowed
region, Fy € [0, 1]; in Chapter 8 the method of Feldman-Cousins [78] is used to make

a coherent statement about F{ outside of the physical range.
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Figure 6.1: The cos#* distribution for the lepton-plus-jets sample with signal and
background templates normalized according to their Maximum Likelihood Estimators
(MLEs) superimposed. Inset is the projection of negative log-likelihood along the Fj
axis for the fit to the data. As discussed in Chapter 1, cos 8* is calculated from the my,
approximation and when mj, > m? — M3, it is possible to obtain values of cos #* > 1.
Values of cos §* < —1 are not possible since m3, £ 0.
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Chapter 7

Systematic Uncertainties

Aside from the statistical uncertainty on the measurement of F, which arises due
to the finite size of the data sample, the systematic uncertainties associated with a
measurement of Fiy must also be considered. Systematic uncertainties can result from
the calibration of the measurement apparatus (e.g., the jet energy scale), assump-
tions made by the experimenter by using a model with parameters which are not
precisely known (e.g., the top mass), and the probability of detecting a type of decay
or interaction (e.g., event acceptance bias).

In this analysis, all of the systematic uncertainties are determined by running
large numbers of pseudo-experiments where each experiment is consistent with our
expected sample size and background composition. For each systematic source, I ran
multiple sets of such pseudo-experiments. More specifically, I generate data samples
from signal and background Monte Carlo events where the total number of events
in each experiment is allowed to fluctuate! according to a Poisson distribution about
a mean of 31, the total number of events observed in the true data sample. The
number of background events in each pseudo-experiment is also allowed to fluctuate,
however these fluctuations are constrained to a Gaussian with a mean and width of
6.9 and 0.9 events, respectively (as determined by Table 5.3). These Monte Carlo

events are reconstructed, I calculate cos#*, and fit the pseudo-experiment data using

T generate a random integer N according to a Poisson distribution P(N) = "NA‘?!_ " where P(N)

is the probability of observing a number N and p is the mean.
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the procedure described in Chapter 4. As is the case for determining many system-
atics in this analysis, the pseudo-data are generated from cos#* distributions that
I obtain after varying some particular aspect of our background or signal model by
one standard deviation. I fit the resulting pseudo-data with the default signal and
background templates and then compare this mean longitudinal fraction, Fjy, to that
measured using the default Monte Carlo.

I have considered the following sources of systematic uncertainty: The uncer-
tainty in the background shape, the top mass uncertainty, the uncertainty due to
the lack of understanding in the jet energy scale, uncertainties in the parton dis-
tribution functions, uncertainties in Monte Carlo program models, uncertainties in
the amount of initial and final state radiation, uncertainties in the SecVtx b-tagging
tagging efficiency and jet E7 dependence, the finite Monte Carlo statistics used in
signal template creation and the uncertainty in the acceptance correction. The re-
minder of this chapter discusses the contributions of each these to the total systematic

uncertainty.

7.1 Top Mass Uncertainty

According to the standard model, the top quark and W boson masses are the param-
eters which determines the fraction of longitudinal polarization in top decay (Equa-
tion 1.8). As discussed in Section 1.3, the mass of the top quark must be mea-
sured experimentally, as it is not predicted by the standard model. At the time that
this analysis was carried out, the world average for the top mass was: 174.3 £+ 5.1
GeV/c? [2]. The W boson mass is known with much greater precision than that of the
top, 80.4254+0.038 GeV/c? [2], which means that the uncertainty in the longitudinal
fraction due to the W mass is negligible, however the uncertainty due to the top mass

is not. The longitudinal fraction increases with increasing top mass (see Table 7.1).
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Top mass | Longitudinal Fraction
165 0.678
170 0.691
174.3 £ 5.1 0.701 £ 0.012
180 0.715
185 0.726

Table 7.1: The fraction of longitudinal W bosons for various top quark masses, as
predicted by the standard model. The uncertainty in the longitudinal fraction for
my = 174.3 GeV /c? reflects the propagation of error on the top and W masses. The
W mass used to obtain the numbers in the above table is 80.423 £ 0.039 GeV/¢? [2].

The systematic uncertainty due to the top mass is estimated from the use of
three sets of 10k pseudo-experiments where the number of events in each experiment
is Poisson fluctuated about a mean of 31 events; one set for each of the masses:
my = 170, 175, and 180 GeV/c?, which correspond to a shift of one standard deviation
in either direction on the measured top quark mass. The HERWIG [62, 63] Monte Carlo
program was used to generate tf events with these different top mass values, followed
by full detector simulation. The background events for these pseudo-experiments are
pulled from the default distribution (Figure 5.4). For each pseudo-experiment, I fit
the cos@* distribution obtained using the default signal and background templates
in our fitter, and extract a measured Fy value. After 10k pseudo-experiments, a
distribution of F{y values is obtained and fit to a Gaussian; the mean F{ from this
Gaussian fit is noted. After running one set of pseudo-experiments for each of the
three mass values, the largest absolute difference between the mean Fj for the shifted
masses and the F, value measured at m; = 175 GeV/c?, 0.08, is taken as the top
mass systematic (see Table 7.4 at the end of this chapter). Figure 7.1 shows each of

the Gaussian fits to these pseudo-data.
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Figure 7.1: Gaussian fits to distributions of 10k Fj, values obtained from the likelihood
fitter by running pseudo-experiments. The black solid line shows the Gaussian fit to
results from pseudo-experiments with m; = 175 GeV/c?. The blue dashed line shows
the Gaussian fit to results from pseudo-experiments with m; = 180 GeV/c%. The
red dash-dotted line shows the Gaussian fit to results from pseudo-experiments with
my = 170 GeV/c?. The systematic uncertainty due to the top mass uncertainty is
taken to be 0.08.

7.2 Jet Energy Scale

This analysis calculates cos 8* using an approximation in terms of my,, the invariant
mass of the lepton and the candidate b-jet. Since m# = EyE; — pj - pj, the degree of
accuracy to which we understand the jet energy scale has a direct effect on my, and
therefore the measurement of the longitudinal fraction.

The jet energy scale is used to scale the energy of the jet as measured by the
detector to the final-state particle-level jet energy. There are also additional correc-

tions made to associate the measured jet energy to the parent parton energy. At
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CDF, the jet energy corrections are divided into several different levels, with each
level accommodating different effects that can distort the measured jet energy. For
example, the non-linear response of the calorimeter to different particle energies, or
the effect of energy radiated by a jet lying outside of the cone defined by the cluster-
ing algorithm. Each of these jet corrections performed on the candidate b-jets has an
associated uncertainty. If a particular correction modified the jet energy such that FEj,
was over-corrected to be too high or low, the value of mj, would be shifted away from
its true value—an effect which would translate into a corresponding shift in cos 6*.
Our limit of understanding for the jet energy scale is represented by the asso-
ciated systematic uncertainties. The purpose of these systematics is to account for
differences between the actual jets observed in the detector data and how such jets
are modeled in Monte Carlo. There are several contributions to the jet energy scale
systematic uncertainty, each of these represents a lack of knowledge in the jet energy
scale, and each of these can be a source of discrepancy between the modeling of jets

in Monte Carlo and the actual jets observed in data:
For data:
e Data relative correction uncertainties
e Calorimeter stability over time
e Raw jet energy scale

e Multiple interaction uncertainties

For Monte Carlo:
e MC relative correction uncertainties
e MC raw jet scale

e Absolute scale
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e Out-of-Cone uncertainty for 0.4 < Ar < 1.0

e Out-of-Cone ”splash-out” for Ar > 1.0

Relative Corrections

The relative corrections, applied to data and Monte Carlo events, are done to make
the calorimeter response uniform as a function of 1 by applying corrections derived
from the di-jet balancing procedure [79]. This procedure exploits the property that
the magnitude of the transverse momenta for two jets in two-jet event process should,
in the absence of initial-state transverse momentum (where both jets are “back-to-
back”), be equal. This approach is known as “di-jet balancing” and is used to set the
plug jet energy scale to the central scale. Jets are also corrected for any variation in
response as a function of detector 7.

Jets are best measured in the central region of the CDF detector with 0.2 <
In| < 0.6, as this region is away from detector cracks and is expected to have a
stable response. This correction scales jets in the forward calorimeters to the central
calorimeter scale since the central regions are better understood. I obtain a correction
as a function of n and pr. The difference between data and Monte Carlo is taken as

the systematic uncertainty for this correction.

Detector n | Real Data | Simulated Data
0.0-0.1 2% 2%
0.1-0.8 0.2% 0.2%
0.8-1.4 4% 15%
1.4-2.0 4% 4%
> 2.0 % %

Table 7.2: Uncertainties associated with relative corrections for various regions of
detector 1 [80].
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Calorimeter Stability

The gain of the plug calorimeter PMTs change as a function of time, mostly due to
aging. By applying a correction for the calorimeter stability to detector, the data are

corrected for this time variation.

Raw Jet Energy Scale

The raw jet energy scale is a factor applied to return the energy scale in the central
calorimeter to that measured in the test beam for a single particle. This correction

is different in real data and simulated events.

Multiple Interactions

When more than one pp pair interact in a given bunch-crossing, debris from additional
collisions can fall into the jet cone, increasing the measured jet energy. From minimum
bias data, where the CDF clock is used to trigger detector readout on bunch crossings
instead of specific physics triggers, we determine the average energy deposited in a
tower as a function of the number of reconstructed primary vertices and derive a

correction to reverse the effect.

Absolute Jet Energy Correction

Since CDF calorimeters are non-linear, a correction must be applied. Here jets are
corrected for fragmentation effects, calorimeter non-linearity as well as other effects
like EM/HAD response and energy loss in un-instrumented regions of the detector.
There are no high Er calibrations processes with a large number of statistics in the

data, so this correction is extracted from Monte Carlo.
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Underlying Event

In a pp collision, part of the original proton and anti-proton momentum not involved in
the hard parton interaction (i.e., the “spectator” partons) can flow into the calorime-
ter and increase the jet energies artificially. Depending on the needs of a particular
analysis, this energy needs to be subtracted from the particle-level jet energy. This
underlying event energy was measured from minimum bias data events where there is
a requirement of exactly one reconstructed primary vertex imposed. This correction

is derived from these events.

Out-of-cone Correction

Our goal is to determine the original parton energy from measurements of jet energy.
This correction is applied to Monte Carlo data and is derived from simulated events.
This correction adds back energy that, on average, falls outside of the cone used by

the jet clustering algorithm.

Jet Energy Scale Systematics

To determine this systematic uncertainty, I apply a total shift? (+o) to jets in ¢
signal Monte Carlo, as well as all of our background samples. This method shifts the
jet four-vectors and automatically sums in quadrature different contributions to the
total jet energy systematic, depending on if the jet to be corrected is from Monte
Carlo or true detector data.

After shifting the jet energies by one sigma in both the negative and positive
directions, I run three sets of pseudo-experiments and fit the distributions of measured
Fy values obtained for each of these sets. The first set of 10k pseudo-experiments use

the un-shifted HERWIG ¢¢ signal MC and the shapes obtained from the un-shifted

2The total shift on these samples is done via the setTotalSysUncertainties method of the Jet
Corrections package [80, 81] in the CDF offline software.
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jet energies for all backgrounds. The un-shifted signal and background shapes are
used to create distributions of “data” events which are then fit using the default
likelihood fitter and templates. The other two sets of pseudo-experiments use the
shapes from the shifted jet energies for the signal MC and backgrounds to create
distributions of “data” events which are again fit using the likelihood fitter and the
default templates. The resulting change in the mean Fy measured during these sets
of pseudo-experiments are summarized in Table 7.4. The systematic that I assign
due to the uncertainty in the jet energy is taken to be the greatest absolute deviation

from the un-shifted mean, 0.09.

7.3 Background Shape

In pseudo-experiments conducted to determine the systematic uncertainty due to
the background shape, the relative fractions of background events are enhanced or
reduced.

As mentioned earlier, the background shape for this analysis is modeled using a lin-
ear combination of the non-W QCD, mistag background, Wbb, and single-top shapes
(see Chapter 5). The background template used in this analysis does not allow the
individual contributions to the overall background to float—instead each contribution
is fixed with a relative normalization as defined in Table 5.3. A shift in the contribu-
tion of one background relative to the others could result in a change in the overall
background shape, thus affecting the measurement of the longitudinal polarization. A
systematic uncertainty must be assigned for this effect. To determine this uncertainty
I ran seven sets of 10k pseudo-experiments, where a different data distribution for
each of the seven sets is created, each using the default signal template with a unique
background shape. The unique shapes I investigated were those obtained exclusively

from the TWbb, mistag and single-top Monte Carlo datasets as well as using the default
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background template but where the contribution from non-W QCD background has
been doubled or halved. One set of pseudo-experiments was carried out using the
default background template. For each set of pseudo-experiments, I fit the distribu-
tion of 10k Fy values obtained to a Gaussian. I compare the means of these Gaussian
fits for each of the seven sets of pseudo-experiments and take the largest deviation
from the measured value when using the default background shape as the systematic
uncertainty. The largest deviation I observe is 0.13 (see Figure 7.2 and Table 7.4),
and this offset was attributed to the difference between using the default background
shape and the background shape which was exclusively Wbb. This technique is con-
servative and over estimates the systematic uncertainty. In most cases, this method
compares assumptions where the entire background shape is taken from one specific
source or another whereas the real background shape in the data is created from a

mixture of sources.

7.4 Gluon Radiation

A gluon emitted from a quark or another gluon is known as gluon radiation and comes
in two varieties which can affect this measurement: A gluon which splits off before
the ¢t pair is created, known as initial state radiation (ISR). Or, a gluon which splits
off after the ¢ pair has been created, known as final state radiation (FSR).

ISR with gluons which are sufficiently hard has the potential of showing up as a
high-Er jet in our candidate events. What is particularly problematic is that this
extra jet is totally uncorrelated with the ¢ decay products and has the potential
to degrade the accuracy of our event reconstruction, thus adversely affecting the Fj
measurement. On the other hand, hard FSR may carry away enough momentum
and energy from a b-jet that the jet energy and direction are mis-measured as a

consequence.
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Figure 7.2: Gaussian fits to ditributions of 10k Fj values obtained from the likelihood
fitter by running multiple sets of pseudo-experiments where the background shape is
from one specific source (e.g., Single-top s-channel), or a particular combination of
sources (e.g., the default shapes and normalizations but with twice the number of
non-W QCD events). I assign a systematic uncertainty due to the background shape
equal to the absolute value of the largest deviation from the default mean, 0.13.

7.4.1 Initial State Radiation

To determine the systematic uncertainty due to uncertainties in the amount of ISR,
I ran three sets of 10k pseudo-experiments where the signal shape that is used for
generating the pseudo-experimental data is taken from a MC sample of PYTHIA “tune
A” [82] tt events as well as events where ISR was enhanced or reduced. These samples
of signal MC are used to model the ¢t events in our pseudo-experiments, and the
background is modeled using the default template. [ compare the mean Fy measured
by running the likelihood fitter with the default signal and background templates over

each of these three samples, to the mean value obtained when running our fitter on
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a sample of ¢t events with the default amount of ISR. The difference in the mean Fy
values (see Table 7.4) were 0.010 and 0.019 for “less” and “more” ISR, respectively.
I take the largest absolute deviation, 0.019, as the contribution to the systematic

uncertainty due to initial state radiation.

7.4.2 Final State Radiation

To determine the systematic uncertainty due to FSR, I take the largest absolute
difference in the mean F{ measured for 10k pseudo-experiments where the signal
distribution was obtained from the datasets where FSR was enhanced or reduced and
the mean value measured for 10k pseudo-experiments with PYTHIA ¢¢ MC with the
default amount of FSR. I use the default background template to generate background

events. I find the largest absolute difference in the means to be 0.026 (see Table 7.4).

7.5 Parton Distribution Functions

I estimate the uncertainty due to using a particular parton distribution function
(PDF) used to generate the signal templates. This measurement is susceptible to the
PDF modeling uncertainties because different PDFs can affect event kinematics and
therefore the cos #* shape. To estimate this systematic uncertainty I ran three sets of
10k pseudo-experiments and compared the mean F, obtained from each of t¢ Monte
Carlo samples using three different PDFs: CTEQ5L [67], MRST72 and MRST75 [83]. From
these sets of pesudo-experiments (see Table 7.4), I determine the absolute mean dif-
ference between the default PDF CTEQSL and the MRST72 PDF to be 0.029. Similarly,
I find the absolute mean difference between the MRST72 and MRST75 PDF's to be 0.026.
I sum both of these differences in quadrature to obtain the total PDF systematic of

0.04.
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7.6 Secondary Vertex Tagging

7.6.1 b-tagging Efficiency

Studies that were carried out early in this analysis demonstrated that the top mass
fitter assigns the correct jet as the leptonic-b a larger fraction of the time for double-
tagged events as compared to single-tagged events. Since tagging efficiency and the
scale factor for b-tagging affects the single to double-tag ratio (and hence our template
shapes), a systematic uncertainty due to SecVtx b-tagging must be assigned.

Several different sets of signal and background templates were created to evaluate
this systematic. Instead of combining the single and double-tagged events into the
same templates using the default single-to-double-tagged ratio, I created two sets of
templates made exclusively from either single or double tagged events. With two
sets of templates in hand, I combine the shapes obtained from single-tagged events
with those from double-tagged events into templates which reflect several different
single-to-double tagged ratios. The most reasonable ratios of single to double-tagged
events were determined from plots of tag efficiencies (Figure 7.3) as a function of
a parameter known to depend on them [84, 85]. The single to double-tag ratios
I use in the pseudo-experiements are determined by reading off the tag efficiencies
for both single and double-tagged events for four different values of this parameter
(bAe = 0.3, 0.4, 0.5 and 0.6). The templates created using the four different single-to-
double tagged ratios were used to run 10k pseudo-experiments in the usual manner.
I compared the mean measured F from each of the four sets of pseudo-experiments
to the mean Fy measured from pseudo-experiments using the default templates (see
Table 7.4). The largest absolute difference from the mean obtained using the default

templates, 0.006, is taken to be the systematic uncertainty due to SecVtx b tagging.
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7.6.2 b-tagging Scale Factor

For top analyses at CDF, the SecVtx b-tagging efficiency is assumed to be flat as a
function of jet Ep [44]. Although the b-jet Er distributions from the top decays to
longitudinal or transverse W bosons is not different, I need to consider the effect of
the b-tagging scale factor on a measurement of Fj.

This systematic is determined by fluctuating the data to Monte Carlo b-tagging
scale factor, which is jet-Er dependent, within its uncertainties to weight events
which go into the templates. I measure the shift in F{ by running three sets of 10k
pseudo-experiments each, always fitting the pseudo-data to the default templates.
One set uses the default signal templates to generate the pseudo-data, and the other
two sets use the weighted templates generated from a 410 shift in the Er-dependent
scale factor. Each of the F{ distributions obtained using the shifted templates are fit
to a Gaussian and the mean values are compared with the mean Fj returned from
pseudo-experiments that used the default templates. The largest deviation is 0.006.

The two b-tagging systematics, due to the tagging efficiency and the scale factor,
are summed in quadrature to obtain an overall b-tagging systematic of 0.006 (see

Table 7.4).

7.7 Monte Carlo Modeling

In the process of carrying out Fy measurements on pseudo-experiments using PYTHIA
and HERWIG ¢ Monte Carlo to model “data” for systematics studies, it was noticed
that the mean F{, measured in the HERWIG and PYTHIA samples using our likelihood
function with the default templates is not equal to Fy = 0.70, which is what one ex-
pects to measure according to the standard model and m; = 175 GeV/c?. Our signal
templates are made from MadEvent MC pushed through PYTHIA for fragmentation

and hadronization (See Appendix D). The largest absolute offset from the mean Fj
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value I measure using MadEvent MC to model the signal in the pseudo-experiments
is 0.04 (see Figure 7.4 and Table 7.4), therefore I assign this as the systematic due to

Monte Carlo modeling.

7.8 Acceptance Bias Correction

Because there is an uncertainty on the acceptance correction factor, ayo = 0.8327 £+
0.0005, the measurement of Fj needs to include a systematic due to the fact the
correction factor ary was determined from a finite number of signal Monte Carlo
events. A shift in this acceptance factor could push the measured longitudinal fraction
higher or lower than the true value in the data sample. To determine this systematic
uncertainty, I run three sets of 10k pseudo-experiments on t¢ Monte Carlo using
the default signal and background templates in the fitter. For each set of pseudo-
experiments the value of ar in the likelihood function is set to 0.8327, 0.8327+0, and
0.8327 — o . The largest deviation in the mean F measured is 0.0046 (see Table 7.4),
so the systematic due to the uncertainty in the acceptance correction is taken as being

< 0.005.

7.9 Monte Carlo Statistics

A finite number of Monte Carlo signal events were used to generate our signal template
shapes for the left-handed and the longitudinal distributions used by the likelihood
fitter. I estimated the effect of using limited statistics for the signal templates on our
measurement by Poisson fluctuating the contents of every bin in both the left-handed
and longitudinal signal templates. I carry out 500 such fluctuations on our templates,
running 1000 pseudo-experiments for each fluctuation. The mean Fy measured for
each set of 1000 pseudo-experiments is histogrammed separately, and the final distri-

bution of 500 mean F{ values is fit to a Gaussian. The sigma of this Gaussian fit,
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0.01, is taken to be the systematic due to the limited statistics used when generating

our signal templates.

7.10 Summary of Systematic Uncertainties

The estimates for systematic uncertainties that have been considered are summarized

in Table 7.3. The total systematic uncertainty, obtained by summing each variation

in quadrature, is taken to be 0.19.

| Systematic Source | AF, |
Background Shape 0.13
Jet Energy Scale 0.09
Top Mass Uncertainty 0.08
PDFs 0.04
MC Modeling 0.04
ISR/FSR 0.03
SecVtx b-tagging 0.01
MC Statistics 0.01

Acceptance Correction | < 0.005

‘ Total ‘ 0.19

Table 7.3: Systematics for the W boson polarization cos 8* analysis.
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| Systematic Dataset | AF, |

Top Mass Uncertainty my = 175 GeV/c? 0.0 (default)
my = 170 GeV/c¢? —0.071 £ 0.003
my = 180 GeV/c? +0.081 £ 0.003

Background Shape Default template 0.0 (default)
Heavy Flavor + EWK | +0.131 4+ 0.003
Mistags +0.109 + 0.003

Single top (s-channel) | +0.081 £ 0.003
Single top (¢-channel) | +0.052 £+ 0.003
2.0x QCD + Default +0.045 £ 0.003
0.5x QCD + Default —0.050 £ 0.003

Jet Energy Scale no shift 0.0 (default)

—o shift +0.085 £ 0.003
+o shift +0.010 £ 0.003
[CTEQSL—MRST72)] 0.029 + 0.003
[MRST72 — MRST75)| 0.026 4+ 0.003
MC Modeling MadEvent? 0.0 (default)
Herwig —0.028 + 0.003
Pythia —0.039 £ 0.003
ISR/FSR default amount 0.0 (default)
“less” ISR +0.010 £ 0.003
“more” ISR +0.019 + 0.003
“less” FSR, +0.006 + 0.003
“more” FSR +0.026 £+ 0.003
b-tagging Efficincy default templates 0.0 (default)
bAe = 0.3 +0.0028 + 0.0031
bAe =0.4 —0.0006 + 0.0032
bAe = 0.5 —0.0033 + 0.0032
bAe = 0.6 —0.0056 + 0.0032
b-tagging Scale Factor default templates 0.0 (default)
—o shift +0.0063 £ 0.0032
+o shift —0.0037 £+ 0.0032

Acceptance Correction

no shift in azg
aro shifted —o
aro shifted +o

0.0 (default)
—0.0046 £ 0.0033
+0.0029 £ 0.0030

Table 7.4: AFj as determined by taking the difference between the mean Fjy measured
with default shapes for 10k pseudo-experiments and that measured by shifting each
systematic source by +1¢. TNumbers for the PDF AF} denote the absolute difference.
IMadEvent was used for ¢ generation and PYTHIA was used for hadronization and
fragmentation.
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Figure 7.3: Plots taken from [84] which show tag efficiencies as a function of the
parameter bAe for events reconstructed as lepton plus jets events with > four jets. b
is the branching fraction for ¢ — Wb (~1 in the standard model), and Ae = ¢, — ¢,
where ¢, is the probability of tagging a light quark [84, 85]. The solid lines denotes tag
efficiencies as a function of bAe, the dashed lines denote tag efficiencies as a function
of bAe assuming that e, = ¢, = 0.
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Figure 7.4: Gaussian fits to distributions of 10k Fj values obtained from the likeli-
hood fitter by running pseudo-experiments where the signal is modeled by PYTHIA (red
dash-dotted line) or HERWIG (blue dashed line) Monte Carlo programs. The black ver-
tical line shows the mean value from a Gaussian fit to results from pseudo-experiments
using MadEvent Monte Carlo to model the signal where Fy = 0.70. Because of this
shift, T assign a systematic uncertainty due to Monte Carlo Modeling equal to the
absolute value of the largest deviation from the vertical line, 0.04.
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Chapter 8

Confidence Interval Estimation

The estimate Fj is taken to be the value ﬁ’o which maximizes the likelihood function;
this value is called the Maximum Likelihood Estimate (MLE). The true longitudinal
fraction, Fp, is defined in the physically allowed interval Fy € [0,1]. However, as a
parameter of the likelihood function (Equation 4.10) Fj is not restricted to this range.
So that a coherent statement about F{), given all possible measurement outcomes, can
be made the method of Feldman and Cousins [78, 17] is used. This method always
produces confidence intervals within the defined range, allowing one to avoid quoting
confidence-intervals outside of the physically-allowed region.

To construct confidence intervals using the Feldman-Cousins method, one must
first gain an understanding of experimental resolution and bias for all possible values
of Fy. It is possible to gain such understanding by running many sets of pseudo-
experiments, each consistent with the lepton-plus-jets sample size and background
composition. During these sets of pseudo-experiments the true parameter Fj is al-
lowed to vary uniformly from set to set between 0 and 1 and events are generated
accordingly. The pseudo-experiment data are fit according to the measurement pro-
cedure described in Chapter 4 to obtain the MLE, FO, for each pseudo-experiment.
The distribution of MLEs for constant Fj values was observed to be Gaussian. Pa-
rameterizations of the mean and width of the distribution of MLEs are constructed

as a function of the true parameter, i.e., p(Fp) and o(Fp) (see Figures 8.2 and 8.3).

114



These functions are assembled to form the resolution function
P(F();FO) :G(FEM(FU)aU(Fo))- (8-1)

The resolution function is modified to incorporate systematic uncertainties into the
Feldman-Cousins method by adding the estimate of the overall systematic uncertainty,

Ogsyst., i quadrature with the statistical uncertainty, o(Fp):
P(Fy; Fy) = G (o p(Fo), /02 (Fo) + 0%.) (8.2)

Feldman-Cousins confidence intervals are constructed at the 68.3%, 95.4% and
99.7% confidence levels. These intervals are shown in Figure 8.1, along with the MLE
for this measurement. From these confidence intervals and the MLE at Fy = 0.99, we

find Fy > 0.33 @ 95% CL.
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Figure 8.1: 10, 20 and 30 Feldman-Cousins confidence intervals for an experiment
in the lepton-plus-jets sample. These intervals include systematic uncertainties. The
thick vertical line at Fy = 0.99 indicates the experimental outcome.
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Figure 8.2: Parameterization of pu(Fp) for pseudo-experiments using the default
binned likelihood fitter. The best fit to the data points with a first-order polynomial
is drawn black, with py, and p; denoting the polynomial coefficients. For comparison,
a line with unit slope and y-intercept of zero is shown in red.
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Figure 8.3: Parameterization of o(Fp) for pseudo-experiments using the default
binned likelihood fitter. A black line denotes the best fit to the data points; the
functional form is that of a second-order polynomial.
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Chapter 9

Conclusions

This analysis has measured the fraction of longitudinal W bosons from the decay of
top quarks to be Fy = 0.997022 (stat.) =4 0.19 (syst.). This result is consistent with
the standard model prediction of Fyy = 0.701 £ 0.012 for a top mass of 174.3 GeV/c2.
A lower limit for this result is Fyy > 0.33 @ 95% CL. The limited statistics of the cur-
rent lepton-plus-jets data sample, from ~162 pb~! of integrated luminosity, currently
prohibits obtaining a more precise measurement. This result has demonstrated that
an analysis of lepton angular distributions is a powerful technique for extracting the
polarization of W bosons from top-quark candidate decays.

A precise measurement of W boson polarization is important because of the inti-
mate relationship between the longitudinal W and the electroweak symmetry breaking
mechanism in the standard model. It has been shown that one-loop supersymmetric
QCD and electroweak corrections to the total width of ¢ — Wb could increase the
longitudinal fraction as predicted by the standard model by as much as a few per-
cent [12]. Furthermore, a direct measurement of the weak-current chirality from the
tWb vertex is necessary to validate the V' — A form predicted by the standard model.

As Run IT of the Tevatron continues, CDF will obtain significantly larger amounts
of luminosity. From greater statistics alone, the precision of this measurement will
increase substantially over the value quoted here. Running multiple sets of pseudo-

experiments where the number of t¢ candidate events in the data is extrapolated
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Sample size (fb~!) | Num. ¢¢ candidates | Statistical Unc.
0.162 31 0.30
0.5 100 0.17
1.0 200 0.12
2.0 400 0.09

Table 9.1: Projections for the statistical uncertainty on the measured longitudinal
fraction, using the cos #* technique, for various integrated luminosity values.

from the 31 observed in 162 pb~!, projections regarding the statistical uncertainty
can be made at 0.5, 1.0 and 2.0 fb~!. The results of these pesudo-experiments are
summarized in Table 9.1. With 2.0 fb~! of data, approximately 400 ¢f candidates will
pass the selection criteria and the statistical uncertainty will be less than £0.09. At
such precision the systematic uncertainties will warrant significantly less conservative
estimates. Systematics attributed to the background shape, the jet energy scale and
the uncertainty on the top mass will all benefit from greater statistics in both data
and Monte Carlo samples. It might be possible to further reduce the statistical
uncertainty by separating the likelihood fit into the 3.5 and 4-jet bins, or by dividing
the lepton-plus-jets sample based on charged-lepton type. Additionally, adjustments
to the x2. cut by revisiting optimization studies may yield higher sensitivity.

The likelihood fitter used by this analysis can be expanded to include the right
handed fraction, Fg, as a parameter measured from the fit to the data (Equation 4.12).
However, with the limited statistics available in the current data sample it is not
possible to fit for Fjy and Fg simultaneously using this technique. With the projections
of greater luminosity at the Tevatron, this method can measure the right-handed

fraction as a check for a V' 4+ A form of the charged-current weak interaction.
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Appendix B
COT Wireplane Testing

As discussed in Section 2.2.1, the Central Outer Tracker (COT) is a major component
of the CDF tracking system [41] and is used for charged particle tracking in the
region |n| < 1.0. The COT is an open-cell drift chamber containing more than
30,000 gold-plated tungsten wires which are 1.6 mil in diameter! and divided into
wireplanes in eight “superlayers.” Each wireplane consists of 29 individual wires; 3
field-shaping wires are electrically connected together on each end, and then 23 wires
which alternate sense and field-shaping inbetween with printed circuit cards on both
ends holding the wires in place and allowing for the connection of electronics. The
wireplanes in the COT detector were produced at Fermilab in Batavia, Illinois and
were shipped down to Urbana, Illinois for testing. This Appendix briefly describes
tension, dark current and source tests on the COT wireplanes which were conducted

at the University of Illinois between September 1997 and July 1998 [86].

B.1 Tension Measurements

The wireplanes which make up the eight superlayers of the COT are held in position

within the CDF tacking volume by being suspended between two aluminum endplates.

LA “mil” is a unit of length equal to 1072 of an inch (0.0254 mm).
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Superlayer # | Length (in)
1 122.307
122.004
121.940
121.824
121.898
121.904
122.128
122.270

O~ O Ut i Wi

Table B.1: COT wireplane lengths, in inches, for each superlayer [86].

Due to the deflection of these endplates under a design tension of 150 gm per wire,?
each superlayer has a different length (see Table B.1). The wire tensions for each
superlayer are measured at the design length by electrically exciting the wire to
vibrate while a portion of the wire is immersed in a magnetic field. The tension of

the wire, T', is related to the lowest mechanical resonant frequency, fy, by

_ AL fEp
g

T (in grams) (B.1)

where L is the wire length, p is the mass per unit length of the wire and ¢ is the
acceleration due to gravity.

Tension measurements are carried out on each wire by first mounting the wireplane
on a tray which is nominally 131.7 inches in length. The wireplane is clamped at both
ends into a precision mounting fixture which includes a micrometer at one end for
adjusting the total length, and therefore allowing the wireplane to be fixed to its
design length. The length scale was set at a nominal temperature of 72° F, and is
known to approximately £0.005 inches.

We exploit Faraday’s Law to determine the resonant frequency of each wire by

placing a portion of the wire in a magnetic field, supplied by nine small rare earth

2Note that the COT wire tensions are given in grams instead of a more conventional unit like
Newtons.
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magnets mounted just above the wireplane, and driving the wire with an alternating
current (see the setup schematic in Figure B.1). The out-of-phase component of the
voltage (with respect to the driving voltage) is monitored across a 50{2 terminator
by a lock-in amplifier. The out-of-phase voltage can be written as a function of the

driving frequency w, and is proportional to [87]

w— wd/w

(w —( wg/w(;gT?)wL 1 (B.2)
where wy is the resonant frequency and 7 is the damping time for the wire. As the
driving frequency is swept through the resonant frequency, the out-of-phase compo-
nent of the voltage (Eqn. B.2) changes sign, vanishing at the resonant frequency. The
procedure for determining the resonant frequency of each wire is as follows: A 25-pin
connector attached to the printed circuit card on one end of the wireplane mounted
in the tension tray, feeds a sinusoidal voltage signal to all 29 wires in parallel. This
sinusoidal voltage is also fed into the lock-in amplifier as a reference signal. A separate
25-pin connector attached at the opposite end of the wireplane feeds the signals to a
multiplexer which is set such that it closes the circuit for one of the 25 connections
by feeding it to the terminated input of the lock-in amplifier. The driving voltage
is swept through a frequency range of about 5 Hz in steps of 0.125 Hz. Despite an
overall offset in the relative phases of the measured and reference signals due to cable
lengths, the resonance is quite clear (see Figure B.2). Tension measurements take
about 20 minutes per plane.

A measured mass per unit length, p, is supplied by the wire manufacturer for
each spool of wire used by Fermilab to string the COT wireplanes; we use these same
values to calculate the tension. From spool-to-spool, the mass per unit length varies
from 2.45 x 107" to 2.60 x 107" gm/cm. Each wireplane has a floating wire support

mounted at its center, consisting of a PVC rod extending transversely across the
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Figure B.1: Wireplane tension testing setup [88].

plane and connected with epoxy to each of the 29 wires. During measurements of the
mechanical resonant frequency, the support acts as a vibrational node. The effective
length of the wire used in Equation B.1 is thus half of the total wire length.

Tension measurements are performed on each of the individual sense and potential
wires. The only exception to this is that the three-wire sets of field-shaping wires at
the outer edge of each wireplane have their tension measured together since they are
connected electrically. Additionally, the wire tension measurements are performed
on both sides of the center wire support. In total, 25 individual measurements are
made on one side of the wire support, and one measurement for every fifth wire
on the opposite side of the support. Assuming equal tensions on either side of the
support, the position and orientation of the wire support can be calculated from these
data. No significant deviations from the nominal position and orientation of the wire
support were found. The distribution of average tension for each superlayer is shown
in Figure B.3.

During the tension testing, a total of 27 wireplanes were rejected out of the roughly

one-thousand tested. Of these, 16 wireplanes were rejected due to electrical contact
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Figure B.2: A plot of the driving frequency versus the out-of-phase voltage.

problems between the wires and the connector pins on the end cards, 2 planes were
rejected due to a wire-dependent tension that caused a large (9 gm) variation in the
tension from one side of the plane to the other, and 9 planes were rejected due to
other abnormalities (e.g., one or more wires with a tension so far from the nominal

value that its resonance was outside of the frequency window).

B.2 Dark Current Measurements

After undergoing tension measurements, the wireplanes are installed in the high-
voltage test boxes (shown in Figure B.4) for dark current® and radioactive source
testing. The purpose of these dark current measurements is to check the wireplanes

for any defects that cause excessive current draw. In the lab, there are three boxes

3Dark current is the observation of anomalous current draw without ionization.
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Avg. Tensions for Different Superayers
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Figure B.3: The average tension (in grams) for each wireplane, plotted by superlayer
number.
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Figure B.4: A schematic of the four-wireplane high-voltage test box.

which are capable of holding up to four wireplanes each. Dark current and source
testing is done on 12 out of 21 of all wireplanes that undergo tension testing. Dark
currents are measured on wireplanes enclosed inside the test boxes which contain one
atmosphere of 50%/50% Ar-CyHg, bubbled through an isopropyl alcohol bath at 0°
C.

Electrostatics calculations were carried out for the drift-cell geometry of the test
box to find the sense and potential wire voltages that give approximately the same
field at the wires as for the COT geometry. In the test box setup, the nominal voltage
settings for these fields was found to be 3.3 kV and 2.6 kV for the sense and potential
wires, respectively.

An independent sense wire high-voltage supply is used for each of the four wire-
planes in a test box, however all four wireplanes share a single high-voltage supply
for the field-shaping wires. The voltages are delivered to each wire through a 100 k2
high-voltage series resistor mounted inside a distribution box. The current draw of the
sense wires on each plane is taken from the current output of each anode high-voltage
power supply, fed through an analog multiplexer into a digital voltmeter (DVM) with

a GPIB* readout. All 12 wireplanes (four in each of the three test boxes) have dark

LGPIB stands for General Purpose Interface Bus (also known as Institute of Electrical and Elec-
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Figure B.5: A schematic of the data acquisition setup for dark current and source
run testing.

current measurements performed on them at the same time, and the multiplexer cy-
cles through feeding each plane to the DVM for readout. Figure B.5 is a schematic
of the dark current data acquisition setup.

Due to a less than infinite resistance to ground in the distribution boxes and
elsewhere in the setup, the typical current draw for a HV channel, without a wire-
plane connected, is on the order of ~1 pA. In principle one can zero out this offset
at the high-voltage supply itself, but we have found that the zero point tends to
drift, presumably due to temperature and humidity effects. To circumvent this dif-
ficulty, we remove the I = V/R component of the current draw by measuring the
ratio of the dark current at the nominal voltage settings and with both sense and
potential voltages set 200 V over nominal. The distribution of the dark current ratio
(nominal+200) /nominal is shown in Figure B.6. The ratios for nearly all of the wire-

planes tested matched expectations. Only three wireplanes have been rejected due to

tronic Engineers (IEEE) Standard 488). Hewlett Packard invented the GPIB bus in the late 1960’s.
GPIB was designed for connecting computers and instruments in a reliable manner, and possesses
desirable features such as the remote control of instruments, data handshake for reliable operation,
and the capability of real-time response.
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Figure B.6: The distribution of the ratio of the dark currents measured at nominal
voltage (denominator) and nominal+200 V (numerator).

abnormal ratios.

B.3 Source Runs

We subject the same 12 out of 21 wireplanes that are put through dark current testing
to overnight source run testing. This source testing is used to check for the onset of
glow mode®, as well as general stability of operation in a high-rate environment.
The same test boxes and data acquisition setup used for dark current testing are
used during source runs (Figures B.4 and B.5). These test boxes have four Kapton [89]
windows, one centered just above or below each of the four wireplanes housed inside
the test box, running the entire 10 ft length of each wireplane. For the two wireplanes
in the top position, the windows are in the lid of the box which also forms the upper
ground plane. So not to interrupt the ground plane, the inside of the window is

covered with 3 mil thick Cu tape. For the two wireplanes in the bottom position, the

>Glow mode is a self-sustaining discharge.
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window is below the tray on which the wireplane is mounted. It is also worth noting
that the bottom trays are open in the middle and covered with 2 mil thick stainless
steel sheet to provide the ground plane, so that the amount of absorber between the
sources and the drift volume is minimized. In a source run, four 1 mCi *°Sr sources,
one for each wireplane in the test box, are driven the entire length of the planes by
a stepping motor mounted on each test box. During a typical run, the sources take
~10 hours to complete their trip from one end of the test box to the other. For the
duration of the source testing, the current is monitored in the same fashion as during
the dark current test runs. From Reference [90], the current at each wire is expected

to follow the relation
o h?

where h is the height of the source above the wireplane, r is the distance from the
source measured transverse to the wireplane and b is a constant. For a 2 mCi *Sr
source and a similar source testing setup, ig was measured to be 286 nA /cm and b was
16 nA/cm. b is assumed to be geometry dependent, and therefore not transferable to
our chambers; we set b = 0 (it’s small in any case). For our 1 mCi *Sr sources, we
use ip = 143 nA/cm, which gives about 11 nA/cm at the outside wires of the plane.
This is the expected current on the innermost superlayers at design luminosity. At
the center wire, just below the source, we get 143 nA /cm, which is 10 times the design
current. However, the total integrated charge is small. Using a current draw of 2 pA
on the center wire, which is one-half the measured current draw for a source twice
the strength of ours [90], a 10 hour exposure time produces an integrated charge of
2 x 107* C/cm. This is to be compared to 6 x 1072 C/cm-fb™! for the innermost
layers of the COT at design luminosity. The 2 pA current draw is consistent with
what we measure during our source runs, but we measure all sense wires in a given
plane together, not the individual wires.

Figure B.7 shows a typical plot of current measurements for a 9.5 hour source
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Figure B.7: Current measurements for one wireplane during a 9.5 hour source run.

run. Several features are apparent: The sharp turn on and turn off at either end
are due to the start and finish of the source over the printed circuit end-cards of
the wireplane. In the start and finish positions, the illumination of the plane by the
source is approximately one-half of the illumination when the source is well away from
the edges (note the suppressed zero in the plot). Through the remainder of the plot,
one observes a dip at the center, due to the PVC wire support, and an otherwise a
fairly bumpy distribution with a total current of about 14.54+1.0 pA. The additional
structure (beyond the wire support dip) is typical, and is due to local geometry (such
as creases in the copper tape or Kapton covering the source windows).

Due to the large and varying current draw, the source run data are not terribly
useful in looking for glow mode with a typical current draw of tenths of a microamp.
Therefore, our glow mode tests are done as follows: At the end of the source run
the sources are removed from the chambers while the high-voltage remains on. The
currents on each wireplane are read out and then the high-voltage is cycled once

and the currents read out again. The glow mode can be detected by comparing the

138



currents before and after the high-voltage cycling. As proof of this, we noted that
early source runs were carried out with pure Ar-CyHg and no isopropyl. Under these
conditions glow was observed on most planes as a decrease of anywhere from 0.2-
1.0 pA in the current measured after cycling the high-voltage. We were frequently
able to localize the glow, by exposure with the sources, and found it to occur at the
connector pins at the far (non-electronics) end of the plane, which in our source run
setup are exposed (this is not the way it is in the COT). The addition of a small
amount of isopropyl (bubbled through at 0° C) to absorb UV photons eliminated the
problem. Since that time we have detected glow mode on just 5 wireplanes, all these
have been rejected. In addition, 4 wireplanes were rejected for failure to hold high-
voltage through the duration of the source run, and one other was rejected due to an
extremely abnormal current versus time plot. Finally, 15 wireplanes were damaged
during handling or arrived damaged, and one wireplane was rejected due to a broken

end-card.
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Appendix C

The Muon Calibration System

This appendix describes the hardware and software for the calibration system at CDF
in Run II for the CMP, CMX, BMU muon drift chambers as well as the associated
scintillator systems. The CMP drift chambers were constructed at the University of
[llinois. The muon calibration system for Run II was created and developed by the
University of Illinois.

As mentioned in Section 2.2.3, muons are detected at CDF with the single-wire
drift chambers (Figure C.1) when a charged particle traverses the chamber and ionizes
the gas contained within the drift cell volume. The drift tubes are 2.54 x 15.24 cm
in cross section and are built in lengths ranging from 1.8 to 6.4 m made of aluminum
extrusions with walls 0.26 cm thick and have a single 50 pm gold-plated tungsten
sense wire suspended in the chamber center [91]. Field shaping is done through the
use of 14.5 cm wide Glasteel [92] shaping boards that are copper-clad on one side.
The copper-clad surface is scored with a special cutting device to produce 17 evenly-
spaced strips of copper. These cathode strips are mounted on the inner top and
bottom surfaces of the drift tube. A potential difference is created within the drift
cell by placing high-voltage on the anode (gold-plated sense wire) of 5.6 kV, and on
the cathode (copper strips which line the chamber walls) of 3.0 kV. When the gas
inside the chamber (a 50%/50% mix of Ar-CyHg, bubbled through isopropal alcohol

at -7° C) is ionized by a charged particle passing through the chamber volume, the
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freed electrons are accelerated toward the sense wire by this potential difference. The
accumulation of charge on the anode wire results in electrical signals that are capable
of being read out by chamber-end electronics. These signals are then amplified in
two stages: once by the pre-amplifiers in an electronics package mounted on the
drift chamber end, and eventually by an amplifier mounted on an amplifier-shaper-
discriminator (ASD) board. After the second stage of amplification, the ASD converts
these signals into differential emitter-coupled-logic (ECL) and sends the signals from
the collision hall, up to the counting room on the first floor of the B0 building. The
conversion of the signals into differential ECL prior to their transmission up to the
counting room is done so that any common-mode interference which is introduced into
the signal lines on their way through the 200-foot length of cable up to the counting
room is cancelled out when the differential signals are summed back together. The
digital signals output by the ASD are accepted by a VME-based 96-channel time-
to-digital converter (TDC) board which resides in the BO counting room. There is
a ~2000 ns window to record hit times and widths of ECL signals from the muon
system ASD boards. The TDCs convert the ASD signals into drift times. Signals are
read out of the TDCs by the CDF data acqusition system; one channel per wire and
trigger hits are formed from coincidences of nearby wires. In the case of the CMP,
these trigger hits are complemented by trigger information from the CMU chambers.

The muon scintillator systems detect muons through the use of fluor-doped plastics
which emit light when a charged particle passes through the material. CSP side-
walls and the CSX are comprised of NE-114 scintillating material. The BSU, as
well as the CSP top and bottom sections, are made from UPS-93-A scintillating
material complemented with wavelength-shifting fiber bundles. The TSU (inner-
radius counters for the BMU) are BC-408 scintillating material also complemented
with wavelength-shifting fibers. The TSU, as well as the BSU and the top and bottom

sections of the CSP, are read out using control and concatenation units (CCUs) with
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Figure C.1: A schematic view of a CMP/CMX drift chamber. Note that the PVC
wire supports are used only for the CMP chambers.

light-collection done via H5783 photo-multiplier tubes (PMTs). The PMTs collect
the scintillation light and convert it into electrical signals. The scintillator detectors
have response times which are faster than those of the muon chambers that they are
intended to complement (the drift times of the muon chambers is long compared to the
spread of arrival times of the background particles). This faster response time makes
the scintillator detectors particularly useful for reducing noise hits from chambers, as
well as providing fast trigger information. The electronic signals from the PMTs are
gated and digitized using discriminators and the logic signals are fed into the TDCs
and eventually read out by the CDF data acquisition system.

The muon calibration system is intended to mimic signals in the drift chambers and
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the scintillator which are very similar to those produced from bona fide muons. These
calibration signals are then read out through the usual data acquisition channels and
provide system experts with feedback regarding the condition of the muon detector
electronics. The calibration system is intended to monitor detector performance by
alerting experts of any malfunctioning or dead channels which might develop over the
course of time that the CDF experiment is in operation. However, this system has
also proven to be particularly useful when experts are performing maintenance on a

muon detector subsystem and would like to verify that a problem has been fixed.

C.1 Chamber Calibration Hardware

For the muon drift chambers, the calibration system mimics muon hits by injecting
charge into the chamber-end preamplifier electronics.

At CDF, the Trigger Supervisor (TS) is a piece of hardware that coordinates the
timing and readout of the entire detector in response to various trigger decisions.
During calibrations, the TS controls calibrations by administering the timing of cal-
ibration input (e.g., the signal sent to preamplifiers) and coordinates them with the
readout of calibration data. The TS talks to CDF detector hardware through the
TRigger And Clock plus Event Readout (TRACER) board, which is VME-based.
One TRACER in each VME crate accepts TS signals and passes all necessary infor-
mation on to the rest of the crate electronics via the VME back-plane. The muon
calibration hardware accepts the TRACER calibration signals and sends them to var-
ious non-VME based electronics which could reside in the CDF counting room (e.g.,
CAMAC-based modules) or down in the collision hall area (e.g., ASD boards).

The main component of the calibration system is the VME-based Digital Delay
Generator (DDG). The DDG provides logic signals at programmable delay values

and, at the request of a trigger signal, sends out a TTL timing pulse synchronized
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to the CDF clock. A VME-based calibration interface card (CIC), upon receipt of
the appropriate calibration enable signal, generates a trigger for the DDG causing
it to fire. In the chamber calibration setup (Figure C.2), pulses from the DDG
are converted to differential ECL and fanned out using a customized VME-based
fanout board. Signals from fanout card are sent down to twelve Redundant Analog
Bus-Based Information Transfer (RABBIT) crates in the CDF collision hall. An
ASD calibration board in the RABBIT crate fans out the calibration signal to each
ASD card the crate. The ASD board discharges a capacitor and injects charge into
the chamber-end preamplifier circuitry. Charge in preamplifier mimics the charge
collected from an anode wire in the muon chamber and is read out just like data
through the usual data acquisition chain. A VME-based board which speaks RS-
232 protocol is capable of communicating to the calibration cards in the RABBIT
crates to manually select a specific sub-group of channels in that crate for calibration
pulsing. The smallest selectable group of channels is half of an ASD board, or 24
channels. A VME-based analog-to-digital converter (ADC) is employed to monitor

the voltage setting for charge injection into the preamplifiers.

C.2 Scintillator Calibration Hardware

For the newer Run II scintillator (BSU, TSU and CSP top and bottom) a muon signal
is mimicked through a NIM timing pulse which triggers an LED mounted inside the
scintillator panel, which is then collected by the PMT. In the older scintillator detec-
tors, from the Run I era (like the CSX and the CSP side-walls), a NIM pulse flashes
the scintillator discriminators and these signals are then read out with the TDCs. In
most cases the calibration system provides verification of PMT functionality, as well
as measurements to calibrate the PMT gain.

The same DDG module that is used for chamber calibrations is used to send
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Figure C.2: The calibration hardware setup for the CDF II CMP, CMX and BMU
drift chamber muon systems.

pulses on to the scintillator electronics. Here the TS sends commands to the non-
VME electronics used for the scintillator readout. The DDG signals in the scintillator
setup (Figure C.3) take two paths, depending on if the scintillator is the older Run I
era detector or part of the newer Run II system.

The Run I era system is comprised of CSX scintillator and the CSP side-walls.
These older systems send raw PMT signals to NIM-based discriminator modules. The
digital output from these NIM modules are sent on to the TDC boards. Calibration
signals from the DDG cause the discriminators to fire (no LEDs are embedded in
plastic for the older scintillator detectors) and hence pass signals onto the TDCs.

The newer Run II scintillator is readout and calibrated using the CCUs. The top
and bottom regions of the CSP, as well as the BSU and TSU scintillator systems collect
scintillator light using PMTs which are then readout using the CCUs. The CCUs

collect discriminated signals from the PMT Amplifier and Discriminators (PADs)
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Figure C.3: The calibration hardware setup for the CDF 1T CSP, CSX, BSU and TSU
scintillator muon systems.

and send these signals up to the TDCs. A LED embedded in the newer scintillator
units can be made to flash by the CCU upon receiving calibration signals from the
DDG. LED light is collected by the PAD and the readout is done exactly like real
data, through the CCU and the TDC.

C.3 Calibration System Software

Much more detail on the calibration system software, including a discussion of system
operation and performance is documented in [93]. This section will just briefly touch
on software for the muon calibration system.

The system offers several standard modes of operation: continuous pulse, single-

delay pulse, or multiple-delay pulse. In continuous pulse mode, the calibration system
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sends a steady and continuous stream of pulses with a specified and fixed period to
the appropriate detector system. The continuous pulse mode is particularly useful to
detector experts who are trying to narrow a problem down to one particular element in
the muon detector readout chain. In the single-delay mode of operation, a set number
of pulses (typically 1000) are sent by the calibration system to a specified muon
subsystem. This mode of operation was used extensively during the commissioning
of the calibration system; it can also be exploited to deduce different cable lengths
used in the same subsystem by examination of the spread in hit times. Finally,
with the multiple-delay pulse mode, the calibration system sends a set number of
pulses at each of several delay values. Other than just checking to see if a particular
detector is responsive by counting the number of hits recorded, the multiple-delay
values allow experts to fit the distribution of hit times and delay values to verify a

linear relationship between the two variables.
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Appendix D

Signal Monte Carlo Event
(Generators

During Run I, analyses carried out to measure W boson polarization in top quark
decay [13, 94] used a customized version of HERWIG [62, 63] (named “GGWIG”) for signal
modeling. We began exploring the idea of fixing the W helicity using one of the latest
Matrix-Element Monte Carlo (MEMC) generators, MadEvent [74, 75], in the hopes of
fully exploiting MadGraph’s calls to the HELicity Amplitudes Subroutines [95] (HELAS)
library, where the helicity amplitudes of an arbitrary tree-level Feynman diagram are
calculated. In principle it should be quite easy to fix the helicity of the W boson using
the MEMC generators, and at the time that this idea was under consideration none
of the release versions of PYTHIA [66] or HERWIG could do this.! Our desire to have
a theorist-supported MC package which could fix the helicity of the W boson in top
decay was fulfilled thanks to the work of Tim Stelzer and Fabio Maltoni, who created
a customized version of MadEvent named TT_DECAY. Having multiple MC generators
which allow the user to fix the W helicity will benefit us as experimentalists not only
by bolstering our confidence in the precision of each generator, but also by aiding us
in our systematics studies (one could imagine conducting pseudo-experiments about

the signal distribution from one generator, and then fitting the “data” using the signal

LAt the time of writing, the GGWIG code is rumored to be included in a pre-release version of
HERWIG. Additionally, ALPGEN [69] has recently included the ability to fix the W helicity in top
decays.
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distribution from the second generator as a template).

TT_DECAY was spawned from MadEvent code for the process pp — tt — bbe T v.e T,,
and hence in actuality only generates events of this type (it will not directly generate
events where the W decayed hadronically, for example). The user can fix the W+
boson helicity by setting the iwhel variable in the setcuts.f file to —1, 0, or +1.
Since one must be in the top rest frame to fix the W helicity to one of these values, it
is not possible to set the helicity of both the W+ and W~ bosons in any single event
(simply because one cannot be in both the ¢ and the ¢ rest frames simultaneously).
The current version of TT_DECAY only allows the user to fix the helicity of the W+
boson.

Obviously a generator which produces dilepton events exclusively is of limited use,
so I have written a Perl script which, in addition to breaking up the large .dat files?
generated by TT_DECAY into 2500 event chunks, also replaces the electron, positron
and neutrino particle ID codes from a decaying W with a realistic (standard model)
mix of quarks and leptons. Electrons and muons are detected differently in the
CDF experiment, so we desire to generate both of these leptons in our Monte Carlo
samples. Hadronically decaying W's are desired so that we may generate a fair amount
of lepton-plus-jets events (in the experiment, approximately 30% of all ¢ events will
have this decay signature).

The remainder of this appendix serves as an overview of the steps necessary for
generating a large number of events with the TT_DECAY package, pushing these events
through PYTHIA, converting the .stdhep files into the .hepg format, and ultimately

getting these events run through the full CDF detector simulation.

2« dat” is simply the suffix on files that ar output by the MadEvent Monte Carlo event generator.
The format of these events is also known as “Les Houches” format.
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D.1 Changing the random number seed

The TT_DECAY package was spawned from an early version of MadEvent which had a
fixed random number seed programmed into the FORTRAN code. We need to select
a different random number seed each time we run the package; if this is not done
each series of events generated will be completely identical. A Perl script was created
which changes the random number seed each time TT_DECAY is run, thus ensuring
that each set of events generated is unique.

After the user sets the appropriate flags in the runTT_DECAY.pl Perl script, the
TT_DECAY Monte Carlo program will run creating N .dat files of generator-level events
(enough to fill the request of the total number of events specified by the user in
the script), while choosing a new random number seed for each .dat file generated.
The helicity of the events generated is also specified by the user in the Perl script.
Depending on the “quality” of the random number seed (some seeds are better than
others in the sense that using them results in the generation of a greater number of
events in the .dat output file), a run of the TT_DECAY program with that particular

seed may generate anywhere from ~10k to ~1M unweighted events.

D.2 Correcting for the systematic sampling of
phase-space

The early version of MadEvent was coded in such a way that it systematically sampled
phase space. The set of all possible initial conditions for a dynamical system is
referred to as phase space. One can imagine the simple case of a six-dimensional
space consisting of a particle’s position z, y, 2 and velocity &, v, 2, with each variable
taking one dimension in phase space. If we sample phase space in a systematic
fashion while generating our events and then, for example, only use the first 100 out

of N > 100 events which were generated, we would be introducing a significant bias
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into the model and therefore the analysis. To avoid the risk of introducing any such
bias altogether, we shuffle the events prior to use.

Specifically, we run the script runRandomize.pl over the .dat files that are di-
rectly output from MadEvent as a result of executing the previous script. runRandomize.pl
is a Perl script which uses the Fisher-Yates shuffling algorithm [96, 97] to randomize
the events:

# The Fisher-Yates Shuffle
sub fisher_yates_shuffle {
my ($events_array) = shift();
for (my $i = @$events_array; --$i; ) {
my($j) = int(rand($i+1));
next() if ($i == $j);

@fevents_array[$i, $j] = @$events_array[$j, $il;

D.3 Changing particle IDs

As mentioned previously, the .dat files created by the TT_DECAY program only contain
events where both W bosons have decayed to electrons or positrons, plus neutrinos.
The runRandomize.pl script, in addition to shuffling events, replaces the final-state
particle ID codes in the generator-level files with a mix of light quarks and leptons.
In instances where the script replaces lepton ID codes with those of light quarks,
the appropriate color structure is also inserted into the Monte Carlo event record.
A comparison of the kinematic information of light quarks and charged leptons from
MadEvent ¢t semi-leptonic decays (where one of the W bosons decays hadronically,

i.e. to quarks) was carried out. At generator level, the four-momentum information
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from quarks or leptons in ttbar decays was found to be in agreement, so such a
substitution is not as ad hoc as one might initially suspect. MadEvent treats the light
quarks (u, d and s) as being massless. Additionally, this particular MC generator
treats the charm, usually referred to as a heavier-flavor quark, as being massless.
Such assumptions are appropriate, since the MadEvent Monte Carlo is used with cuts
on the jet Er on the order of 5-10 GeV. In such instances dropping the charm mass
leads to an error which is negligible.

The runRandomize.pl script concatenates all of the .dat files generated for a
particular helicity (which by now have had their events randomized) and breaks these
events up into separate 2500-event files so that the Monte Carlo events are more easily
managed by scripts to be applied at the later stages of the MC generation process.

It is here that the events are re-numbered to be sequential once again.

D.4 Adding parent particles

The event record of the MadEvent .dat files include things like event number, particle
ID, and 4-momentum information. Unfortunately, what the MadEvent output files do
not explicitly include is the 4-momentum information for the intermediate parent
particles (e.g., the 4-momenta of top quarks and W bosons and the IDs for these
parent particles). If one examines a raw MadEvent .dat file one finds that a final
state electron, for example, will have an initial state parton (u or d quark) as it’s
parent, not a W boson. Having the true parent particle information inserted directly
into the event record has an advantage from the user’s standpoint of adding the
capability to distinguish an electron which came from the semi-leptonic decay of a
top quark, from a swarm of electrons which came from the decays of unstable hadrons
in the same event.

As a final task, the runRandomize.pl script sums the four-momenta information
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for daughter particles and inserts this energy and momentum information into the

event record along with the IDs of the ¢ and W parent particles.

D.5 Fragmentation and hadronization

Steve Mrenna has written up a very nice piece of FORTRAN code named “pyxtra”
which reads in Les Houches formatted events from various MEMC generators and
pushes those events through PYTHIA for fragmentation and hadronization [98].

PYTHIA uses a hadronization concept based on an older string model where the
color-field lines are imagined as being concentrated into a tube between a color-
anticolor source (like a ¢g pair). This “flux-tube” occurs because the gluons are
self-coupling, and the field lines do not spread out. After the parton shower has
ended, PYTHIA identifies the color-anticolor connections, and the strings (with energy
and momentum) are pulled between them. The strings break into smaller bits, in
accordance with some QCD dynamics programmed into the PYTHIA MC package,
until these bits are small enough to be identified as physical particles (like pions,
kaons, protons, etc.).

Another Perl script, run pyxtra.pl has been written which pushes the .dat
MadEvent Monte Carlo events through PYTHIA for fragmentation and hadronization.
After passing through the PYTHIA software package, the events are stored in the

.stdhep format.

D.6 Conversion from .stdhep to .hepg

Once the .stdhep files generated by PYTHIA are in hand, we need to run production
on them. Production is what we call the process of full detector simulation and event
reconstruction using the offline software. Running production on the events preps

them for offline analysis. Prior to running production on the PYTHIA output files,
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they need to be converted from the .stdhep to the .hepg format. Fortunately there
is a module in the CDF offline software which is setup to do just that; it is part of
the generatorMods package of cdfsoft2 and it is called hepevt2hepg.

Yet another Perl script has been written to help with running production on Monte
Carlo signal events, it is called run_hepevt2hepg.pl and it runs the hepevt2hepg
executable over all of the events in each of the .stdhep files converting them into the

.hepg format.

D.7 Detector simulation

Once the .hepg formatted Monte Carlo files are in hand, full detector simulation can
be run on the events. CDF is simulated using the GEANT3 [70] detector description
and simulation tool. The CDF offline environment includes routines for carrying out
production on Monte Carlo events, where the events are pushed through the full

detector simulation and then processed using the offline software.
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Appendix E

The Mistag Matrix

As discussed in Chapter 5, an important part of any analysis that relies on b-quark
tagging is determining the background due to tagging light-quark or gluonic jets. This
background can be estimated by using the tagging rates measured in an inclusive
sample of generic jets from detector data. These datasets are collected from one
of the following generic jet trigger-paths: JET_20, JET_50, JET_70, JET_100. The
positive (negative) tag rate is important for the so-called “Method I"! (“Method
I1”2) background calculation [99]. A positive (negative) tag is defined as a jet with
a positive (negative) transverse distance from the primary vertex to the secondary
vertex relative to the jet axis (known as L,,, or the transverse decay length; see
Figure E.1). Unlike positive tags, some fraction of which are due to heavy-flavor jets
(from ¢ and b-quarks) even in the generic jet samples, the majority of negative tags
in inclusive jets originate from light-quark jets (from wu, d or s-quarks). By knowing
the tag-rate probabilities, one can calculate the expected number of mis-tagged light-
jets in the W+ jet Monte Carlo samples by summing over the mistag probabilities
for all of the jets in that particular sample. Detector simulation in Monte Carlo is

capable of accurately reproducing the tag-rates for heavy-flavor jets, however not for

In Method I we assume that the fake rate (i.e., tags with no heavy flavor) from generic
jets is the same as those from W+4jets dataset. We then need to determine the tagging rate,
Riag(SELT, Nfr[’kOd, Er,n, @), from the generic jets dataset and build the “fake tag-rate matrix”.

’Instead of assuming that Method I is correct, one examines the transverse decay length dis-
tribution, L,,, for secondary verticies. For negative L,, assume a very small contribution from
heavy-flavor. Positive L, is non-Gaussian due to the contributions from heavy-flavor.
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Figure E.1: +L,, is the distance between the primary vertex and the secondary
vertex. The impact parameter, dy, is the distance of closest approach of a track to
the primary vertex.

the light-quark jets (which is known as the mistag rate).

E.1 Data Samples

The data used for determining and cross-checking the fake tag-rate matrix are based
primarily on the secondary datasets skimmed and produced by the QCD working
group at CDF. The data includes runs taken during the period between February 9,
2002 and November 4, 2002, with a total luminosity® of ~38.4 pb~!. Only “good”
runs were selected, thus requiring good status bits for the CLC, SVX, ISL, COT,
HAD and EM calorimetry, SMX, CMU, CMP, CMX, and the triggers. The QCD

3The SecVtx tag-rate matrix has since been re-calculated using 110 pb~* of data. The 110 pb~!
tag-rate matrix is used for the analysis described in this thesis.
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secondary datasets were reprocessed offline using the CDF 4.8.4 software release and

the 4.9.1 b-tagging prescription.

E.2 The Secondary Vertex Tagger

The tagger that is used to create the mistag rate matrix and to carry out cross-checks
is SecVtx. This tagger is described in more detail elsewhere [44], here T only note a
few important details. The jets used by the SecVtx tagger are found using the JetClu
jet-clustering algorithm with a cone size of 0.4. The Er of the jets are corrected to
the primary vertex on an event-by-event basis (because track € depends on the z-
position of the primary vertex). The SecVtx algorithm uses the run-averaged beam-
line with the z-position of the highest ¥p; vertex from the ZVertexColl collection
as the reference vertex for any given event. The beam-line width is taken to be 32
pm, independent of z, and the beam-line position is assumed to be stable within
one run. All tracks are required to pass stringent track quality cuts (as discussed in

Section E.3). The jet energies are not corrected for calorimeter response.

E.3 Five-Dimensional Tag Rate Matrix

The tag-rate matrix is binned in five parameters for both negative and positive tag-
rates, and hence is five-dimensional. Table E.1 lists the binning of the matrix in
terms of these five variables. The positive, R;q4 +, and negative, Ry, _, tag-rates are

defined as follows for each bin ijkim in the space of { Er, N%Od, EE%ets, n, ¢}

_ # tagged jets with L,, > 0 in bin ijkim
Riggs = — (E.1)
# taggable jets in bin ijkim
R _ # tagged jets with L,, < 0 in bin ijkim
tagv_ =

E.2
# taggable jets in bin ijkim (E2)

157



0.05 CDF Preliminary

4 0.045F- y
% 0_042_ O Posm\.re tag rate
g 0.0352_ A Negative tag rate
2 0.03F
0.025F —O—o - &
'E 0.02E- G
E0015F- O
D 901 N N N
= 0.005E- I e S
mu.ousé._ﬁiAi.ilAi_.‘l.fl...|...|...|...|...
0 20 40 60 80 100 120 140 160 180
E; (GeV)
a
o
L
S
o
3
i) O
i
= .
2
= —0—
m ry
lE r Y
é Ai 1 Ai 1 1
8 10 12

Track Multiplicity

Figure E.2: Positive and negative tag rates in the combined jet sample as a function
of Er (top) and taggable track multiplicity (bottom).

where L, is the distance in the plane transverse to the beam along or against the
direction of the jet from the reference point of the highest ¥pr primary vertex. Er is
the transverse energy of the jet, EE;}ets is determined by summing over the transverse
energies of the jets found using the JetClu jet-clustering algorithm with a cone size
of 0.4, 7 and ¢ refer to the 5 and ¢ of the jet, and NI is the number of good tracks
in the event.

A jet is defined as taggable if it passes the following requirements:

e Uncorrected Er > 15 GeV
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Bin || Ep [GeV] | NI%7 | SEX™ [GeV] | 1 | ¢ [rad]
1 0 2 0 —241 0
2 20 3 80 ~1.1| 08
3 35 4 >140 —08| 1.6
4 50 5 06| 24
5 65 6—7 04| 32
6 80 89 —02| 4.0
7 100 | 10-13 0 4.8
8 120 >14 0.2 | 5.6
9 150 04 | 6.4
10 >180 0.6
11 0.8
12 1.1
13 2.4

Table E.1: Tag rate matrix variables and bin boundries. The numbers shown are the
lower bin boundaries.

e |n| <24
good
i Ntrk 2 2.

The full five-dimensional matrices for Ry, and Ry, was created using even
event numbers from the inclusive jet data. For the cross-checks, we use the statisti-
cally independent sample comprised of odd-numbered events. Figure E.2 shows the
integrated tag rates for the combined QCD sample (even event numbers only). The
upper plot shows the positive and negative tag rates as a function of Er, integrated
over Y Er and track multiplicity; and the lower plot shows the rates as a function of
the track multiplicity, integrated over Ep and Y Er. The positive (negative) tag-rate
rises from 1.2% (0.1%) at low Er to about 2.3% (0.6%) at high Er.

The tag-rate matrix has been made available to users offline via an interface called

using the CDF AC++ framework.
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E.4 Cross-checks on the Tag-Rate Matrix

We have performed a number of cross-checks of the tag-rate matrix. The general idea
is to use the matrix to predict a certain number of tags for any particular bin. That
is, for a given bin in By (bin ), SEI (bin j), number of tracks (bin k),  (bin
[), and ¢ (bin m), where the number of taggable jets is (# taggable);jkim, then the

number of tags will be

(predicted pos. tags)ijum = (# taggable jets);jkm X (pos. tag rate)ikm  (E.3)

(predicted neg. tags)ijkm = (# taggable jets);jkm X (neg. tag rate)ijpm  (E.4)

where the positive or negative tag-rate (for the bin ijkim) is obtained from the appro-
priate tag-rate matrix. We compared both the number of predicted and observed tags
and predicted and observed tagging rates (obtained from Equations E.3 and E.4 by
dividing the number of tags by the number of taggable jets) in bins of quantities that
are not used to parameterize the tag-rate matrix, such as: run number, instantaneous
luminosity, number of primary vertices, etc.

We also compare the overall number of predicated and observed tags. Good agree-
ment is expected if the tag-rate matrix is accurate and properly parameterized. We
performed this comparison in bins of quantities such as Er, X Er, Nyer, run number,
instantaneous luminosity, etc. We calculate the error on the predicted number of tags

as follows:

Ttags — Z \/(# taggable)?jklm ' UI%ate, ijkim’ (E.5)

ijkim

where o440 is the uncertainty on the tagging rate for the bin ijklm from the

ijkim
mistag matrix. That is, we assume that the bin-by-bin errors are uncorrelated.
As was mentioned in Section E.3, we use orthogonal data samples for calculating

and cross-checking the matrix. Moreover, we use odd event numbers in the JET_20,
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JET_50, JET_70, and JET_100 samples to count the number of observed tags and com-
pare that with the number of predicted tags obtained using the even event numbers
in the combined jet sample. We also use a sample collected through the ¥ E trigger-
path (four jets with Er > 15 and ¥ E7 > 125 GeV), which provides perhaps the
best cross-check by virtue of being a completely independent dataset. Figures E.3-
E.7, at the very end of this appendix, show some of the comparison plots from these
cross-checks. It is apparent from all of the plots that we have examined during our
cross-checks that the number of predicted and observed tags generally agree within
1-20.

Finally, we carried out an exhaustive search for any biases introduced into the tag-
rate matrix due to trigger-jets. Trigger-jets are jets in an event with Er just above
the threshold responsible for firing that particular trigger. For this series of tests, we
used the standard tag-rate matrix described in Section E.3 to predict the number of
expected tags, and we compare this prediction to the number of tags actually observed
in the statistically independent (even numbered events) inclusive jet samples.

The trigger-jet was identified as the jet closest in 7-¢ space to the Level-2 cluster
just above the trigger threshold of the trigger type (e.g. JET_20 or JET_70) that se-
lected the event. Tables E.2 and E.3 show the numerical comparison for both trigger-
jet and non-trigger-jet results, respectively. These results were obtained through
selective cross-checking (i.e., running over trigger or non-trigger-jets) against the
five-dimensional tag-rate matrix. In general, the ratios we observe, within statistical
uncertainties, are ~1 for both trigger and non-trigger jets. We conclude that the

trigger-jets do not introduce a bias into the matrix.
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positive tags (trigger jets) | negative tags (trigger jets)
sample obs/pred obs/pred
Jet20 1.01 4+ 0.02 0.96 £+ 0.04
Jetb0 1.01 4+ 0.02 0.98 + 0.05
Jet70 1.01 4+ 0.03 1.00 4+ 0.06
Jet100 1.03 4+ 0.03 1.01 4 0.06

Table E.2: Predicted vs. observed number of tags for trigger jets in each of the
4.8.4 (with 4.9.1 b-tagging) datasets. This cross-check was done against the five-

dimensional tag-rate matrix.

positive tags (non-trigger jets) | negative tags (non-trigger jets)
sample obs/pred obs/pred
Jet20 1.03 4+ 0.02 1.01 4+ 0.06
Jetd0 0.98 + 0.02 1.03 4+ 0.05
Jet70 0.97 + 0.02 1.01 4+ 0.05
Jet100 1.01 4+ 0.02 1.01 4+ 0.04

Table E.3: Predicted vs. observed number of tags for non-trigger jets in each of the
4.8.4 (with 4.9.1 b-tagging) datasets. This cross-check was done against the five-

dimensional tag-rate matrix.
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positive tags | negative tags
sample obs/pred obs/pred

Jet20 1.01 £ 0.01 | 0.98 4+ 0.04
Jetb0 || 0.99 £+ 0.01 | 1.01 £ 0.03
Jet70 || 0.98 = 0.02 | 1.02 £ 0.04
Jet100 || 1.01 &= 0.02 | 1.02 £ 0.03
> Ep || 1.024+0.01 | 1.01 + 0.03

Table E.4: Predicted vs. observed number of tags for the five-dimensional tag-rate
matrix in each of the samples considered.

E.5 Tag-Rate Matrix Systematic Uncertainties

There are three major contributions to the systematic uncertainties in the five-

dimensional tag rates:

e Biases for additional tag rate dependencies not included in the matrix
e Biases for runs not included when the matrix was created

e An uncorrected heavy-flavor contribution to the negative tag-rate

At the end of this appendix we show plots from some of the additional cross-
checks of the five-dimensional tag-rate matrix against several variables which were
not included in the matrix itself, but on which it might depend. These additional
cross-checks were carried out using the ¥ E; sample so that they could be done on
a completely unbiased dataset. Recall that the XEp sample was not used during
the determination of the matrix; because of high jet and track multiplicities this
sample may be considered the worst possible case for the sake of such comparisons.
Figures E.3-E.7 show that there are no systematic effects in the X FEp cross-checks,
and hence we take the statistical precision of these comparisons as our systematic
uncertainty. The last row in Table E.4 shows that for the X E7 dataset the statistical

precision of our comparison is 1% for positive tags and 3% for negative tags.
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Systematic source Positive tags (%) | Negative tags (%)
Additional tag rate dependencies 1 3
Change in run conditions 6 D
HF contribution to neg. tag rate - 8
Total 6 10

Table E.5: Systematic uncertainties for the Five-dimensional SecVtx tag-rate matrix.

The tag-rate matrix is determined using a subset of the goodrun list used for
the 2003 winter conference analyses. Since we need to construct the matrix well in
advance of the release of results in order to complete all of the systematics studies
in time, the matrix is built on a subset of runs that do not extend to the end of the
complete dataset. Due to a changing detector configuration, trigger and/or acceler-
ator conditions, one has to worry whether the matrix adequately parameterizes the
tag-rates in the newer data. When explicitly comparing the predicted to observed
number of tags for the newer runs, we did not find any significant discrepancies, and
we assigned the statistical precision of the tests, £6% (£5%) for positive (negative)
tags, as the systematic uncertainty due to these effects.

At present, the heavy-flavor contribution to the negative tag-rate is not corrected
for in the five-dimensional matrix. The lack of such a correction means that the
negative tag rate is systematically over-estimated. From the results of Run I studies
carried out using a similar SecVtx tagger (Table 6 of [100]), we take the amount of
this over-estimate to be about 8% for the negative tag-rate.

Table E.5 lists the major contributions to the systematic uncertainties for both
positive and negative tags; the total is obtained by summing the individual contribu-
tions in quadrature. Based on our cross-checks, we take the systematic uncertainty
on the five-dimensional matrix to be +6% for positive tags, and +£10% for negative

tags.
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Figure E.3:
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