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MINOS is a long-baseline neutrino experiment designed to observe the oscillation
of neutrinos traveling between two detectors, a Near Detector at Fermi National Ac-
celerator Laboratory and a Far Detector at the Soudan Underground Laboratory in
northern Minnesota. Precision measurement of the oscillation parameters requires
a better than 5% absolute energy calibration which is derived using a dedicated
calibration detector, called CalDet. A smaller version of the MINOS detectors, the
CalDet was exposed to particle beams in the CERN PS East Area test beams in
2001-2003. This document describes the conditions under which the CalDet beam
data were taken, establishes selection criteria to identify a sample of electrons, and
discusses the characteristics of electromagnetic interactions in the CalDet. Showers
initiated by electrons at a range of incident momenta are compared to Monte Carlo
modeling and contrasted against hadronic showers. Finally, the detector electro-
magnetic response and energy resolution are parameterized as a function of incident
momentum, and showers induced by single electrons are compared to showers in-

duced by simulated neutrino interactions.
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Chapter 1

The Mysterious Neutrino

In recent years experimental physicists have exerted widespread effort to determine
whether or not neutrinos experience oscillations, a phenomenon in which a neu-
trino generated as one flavor is later detected as a neutrino of a different flavor. To
undergo oscillations, the neutrino must have mass, undermining one of the basic
tenets of the Standard Model of particle interactions. Understandably, this hint of
physics beyond the scope of one of the most successful physics theories of the 20th
century has inspired a host of experiments. Among the latest, Super Kamiokande
studies the properties of neutrinos produced by the interaction of cosmic rays in the
atmosphere and as well as the properties of neutrinos produced in the sun, the Sud-
bury Neutrino Observatory studies neutrinos produced in the sun, while KamLAND
observes neutrinos produced in nuclear reactors. While these experiments provide
consistent evidence that neutrinos undergo oscillations, another experiment, LSND,
suggests that more exotic phenomena may be at work in neutrino interactions. The
Main Injector Neutrino Oscillation Search, or MINOS, will remove any doubt con-
cerning the occurrence of oscillations by providing a precision measurement of the

parameters involved in the oscillation of this elusive lepton.



1.1 “A Desperate Remedy”

The history of the neutrino begins in 1930. In a letter addressed to “Dear Radioac-
tive Ladies and Gentlemen”, W. Pauli postulated the existence of a new particle [1].
His famous letter proposed this formerly outlandish idea in order to avoid the even
more unsavory conclusion that energy was not conserved in 3 decay. Pauli’s particle
had to be light, with a mass “of the same order of magnitude as the electron mass”,
and had to be weakly interacting in order to have escaped detection. In 1953, the
first experimental evidence indicating the existence of this particle, which had come
to be known as the neutrino, was obtained by Cowan and Reines [2]. Their original
experiment investigated the reaction 7, +p — n + e*. Using neutrinos produced in
the Hanford nuclear power reactor incident on a liquid scintillator detector, Cowan
and Reines looked for a signal from the annihilation of the positron followed by
signal coming from neutron capture 5 us later. This technique of looking for the
delayed-coincidence of two interactions allowed for a demonstration of the existence
of this extremely weakly interacting particle. The cross section for the process stud-
ied in the Cowan and Reines experiment is 6 x 1072 barn. Neutrinos are likely
to pass through a light-year long block of lead without interacting, explaining the
23 years it took to confirm the existence of Pauli’s lepton. Since the confirmation
of the existence of the first neutrino, now called the electron neutrino, two more
flavors of neutrinos, the muon neutrino and the tau neutrino, have been discov-
ered [3], [4]. Furthermore, it has been established that there are precisely three
weakly interacting neutrinos [5].

Despite the difficulties involved in detecting neutrinos, these particles have
played a fundamental role in probing the interactions of other particles. The Stan-
dard Model calls for two types of weak interactions. The first, called the charged
current (CC) interaction, proceeds via the exchange of a W charged boson, with

a charged lepton in the final state. The second, called the neutral current (NC)



interaction, proceeds via the exchange of the Z° neutral boson, with an electrically
neutral lepton in the final state. Neutrinos were discovered via the charged current
interaction, but before the Standard Model, neutral current interactions had not
been observed. However, using a beam of neutrinos to induce reactions of the type
vy +N — v, +hadrons, neutral current interactions were discovered, and the obser-
vation of such interactions established the Standard Model of particle interactions
as a viable theory [6]. Ironically, neutrinos now provide the impetus for extensions
to the Standard Model. The Standard Model assumes the neutrino is massless, and
for many years, this assumption has not been challenged experimentally. However,
50 years since it’s discovery, evidence is emerging that indicates the neutrino mass

1S non-zero.

1.2 Neutrino Oscillations

In the years shortly after the confirmation of the existence of the neutrino, an ex-
periment was conducted that attempted to use the neutrino as a probe of the fusion
processes that fuel the sun. The Homestake experiment was designed to count the
number of electron neutrinos coming from sun; however, it was soon discovered
that there was a deficiency in the number of neutrinos below that predicted by
the Standard Solar Model [7]. Eventually a new “desperate remedy”, that of neu-
trino oscillation, emerged as the leading explanation of the discrepancy between the

calculation and the experimental data.

1.2.1 The Theory of Neutrino Oscillation

The theory of neutrino oscillation hinges on the assumption that neutrinos have
mass, and that the mass eigenstates are not the same as the flavor eigenstates. If

this is the case, the flavor eigenstates can be represented as a linear superposition



of the mass eigenstates:
3
|1/f >= Z Ufm|Vm > (1.1)
m=1

where |1/f > represents a flavor eigenstate, v, v, or v;, |Um > represents a mass
eigenstate, and Uy, is the f, m element of a unitary matrix giving the amplitude of
the mixing among the different states.

The equations governing oscillations are simplified by considering the case
in which only two flavors are involved in oscillation. Moreover, most observations
can be understood, at least to first order, in terms of the case of two flavor and
two mass states. Taking the flavor states v, and v,, and the mass states v, and v3,

Equation 1.1 can then be written as

vy > = cosO|vg > +sinflvz >

vy > = —sinf|vy > +cosflvz > . (1.2)

As mass eigenstates, |vo > and |v3 > are also eigenstates of the free particle Hamil-
tonian with energies Ey = (/p? +m3 and E3 = {/p? + m} respectively. Applying
the time evolution operator, e **, to the v, flavor eigenstate dictates how that

state propagates with time:
[, (t) >= cosfe 2|y > +sinfe F3! vy > (1.3)

in units where /i = ¢ = 1. Then, the probability that a neutrino originally of the v,

flavor will at a time ¢ be detected as a v, is

Pvy, —v) = | <vrlyu(t) > |2

= sin?fcos? O — e E2t 4 o tEst)2

E3 — Eg)t) .

= sin” (20) sin® <( 5 (1.4)

For relativistic particles created with the same momentum,

E3—E2 = \/p2+m§—\/p2+m§

4



m3 —mj

2F
Am?

- o0 (1.5)

Q

where Am? = m3—m3. If L is the distance the particle travels in time ¢, Equation 1.4

becomes

(1.6)

2
P(v, — v;) = sin? (20) sin? (Am L) ,

4F
and the survival probability, or the probability that a v, will be detected as a v,

after traversing a distance L is

Pv,—v,) = 1-Py, —v,)

(1.7)

2
= 1 sin®(20) sin? (mmeL>

where Am? is measured in eV, L is measured in km, E is measured in GeV, and
the factor of 1.27 arises from the unit conversion. Figure 1.1 illustrates the behavior
of Equation 1.7 with respect to neutrino energy for different values of Am?, with
fixed values of sin? (20) = 1 and L = 735 km. The curves are characterized by an
oscillatory behavior. The survival probability depends on two unknown parameters,
the mixing angle and the difference of the squares of the masses between the two
neutrinos involved in the mixing. The amplitude of the oscillation is modulated
by the value of sin? (20), and for a given length, the energy of the first minimum
in the survival probability decreases with a smaller Am?2. At energies below the
first few minima, small changes in the neutrino energy result in large changes in
the survival probability. With limited experimental resolution, a measurement of

survival probability would yield an average of %

1.2.2 Evidence for Oscillations

Since the Homestake experiment, many other experiments have added convincing

evidence supporting the existence of neutrino oscillations. Three of these exper-
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iments, Super Kamiokande, which investigates the interactions of both solar and
atmospheric neutrinos, SNO, which investigates the interactions of solar neutrinos,
and KamLAND, which investigates the interactions of reactor neutrinos, are dis-

cussed further here.

Super Kamiokande

Super Kamiokande uses a water Cerenkov detector to detect neutrinos produced
by cosmic ray interactions in the atmosphere [8]. Atmospheric neutrino production
is dominated by the process 7= — p* + 1,(¥,). The u* then decays via the
reaction u* — e* + ve(Pe). Both the v, and the v, are detected in the Cerenkov,
and the number of each neutrino type observed is compared to expectation. Super
Kamiokande reports their results as a double ratio, R, defined as the measured
ratio of uyke to ejke events divided by the same ratio as predicted by Monte Carlo
simulation. They find a value of R of 0.63870017 4+ 0.050 for sub-GeV events,
and 0.67510:035 4+ 0.080 for multi-GeV events [9]. In the absence of oscillations,
one would expect R = 1, thus the Super Kamiokande results provide a more than
5 sigma deviation from expectation in the case of no oscillations. Moreover, since
the production of neutrinos in the atmosphere should be roughly isotropic, the
dependence of the v, and v, fluxes on zenith angle, hence distance traveled, can
be used to extract measurements of the mixing parameters. Figure 1.2 shows the
results of 1289 days of data collection at the Super Kamiokande experiment. The left
column of plots shows the number of v, events recorded versus the zenith angle while
the right column of plots shows the number of v, events versus the zenith angle.
The distributions of v, events agree well with the expectation from no oscillations,
while the v, distributions do not, indicating that v, oscillate into v, with Am? =
2.5 x 1072 eV? and sin? (26) = 1.00.

The Super Kamiokande detector is instrumental in another measurement



of oscillations done by the KEK to Kamioka (K2K) neutrino oscillation experi-
ment [10]. This experiment probes the neutrino oscillation parameters by studying
accelerator neutrinos produced using 12 GeV protons from the KEK proton syn-
chrotron incident on an aluminum target. The K2K collaboration measures a reduc-
tion in v, flux, 56 observed events compared to 80.1i§;§ expected events, coupled
with a distortion of the energy distribution of interactions in the SuperK detector
relative to that measured in two smaller detectors 250 km upstream of the large
water Cerenkov. The oscillation parameters derived from these observations are

consistent with the measurement conducted with atmospheric neutrinos.

SNO

While the Super Kamiokande experiment also studies the interactions of solar neutri-
nos, the latest measurement using solar neutrinos comes from the Sudbury Neutrino
Observatory, or SNO. SNO also uses a water Cerenkov detector, with heavy water
as the active medium. SNO detects neutrino interactions via 3 reactions. The first,
the charged current reaction, v,+d — p+p+e~ is initiated only by electron flavored
neutrinos. On the other hand, the neutral current reaction, v, +d — p+n+ v, and
the elastic scattering reaction, v; + e~ — v, + e~ can be induced by any neutrino
flavor. Fusion processes in the sun only produce electron flavored neutrinos. These
ve’s travel 150 million km from the sun before interacting in the SNO detector.
If neutrinos do not oscillate, then the measured flux of non-electron type neutrinos
from the sun should be zero. SNO measures a total neutrino flux consistent with the
Standard Solar Model. It finds the component of the flux due to electron neutrinos
to be 1.76 7002 (stat.) 1009 (syst.) x 10¢ ecm™2s~! and measures the component of the

flux due to non-electron neutrinos to be 3.4170%42 (stat.) 7942 (syst.) x 105 cm=2s~1,

a result 5.3 o greater than the expectation of zero [11]. SNO clearly demonstrates
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Figure 1.2: Results of 1289 days of data collection from the Super Kamiokande
experiment. The left column of plots shows the number of v, events recorded versus
the zenith angle (cos@ = 1 corresponds to downward going neutrinos) while the
right column of plots shows the number of v, events versus the zenith angle. The
top row of plots corresponds to neutrinos with less than 1.3 GeV incident energy,
while the bottom row corresponds to higher energy neutrinos. The dots correspond
to the data, the solid line to Monte Carlo predictions without oscillations, and the
dashed line to Monte Carlo predictions with oscillations assuming v, — v, with
Am? = 2.521072 eV? and sin? (26) = 1.00 [9].



that the flavor of solar neutrinos changes during the journey from the sun to the

earth.

KamLAND

Both Super Kamiokande and SNO rely on neutrinos from natural sources. Another
experiment, the Kamioka Liquid scintillator Anti-Neutrino Detector (KamLAND),
studies the behavior of man made neutrinos, namely those produced in the fission
reactions that power nuclear power plants. Using a liquid scintillator detector,
KamLAND measures the v, flux from many nuclear reactors at an average distance
of =~ 180 km. KamLAND observes 258 events with an expected 365 + 24 events
in the case of no oscillations [12]. Moreover, as shown in Figure 1.3, the deficit of
measured neutrino events compared to expectation depends on the energy of the
incident neutrino. A fit to the spectral shape gives values of the mixing parameters
of sin? (20) = 0.83 and Am? = 8.3 x 1075 eV?, results consistent with the SNO

measurement of v, oscillations.

1.3 The Future of Neutrino Oscillation Experiments

With three neutrino flavors, there are 2 independent mass squared differences. The
experiments described above provide consistent measurements of the two possible
values of Am?. However, another experiment, the Liquid Scintillator Neutrino De-
tector (LSND), also provides evidence of neutrino oscillations, but with a value of
Am? much larger that that seen in other experiments. LSND uses a beam of accel-
erator produced 7, and searches for the appearance of 7, in the liquid scintillator
detector 30 m downstream of the neutrino source. LSND reports the appearance of
51.87157 + 8.0 excess 7, events above that expected from background [13]. In order
to explain the LSND results in terms of oscillations, Am? must be on the order of

1 €V2, a requirement not consistent with the measurement of Am? on the order of

10
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Figure 1.3: Prompt event energy spectrum of the KamLAND 7, candidate
events [12].

1073 eV? of the atmospheric experiments, nor with Am? on the order of 107° eV? of
the solar experiments. Proposed solutions to resolve the conflict range from adding
a fourth, non-interacting, or sterile, neutrino to the lepton family to allowing the
violation of the Charge-Parity-Time symmetry of the Standard Model [14]. Another
experiment, MiniBoone, is currently taking data to confirm or refute the measure-
ment [15]. If the results are confirmed, the story of neutrino interactions will change
dramatically.

Beyond exploring the questions raised by the LSND result, future neutrino
experiments aim at studying effects of flavor transitions implied by considering the
full, 3-flavor oscillation analysis. Both the newly named NuMI Off-Axis v, Ap-
pearance Experiment (NOvA) and the Japanese project JHF-Kamioka propose to
measure the sub-dominant mixing of v, — v, [16], [17]. Such a measurement can

shed light on the neutrino mass hierarchy and also probe Charge-Parity violation.

11



Other studies comparing the oscillation among anti-neutrinos to that among neu-
trinos provide tests sensitive to the violation of the Charge-Parity-Time symmetry
thought to be strictly obeyed by nature.

Strong evidence indicates that something happens to neutrinos as they move
away from their source. Neutrino oscillation is the most likely candidate to explain
this behavior, but a precision measurement of the parameters dictating the mixing
has yet to be made. The Main Injector Neutrino Oscillation Search, or MINOS, is
poised to make this measurement and unambiguously demonstrate that neutrinos

oscillate.

12



Chapter 2

MINOS

MINOS is a long-baseline neutrino oscillation experiment designed to provide a pre-
cision measurement of the oscillation parameters governing the mixture of neutrinos
in the parameter space suggested by atmospheric neutrino studies. The MINOS
experiment uses an intense beam of v, produced at the Neutrinos at the Main In-
jector (NuMI) beam line at Fermi National Accelerator Laboratory. In order to
minimize systematic uncertainties of the beam flux and composition, MINOS em-
ploys two similar detectors to observe neutrino interactions. The first detector, or
Near Detector, is located on-site at Fermilab, 1000 m downstream of the neutrino
production target. The second detector, or Far Detector, is located 735 km away
in the Soudan Underground Laboratory in northern Minnesota. A third, smaller
detector, or Calibration Detector, is used to calibrate the response of the MINOS de-

tectors. Figure 2.1 shows a schematic of the locations of the large MINOS detectors.

13
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2.1 MINOS Capabilities

MINOS will verify the oscillatory nature of neutrinos by measuring a statistically
significant difference in the nature of the neutrino beam at the Far Detector as com-
pared to that predicted by the Near Detector. The primary MINOS measurement
involves comparing the v, charged current energy spectrum at the Far Detector
with the extrapolated Near Detector spectrum. In this way MINOS will obtain the
total survival probability of v, as a function of neutrino energy. With values of the
oscillation parameters as suggested by Super Kamiokande, MINOS will be able to
observe a dip in the survival probability around 1.5 GeV incident neutrino energy,
then a rise in the spectrum toward lower energies. Such an observation will be a
powerful tool in discriminating among alternate mechanisms, such as neutrino de-
cay or neutrino decoherence, that could cause the disappearance of neutrinos and
will unambiguously indicate that the disappearance of neutrinos is caused by os-

cillations [18], [19]. Figure 2.2 shows the expected ratio of the number of charged

14
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Figure 2.2: To the left, the ratio of v, charged current events expected in the Far
Detector with oscillations to the predicted number of events with no oscillations as
a function of neutrino energy. To the right, the confidence level regions from the
MINOS measurement [20].

current events in the Far Detector with oscillations to the number of charged current
events in the case of no oscillations. The dependence of the survival probability on
neutrino energy is obvious, as is the first minimum and the rise at lower energies.
If oscillations are observed, the energy dependence will provide precision measure-
ments of Am? and sin? (26). MINOS has particularly good sensitivity to the value
of Am?2. For sin? (20) near 1, and with enough neutrinos to minimize statistical
errors, MINOS will constrain Am? to better than 10% [20].

An independent confirmation of the oscillatory nature of neutrinos can be
derived by comparing the ratio of charged current events to neutral current events
in each of the detectors. A test of this nature has power to distinguish between the
case of oscillations versus that of no oscillations, and it is sensitive to the mode of
the mixing. In particular, the shape of the neutral current energy spectrum can
be used to discriminate between v, — v; and v, — Vsgerie oscillations [21]. Since

sterile neutrinos will not interact at all, any component of oscillation into sterile

15



neutrinos will suppress the number of neutral current interactions recorded at the
Far Detector. Figure 2.3 shows the energy spectrum of neutral current events for
different components of oscillation into sterile neutrinos along with the unoscillated
spectrum.

Another important goal of the MINOS experiment is to search for a small
component of v, — v, oscillation by identifying an excess of v, charged current
interactions in the MINOS Far Detector. Study of the sub-dominant neutrino os-
cillation modes provides the impetus behind many of the next generation neutrino
experiments. Figure 2.4 shows the parameter space for which MINOS could observe
v, appearance [20]. MINOS has the capability to extend the search for sub-dominant
mixing between v, and v, beyond the region excluded by the CHOOZ experiment,
which currently provides the best limits on this mode of mixing [22].

Finally, MINOS is the first large underground detector with a magnetic field.
Using the magnetic field to charge separate the particles that result from atmospheric
neutrino interactions, MINOS will be able to compare the oscillation properties of

neutrinos and anti-neutrinos.

2.2 The Beam

The NuMI neutrino beam is a tertiary beam resulting from the decays of pions
and kaons produced by 120 GeV protons from the Main Injector interacting in a
graphite target [23]. The charged hadrons produced in the target are focused into a
beam using two magnetic horns. Once focused, the secondary particles travel down
a 675 m long, 2 m diameter pipe, where they decay into the neutrinos used for the
MINOS experiment. At the end of the decay pipe, hadron and muon absorbers
allow for the ranging out of any hadrons that did not decay and the muons created

in the decays. Monitors are stationed at the end of the decay pipe to measure the

16
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Figure 2.3: Energy distribution of neutral current candidates. Top left plot shows
the energy distribution in the Far Detector with no oscillations. Top right shows
the neutral current energy distribution in the Far Detector if v, oscillate to v;
with Am? = 0.0035 eV2. Middle left shows the distribution if v, oscillate to sterile
neutrinos with Am? = 0.0035 eV2. Middle right shows the distribution if v, oscillate
to an equal admixture of v, and sterile. The bottom plot shows a comparison of the
energy distribution for each of the scenarios [21].
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properties of the hadron and muon components of the beam [24]. Figure 2.5 shows

a schematic of the NuMI beam line.
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Figure 2.5: A schematic of the NuMI beam line. Courtesy of B. Zwaska

The optimally focused neutrino momentum depends on the relative place-
ment of the target and two horns; by changing the relative placement, the peak
momentum of the resultant neutrino beam can be changed. This situation allows
for the possibility of three different beams, termed high energy, medium energy and
low energy, and provides MINOS with the flexibility to optimize the measurement
of the survival probability for different Am?. Figure 2.6 shows the energy spectrum
of v, interactions to be observed at the Far Detector in the absence of oscillations
for each of the beam configurations. The low energy beam peaks at about 3 GeV,
the medium energy beam peaks around 6 — 8 GeV, while the high energy beam
has a wide peak ranging from about 10 — 20 GeV. The current accepted values for
neutrino oscillations in the MINOS regime dictate that the best sensitivity will be
achieved most quickly using the low energy beam. In addition to being an intense
v, source, the NuMI beam is very pure. Figure 2.7 shows the composition of the
Low Energy Beam. The beam consists mainly of v,. The contribution of v, and v,

in the peak energy range is less than 1%.
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2.3 The Detectors

The MINOS detectors are tracking, sampling calorimeters. The active medium
in each of the detectors is 4.1 cm wide, 1 cm thick, plastic scintillator strips, co-
extruded with a TiO, reflective sheath. The scintillator consists of polystyrene
doped with 1% PPO and 0.030% POPOP fluors [25]. Arrayed side by side, the
strips are grouped into planes and then backed by a 2.54 c¢m thick iron sheet that
comprises the absorber of the calorimeter. Planes of scintillator and steel are hung
vertically at a pitch of 5.94 cm to make up the depth of the detector. Consecutive
planes of scintillator strips are rotated 90° with respect to the previous plane to
allow for tracking in both the horizontal and vertical directions.

The neutrinos interact primarily in the steel. Daughter particles created in
the interaction that escape the steel and traverse the scintillator ionize the base
plastic. The short wavelength radiation emitted by the excited molecules of the
base plastic excites the primary fluor, which in turn emits ultra-violet radiation
that excites the secondary fluor. The secondary fluor then emits longer wavelength
blue light. Each scintillator strip has a wavelength-shifting fiber glued into a groove
along the center of the strip. This fiber absorbs the scintillator light, shifts the
wavelength from blue to green, then carries the light to a manifold at the edge of
the detector. From there the light is transported via clear fiber cables to multi-anode
photomultiplier tubes (PMTs). Light is converted into charge, which is measured
by front end electronics (FEE). The amount of charge measured is proportional to
the energy deposited in the scintillator by the daughter particles. Figure 2.8 shows
a schematic diagram of the detector components.

All of the MINOS detectors have identical segmentation and are constructed
from identical materials to reduce systematic effects arising from differences in de-
tector operation; however, the environment in which each detector operates, along

with the need to minimize cost, dictates some differences among the detectors.
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Figure 2.8: A schematic of the components of the MINOS detectors. Courtesy of
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2.3.1 The Far Detector

The MINOS Far detector is located 2,341 ft under ground, on the 27th level of the
historic Soudan Iron Mine. At a distance of 735 km from the neutrino source, the
Far Detector is designed to measure the energy spectrum of the neutrino beam after
oscillations have taken place. The calorimeter is octagonally shaped and stands
8 m tall. Tt consists of 485 layers of iron and scintillator planes, with each plane
consisting of 192 scintillator strips. The total mass of the Far Detector is 5.4 kt.
The steel is magnetized with a field strength of 1.3 T at a radius of 2 m from the

center of the detector [26]. A picture of the Far Detector is shown in Figure 2.9.

Far Detector Front End Electronics

In the absence of oscillations, the number of events expected in the Far Detector is
only a few thousand per year, and with oscillations, that number is significantly re-

duced. Moreover, the detector depth limits the cosmic ray trigger rate to 0.4 Hz [27].
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Figure 2.9: MINOS Far Detector. At the time of the photo, detector construction
was complete, but the final modules of the Cosmic Ray Shield were not yet in place,
allowing for clear viewing of the layers of the detector. Photo courtesy of J. Meyer

Therefore, the Far Detector FEE system was designed to take advantage of the low
event rates expected at the Far Detector. The light produced in the far detector is
measured at each end of the scintillator strip by Hamamatsu R5900-00-M16 photo-
multiplier tubes [28]. This phototube features 16 anode channels, or pixels, with a
common dynode signal, in a compact glass enclosure. The PMT anodes are read out
using the Viking VA chip, manufactured by IDE AS of Hovik, Norway. The VA chip
features a charge sensitive preamplifier, a shaper, a sample and hold circuit for each
of the anode channels, and a analog output multiplexer [29]. Three VA chips are
housed on a single VA Front-end Board (VFB), which also contains a discriminator
chip that acts as the hardware trigger. Analog signals are sent from the VFB to
the VARC Mezzanine Modules (VMM), where they are digitized. Six VMMs are
housed on a VA Readout Control board (VARC), which provides data timestamps
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and control of the VA devices. Read out of the front end electronics is activated by
the PMT dynode signal. When the dynode signal from any of the three PMTs on
a VFB goes above a tunable threshold, generally set at % photoelectrons (PE), the
signals from all of the 16 anodes on that tube are sent to the VARC and digitized.
Only the signals from anodes that are above a sparsification threshold of 4 times
the pedestal width are forwarded to the output data stream. The Far Detector
FEE uses a 14 bit analog to digital converter (ADC), giving a charge resolution of
2 fC/count. In addition, the Far Detector FEE provides a 1.5625 ns resolution time
stamp.

Since the average transverse size of neutrino events in the MINOS detector
is expected to be less than 1 m, the light from 8 strips separated by more than
1 m is “multiplexed”; the light from those 8 strips is read out by the same PMT
pixel and FEE channel. Since the light is read out from each end of the scintillator
strip and the multiplexing pattern is different on each end of the detector, this cost
saving measure still permits unambiguous mapping of the signal to a given strip in

the detector.

2.3.2 The Near Detector

The Near Detector is located a short distance from the neutrino source, and thus
measures the unoscillated energy spectrum of the neutrino beam. The beam condi-
tions at the Near Detector site allow for a smaller detector than that further away.
Shaped like a “squashed” octagon, the Near Detector stands 3.8 m high, 4.8 m wide
and has a mass of 0.98 kt. It consists of 282 planes. The Near Detector is also mag-
netized with a field strength of 1.2 T at the location of the neutrino beam incidence.

Figure 2.10 shows the Near Detector during installation.
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Figure 2.10: MINOS Near Detector during the construction phase. Photo courtesy
of Fermilab Visual Media Services

Near Detector Front End Electronics

At only 100 m underground, the cosmic ray rate at the Near Detector is expected
to be 270 Hz [26]. Moreover, when using the high energy beam hundreds of events
per 8 us spill are expected in the Near Detector [30]. These conditions demand
electronics capable of operating at higher rates than the Far Detector electronics.
Furthermore, the event rate will not allow for the use of the multiplexing technique of
the Far Detector, hence the scintillation light is read out using the Hamamatsu M64
photomultipliers. These PMTs are operationally quite similar to the M16s but have
4 times as many pixels [31]. Each PMT anode is read out via a Charge to Current
Encoder (QIE) chip. The QIE chip is capable of continuous analog processing at
53 MHz without dead time incurred from reading out the chip [32]. The QIE
operates by splitting an incoming charge signal into 8 binary-weighted fractions.
Each of the charge fractions are integrated on separate integrating capacitors. At
the end of the integration period, only one of the integrating capacitors will have a
voltage in the digitization range of the ADC. To achieve the continuous operation

that is necessary at the Near Detector, each QIE is equipped with four charge
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integrating capacitor circuits so that one circuit is always available to record a new
event while the others are being digitized or reset. A single QIE chip is housed
on a small board, called the MENU Module, that also contains the ADC and a
FIFO for storing the data. Sixteen MENU modules are held on a MINDER module,
which applies the 19 ns resolution time stamp to the data, provides power, control
and interface to the QIEs, and controls multiplexing of the data from the MENU
boards to a VME readout board, or MASTER Module. The data that arrive at
the MASTER Module consist of 13 bits, 2 bits to encode the integrating capacitor
circuit number (capid), 3 bits to encode the range of the signal, and a final 8 bits to
encode the ADC value. A look-up-table is stored in the MASTER with an entry for
each capid and range that provides a conversion to linearize the ADC value. The
MASTER module then performs zero suppression, associates the linearized ADC
with the correct time stamp and channel ID, then stores the data until it can be
forwarded to the output data stream.

Because of its smaller size, the light in the Near Detector is only read out at
one end of a scintillator strip. The other end of the strip is coated with a reflective

paint to increase the light yield.

2.3.3 The Calibration Detector

With a mass of only 12 metric tons, the Calibration Detector (CalDet) is the smallest
of the MINOS detectors. The CalDet is composed of sixty, 2.5 cm! steel planes,
each with a scintillator module attached to its front. The scintillator modules are
1 m x 1 m and contain 24 strips. Although the CalDet is considerably smaller than
the other MINOS detectors, it plays a fundamental role in the MINOS experiment.

The MINOS measurements hinge on the fact that the oscillation probability depends

!Purchased in Europe, The CalDet steel measured 2.5 cm in thickness instead of 1 in.
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upon the energy of the neutrino; therefore, an accurate determination of the neutrino
energy is paramount to the success of the MINOS experiment.

Since the Far and Near MINOS detectors are large and built in-situ, it is
impossible to expose these detectors to a calibration beam. Therefore, to obtain an
absolute energy scale of the particles interacting in the MINOS detectors, a dedicated
calibration module was built and exposed to a beam of known particles with known
momenta. Pictured in Figure 2.11, the CalDet is large enough to contain single
particle electromagnetic and hadronic interactions up to 10 GeV incident energy,
but at the same time small enough to be readily moved into a beam line. Using
the CalDet, the response of the detector can be determined and characterized in
terms of its response to muons. This characterization will allow the calibration to
be carried over to the larger detectors, where a better than 5% absolute calibration
is required to determine the neutrino oscillation parameters to the desired precision.
Moreover, the CalDet can be equipped with both the Far FEE and the Near FEE
simultaneoulsy, providing a direct comparison of the response of both systems.

The CalDet data will also be used to provide more accurate physics input
to the MINOS event reconstruction and classification. Event classification will be
determined by event topology. Qualitatively, a v, charged current interaction is
characterized by the presence of a long track indicating the production of a muon.
Neutral current events are characterized by the absence of a track, and a diffuse
energy deposition. A v, charged current interaction is characterized by a relatively
short event with a small, dense deposition of energy indicating the production of
an electron. Figure 2.12 shows examples of simulated events in each category. In
order to make precision measurements, a quantitative definition that allows efficient
identification of each event class is necessary. To aid in the event classification, the
CalDet data, in conjunction with Monte Carlo, will be used to study the topology

of events with the goal of fine tuning pattern recognition algorithms. Additionally,

27



—d

Optica
Cables

Figure 2.11: MINOS Calibration Detector

the measurements made at the CalDet allow the study of the hadronic response
of sampling calorimeters at energies in the few GeV region. These interactions are
poorly modeled in simulations making such measurements interesting to the particle
physics community at large, but are particularly important for MINOS since the

signature of oscillations will be most apparent at these lower energies.
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Figure 2.12: Three simulated events in the MINOS detector. To the left, a 2.6 GeV
v, charged current interaction. In the middle, a 4.1 GeV v, neutral current inter-
action. To the right, a 3.9 GeV v, charged current interaction.
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Chapter 3

The CalDet Beam Runs

In 2001, 2002, and 2003, the CalDet was exposed to particle beams in the CERN
PS East Area complex. Over the 5 integrated months of beam data taking, the
CalDet recorded the characteristics of over 30 million particles interacting within
the detector. The run program consisted of data taking at momenta ranging from
200 MeV to 10 GeV. Two different beam lines were used to span the momentum
range, namely the T11 beam line for the lower end of the momentum spectrum,
and the T7 beam line for the higher end. Between the beam running periods, the
CalDet was operated in an enclosure in the PS East hall, where it took cosmic muon
data. Each time the detector was moved from the enclosure to the beam area or
back again, the entire detector had to be completely de-cabled, hoisted into position,

then rebuilt. In all, the CalDet was dismantled and rebuilt 16 times.

3.1 The Beam Lines

The beams of the CERN PS East area complex are secondary beams produced from
the interaction of a primary beam of protons accelerated to 24 GeV. On average

4 x 10! protons hit each secondary beam target during a spill roughly 500 ms
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Start Date End Date | Super cycle Period(sec)
Sept. 4, 2002 | Sept. 18, 2002 16.8
Sept. 18, 2002 | Sept. 27, 2002 21.6
Sept. 27, 2002 | Oct. 17, 2002 19.2
Sept. 3, 2003 | Sept. 8, 2003 16.8
Sept. 8, 2003 | Sept. 9, 2003 21.6
Sept. 9, 2003 | Sept. 17, 2003 16.8
Sept. 17, 2003 | Sept. 22, 2003 12.0
Sept. 22, 2003 | Oct. 8, 2003 19.2
Oct. 8,2003 | Oct. 9, 2003 21.6
Oct. 9, 2003 | Oct. 22, 2003 19.2

Table 3.1: CERN PS super cycle period over the dates spanned by the beam runs.

long [33]. The time between spills and the number of spills received varies with the
mode of operation and the period of the primary Proton Synchrotron (PS), called
the super cycle. Table 3.1 lists the PS super cycle period during the beam runs.
Each of the secondary beam areas is provided with a momentum selected
beam with a resolution on the order of 1%. Momentum selection is achieved via
quadrupoles, bending magnets, and variable-aperture horizontal collimators. A
number of other quadrupoles provide beam focusing, while vertical collimators are
provided to tune the beam intensity. Figure 3.1 shows a schematic of the PS East
hall and details the position of the beam elements [33]. The secondary beams can
be charge selected and are composed primarily of electrons, pions, protons, muons,

and kaons.

3.1.1 The T11 Beam Line

The T11 beam line delivers particles with momentum ranging from 0.2 — 3.6 GeV.
In order to produce a low energy beam, the T11 beam area is positioned at an
angle of 148 mrad in the horizontal direction and 16 mrad in the vertical direction

relative to the incidence of the primary beam on the target. The distance from the
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Figure 3.2: CalDet in the T11 beam area

target to the focusing point is 28 m. The target supplying this beam line is shared
with two other secondary beam lines and was typically an aluminum target 5 mm
in diameter, and 250 mm long. For some runs a tungsten enriched target was used,

which increased the electron yield. Figure 3.2 shows CalDet in the T11 beam area.

3.1.2 The T7 Beam Line

The T7 beam line delivers particles with momenta up to 10.0 GeV. The secondary
particles of the T7 beam are produced along the direction of the incident beam, and
the target is 45 m upstream of the reference focus. The T7 target supplied one beam
line, and could be changed frequently. Generally, an aluminum target similar to the
T11 target was used, though a tungsten enriched target was also used to increase
electron yield, and a shorter aluminum target was occasionally used to lower the

intensity. Figure 3.3 shows CalDet in the T7 beam area.
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Figure 3.3: CalDet in the T7 beam area

Detector | Crate | VARC | VMM | VAADC | VACHIP | VACHAN
U.S. CER 0 1 5 1 1 16
Middle CER 0 2 5 1 2 16
D.S CER 0 1 5 1 2 16
Trigger PMT 0 2 5 0 1 4
VARC Trig. 0 2 6 0 0 2

Table 3.2: Electronics channel information for Particle ID readout

3.2 Particle Identification

Particle identification was accomplished using Cerenkov counters and a Time of
Flight system (TOF). The read out of these external detectors was accomplished via
auxiliary MINOS VA electronics. Table 3.2 lists the electronic channel information

for each of the external signals.
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3.2.1 Cerenkov Detectors

The Cerenkov detectors used in the CERN test beam runs were threshold Cerenkov
Detectors. These devices consist of a aluminum tube 15 cm in diameter, enclosing
a volume of carbon dioxide gas, optics to focus light, and a PMT to detect the light

produced. Figure 3.4 shows one of the Cerenkov used in the T7 beam line.

Gas Supply

Figure 3.4: One of the Cerenkov detectors used in the T7 beam line.

Cerenkov detectors take advantage of the radiation emitted when a charged
particle traverses a medium, traveling with a speed greater than the speed of light in
that medium. By varying the index of refraction of that medium, one can discrim-
inate on the velocity of particles in the beam. Since the beam of particles all have
the same momentum, determining whether a particle that transversed the detector
has a velocity above the speed of light in the medium identifies an upper limit on the
mass of the particle. The speed of light in a gas varies with the pressure of the gas;

therefore, at a given momentum, varying the pressure of the gas in the Cerenkov
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Figure 3.5: Minimum pressure in CO4 needed to detect each particle species as a
function of momentum.

allows one to change which particles that Cerenkov will detect. The formula deter-

mining the minimum pressure of CO2 needed to detect a particle of mass m at a

1 m2
Po= ,/p—2+1—1 (3.1)

n = n—1 (3.2)

momentum p is given by

= 410x107* (3.3)

where n is the index of refraction of CO,. Figure 3.5 illustrates the minimum
pressure of COy needed to detect each particle species as a function of momentum.
The number of Cerenkovs used varied among the running periods. In the 2002
T11 beam run, one Cerenkov detector, 5 m long, was available. In T7 2002, three
Cerenkovs were available. The upstream Cerenkov measured 4.4 m in length, while
the middle and downstream Cerenkovs were shorter, 2 m and 3 m respectively. The
middle and downstream counters shared a common gas system and thus were always

run at the same pressure. In both the T11 and T7 runs of 2003, two Cerenkovs were
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P(GeV) Beam Line | Year | US CER (ATM) | DS(Mid) CER (ATM)
0.2-3.6 TI1 2002 | 1.05 -
1.0-3.0 T7 2002 | 1.0 1.0
4.0-6.0 T7 2002 | 0.3 3.3
5.0-6.0 T7 2002 | 0.3 3.3
7.0 T7 2002 | 0.2 3.3
8.0-9.0 T7 2002 | 0.1 3.3
4.0-6.0 (e-trig) | T7 2002 | 0.3 0.3
7.0 (e-trig) T7 2002 | 0.2 0.2
8.0-9.0 (e-trig) | T7 2002 | 0.1 0.1

Table 3.3: Cerenkov pressure setting versus beam momentum

used. The upstream counter in T11 measured 5 m while the upstream counter in T7
measured 4.4 m. The downstream counters in both beam lines measured 3 m. In
general, at energies below 4 GeV, all Cerenkov counters were used to tag electrons
in the beam. At higher energies, the upstream counter would be set to tag electrons,
while the downstream counters would be set to trigger on electrons, muons and pions.
Kaons and protons were below the Cerenkov threshold. Also at the higher energies,
special runs were taken with all Cerenkovs set to tag only electrons. To increase
the efficiency of electron event collection, the Cerenkov signals were incorporated
into the external trigger, which is described later in this chapter. Table 3.3 lists the
pressure settings used for production runs in each of the 2002 beam runs. During
the 2003 run period, the pressures in the Cerenkov counters were recorded using
digital pressure transducers. The pressures for a given run can be retrieved from
the MINOS offline database table “DCS_ENV_CAL”. See Appendix F for further
details.
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Figure 3.6: The upstream TOF paddle used in T7.

3.2.2 TOF

Threshold Cerenkov detectors only determine whether a particle’s velocity is above
a threshold, the Time of Flight (TOF) system, on the other hand, actually measures
the velocity of that particle. The TOF system consists of two or more scintillator
paddles, read out by PMTs, separated by some known distance. Figure 3.6 shows
the upstream TOF paddle used in the T7 beam line. A beam particle produces
a signal in each scintillator paddle it crosses. When signals from multiple TOF
paddles are detected within a given time window, a VME TDC module, with a
timing resolution of 35 ps per TDC count, measures the difference in time between
signals in the paddles, thus measuring how long it takes a particle to travel from
one paddle to the next. The difference in time of flight for two different particles of

mass mj and mg at a given beam momentum is given by

m2c2 \/ m2c2
1+ —2— — 41+ —2 3.4
\/ P e (3.4)
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Configuration | Length (m)
T11, 2002 11.8

T7, 2002 9.2

T7, 2003 9.1

T11, 2003 7.3

Table 3.4: TOF base line lengths

Figure 3.7 shows the time of flight difference between different particle species as a
function of beam momentum at a baseline length of 9.1 m.

The separation between the TOF paddles varied with the space available in
the beam area. Table 3.4 lists the distance between the TOF paddles in each of
the beam lines. With these baselines and the intrinsic resolution of the system,
the TOF was most useful in distinguishing protons from the other particle species.
Figure 3.8 shows a typical time of flight distribution from a 1 GeV run with paddle
spacing of 11.8 m. The proton peak is clearly separated from the peak containing
electrons, muons and pions. Clear separation of the pion and protons peaks could
be achieved up to 4.0 GeV. In 2003 the addition of extra TOF paddles and upgrades
to the NIM circuitry used in the trigger improved the resolution of the system. In
2003, pion-proton separation could be achieved even at 5 GeV. Figure 3.9 shows
the time of flight distribution for a 4 GeV run from the T7 2003 run along with
cuts on the Cerenkov detectors. The conjunction of the TOF and Cerenkov systems
allowed for the identification of samples of electrons, pions and muons, and protons
and kaons over the range of energies studied. Figure 3.10 shows the total number of

each particle type collected at each beam momentum summed over all beam runs.
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Figure 3.7: Difference in Time of Flight for different particle species versus beam
momentum

Time of Flight, +1.0 GeV

2000
1500 v T+
1000 = P
500~
0: L L
200 400 600
TDC

Figure 3.8: Time of Flight distribution at 1 GeV, with paddle spacing of 11.8 m.
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Figure 3.9: Time of Flight distribution at 4 GeV, with paddle spacing of 9.1 m is
shown in black. Electrons selected by the requirement of two Cerenkov signals are
shown in red, while pions and muons selected by the requirement of an signal in the
downstream Cerenkov and no signal in the upstream Cerenkov are shown in green.
Protons and kaons are selected by the requirement of no Cerenkov signal and are
shown in blue.

3.3 MINOS in a Beam

CalDet was intended to collect data in the same manner as that used at the larger
MINOS detectors; however, high rate related electronic effects and beam line condi-
tions made readout triggered solely by the PMT dynode signal not feasible. Instead,
through a combination of VARC firmware upgrades and NIM logic, an external en-
able was added to the electronics triggering scheme. Instead of reading out a PMT
whenever the dynode signal from that PMT went above threshold, a further trigger
requirement allowed the detector to be read out only when a particle that passed
through the TOF paddles interacted in the detector. The test beams were a noisy
environment and not all particles inducing signal in the CalDet were associated with
the beam. Requiring the particle to go through a TOF paddle ensured the particles

accepted were associated with the beam. Another problem arising from running
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Figure 3.10: Total number of particles collected as a function of beam momentum.
Portion of the bar in red shows the fraction of electrons, blue shows the fraction of
pions and muons, while green shows the fraction of protons and kaons.

without a beam trigger resulted from using the Far Detector FEE, which was de-
signed for a low rate environment. Reading out and digitizing the signals from a
single VA chip takes approximately 5 us. Since the 6 chips serviced by a single ADC
are read out sequentially, a given chip can be unavailable for nearly 30 us. During
that read out time, the chip is dead and will not read out new signals. As a result,
regions of the detector are dead asynchronously depending on previous activity, and
the measure of the energy deposited is dramatically skewed. With the external en-
able, and using external NIM veto circuitry, readouts that came within 50 ps (70 us
in 2003) of a previous particle going through the detector were vetoed. Using the

TOF enable and veto mitigated the effects of asynchronous dead time.
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Figure 3.11: Schematic of the CalDet in the Far detector configuration

3.4 Run Configurations

During three years of operation, the CalDet was run in several different configu-
rations. When operated in the Far Detector mode, 180 Hamamatsu M16 PMTs
read out the light generated in the 1440 scintillator strips of the CalDet. The PMT
signals were read out using the Far Detector FEE and two crates of VARC modules.
The strips were read out from both ends. Light from one end of the scintillator
modules was carried to the PMTs via 6 m clear fiber optics. To mimic the attenua-
tion in the larger Far Detector, the other end of each module was read out through
4 m wavelength shifting green cables. Figure 3.11 illustrates the configuration of
the CalDet in the Far Detector mode.

In the Near Detector mode, the read out was accomplished using thirty, M64
PMTs plus the Near Detector FEE. The green cables were replaced first with 3 m,

then with 1 m, green cables with a mylar reflector at the free end of the cable.
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Figure 3.12: Schematic of the CalDet in the Near detector configuration

This configuration is illustrated in Figure 3.12. The CalDet was also operated in a
Near/Far mode in which each side of the scintillator modules was read out with a
different FEE. Figure 3.13 illustrates the mixed mode configuration.

In 2001, the CalDet was operated in Far mode in the T11 beam line. Then in
June, 2002, the CalDet was run in Far mode in the T7 beam line. At this point, the
external TOF enable was not in place. The data from these runs were used mainly
as a basis to understand the operation of the detector and the characteristics of the
beam line. The experience gained in 2001 was vital to the successful beam runs over
the next two years.

In 2002 the CalDet returned to the T11 beam line. For the first two weeks, the
CalDet was operated in a Near/Far mode, where 7 planes were read out on one end

with Near Detector FEE and the other end with Far Detector FEE. The remaining
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Figure 3.13: Schematic of the CalDet in the mixed Far/Near configuration

planes were instrumented on both sides with the Far Detector front end. After
2 weeks in the Near/Far mode, the Near Detector instrumentation was removed
and replaced with Far Detector instrumentation, and the CalDet was operated for
another 4 weeks in Far/Far mode. At the end of the 2002 T11 run, the detector
was run in a configuration in which the planes were oriented at an angle of 30° to
the beam. After the T11 run, the CalDet was moved to the T7 beam line, where
Far/Far data were collected for another two weeks.

In 2003, the CalDet was operated in a full Near/Far configuration for four
weeks in the T7 beam line. In this run every plane was read out on one end using
Near Detector electronics and the other end with Far Detector electronics. At the
end of that run cycle, the Far Detector electronics system was removed, and reflector
connectors were added at the end of the green cables. For one week the detector
ran in T7 with single ended, Near readout with 3 m green cables, then for one more

week with 1 m green cables. Finally in 2003, the detector was moved back to the
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T11 line and read out using only Near Detector electronics. Data were taken at
normal incidence as well as at a series of angles. Table 3.5 lists run configurations,

dates of the run period, and the run numbers of the data sets taken.

Beam | Electronics Dates Angle | First Run | Last Run

T11 Far Sept. 2001 0° 10000
No Ext. Trig.

T7 Far June. 2002 0° 20000
No Ext. Trig.

T11 Far/Near Sept. 8-15, 2002 | 0° 31122 31573
7 Planes

T11 Far Sept. 16- 0° 40615 40962

Oct. 2, 2002

T11 Far Oct. 3, 2002 30° 41008 41017

T7 Far Oct. 4-16, 2002 | 0° 50001 50702

T7 Far/Near Sept. 4-25, 2003 | 0° 70001 71587

T7 Near Sept. 26- 0° 80001 80319
3 m cables Oct. 1, 2003

T7 Near Oct. 1-6, 2003 0° 90015 90332
1 m cables

T11 Near Oct. 10-13, 2003 | 0° 100078 100344
1 m cables

T11 Near Oct. 13-15, 2003 | 45° 101012 101142
1 m cables

T11 Near Oct. 15-17, 2003 | 30° 101143 101263
1 m cables

T11 Near Oct. 17-20, 2003 | 15° 102010 102264
1 m cables
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Chapter 4

The MINOS Calibration

Scheme

The CalDet data provide the conversion factor to convert the charge in phototubes
responding to a particle interacting in a MINOS detector to the energy of that
incident particle. However, before the detector response can be interpreted as an
indicator of the interacting particle’s energy, the response of each detector cell must
be normalized.

There are three systems involved in the intra-calibration of a MINOS de-
tector. First, using electronic charge injection, a known value of charge is injected
into the read out chain. By varying the input, a relation between charge and ADC
value is determined. Next, light from a light-emitting diode (LED), monitored by
independent PIN diodes, is injected into the optical path. This allows for the de-
termination of channel gain, for the tracking of gain variations over time, and for
the measurement of non-linearity in PMT+-electronics response. Finally, cosmic ray
muons are used to determine the light output of each scintillator strip relative to the
average strip light output. After each detector cell has been intra-calibrated, muons

of a known energy are studied to determine the response of the normalized detector,

47



ADC vs. Charge Injected

15000 e
i ’a"’-
L 'f
| ’O

10000— o
i ”

50001
;'. N | N N N N | N N N N | N n n I 1
% 100 200 300

400
Charge (DAC counts)

Figure0!l.1: ADC versus charge injected for a typical Far Detector channel.

and the detector response of other particle types are compared to the response of
muons. The Bllowing sections describe the calibration chain, illustrate principles,

and demonstrate the capabilities of the various steps of the calibration.

4.1 Charge Injection

Both the Far and Near Detector FEE are equipped with the ability to inject a known
amount of charge into the electronic read out chain with the purpose of determining
the output ADC of the electronic channel as a function of the input charge. Scanning
over the input charge, then interpolating between input values, allows for a relation
between input charge and output ADC to be obtained. Figure 4.1 shows this relation
for a typical Far Detector channel. The relationship is linear to about 8000 ADC
counts, at which point the electronics begin to saturate. A minimum ionizing particle
typically induces a response of a few hundred ADC counts, a level well within the

linear region of the electronics. In Far Detector operation, the data from a charge
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injection run is used only to correct the non-linearity of the PIN diode readout, which
is used in the light injection calibration. Charge injection in the Near Detector, on
the other hand, is used to generate the look-up-table which converts the capid,

range, and ADC information output from the QIE chip into a linearized ADC.

4.2 Light Injection

MINOS uses a Light Injection (LI) system to measure and compensate for the in-
dividual gains of each of the optical readout channels, to track drifts in response
on a channel by channel basis, and to linearize the response of the PMT and elec-
tronics [34]. The LI system injects light into the standard optical path, and then
compares the result to an independent measure of the light injected. Specifically,
the injected light originates from blue LEDs. Pulsed LED light is carried from the
LEDs via clear fiber optics to a manifold at the end of each of the MINOS scin-
tillator modules. In this manifold, the LED light illuminates a set of wavelength
shifting fibers from the scintillator strips. The light is absorbed in the WLS fibers,
then conveyed to the PMT and read out in the same way that light from particle
interactions in the scintillator is read out. The intensity of the LED light is also
monitored by a PIN photodiode for an independent measurement of the injected
light level. Figure 4.2 provides a schematic diagram of the components of the LI
system.

The gain of the optical readout channels is determined by injecting a mod-
erate amount of light into the optical readout chain. Photon statistics is then used
to relate the number of photoelectrons (PE) produced by the PMT cathode to the
histogram mean (x) and RMS (o). Once the light level in PE is known, the gain

can be computed. The equations for PE and gain are given by

PE = B (4.1)



L
PIN Diode
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Figure 4.2: Schematic of the LI system.

¢
G = e (4.2)
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where s = 1.2 is a correction factor that depends on the secondary emission of the
first PMT dynode and is determined empirically [35]. Figure 4.3 shows the gains
of all CalDet channels at a given point in time. The position of the 1 PE peak is
76.8 ADC, corresponding to a gain of roughly 10°, with a spread of about 24%.

After the gain of each channel is determined at a reference time, special LI
runs are performed at 20 minute intervals during the data taking to compare the
gain at that time to the gain at the reference time and to account for any drift.
Correction for gain drifts is accomplished via the relation

C = (vpmT/HPIN)¢
(uPMT/PIN)t=t,, f

(4.4)
where pppr is the mean signal of the phototube, pupry is the mean signal from
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Figure 4.3: The gains of all CalDet channels at a reference time.

the PIN diode, and ¢ = t,.f is the time of the reference gain measurement. The
comparison to the PIN response is performed in order to eliminate any drift in the
light output of the LED with time. Figure 4.4 shows the magnitude of gain drift at
the CalDet. The left plot shows the drift in the gain of a typical channel over the
period of several days. The variations in the gain correspond to variations in the
ambient temperature between day and night. The right plot shows a histogram of
the ratio of the gain to the gain at the reference time of every channel over a 6 day
period. While a few channels showed a more dramatic gain shift, roughly 90% of
channels drifted less than 5% over the 6 day period.

The final purpose of the LI system is to correct for non-linearities in the
PMT and electronics readout chain. The MINQOS Far Detector PMTs are known to
have a linear relation between input light level and output charge up to ~ 100 PE,
however, above 100 PE, the PMT begins to saturate and the relation between the
incident light level and the resulting charge flattens [28]. Moreover, as was shown
above, the VA readout channels saturate above 8000 ADC counts, adding to the

effect of the non linearity. In order to correct for this effect, the LEDs are pulsed
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Figure 4.4: The left shows the gain of a specific channel versus time. The right
shows the ratio of the gain to the gain at the reference time in each CalDet channel
over a roughly six day period.

at different light levels, from 1 — 200 PE, and the PMT response is compared to
the PIN response. While the PINs themselves prove to be very linear up to high
incident light levels, non-linearities of the VA electronics induce a non-linearity in
the PIN readout that must be removed using charge injection [35]. In principle, any
remaining non-linearity in the PMT versus PIN relation is an effect of the PMT
and electronics. However, it was discovered that the wavelength of the emitted
light from the blue LEDs originally used in the LI system depended on the voltage
used to drive the LED. This effect, convoluted with the absorption spectrum of the
wavelength shifting fiber, induced a non linearity in the light level incident on the
PMT face relative to the light level measured at the PIN. In 2003, the LEDs were
replaced with UV LEDs that did not display the same wavelength dependence [36].
Figure 4.5 compares the linearity of the old LEDs to that of the new, UV LEDs. The

top left plot shows an example of the PMT versus PIN response for the non-linear
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LEDs. The region between the green dotted lines is fitted to a straight line. In the
bottom plot left plot, the fractional residual relative to the fit is plotted. At low
light levels, a deviation from linearity of up to 10% can be seen. The top right plot
shows the PMT versus PIN curve for the new LEDs, while the lower right plot shows
the residuals for the new LEDs. No non-linearities at low light levels are observed.

To use the LI calibration data collected before the LED change, a boot-
strapping method had to be employed to obtain a linearity correction. This method
relied on the fact that when the LI system pulsed a given strip end, the PMT on
the far end of the strip also received light, and due to the attenuation in the green
fiber, the light measured on the far end was lower than at the pulsed end. Thus,
the pulsed strip end could be used as a reference against which the far end could be
linearized. Figure 4.6 shows the effect of the linearity correction for several channels.
The linearity correction in general has no effect below 6000 ADC, but can have as

large an effect as a few tens of percent at the highest ADC values.

4.3 Muons

Whether they be from cosmic sources or induced by neutrino interactions, muons
are abundant at each of the detector sites. Moreover, muons are highly penetrating
and the energy deposited in a detector cell is only weakly dependent on momentum.
Together, these facts make muons an ideal tool to perform the final steps in the
energy calibration. Charge and light injection only correct for variations in the
response of the PMTs and electronic channels. Further non-uniformities arise from
the variations in scintillator strip light yield, defects in the wavelength shifting fibers,
and differences in the interfaces among optical elements [37], [38]. These variations
are calibrated by comparing the average light yield from each strip when the detector
is illuminated by cosmic ray muons. Figure 4.7 shows the response of several different

strips due to cosmic muons. Normalizing the mean of such distributions for each
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Example Linearity Curve (with Blue LED)

-
=
o

10000

5000 P Slope

=2.44 £0.00

Intercept = -78.53 +4.00

1
5000

=)

1
10000

PIN Diode
Residuals to Straight Line Fit
0.2
© C
= L
=] L A
2 o1l
14 C
§ F *
. = A
'% of;? YV N
I [
[T
01
- C L Il
02 5000 10000
PIN Diode

Example Linearity Curve (with UV LED)

= 15000
=

T X K x %

PR
**e,

10000

5000

£ Slope  =3.26 £0.01
o
’f Intercept = -10.08 +9.48
c X Il Il
0 5000 10000
PIN Diode

Residuals to Straight Line Fit

0.2
§ L
bl C 4
3 0.1~ A
n: I A
© T A :
c H1l A
g Ottt
Q i
g L
TR L

0.1

024 5000 70000

PIN Diode

Figure 4.5: Top left plot shows the PMT response in ADC counts versus the PIN
diode response for varying light levels. The bottom left plot shows the fractional
residual from a linear fit over the range indicated by the dotted lines. The non-
linearity at higher light levels is expected as an effect of PMT and readout electronics
saturation. The non-linearity at low light levels is induced by the wavelength shift
of the LED light with driving voltage convoluted with the absorption spectrum of
the wavelength shifting fiber. This effect can be as much as 10% at the lower light
levels. Top right plot shows the PMT response in ADC counts versus the PIN diode
response for varying light levels for the UV LEDs. The bottom right plot shows
the fractional residual from a fit over the range indicated by the dotted lines. The
non-linearity at the lower light levels is no longer present [35].
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Figure 4.6: The relative effect of applying the linearity calibration versus ADC for
a few central strips.

channel gives a correction factor that can be applied to the data to eliminate non-
uniformities in scintillator strip light output. Figure 4.8 shows the average response
of each cell in ADC when that strip is traversed by cosmic muons. Figure 4.9 shows
the response in a plane in these normalized strip units versus plane number for
1.8 GeV muons. The variation in the plane response of 2.5% gives a measure of the
quality of the strip-to-strip calibration.

The results describing the detector response in this document are given rel-
ative to the mean response read out from a single strip end when that strip is
traversed by cosmic muons. While the cosmic muons used to derive this mean re-
sponse are not precisely minimum ionizing particles, this unit is called a MIP and
allows for the direct comparison of all CalDet data. To use the CalDet results to
infer the energy of an incident particle at the large detectors, one must define a
unit of energy that has the same meaning for each of the detectors. Since each of
the detectors is at a different depth and has a different overburden, the cosmic ray
muon spectrum will be different at each detector location and thus can not be used

as the standard calibration “candle”. Instead, MINOS will define an energy unit,
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Normalized Muon Pulse Height in Several Strips
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Figure 4.7: Pulse Height distribution from cosmic muons. Left plot shows the

muon distributions before the strip-to-strip correction, while the right plot shows

the distributions after applying the strip-to-strip correction.

ADC/MIP Side 1

Strip

ADC/MIP Side 0

Strip

Plane

Plane

Figure 4.8: The average ADC produced in each strip end when that strip is traversed
by cosmic muons. Left plot shows the crate 0 strip ends, while the right plot shows

the crate 1 strip ends.
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Muon Response versus Plane
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Figure 4.9: The top plot shows the average response versus plane for 1.8 GeV
stopping muons. The bottom left plot shows the residual of the data relative to a
straight line fit over the range from plane 5 to plane 40. The bottom right shows
the y-projection of the relative residuals. The spread in the residuals of 2.5% is a
measure of the quality of the strip-to-strip calibration.
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to be called the Muon Energy Unit (MEU), by studying the response of stopping
muons over a range of planes near the end of the track [39]. By looking at the
response of stopping muons in planes over a fixed range from the end of the track,
one ensures that the signal is initiated by muons of the same energy. While the de-
tails of selection criteria and the range of planes have yet to be fixed for the sample
of muons that will provide the definition of the MEU, an outline of the procedure
is provided here. A sample of muons of varying incident momenta are selected by
requiring that the event penetrates deeper than 25 planes. The stopping plane for
each event is computed by selecting the most downstream plane on the track that
meets the criterion that at least one out of four consecutive planes has a signal
greater than 0.5 MIP in it. Then for muons with a stopping plane between planes
25 and 58, the response versus plane relative to the stopping plane is histogrammed,
then the average response is computed over a window spanning 15-25 planes before
the end of the track. The average response in these planes is defined to be 1 MEU.
Figure 4.10 illustrates the steps in this procedure. The top plot shows the response
in a plane versus the distance from the end of the track. The second plot shows
the profile histogram. The average response in a plane falls from 3.15 MIP in the
stopping plane to a minimum of about 2.65 MIP around the tenth plane before the
end of the track, then rises slightly with the distance from the end of the track.
The bottom left plot shows the response versus plane for planes in the window of
15-25 planes before the end of the muon track, while the bottom right plot shows
the y-projection. The mean indicates that 1 MEU is equivalent to 2.67 MIP. The
response given in this document can be converted to MEU by dividing by 2.67.
Figure 4.11 demonstrates the efficacy of the calibration chain. The top row
of plots shows the summed ADC distribution produced in the detector in response
to 1 GeV electrons. The left column shows the response as measured by the Far

Detector front end, while the right column shows the response as measured by the
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Figure 4.10: The top plot shows the response in a plane versus the distance to the
end of the track (in planes). The second plot shows the profile histogram. The
bottom left plot shows the response versus plane for planes in the window of 15-25
planes before the end of the muon track, while the bottom right plot shows the
y-projection. The mean indicates that 1 MEU is equivalent to 2.67 MIP.
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Near Detector front end. The black distribution comes from a run in which the PMT
high voltages were set to give an average gain of 105. The red distribution comes
from a run in which all the PMT high voltages were lowered by 25 V. Such a change
produced a 30-40% change in detector response. The middle row of plots shows the
same distributions after applying the charge and light injection corrections. The
bottom row of plots show the detector response after applying the strip to strip
calibration. After calibration, the response of the detector differs by less than 0.5%
between the two runs. The calibration removes the detector non-uniformities and
drifts with respect to time, allowing for the comparison of the response of samples
of 1 GeV electrons despite significant changes in detector conditions.

Armed with the knowledge that the calibration chain works, the rest of
this document describes the procedure used to measure electron interactions in the

CalDet and determine the response induced by electrons versus momentum.
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Figure 4.11: The effect of applying the calibration chain. The left column of plots
shows quantities measured with the Far FEE, while the right column shows quan-
tities measured with the Near FEE. Top row of plots shows the detector response
in summed ADC values. The red histogram is taken from a run in which the high
voltage on all PMTs was reduced by 25 V relative to the run histogrammed in black.
The second row of plots shows the detector response after correcting for the gain
change induced by the change in high voltage. The final row of plots shows the
response in MIP. After the calibration chain is applied, the mean response of the
two runs agrees within 0.5%
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Chapter 5

Electron Selection Criteria

Electrons events are initially tagged using a combination of the TOF and the
Cerenkov detectors, but further cuts are applied to extract a sample of clean electron

events. This chapter describes the cuts and explains why they are necessary.

5.1 Pre-selection Criteria

The CalDet beam data sets were collected using the data acquisition mode in which
every hit that passed the external enable, the dynode threshold trigger, and the
sparsification threshold was written to disk (NULL DAQ trigger). The collection of
hits were then broken up into events using an offline, gap trigger [40]. This offline
trigger sorts the hits by time, then looks for time gaps greater than 150 ns. Such
gaps form the boundaries of events. Figure 5.1 shows a schematic illustrating the
process of event forming.

The events formed by the offline trigger were then scanned for electronics
errors and dead chips in planes upstream of plane 15. Events without dead chips or

electronics errors were further analyzed and subjected to a series of cuts designed to
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Figure 5.1: Schematic illustrating the event making algorithm of the offline trig-
ger [40].

cull a clean electron sample. The runs from the 2002 beam runs used in the electron

analysis are listed in Tables 5.1 and 5.2.

5.2 Electron Event Selection Cuts

The events that qualified for the analysis stage were analyzed using an offline soft-
ware package called CalDetDST. Documentation of this package and further details
are given in Appendix E. The cuts designed to isolate a clean sample of electron

events are as follows:

e Require the ADC in the Cerenkov set for electron identification to be be-
tween +2.5 o around the peak of the Cerenkov ADC distribution. If a second
Cerenkov was set to trigger on electrons, a further requirement of signal in the

other Cerenkov was imposed.

e Require the time of the VARC enable signal minus the time of any Cerenkov
signal to come within 25 ns of the peak of that distribution. This cut minimizes

accidentals arising from noise in the Cerenkov system.
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P(GeV) | Run Numbers | P(GeV) | Run Numbers
0.2 40767-40769 -0.2 40771-40773
0.4 40777-40779 -0.4 40775
0.6 40781 -0.6 40783
0.8 40813-40815, | -0.8 40821
40628
1.0 40622-40626 -1.0 40758
1.2 40862-40864 -1.2 40874-40876
1.4 40709-40711 -14 40760
1.6 40817 -1.6 40878-40880
1.8 40616-40620 -1.8 40763-40765
2.0 40715-40719 -2.0 40722-40724
2.2 40785-40789 -2.2 40805-40811
24 40910-40912 -2.4 40914-40918
2.6 40728-40734 -2.6 40748-40756
2.8 40922 -2.8
3.0 40924 -3.0
3.2 40844-40860 -3.2 40894-40900
3.6 40736-40746, | -3.6 40791-40803
40926-40932

Table 5.1: T11, 2002 Run Numbers used in the CalDet Electron Analysis
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P(GeV) | Run Numbers | P(GeV) | Run Numbers
1.0 50505-50507 -1.0 50456-50460,
50643-50645
2.0 50491-50493 -2.0 50454
2.4 50483-50485 -2.4 50462
2.8 50487-50489 -2.8 50481
3.0 50495-50497 -3.0 50262-50264,
50456
4.0 50531 -4.0 50553
5.0 50533-50535 -5.0 50555-50559
6.0 505637-50539 -6.0 50588-50592
7.0 50601-50605, | -7.0 50509-50517
50662-50664 50656-50660
8.0 50611-50627 -8.0 50594-50596
9.0 50667-50673 -9.0 50700-50702

Table 5.2: T7, 2002 Run Numbers used in the CalDet Electron Analysis

e Require the TDC measurement provided by the TOF system to be within
+2.5 ¢ around the peak of the electron time of flight distribution.

e Require the strip of maximum energy deposition in plane 0 to be either strip
11 or 12. This cut minimizes the occasions when the particle initiating the
external enable traveled through the body of the TOF system instead of the
scintillator paddle. This cut implicitly requires energy to be deposited in plane

0.

e Require the hit times of each digitized channel in an event to be consistent
with the external enable time. This cut removes events in which two particles
were responsible for the signal but recorded as one event. The cut is made

using a test statistic called Xgl and is described in detail later in this chapter.

A sample of electron events at 1 GeV that pass the above cuts are shown in Fig-

ures 5.2 through 5.4. These events are characterized by a dense energy deposition
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limited to the front of the detector. The low pulse height hits at the edges of the
detector are due to PMT cross talk, a phenomenon in which charge is recorded in a
pixel other than the illuminated pixel. More electron events at other momenta, as
well as muon and hadronic events are included in Appendix A.

Figures 5.5 and 5.6 show the distribution of the cut quantities for 1 GeV
positrons from the T11 and T7 2002 beam runs. Each histogram shows the cut
quantity for events with a hit in the upstream Cerenkov, the cut quantity when
all the cuts except the one shown are applied, and finally the cut quantity when
all cuts are applied. Figure 5.7 shows the number of planes hit in the event, each
color showing the distribution when all but one cut is applied. The blue histogram
in these plots show the result after all cuts have been applied. In both the cases
shown, the number of hit planes distribution is a tight distribution with few outliers,
indicating the selected electron sample is relatively free from contamination by other
particle species. Cut and planes hit histograms for other runs used in this analysis
are included in Appendix B.

Either a noise hit in the Cerenkov system or a real signal caused by the
production of a d-ray above the Cerenkov threshold in the Cerenkov windows or
gas volume could lead to the inclusion of a pion or muon in the electron sample.
The probability of either a muon or pion producing a ¢ in a Cerenkov window is
on the order of 107*. At low to intermediate energies, the number of pions and
muons is of the same magnitude as the number of electrons, and the contamination
of the sample is small. At higher energies, where the number of pions is many
orders of magnitude greater than the number of electrons, the contamination due
to 6 — ray production could be important. Above 1 GeV, most muons and many
pions penetrate deeper than plane 25, whereas electrons should not. Assuming the
events that pass the electron cuts but travel further than 25 planes are either pions

or muons, then comparing the number of such events to the number of pions and
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Run: 40622
Snarl: 26
PID: Electron
Momentum: 1.0 GeV
Total MIP: 68.11, Even: 40.79, Odd: 27.31
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0 20 Plane 40

Figure 5.2: A 1 GeV electron event. The top plot shows the hit strips in the Y-view,
or even planes, while the bottom plot shows the hit strips in the X-view, or odd
planes. The pulse height, in MIP units, is given by the color scale.
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Run: 40622

Snarl: 63
PID: Electron

Momentum: 1.0 GeV
Total MIP: 36.09, Even: 22.29, Odd: 13.80
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Figure 5.3: A 1 GeV electron event.

68



Run: 40622
Snarl: 67
PID: Electron
Momentum: 1.0 GeV
Total MIP: 91.52, Even: 44.00, Odd: 47.52
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Figure 5.4: A 1 GeV electron event.
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Figure 5.5: Distributions showing the electron selection cuts from a +1 GeV run
from the T11 2002 data sample. Top left shows the Cerenkov ADC distribution.
Top right shows the time of flight distribution. Middle left shows the distribution
of Cerenkov hit time minus the trigger time. Middle right shows the distribution
of the xgl. Bottom shows the strip of maximum signal in plane 0. In each of the
plots, the black histogram shows the distribution for all events with a signal in the
upstream Cerenkov, blue shows the distribution when all cuts but the one shown
have been made, and red shows the distribution after all cuts have been made. The
Cerenkov ADC and TOF cuts are applied simultaneously in the analysis. Their
combined effect is shown in the top two plots.
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Figure 5.6: Distributions showing the electron selection cuts from a +1 GeV run
from the T7 2002 data sample. Top plots show the upstream and downstream
Cerenkov ADC distributions. Second row, left shows the time of flight distribu-
tion. Second row, right and third row left show the distribution of upstream and
downstream Cerenkov hit time minus the trigger time. Third row, right shows the
distribution of the x%. Bottom shows the strip of maximum signal in plane 0. In
each of the plots, the black histogram shows the distribution for all events with a
signal in the upstream Cerenkov, blue shows the distribution when all cuts but the
one shown have been made, and red shows the distribution after all cuts have been
made. The Cerenkov ADC and TOF cuts are applied simultaneously in the analysis.
Their combined effect is shown in the top two plots.
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Figure 5.7: The distribution of number of hit planes from 1 GeV positron events.
Data from T11 2002 is shown to the left, data from T7 2002 is shown to the
right. Black shows the number of hit planes for events with signal in the upstream
Cerenkov; red, after applying all cuts but the pid cut; green, after applying all cuts
but the Cerenkov timing cut; yellow, after applying all cuts but the x2, cut; purple,
after applying all cuts but the plane 0 strip of maximum signal cut. Blue shows the
effect of applying all cuts. The final distribution is a narrow distribution with few
outliers, indicating a relatively pure sample of electron events.

muons gives an estimate of the level of pion or muon contamination. The runs used
in the electron analysis all show much less than 1% pion and muon contamination.
Since even a 1% contamination of pions or muons in the event sample would give
rise to a tenth of a percent deviation in the measurement of the electromagnetic

detector response, the contamination is considered negligible.
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Overlapping Events

The final cut listed above was designed to address the contamination of the event
sample by a class of events dubbed “overlapping”. Figure 5.8 and 5.10 show exam-
ples of typical overlapping events. In each display, an electron-like shower is seen,
accompanied by a long muon track. In Figures 5.9 and 5.11, the hit times of each
hit in the event are shown relative to the external enable time. In both these events,
there are two distinct peaks in the timing distribution, indicating that two parti-
cles were responsible for the energy deposition in the detector. It is not sufficient
to further divide this class of events into two sub-events since the signal from the
channels where the events overlap spatially is summed in the FEE. Events of this
nature are removed from the event sample.

Removal of overlapping events is done by comparing the hit time distributions
of each event to a template timing histogram. The template histogram comes from
a data run with a low rate, hence a low population of overlapping events. To
create the template, first, any gross timing offsets between readout channels are
corrected, then the hit time minus the external enable time is histogrammed for
each detector side. The histograms are then normalized so that the area is equal to
1. Figure 5.12 shows the timing template histograms used for the T11 2002 runs.
Once the template histograms are created, the hit time minus the external enable
time is histogrammed for each event. Figure 5.13 shows an example of event time
histograms.

Next, for each event, a test statistic is computed that compares the event
timing characteristics to the template. If T is the bin content of the i’ bin of the
template histogram from side s, E; is the bin content of the it" bin of the event

timing histogram from side s, and N?® is the number of digitizations from side s,
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Run: 50505
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PID: Electron
Momentum: 1.0 GeV
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Figure 5.8: An example of an overlapping event.
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Figure 5.9: The hit times relative to the external enable for the overlapping event
shown in Figure 5.8.

then define

Bi(Ef, TEN")
SRR T o
where
(TfNS)EiS e—TfN
N0
is the probability of getting E7 hits from a Poisson distribution with mean TN?,

Pi(E}, TYN°) (5-2)

and
(B9)"te "
I'(E7)

is a normalization factor. Taking the natural log of both sides of Equation 5.1 gives

Pi(EY, EY) (5.3)

L = InP (5.4)
131' EZ{i’Tist
- ZZI(W) (5:5)
= >3 (nP(B, T/ N*) - In P,( B}, E})) (5.6)
S bins
= Y ST [(E)W(TPN®) — TEN — ((Bf) In(E}) - Ef)). (5.7)
S bins
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Run: 50505
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PID: Electron
Momentum: 1.0 GeV
Total MIP: 143.42, Even: 61.71, Odd: 81.71
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Figure 5.10: An example of an overlapping event.
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Figure 5.11: The hit times relative to the external enable for the overlapping event
shown in Figure 5.10.
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Figure 5.12: The template timing histograms for the T11 2002 runs. To the left,
the hit time minus trigger time for all hits on the negative strip ends in a low rate,
1 GeV run, normalized so that the area is 1. The right plot shows the same for the
positive ends.
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Figure 5.13: The timing histograms for one event. Left shows the hit times minus
trigger time for negative strip ends, right shows the same for positive strip ends.

Finally, define the test statistic, Xgla as

—2L

2
Xo. = NOrNT (5.8)

Then Xgl provides for the separation of overlapping events. Events with Xgl > 1.1
are removed from the data sample. Figure 5.14 shows the percentage of overlapping
events in a run as a function of the average rate in the upstream TOF paddle. As
expected, the number of overlapping events increases with beam intensity.

To further illustrate the success of this method at identifying overlapping
events, and to estimate the efficiency of this cut, Xgl was calculated over a sample
of events which were artificially overlapped. Events with a value of Xgl < 1.1 were
selected from a run, then all the hit times were collectively shifted. The size of the
shift was randomly selected from a uniform distribution spanning the electronics
readout window. Any hits that fell outside the readout window after shifting were
discarded. Then, the shifted event was combined with another, non-shifted event,

and the value of x? was computed for the compound event. Figure 5.15 shows
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Figure 5.14;, The fraction of events with x% > 1.1 as a function of the rate in the
upstream TOF counter. Each point corresponds to a run. The rate in the upstream
TOF countér is averaged over each spill in the run.

0

the resulting @gstributioré of x%. The artificially overlapped events in general have
a value of Xgl greater than 1.1. The overlapped events with Xgl < 1.1 arise from
events in w%ﬂch the shift time was small, meaning that two events interact within
the detecto% very close in time. By scaling the artificially overlapped distribution
of Xgl SO th%t the tail matches the number of overlapping events in the tail of the
data distrib(}ltion, and looking at the number of artificially overlapped events with
Xgl < 1.1, one (%an approximately %etermine the level of overlapping events remaining
in the electron sample after the cut on Xgl' Most runs used in the electron analysis
have fewer than 1% overlapping events remaining after the cut on x2,, though a few
runs have contamination at the 3-5% level. Overlapping events are expected to have
much larger energy depositions than the average electron events, hence these events
populate the tails of the response distribution. When the response is derived, a fit
is performed over a limited range of the response distribution, minimizing the effect
that overlapping events can have on the measurement. A complete determination
of the effect of overlapping events requires a detailed simulation of the electronics
timing and the ability to overlay two events temporally, features not yet available

in the CalDet Monte Carlo.
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Shifted Chi2
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Figure 5.15: Top left shows the distribution of x2 for all electron events in blue,
and for events with Xgl < 1.1 selected for shifting in black. Top right shows the
Xgl distribution for events that have been uniformly shifted by a random offset.
The bottom plot shows the x? distribution for events that have been artificially
overlapped using the method described in the text. The majority of overlapped
events have a x2, greater than 1.1. The number of events with x2, < 1.1 in the
artificially overlapped sample gives an estimate of the contamination of overlapping
events remaining in the electron sample after the cut on Xgl is applied.
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Application of A Plane Trigger

Initially, the MINOS data acquisition system relied upon a plane trigger requirement
to reduce the data rate. Events had to pass a n out of n+1 sequential hit planes
requirement, where typically n=4, in order to be written to disk. At CalDet, the
external enable reduced data rates enough to take data without the plane trigger.
Figures 5.16 through 5.18 show the response distributions induced by electrons,
pions, and protons at sub-GeV beam momenta with progressively more restrictive
plane trigger cuts. Not only does the efficiency for selecting the lowest energy
particles decrease for more restrictive plane cuts, but the mean response is biased
toward larger values. Figure 5.19 shows the efficiency of the different plane cuts as a
function of beam momentum. Figure 5.20 shows the shift in the mean response for
different plane trigger cuts as a function of beam momentum. In order not to bias
the data sample and maintain particle detection efficiency at the lowest energies,
steps are being taken to disable the plane trigger requirement at the large MINOS
detectors during the NuMI beam spill. No plane trigger requirement is applied to

the events used in this analysis.
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Figure 5.16: The response distributions arising from 0.4 GeV electron interactions.
In black, all electrons; red, electrons that pass a 2/3 plane trigger; green, 3/4; blue,
4/5; yellow, 5/6; pink, 6/7.
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Figure 5.17: The response distributions arising from 0.6 GeV pion interactions. In
black, all pions; red, pions that pass a 2/3 plane trigger; green, 3/4; blue, 4/5;
yellow, 5/6; pink, 6/7.
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Figure 5.18: The response distributions arising from 0.8 GeV proton interactions.
In black, all protons; red protons that pass a 2/3 plane trigger; green, 3/4; blue,
4/5; yellow, 5/6; pink, 6/7. For low energy protons, the energy deposited is strongly
correlated with the range in the detector. The lower peak in the distribution arises
from protons that range out earlier than the events in the second peak.
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Figure 5.19: Top plot shows the fraction of electron events that pass a given plane
trigger versus beam momentum, middle shows the same for pions, bottom shows
the same from protons.
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Figure 5.20: Top plot shows the relative shift in the electron mean response caused
by applying a plane trigger versus beam momentum. Middle plot shows the same
for pions, while bottom plot shows the effect for protons.
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Chapter 6

Beam Line Systematics

Several systematic effects of running the CalDet in the CERN beam lines could
affect the measurement of the response of the detector to electromagnetic showers.
In this chapter, five of these effects are considered. In particular, the effect of the
external TOF enable, the effect of beam intensity, the differences between spills, the
repeatability of the response measurement, and the energy loss of particles traversing

the upstream beam elements are discussed.

6.1 The External TOF Enable

As discussed in section 3.3, the strict dynode triggering scheme originally envisioned
for MINOS running prevented the collection of bias free beam data samples. Instead,
at CalDet, the trigger algorithm was modified to include an external enable based
on the coincidence of signals from the combination of either two or three TOF
paddles. To understand any differences arising from the two trigger configurations,
special runs were taken, and the detector response with the external enable was
compared to the response with pure dynode triggering. Figure 6.1 compares the

energy deposition distribution of 1.0 GeV positrons interacting in the CalDet with
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Figure 6.1: Comparison of observed energy deposited by 1.0 GeV positrons with
external enable on and off. The red histogram comes from a run with the external
enable on, while the blue histogram comes from the run with the external enable
off (Data shown use an older set of MIP calibration constants. Both histograms use
the same calibration, but the scale is different from the results presented later in
this document).

the external enable operating to that taken with the external enable not operating.
The distributions agree within a few tenths of a percent, which in view of other
systematic effects, was considered negligible. Using the external enable allowed for

improved performance of the CalDet without introducing biasing effects.

6.2 Beam Intensity

The beam intensity was chosen to maximize data taking efficiency. In general, the

beam intensity was adjusted to maintain about 250-600 TOF coincidences per spill.
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Figure 6.2: Observed energy deposition of 1.8 GeV positrons. Red histogram comes
from a run at the nominal intensity of about 250 particles/spill. Blue histogram
comes from a run at a lower intensity of about 50 particles/spill. The means from
Gaussian fits agree at the 1% level (Data shown use an older set of MIP calibration
constants. Both histograms use the same calibration, but the scale is different from
the results presented later in this document).

More than 600 TOF coincidences per spill would cause the TDC buffers to fill before
a readout cycle, and moreover increase the rate of overlapping events. Figure 6.2
compares the observed energy deposited in the CalDet for 1.8 GeV positrons at two
different intensities. The means of the distributions agree at the 1% level, indicating
no intensity related effects. The tails of the distributions differ somewhat, which is

most likely an effect of the beam defocussing done to achieve the lower intensity.
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6.3 Differences between Spills

The upstream portion of the T7 channel is shared with the T8 secondary beam
line. In order to operate both beam lines at the same time, the current in the first
momentum selection magnet (BHZ01) in the T7 beam line had to be ramped to zero
during the T8 extraction, then ramped back up to the nominal value for the T7 spill.
Depending on the PS super-cycle and the specifics of the distribution of spills to
each of the secondary beam lines, the current in BHZ01 sometimes could not return
to the nominal value in time for the T7 spill. Figure 6.3 shows the current in this
magnet versus time at three different beam momenta. The two bands of currents
correspond to different spills. Depending on the spill order within the super cycle,
the current in BHZ01 during the first spill in the super cycle could be below the
nominal value by a few percent. In the T11 beam line, no magnet ramping occurred,
and this systematic difference in magnet currents was not observed.

Figure 6.4 shows the effect of the differences in spills on the electron response
for two different runs in the T7 beam line. The top left plot shows the spill structure
for a 0.6 GeV run. The first spill corresponds to the spill before BHZ01 reached its
nominal value. That spill contained about half the number of particles relative to
the spill where BHZ01 attained its nominal setting. The top right plot shows the
detector response to electrons for each of the spills. The response obtained when
both spills are considered together is shown in black, the response to particles in
the first spill is shown in red, while the response to particles in the second spill
is shown in blue. The mean difference in response found by including events from
all spills compared to using only events from the second spill is 1.6%. However,
the second row of plots in Figure 6.4 shows that the effect of the magnet ramping
depends on the specifics of the run conditions. The lower left plot shows the spill
structure of a specific 1.0 GeV run. During this run, the T7 beam line was receiving

4 spills per supercycle. The bottom right plot shows the response of the detector
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Figure 6.3: The current in the T7 upstream bending magnet (BHZ01) versus time.
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to particles in each spill. For this run, the difference in the mean response among
spills is negligible.

Figure 6.5 shows the differences between the mean response of electrons from
the spill with the most events and the mean response averaged over all spills for 56
different runs at varying beam momenta. The left plot shows the relative difference
between the response averaged over all spills relative to the response obtained using
only the spill with the most particles versus beam momentum. The right plot shows
the projection of the relative differences. On average, the differences in the response
among spills is small, on the order of 0.3%, but can be larger than 1%.

In principle, one could use the value of the magnet current to correct the
events in the spill with the below-nominal current settings. Unfortunately the mag-
net monitoring software was not introduced until the 2003 beam runs; no magnet
current data is available for the 2002 runs. Even without the magnet current data,
an analysis could be done using only the events from the spills with the maximum
number of particles at the expense of lower statistics. In order to facilitate a future
analysis incorporating the effects of the spill to spill differences, the difference in
response between the maximum spill and the average over all spills is calculated for
each run, then the values of the error arising from spill differences is stored in the

database table “CalDetSpillErrors”. See Appendix F for further details.

6.4 Response Measurement Repeatability

In both the T11 and T7 beam lines, it was observed that repeated measurement of
the detector response at a given momentum showed fluctuations larger than that
expected from statistical errors. Figure 6.6 shows this effect for several 1 GeV runs
taken in 2003 in the T7 beam line. Some portion of this fluctuation may derive
from uncorrected detector drift. For instance, the scintillator light output is known

to decrease by about 0.4% per °C increase in temperature and is an effect not
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Figure 6.4: Spill structure of two different runs in T7. The top left plot shows the
spill structure during run 70561, a 600 MeV run. Two spills were being delivered to
the T7 beam line during this run. The top right plot shows the detector response
to positrons from all spills together in black, the first spill in red, and the second
spill in blue. The difference in means between the histogram with all spills, and the
histogram with only the second spill is about 1%. The lower left plot shows the spill
structure from run 70771, a 1 GeV run. During this run, 4 spills were directed to the
T7 beam line. The lower right plot shows the response distributions for electrons in
each of the spills. The difference in means for this run is negligible.
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Figure 6.5: Spill differences for many runs. The left plot shows the relative difference
between the response averaged over all spills relative to the response from the spill
with the most events versus beam momentum. The right plot shows the projection
of the relative differences. On average, the differences in the response among spills
is about 0.3%, but can be larger than 1% for some runs.
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Figure 6.6: To the left, the response distributions of positrons from many 1 GeV,
T7 2003 runs. To the right, the mean response of each of the runs. The dependence
of scintillator light output on temperature is not accounted for in this plot.
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Fractional Deviation in TOF and Response
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Figure 6.7: Fractional Deviation of detector response versus run is shown in red.
Fractional shift in momentum as measured by the difference in time of flight between
electrons and protons is shown in blue.

accounted for in Figure 6.6 [38]. However, Figure 6.7 shows the fractional change in
momentum as calculated from the separation of the electron and proton peaks in the
time of flight distribution. Superimposed on this graph is the fractional deviation in
the detector response during the same run. The deviation in the detector response
follows the deviation in the time of flight measurement, suggesting that a major
component in the response measurement fluctuation is intrinsic in the setting of the
beam momentum.

Figure 6.8 shows the deviation of response for several energies. The top
plot shows the response over beam momentum from events in the maximum spill of
each run versus the beam momentum. The lower left plot shows the RMS over the
mean of each of the runs taken at a given momentum versus that momentum. The
lower right plot shows the histogram of the fractional deviation for all momenta
together. The mean of 0.8% is included as an additional error in the response,
added in quadrature with the statistical error. Figure 6.9 shows the same quantities
for the T11 beam line. The additional error to be included in the T11 response

measurement was found to be 0.5%.
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Figure 6.8: The deviation in detector response at many energies from runs in the T7
beam line. The top plot shows the response divided by momentum versus momen-
tum for many repeated runs. The bottom left plot shows the fractional deviation
in the response versus beam momentum. The bottom right shows the deviation of
all momenta together. The average variation in the response measurement between
runs is 0.8%.
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Figure 6.9: The deviation in detector response at many energies from runs in the
T11 beam line. The top plot shows the response divided by momentum versus mo-
mentum for many repeated runs. These runs were taken with single ended readout,
making the response approximately half the response shown previously. The bottom
left plot shows the fractional deviation in the response versus beam momentum. The
bottom right shows the deviation of all momenta together. The average variation
in the response measurement from run to run is 0.5%.

97



6.5 Simulating Energy Losses in Upstream Material

On their way from the target to the detector, the beam particles lose some amount
of their initial energy due to interactions in the particle identification detectors and
other upstream beam elements. In order to study the extent of this energy loss, the
material upstream of the detector in each of the beam lines has been modeled. The
beam line simulation consists of three steps. First, particles are tracked through
the magnetic channels of the beam lines using Decay Turtle [41]. The momentum
spectrum and the positions of the particles are recorded at the position of the last
vacuum window, then input into a GEANT3 simulation describing the material
upstream of the CalDet [42]. At the first CalDet plane, the position and momentum
of a particle and any daughter particles are recorded. This collection of particles is
then used as input into the standard MINOS Monte Carlo to simulate the CalDet
response. By comparing the simulated response of the CalDet to particles that travel
through the upstream material to the simulated response of particles that do not, one
can extract the effect of any energy loss upstream of the detector. The description
of the beam line simulation and its output are discussed further here. Deriving and
applying the correction for upstream energy loss is described in Chapter 8.

The amount of material upstream of the detector was different for each of
the beam lines, and moreover, was different from year to year. Thus, four stan-
dard geometries were defined and used to study the effect of upstream energy loss.
Figure 6.10 shows a schematic of the geometry used to simulate energy losses in
the T11 beam line for the 2002 run, while Figure 6.11 shows the geometry used to
simulate energy losses in the T'7 beam line in 2002. Figure 6.12 shows the geometry
used for T7 2003 runs, and Figure 6.13 shows the geometry of the T11 2003 runs.
In each beam lines, the upstream end of the upstream Cerenkov was was positioned
inside the last beam quadrupole magnet. In the simulation, the resulting field was

incorporated as an ideal quadrupole field limited to the volume of the Cerenkov that
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Figure 6.10: The upstream beam elements of the T11, 2002 energy loss simulation.
US, MID, and DS refer to the upstream, middle, and downstream TOF paddles.
MWPC refers to the (unused) multi-wire proportional chamber available in the
beam line.
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TOF
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Figure 6.11: The upstream beam elements of the T7, 2002 energy loss simulation.
Spectro refers to a large, but unenergized spectrometer magnet located in the T7
beam line.

overlapped with the magnet. Table 6.1 lists the dimensions and other parameters
of each of the elements included in the geometries.

Figures 6.14 and 6.15 show 15 simulated 1 GeV positron events passing
through the beam elements of the T11, 2002 and T7, 2002 beam line geometries.
The red, solid paths represent electrons or positrons, while the blue, dotted paths
represent photons. Most electrons and positrons passing through the upstream ma-
terial experience bremsstrahlung, a process in which the initial particle, decelerated
by the material it traverses, emits a photon. This photon, and any any additional
particles that could be produced along the way, may or may not eventually deposit
energy in the CalDet along with the parent particle. It is the acceptance of and

the detector response to these extra particles that makes the detailed simulation of

99



Element Shape | Material | Dimension Length Comment

US TOF BOX Scint. 5 x 12 cm? 1.5 cm

MID TOF BOX Scint. 5 x 12 cm? 1.5 cm T11 2002

DS TOF BOX Scint. 5 x 12 cm? 1.5 ¢cm

US TOF 2 BOX | Scint. 5 x 5 cm? 1.5cm | 2003 only

DS TOF 2 BOX | Scint. 5 x 5 cm? 1.5 cm 2003 only

CER Window | TUBE | Mylar r=17.5 cm 0.06 cm

T11 US CER | TUBE | COq r="7.5cm 5.0 m Gas vol. in 1 cm
thick Al Shell
Pres. varies
Quad. B field

T7 US CER TUBE | CO9 r="7.5cm 4.4 m Gas vol. in 1 ¢cm
thick Al Shell
Pres. varies
Quad. B field

MID CER TUBE | COq r=17.5cm 2.5 m Gas vol. in 1 cm
thick Al Shell
Pres. same
as DS CER

DS CER TUBE | CO9 r="7.5 cm 3.47 m Gas vol. in 1 ¢cm
thick Al Shell
Pres. varies

MWPC BOX Al 60 x 60 cm? 0.003 cm | 3 sheets
1 cm apart
2002

Pitching Mag. | BOX | Fe 0.45 x 3.5 m? | 170 cm No B field

Spectro TUBE | Fe r1 = 1.57 m 3m No B field

ro = 10 cm

Table 6.1: Elements of the beam line simulation
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Figure 6.12: The upstream beam elements of the T7, 2003 energy loss simulation.

T11 2003

CalDet

Pitching Mag.

Figure 6.13: The upstream beam elements of the T11, 2003 energy loss simulation.

the beam line and detector essential to the study of the effect of energy losses by
electrons traveling through the upstream material.

In order to more closely simulate the data taking conditions at the CalDet,
only events that pass a trigger requirement are input into the detector Monte Carlo.
To pass the trigger requirement, a particle must deposit 400 keV of energy in the
TOF paddles corresponding to the paddles used to form the coincidence for the
external enable. Table 6.2 lists the trigger conditions for each configuration. Fig-
ures 6.16 and 6.17 show the input momentum derived from Decay Turtle, the vertex
position of daughter particles produced in the beam line simulation, and the beam
spot at the position of CalDet plane 0 for both triggered and untriggered events for
1 GeV positrons from both beam lines. Appendix C shows the same quantities at
other momenta.

Figures 6.18 and 6.19 show characteristics of events output by the beam line
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Figure 6.14: 15 simulated 1 GeV positron events passing through the T11 beam
elements, The horizontal dimension is scaled by a factor of 2 to show detail.

a

Figure 6.15: 15 simulated 1 GeV positron events passing through the T7 beam
elements. The horizontal dimension is scaled by a factor of 2 to show detail.
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Figure 6.16: Top left plot shows the momentum distribution of particles produced by
Decay Turtle, top right plot shows the vertex positions of the particles produced by a
1 GeV positron in the T11, 2002 geometry for events that pass the trigger condition.
Red indicates positrons, blue indicates photons, green indicates electrons. Bottom
left shows the x and y position of all particles when incident on the first CalDet
plane. Bottom right shows the same, but only for events which pass the trigger
condition.

103



Input Momentum Vertex Position

400 turtlep
L Entries 10000
300 - Mean  1.000
RMS  0.006

200[

100f
ok - R,
0.98 1 1.02
GeV
Beam Spot, Pre-Trigger Beam Spot, Triggered Events
600
400
200
0

40  -20 20 40

Figure 6.17: Top left plot shows the momentum distribution of particles produced by
Decay Turtle, top right plot shows the vertex positions of the particles produced by
a 1 GeV positron in the T7, 2002 geometry for events that pass the trigger condition.
Red indicates positrons, blue indicates photons, green indicates electrons. Bottom
left shows the x and y position of all particles when incident on the first CalDet
plane. Bottom right shows the same, but only for events which pass the trigger
condition.
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Configuration | Energy Trigger Condition

T11 2002 <1 GeV | MID and DS TOF

T11 2002 >1 GeV | US and DS TOF

T7 2002 All US and DS TOF

T7 2003 All US,DS and Ext. DS TOF
T11 2003 All US,DS and Ext. DS TOF

Table 6.2: External enable trigger conditions used in data taking and in the beam
line simulation.

simulation. Each plot shows the summed energy of particles reaching CalDet plane
0, the energy of the particle with the maximum energy that reaches plane 0, and
the number of particles reaching plane 0, for 1 GeV positron events which pass the
trigger requirement for each beam line. Appendix C shows the same distributions
for other beam momenta. In general, electrons carry most of the energy of the initial
particle; photons typically carry less than 10% of the initial energy. Most events
are characterized by 2-3 particles interacting in the detector, usually one electron or
positron and 1-2 photons. The absolute value of energy lost is roughly 20 — 30 MeV
for all momenta; however, the fractional difference between the nominal incident
particle energy and the summed energy of the particles that reach the CalDet is
greater for lower energies.

In 2003, different amounts of material were purposely introduced upstream
of the detector in order to compare the results of the beam material simulation with
the data. Such runs are described in Table 6.3. Figure 6.20 shows the response
of the detector versus the simulated response of particles propagated through the
beam line simulation. Adding extra material upstream of the detector changed the
measured response by 8%. The beam line simulation reproduces the shift, and the
simulated response agrees with the data to within 1%.

An independent indicator of the success of the beam line simulation is its

ability to reproduce the low energy tail sometimes observed in the total MIP dis-
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Figure 6.18: Characteristics of events produced in the T11, 2002 beam line simula-
tion of 1 GeV positrons that pass the trigger condition. Top row, the total energy of
all the particles in black, the total energy of all electrons in red, and the total energy
of all photons in blue. Middle row, the energy of the particle with the maximum
energy, all particles in black, positrons in red, photons in blue. Bottom row, number
of particles making up an event, all particles in black, positrons in red, photons in

blue.
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Figure 6.19: Characteristics of events produced in the T'7, 2002 beam line simulation
of 1 GeV positrons that pass the trigger condition. Top row, the total energy of
all the particles in an event in black, the total energy of all electrons in an event
in red, and the total energy of all photons in blue. Middle row, the energy of the
particle with the maximum energy, all particles in black, positrons in red, photons
in blue. Bottom row, number of particles making up an event, all particles in black,
positrons in red, photons in blue.
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Figure 6.20: Top left plot shows the response distributions from several 1 GeV runs
taken with different materials in the beam line in front of the detector. Top right
plot shows the simulated response distributions. Lower left plot shows the mean
response from the data versus the mean response from the Monte Carlo. The lower
right plot shows the ratio of the response from the data to that from the Monte
Carlo versus run number. Adding extra material upstream of the detector induced
a 8% shift in the detector response, a shift that was tracked within 1% in the Monte

Carlo
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Config. US CER DS CER Run Numbers
Pressure (ATM) | Pressure (ATM)

T7, 2 CER, 4 TOF | 1.95 1.00 70814

(Std. Config.)

T7, 2 CER, 4 TOF | 2.00 2.00 71343

T7, 2 CER, 4 TOF | 4.20 4.20 71262

T7, 2 CER, 4 TOF, | 2.00 2.00 71443, 71447

1/2” Steel Plane

T7, 2 CER, 4 TOF, | 1.95 1.00 70817

0.5 cm Al

T7, 2 CER, 4 TOF, | 1.95 1.00 70820

1 cm Scintillator

Table 6.3: Special runs for validation of the beam line simulation

tribution. The events in the low energy tail arise from events in which the incident
particle loses a large fraction of its energy upstream of the detector, typically induc-
ing a shower before reaching the CalDet. While such events are present to varying
degrees in all the data samples, they are most apparent in the 2003 data samples
when two extra scintillator paddles were used to improve the resolution of the TOF
system. Such events earned the moniker “splat events” because these events are typ-
ically characterized by an abnormally large number of hit strips in planes 0 and 1,
a wide transverse energy deposition, and a short depth. The Monte Carlo indicates

that splat events can be identified using a number of topological cuts:

e Require the ratio of number of hit strips in planes 0 and 1 to the total number

of hit strips in an event to be less than 0.5.

e Require the last plane (before a gap of more than 3 planes) divided by the
MIP weighted radius (averaged over the strips within 6 strips of the event

center and up to last plane) to be greater than 5.

e Require the strip of maximum signal in plane 0 to be either strip 11 or 12.
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e Require the ratio of number of strips hit in plane 0 to the total number of hit

strips in an event to be less than 0.3.

At a beam momentum of 1 GeV, these cuts remove 80% of splat events, with a loss
of 3% of “good” events. Below 1 GeV splat events are difficult to distinguish from
“good” events. The distributions of the cut quantities for Monte Carlo events are
shown in Figure 6.21, while the effect of the cuts on the response distribution is
shown in Figure 6.22. The same distributions from a 1 GeV data sample are shown
in Figure 6.23 and the effect of these cuts on the response distribution is shown in
Figure 6.24. Both the Monte Carlo and the data indicate that the 2002 data set
is relatively free from “splat” events. This technique to remove splat events from
the CalDet data samples is not used in the calibration of the detector response, but
instead, is provided as reference for future studies into the topological properties of

electron events.
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Figure 6.21: The cuts to identify “splat events” in the Monte Carlo. The top left
plot shows the ratio of hit strips in plane 0 and 1 relative to the total. Black is
for all events, blue is for events with total energy of all particles greater than 85%
of incident energy as given by Monte Carlo truth, red is for events with less than
85% of incident energy (“splat events”). Top right shows end plane divided by MIP
weighted radius. Bottom left plot shows strip of maximum MIP in plane 0, bottom
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Figure 6.22: The detector response to 1 GeV simulated electrons. Blue histogram
shows events with greater than 85% of the incident energy, red shows events with
less than 85% of incident energy and green is the result of the applying the cuts
described in the text.
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Figure 6.23: The cuts to identify “splat events” in the data. Top Left shows the
ratio of hit strips in plane 0 and 1. Top right shows end plane divided by MIP
weighted radius. Bottom left plot shows strip of maximum MIP in plane 0, bottom
right shows ratio of hit strips in plane zero to total number of hit strips.
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Figure 6.24: Response distribution for 1 GeV electrons (data). Blue histogram is
the result of the applying the cuts described in the text.
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Chapter 7

Electron Characteristics

In this chapter, the expected properties of electron interactions in a calorimeter are
discussed, then the measured response and topological properties of electron showers
are compared to the Monte Carlo expectation and contrasted against the properties

of hadronic showers.

7.1 Electromagnetic Interactions in Matter

As an electron with energy above 1 GeV travels through matter, it loses energy pre-
dominantly via bremsstrahlung [43]. The emitted photon in turn converts to produce
an electron-positron pair, each of which can then undergo bremsstrahlung. In this
way, an electron interacting in matter produces a cascade of particles, the number of
particles in the shower approximately doubling with each series of interactions, and
each new daughter particle carrying a smaller fraction of the total incident energy.
Once the energy of the individual particles is below the pair production threshold,
no new particles are created, and the rest of the energy of the shower particles
is dissipated through ionization, Compton scattering, the photoelectric effect, and

thermal excitation.
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Both the longitudinal and lateral development of electromagnetic showers
can be parameterized in terms the radiation length (Xj). The radiation length
is the mean distance over which an electron loses all but % of its energy due to
bremsstrahlung, and the value of the radiation length is a function of the material
being traversed. For a sampling calorimeter, the radiation length of the detector

can be computed from the radiation lengths of its components using

1 Wj
X - 2]: X—;J (7.1)
where w; is the fraction by weight of the 4t detector layer and Xy, is the radiation
length in the j* detector layer [43]. In CalDet, the radiation length is 4.1 cm, or
0.69 planes, which is slightly longer than in the larger detectors due to the difference
in the steel plane width.

In electron showers, the longitudinal distance from the beginning of the
shower development at which the most daughter particles are present is given by

Zmaz = Xoln g—(c) - 0.5 (7.2)

where Ej is the incident electron energy, and E, is the energy below which shower
development stops and losses due to ionization dominate. In iron, E. is approxi-
mately 29 MeV. The transverse size of an electromagnetic shower is given by the

Moliere radius:

21 MeV

RM:XOE
c

(7.3)

In general, 90% of the energy deposited in an electromagnetic shower lies within a
cylinder with radius Rjps. In CalDet, the Moliere radius is on the order of 3 cm, or
less than one strip.

In the MINOS geometry, electromagnetic showers initiated by an electron or
positron with energy in the 1 —3 GeV range, are expected to reach the maximum of

shower development over 2 — 3 planes, and the transverse size of the core is expected
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to be on the order of 1 strip. Compared to hadronic interactions, electromagnetic

cascades are dense depositions of energy over a small volume.

7.2 Comparison with Monte Carlo

Electrons produced in v, charged current interactions will be identified using event
topology. Monte Carlo is used to develop and study the performance of algorithms to
identify the type of neutrino interactions. While neutrino events will induce multiple
particle showers in the large MINOS detectors, it is essential to demonstrate that
the Monte Carlo reproduces the characteristics of single particle interactions in the
CalDet and that the basic event topologies are well modeled.

A number of steps are involved in simulating electrons interacting in CalDet.
Prior to simulating the detector response, a flux file is generated using the beam line
simulation detailed in Chapter 6. The events from the flux file are then input into the
standard MINOS Monte Carlo chain, which consists of a GEANT3 based simulation,
GMINOS, which models the interactions of particles in matter, and two MINOS
offline packages, PhotonTransport and DetSim, which propagate photons produced
in the scintillator and model the detector response [44], [45]. To adequately represent
the data, some parameters involved in the simulation have been tuned away from
the default values. Table 7.1 lists the non-default settings used in the simulation of
CalDet data. The overall light level and the MIP scale are free parameters in the
Monte Carlo. These values have been tuned so that the Monte Carlo response to
positrons in each beam area matches the data at 1 GeV. Ideally, stopping muons
would be used to tune these parameters, however an outstanding discrepancy in the
range of stopping muons in the Monte Carlo makes this procedure undesirable [46].

Figures 7.1 through 7.7 show comparisons between data and Monte Carlo
positrons. In each plot six momenta are shown; other momenta are shown in Ap-

pendix D. The black histogram shows the data, while the red histogram shows the
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Package Parameters Tuned

GMINOS 1. Steel width: 2.5 cm

2. Proper isotope ratio for CalDet steel

3. All particle tracking cutoffs: 10 keV (minimum)

Birk’s Constant: 0.10 m/GeV

DarkNoiseRate: 100 Hz

GreenNoiseRate: 200 Hz

NoiseWindow: 500 ns

OverallLightOutput tuned to 1 GeV electrons
PE to MIP constant tuned to 1 GeV electrons

PhotonTransport

S W=

DetSim PMT non-linearity is not simulated
Dead VA chips are not simulated
Sparsification threshold: 8 ADC

Detector components have uniform response

>~ W=

Table 7.1: Non-default parameters set in simulating the CalDet

Monte Carlo. The value of x? given characterizes the differences between the Monte
Carlo and the data. Figure 7.1 shows the distributions of the last plane in an event,
where the last plane is defined to be the last plane with a hit of pulse height greater
than 1.5 PE before a gap of four or more planes. The Monte Carlo mean last plane
and shape of the distribution agree well with the data over all momenta. Figure 7.2
shows the number of strips hit in an event, while Figure 7.3 shows the number of
strips with signal greater than 1.5 PE. The mean number of strips hit in the Monte
Carlo is in general smaller than the mean number of hit strips in the data; however,
when the number of strips with signal greater than 1.5 PE is compared, data and
Monte Carlo agree favorably, indicating that the surplus of hit strips in the data
are of low pulse height. Figure 7.4 shows the lateral extent of the events, defined
as the response weighted distance of hits from the center of the event, summed over
strips contained in a box 12 strips wide, and last planes long, centered around the

event. At the lower beam momenta, the distributions do not differ dramatically, but
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at larger momenta, the Monte Carlo tends to overestimate the lateral extent of the
shower. Figure 7.5 shows the plane of maximum energy deposition, and Figure 7.6
shows the fraction of the total response deposited in that plane. Both quantities
show good agreement between data and Monte Carlo. Finally, Figure 7.7 shows the
summed detector response in MIPs. Figure 7.8 shows the ratio of data to simulated
detector response versus beam momentum. With the exception of the 3.6 GeV point
from T11, which is at the upper limit of the capabilities of the beam line, the Monte
Carlo agrees with the measured response to within 2% across the entire momentum

range.

7.3 Contrasting Electrons and Hadrons

Figures 7.9 through 7.15 show the same quantities listed above, but instead of com-
paring data and Monte Carlo, they contrast the properties of electrons and pions
of the same momentum. Figure 7.9 shows the last plane in an event. At the lowest
momenta, pions are shorter than electrons, but as the momentum increases, pions
begin to penetrate deeper than electrons. Figures 7.10 and 7.11 show the number
of hit strips in an event and the number of hit strips above a threshold of 1.5 PE.
At the higher momenta, pions exhibit more activity than electrons. Figure 7.12
shows the transverse extent of pions and electrons. At lower momenta, electron
and hadronic showers look similar, but at higher energies, hadrons tend to spread
further laterally. Figure 7.13 shows the plane of maximum energy deposition, while
Figure 7.14 shows the ratio of energy deposited in that plane relative to the total
energy. Pions deposit more energy deeper in the detector, but also show wider fluc-
tuations in the shower development than electrons. Figure 7.15 shows the detector
response. At a given momentum, pions induce a smaller signal in the detector than
electrons.

When looking at a neutrino induced event at the large MINOS detectors, the
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Figure 7.1: Comparison of last plane hit between data and Monte Carlo. Black
distributions represent data, red distributions represent Monte Carlo. The momenta
shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.2: Comparison of the number of hit strips between data and Monte Carlo.
Black distributions represent data, red distributions represent Monte Carlo. The
momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.3: Comparison of number of strips hit above a 1.5 PE threshold between
data and Monte Carlo. Black distributions represent data, red distributions rep-
resent Monte Carlo. The momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV,
5 GeV, and 7 GeV.
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Figure 7.4: Comparison of the radius of electron events between data and Monte
Carlo. Black distributions represent data, red distributions represent Monte Carlo.
The momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.5: Comparison of the plane of shower max distributions between data and
Monte Carlo. Black distributions represent data, red distributions represent Monte
Carlo. The momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and

7 GeV.
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Figure 7.6: Comparison of the portion of energy deposited in the plane of shower max
between data and Monte Carlo. Black distributions represent data, red distributions
represent Monte Carlo. The momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV,
5 GeV, and 7 GeV.
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Figure 7.7: Comparison of the response between data and Monte Carlo. Black
distributions represent data, red distributions represent Monte Carlo. The momenta
shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.8: The ratio of response from positron data to that of Monte Carlo versus
beam momentum. Runs taken in T11 are shown in red, runs from T7 are shown in
blue.

momentum of the daughter particles is not known. Instead, the detector response
is known, and event classification will be based on the comparison of particles that
induce the same response. Figure 7.16 contrasts shower characteristics between
1 GeV electron events and pion events over a range of momenta that exhibit a
response consistent with that of 1 GeV electrons. While no one quantity provides
the power to distinguish hadronic showers from electron showers in the few GeV
range, taken together, the topological properties of the shower will be a useful tool

in distinguishing electromagnetic showers from hadronic showers.
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Figure 7.9: Comparison of the last plane in an event between electrons and and
pions. Black distributions represent electrons, red distributions represent pions.
The momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.10: Comparison of number of hit strips in an event between electrons and
and pions. Black distributions represent electrons, red distributions represent pions.
The momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.11: Comparison of number of hit strips above a 1.5 PE threshold in an
event between electrons and and pions. Black distributions represent electrons, red
distributions represent pions. The momenta shown are 200 MeV, 1 GeV, 2 GeV,
3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.12: Comparison of the radius of an event between electrons and and pi-
ons. Black distributions represent electrons, red distributions represent pions. The
momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.13: Comparison of the plane of shower maximum in an event between
electrons and and pions. Black distributions represent electrons, red distributions
represent pions. The momenta shown are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV,
and 7 GeV.
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Figure 7.14: Comparison of the portion of energy deposited in plane of shower max
in an event between electrons and and pions. Black distributions represent electrons,
red distributions represent pions. The momenta shown are 200 MeV, 1 GeV, 2 GeV,
3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.15: Comparison of response between electrons and and pions. Black distri-
butions represent electrons, red distributions represent pions. The momenta shown
are 200 MeV, 1 GeV, 2 GeV, 3.2 GeV, 5 GeV, and 7 GeV.
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Figure 7.16: Comparison of topological properties between electrons and pions for
events with response consistent with a 1 GeV electron. Quantities shown are last
plane, number of hit strips, number of hit strips above 1.5 PE, radius, plane of
shower max, and portion of energy deposited in plane of shower max.
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Chapter 8

Response and Resolution

The ultimate goal of the calibration detector is to derive the detector response to
showers in comparison to the response initiated by muons. In this chapter we discuss
the procedure used to obtain the response at a given momentum, then parameterize
the response of the detector to electrons and positrons as a function of the beam

momentum.

8.1 Deriving the Response

In order to determine the detector response to electromagnetic interactions, electron
events are selected using the criteria given in Chapter 5. The signal in each channel
is converted to MIPs, and for each event, the signal in all channels from plane 1
through 60 is summed to obtain the total response. Plane 0 is used to cut on the
position of the particle as it enters the detector, and, since plane 0 is not shielded
in normal operation, the signal from this plane is not summed in the total response.
The effect of ignoring the signal in plane 0 is explored further in Chapter 9.

To describe the response and resolution of the CalDet to electromagnetic

interactions, a fit was performed on each of the total energy deposition distributions
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to extract a mean and RMS. A “continuous” Poisson distribution was used to fit

the data [47]. The fitting function is given by

E Mse ™M
f(gaM) = Cm (8.1)
u = SxM (8.2)
c = SVM (8.3)
Resolution = % = \/% (8.4)

There are three fit parameters, S, M, and C. The mean, RMS, and resolution of
the distribution can be expressed in terms of the fit parameters as given above.
The fits were performed using the log likelihood method over a restricted range.
The bounds of the range were set so that all but the 4% of entries in the tails of
the distribution were included in the fit. Figures 8.1 through 8.4 show the CalDet
response in MIPs for electrons and positrons. The top panel in each plot shows the
response distributions for a selection of beam momenta. The bottom left panel shows
the mean response divided by the beam momentum versus the beam momentum.
The bottom right plot shows %\/1_3 versus v/ P, giving the electromagnetic energy
resolution of the CalDet.

At first, a Gaussian fit was employed, however, the lower energy runs dis-
played an asymmetrical shape that can not be reproduced by a Gaussian. Figure 8.5
show examples of the Gaussian and Poisson fits to a 600 MeV positron sample. The
Poisson curve reproduces the shape of the data distribution nicely, giving a reduced
x? of 2.0 compared to the reduced x? from the Gaussian fit of 8.9.

Figure 8.6 compares the Poisson fits to the Gaussian fits as a function of
beam momentum. As shown in the top panel, the Poisson fit gives better x? values
at lower beam momentum and equivalent values of x? at higher momenta. The

second panel shows that the mean total energy deposited derived from the Poisson

fit tends to be larger than the mean given by a Gaussian fit. The effect is on the
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Figure 8.1: Total MIP distributions for T11, 2002 positive momenta runs. In the top
plot each color represents a different beam momentum. The lower left plot shows
the mean total MIP divided by the beam momentum versus the beam momentum.

The lower right plot shows (5) VP versus

m
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Figure 8.2: Total MIP distributions for T11, 2002 negative momenta runs. In the
top plot each color represents a different beam momentum. The lower left plot shows
the mean total MIP divided by the beam momentum versus the beam momentum.

The lower right plot shows (%) v/P versus v/P.
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Figure 8.3: Total MIP distributions for T7, 2002 positive momenta runs. In the top
plot, each color represents a different beam momentum. The lower left plot shows
the mean total MIP divided by the beam momentum versus the beam momentum.

The lower right plot shows (%) v/P versus v/P.
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Figure 8.5: Total energy deposited in units of MIPs from a 600 MeV positron run.
To the left, the distribution is fitted with a Gaussian, producing a reduced x? of 8.9.
To the right the distribution is fitted with a continuous Poisson function, giving a
reduced x? of 2.0.

order of a few percent at 200 MeV, but becomes negligible above 1-2 GeV. Finally,
the last panel shows the difference in the resolution as obtained by the two different

fits.

8.2 Correcting for Upstream Energy Loss

As discussed in Chapter 6, the energy lost by particles traveling through the ma-
terial upstream of the detector must be taken into account when determining the
detector response. In order to do so, the detector response was simulated with par-
ticles traveling through the upstream beam material and compared to the detector
response due to particles created at the front face of CalDet. Figures 8.7 and 8.8
show this comparison for the T11 2002 and T'7 2002 geometries respectively. Fitting
the relation with a straight line gives a parameterized form of the correction for up-
stream energy loss. If D is the mean response given by the Poisson fit to the data,

p1 the slope of the fitted correction, and pg is the y-intercept, then the corrected
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Figure 8.6: Top plot compares x? from Gaussian fit to total energy distribution (in
red) to x? from Poisson fit (in blue) as a function of beam momentum. Middle plot
shows the relative difference in the mean as given by the Poisson fit to the mean as
given by the Gaussian fit as a function of beam momentum. Bottom plot shows the
relative difference in the resolution as given by the Poisson fit minus the Gaussian
fit versus the beam momentum. Above 1 GeV the reduced x? averages about 1.4
for both fits. The average difference in the response is less than 0.1 %, while the
average difference in resolution is 0.4%.
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Figure 8.7: The upstream energy loss correction for T11, 2002. The left plot shows
the simulated detector response including the energy loss determined using the beam
line simulation versus the detector response with no energy loss. The fit parameters
give the correction to be applied to the data. The right plot shows the ratio of the
response with the energy losses included to the response without energy loss versus
beam momentum.

response is given by

D —
D = Po. (8.5)
Y4

Figures 8.9 through 8.12 show the response before and after the correction for the
upstream energy loss. The correction tends to increase the slope and y-intercept of

the response parameterization and improves the x? for the straight line fit.

8.3 Response and Resolution Versus Momentum

Figure 8.13 shows the total MIP versus beam momentum for all 2002 runs. For a
given beam momentum, the response from positive runs agrees within error with
the response from negative runs. Moreover, the response measured in T11 agrees
with the response measured in T7 at the same momentum. To extract the detector
response as a function of beam momentum, a combined fit was performed over all the

data from the 2002 beam runs, with the exception of the £3.6 GeV and £2.2 GeV
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Figure 8.8: The upstream energy loss correction for T7, 2002. The left plot shows
the simulated detector response including the energy loss determined using the beam
line simulation versus the detector response with no energy loss. The fit parameters
give the correction to be applied to the data. The right plot shows the ratio of the
response with the energy losses included to the response without energy loss versus
beam momentum

T11 points. The +3.6 GeV points are at the edge of the capabilities of the T11
beam line. The £2.2 GeV points are both deviate sufficiently from the rest of the
data that it is suspected that one or more beam magnet or collimators settings were
incorrect during these runs. From a combined fit over all the 2002 data samples,
the detector response to electromagnetic interactions is

MIP
(65.77 £ 0.08) < x P — (146 0.06) MIP (8.6)

[§]

Figure 8.14 shows the resolution of the electromagnetic response in each
beam line. The plot shows % versus P for all runs taken in 2002. The resolution is
parameterized using the function:

o n m
u =P o /P D k.

The fit curve corresponds to the best fit of the data to equation 8.7 where k, m, and

(8.7)

n are fit parameters. From the fit parameters, one sees that the electromagnetic
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Figure 8.9: Top left shows the raw response versus momentum for T11, 2002
positrons. The top right plot shows the response after correcting for upstream
energy loss. The bottom plot shows the response divided by momentum versus mo-
mentum, before the correction in black, after correction in red, and Monte Carlo
without energy loss in blue.
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Figure 8.10: Top left shows the raw response versus momentum for T11, 2002
electrons. The top right plot shows the response after correcting for upstream
energy loss. The bottom plot shows the response divided by momentum versus
momentum, before the correction in black, after correction in red, and Monte Carlo
without energy loss in blue.
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Figure 8.11: Top left shows the raw response versus momentum for T7, 2002
positrons. The top right plot shows the response after correcting for upstream
energy loss. The bottom plot shows the response divided by momentum versus mo-
mentum, before the correction in black, after correction in red, and Monte Carlo
without energy loss in blue.
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Figure 8.12: Top left shows the raw response versus momentum for T7, 2002 elec-
trons. The top right plot shows the response after correcting for upstream energy
loss. The bottom plot shows the response divided by momentum versus momen-
tum, before the correction in black, after correction in red, and Monte Carlo without
energy loss in blue.
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Figure 8.13: The top plot shows the detector response in MIPs versus the beam
momentum. Black stars come from T11, 2002 positives, red diamonds from T11,
2002 negatives, blue squares from T7, 2002 positive runs and pink circles from T'7,
2002 negative runs. All data points, except £3.6 GeV and +2.2 GeV, are included
in the straight line fit. The lower plot shows total MIP divided by beam momentum
versus beam momentum.
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Figure 8.14: The electromagnetic energy resolution versus beam momentum. Black
stars come from T11, 2002 positives, red diamonds from T11, 2002 negatives, blue
squares from T7, 2002 positive runs and pink circles from T7, 2002 negative runs.
All data points, except £3.6 GeV and +2.2 GeV, are included in the fit which is
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8.4 Comparison of Near FEE Response

At the time of writing, final drift point, linearity, and strip-to-strip calibration con-
stants were not available for the 2003 CalDet test beam runs. The following plots
are preliminary results from the 2003 data set that may change by a few percent
once the final calibration constants are available.

Table 8.1 lists the subset of runs used to evaluate the 2003 detector response.
Figures 8.15 through 8.17 show the total MIP distributions from selected beam
momenta, for the T7 2003, Near FEE with 3 m cables, the T7 2003, Near FEE with
1 m cables, and the T11 2003, Near FEE run configurations. Also shown is the
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T7 T11
P(GeV) Run Numbers P(GeV) | Run Numbers
3 m Cables 1 m Cables 1 m Cables

0.6 80300 90131 0.4 100247

0.8 80304 90135 0.6 100253

1.0 80007 90822 0.8 100257

1.8 80277 90324 1.0 100203

2.0 80284 90051 1.2 100171

3.0 80013 90026 14 100144

4.0 80045 90067 1.6 100261

5.0 80180 90235 1.9 100306

6.0 80212, 80219 | 90167 2.0 100157

7.0 80223, 80227 | 90171 2.2 100333

8.0 80231, 80248 | 90175 2.8 100341, 100342
9.0 80254, 80258 | 90183

Table 8.1: Run numbers used for the 2003, Near FEE CalDet electron analysis

response versus beam momentum and the electromagnetic energy resolution versus

beam momentum. The response measured with the Near FEE is approximately half

that measured in 2002, as expected due to the single ended readout.

Figures 8.18 and 8.19 come from runs taken from the T7, 2003 Far/Near
configuration. The response measured in the Far FEE is compared on an event
by event basis with the response measured in the Near FEE. In Figure 8.18, the
response measured in the Far Detector FEE is plotted versus the response recorded
in the Near Detector FEE. Figure 8.19 shows the relative difference in total MIP
versus total response. The mean difference between the two sets of electronics is

0.7% indicating that the two systems measure the same response when exposed to

the same events.
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Figure 8.15: Total MIP distribution for T7, 2003, 3 m cables, positive momenta
runs. In the top plot each color represents a different beam momentum. The lower
left plot shows the total MIP divided by the beam momentum versus the beam

momentum. The lower right plot shows (%) V/P versus /P.
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Figure 8.16: Total MIP distribution for T7, 2003, 1 m cables, positive momenta
runs. In the top plot each color represents a different beam momentum. The lower
left plot shows the total MIP divided by the beam momentum versus the beam

momentum. The lower right plot shows (%) V/P versus /P.
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Figure 8.17: Total MIP distribution for T11, 2003 positive momenta runs. In the
top plot each color represents a different beam momentum. The lower left plot
shows the total MIP divided by the beam momentum versus the beam momentum.

The lower right plot shows (%) v/P versus v/P.
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Figure 8.18: Total MIP from Far FEE versus total MIP from Near FEE.
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Figure 8.19: Top plot shows the relative difference in response between the Far FEE
and Near FEE versus total response. Bottom left shows the profile histogram, while
bottom right shows the y-projection.
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Chapter 9

Looking Toward Neutrino

Interactions

Studying the topological characteristics and response of electrons interacting in the
MINOS geometry is fundamental to understanding the detectors. However, the
MINOS oscillation measurements depend on the observation of secondary particles
arising from the interactions of neutrinos. Electrons will be produced in the charged
current interactions of electron neutrinos, but the final state produced will differ
from that produced by single particle interactions in the CalDet. First, electrons
produced in v, interactions will not all be produced normal to the detector planes,
but instead at different angles. Second, electrons from v, events will not be produced
at the front of a scintillator plane, rather, on average, in the middle of a steel plane.
Finally, showers arising from v, interactions will be a superposition of hadronic and

electromagnetic showers.

158



9.1 Electrons at Angled Incidence

In the CalDet beam runs discussed thus far, the beam is normally incident to the
CalDet planes; however, when an electron is produced from a neutrino interaction,
it may be produced at an angle different than 90° relative to the detector planes. To
fully understand this effect, data were taken with the detector planes at the angles
of 15°, 30°, and 45° relative to the beam direction. In this section we discuss the
30° data taken in 2002. Figure 9.1 shows the CalDet in the T11 beam line in 2002
when the detector was angled. Due to time and space constraints, only the first 24
planes were instrumented. Figure 9.2 shows the strip versus plane distribution of
hits in the angled detector. One can clearly see the angled incidence of particles in
the odd planes. Figure 9.3 shows a single electron event at angled incidence. The
angled incidence is evident even in the distribution of hits from a single event. By
computing the response weighted center of the event in each plane, then performing
a weighted least squares fit to the position of the center of the event versus plane
number, the angle of the event can be be determined. Figure 9.4 shows the result
of applying such a procedure to the data. When the beam is incident normal to
the detector planes, the mean angle found in each view is 0.1° with a width of
approximately 9°. When the beam is incident at 30°, the mean angle found in the
even planes is 0.1° with a width of 11.0°, and the mean angle found in the odd
planes is 28.4° with a width of 10.4°.

An electron traveling through the detector at an angle effectively sees a factor

of

60150 increase in plane width, where 6 is the angle the electron trajectory makes
with respect to the normal to the plane face. This effective increase in plane width
could be expected to make a difference both in event topology and in response. To
illustrate this, Figure 9.5 shows the theoretical ‘fi—f given by

d_E &(bt)(a_l)e_bt
dt b I'(a)

(9.1)
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Figure 9.1: Photograph of the CalDet in the T11 beam line, angled 30° with respect
to the beam

xZ
t = — 9.2
XO 92)

where Fj is the initial energy of the electron, b and a are energy dependent parame-
ters, and X is the radiation length [43]. The position and widths of the scintillator
planes when the beam is incident normal to the detector are shown in red. The
position and widths of the scintillator planes when the beam is incident at 30° are
shown in blue. When the detector is angled, the energy deposition curve is sampled
at different positions, and the area over which it is sampled is different. Integrating
the curve over the area bounded by the active planes gives the expected response.
While the total response will depend on the detailed shape of the % curve, Fig-
ure 9.5 suggests that differences in response between normal incidence and angled

incidence on the order of 1% could be expected.
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Figure 9.2: Top row of plots shows the strip versus plane distribution of hits for
each of the two CalDet views. The bottom row of plots shows the same distribution
weighted by energy deposited in the hit.

Figure 9.6 compares the last plane distributions between angle and normal
incidence at different beam momenta. The angled electrons do not cross as many
planes as the normal electrons, but the distance traveled given by dividing by cos 30°
is roughly the same. Figure 9.7 shows the number of hit strips above a 1.5 PE thresh-
old. The number of strips hit in an event does not change dramatically when the
detector is angled. Figure 9.8 shows the transverse size of electron events at normal
and angled incidence. Angled events appear fatter due to the fact that the transverse
distance is computed relative to the detector planes, not relative to the beam direc-
tion. Figure 9.9 compares the plane of maximum energy deposition. Once again, the

angled electrons reach shower max in fewer planes, but the actual distance traveled
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Figure 9.3: A 1.2 GeV positron at angled incidence.
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Figure 9.4: Left plots show the measured angle of events in the even planes, calcu-
lated on an event by event basis. Right plots show the measured angle of events in
the odd planes. Top row of plots shows the measurement for the normally incident
data, while the bottom row of plots shows the measurement for the angled data.
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Figure 9.5: Parameterization of the energy deposited as a function of distance trav-
eled for electron events. The position and widths of the scintillator planes when the
beam is incident normal to the detector is shown in red. The position and widths of
the scintillator planes when the beam is incident at 30° is shown in blue. Integrating
the curve over the areas corresponding to the active planes gives the total response.
The relative difference in response between the normal and angled incidence is 0.8%.
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is comparable to the normally incident electrons. Figure 9.10 compares the response
between angle and normal data. Figure 9.11 shows the mean response over beam
momentum versus beam momentum for positrons of angled incidence and normal
incidence. The response measured from the angled electrons is about 2% smaller
than that measured with the normally incident electrons. Some of this difference is
due to the different amount of material traversed by an angled positron before reach-
ing an active plane compared to that of a normally incident positron. Figure 9.12
compares the energy resolution between angled and normally incident positrons.
The resolution increases by about 5% for the angled electrons. Unfortuanely, the
LI system was not working properly during this run, so the response shown is not
corrected for gain drifts over time. While the effect of the uncorrected gain drift is
expected to be small, a precise statement regarding the change in response with an-
gle will have to derived from the angle runs in the 2003 data set once the calibration

constants have been finalized.

9.2 First Plane Effects

Electrons interacting in the CalDet pass through a leading plane of scintillator then
a full steel plane before encountering an active detector plane. However, at the
large MINOS detectors, a neutrino will, on average, interact in the center of a
steel plane, thus a resulting electron will only travel through a half plane of steel
before encountering an active detector plane. Figure 9.13 illustrates the difference
between the two scenarios. To use the CalDet electromagnetic calibration at the
large detectors, a correction must be applied to the CalDet response. To do this,
the CalDet is simulated in the normal configuration, then further Monte Carlo is
run in which an electron does not traverse the extra half steel and scintillator plane.
The relation between the two different responses is fitted with a straight line, and

the fit parameters give a correction to the CalDet response. Figure 9.14 shows the

165



Last Plane, 1.5 PE cut, -1.0 GeV Last Plane, 1.5 PE cut, -0.8 GeV

03F - [ -
3 Entries 8966 [ Entries 3858
i Mean 6.03 L Mean 5.36
L 02
02r RMS 1.73 I RMS 1.80
i Entries 2247 i Entries 2436
01k Mean 5.37 01} Mean 476
[ RMS 1.93 [ RMS 1.73
r Chi2  480.81/24 r Chi2  228.40/17
% 15 20 % 15 20
Last Plane, 1.5 PE cut, 0.8 GeV Last Plane, 1.5 PE cut, 1.0 GeV
[ Entries 4368 03 Entries 10613
[ Mean 5.40 [ Mean 6.02
02 3
3 RMS 1.80 0.2 RMS 1.74
[ Entries 1870 [ Entries 1484
0.1 Mean 4.70 0 1'_ Mean 5.25
I RMS 1.64 i RMS 1.58
[ Chi2  281.36/19 r Chi2  342.54/23
% 15 20 % 5 10 15 20

Last Plane, 1.5 PE cut, 1.2 GeV

0.3 -
[ Entries 4812
[ Mean 6.50
0z RMS  1.69
I Entries 1008
0.1+ Mean 5.79
[ RMS 1.72
[ Chi2  244.59/20
% ] 15 20

Figure 9.6: Comparison of number of hit planes between angled and normal inci-
dence. Black histograms show normal incidence data, red histograms show angled
data. Momenta shown are —1 GeV, —0.8 GeV, 0.8 GeV, 1.0 GeV, and 1.2 GeV.
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Figure 9.7: Comparison of the number of hit strips above 1.5 PE distributions for
angled and normal incidence. Black histograms show normal incidence data, red
histograms show angled data. Momenta shown are —1 GeV, —0.8 GeV, 0.8 GeV,
1.0 GeV, and 1.2 GeV.
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Figure 9.8: Comparison of the event radius for angled and normal incidence. Black
histograms show normal incidence data, red histograms show angled data. Momenta
shown are —1 GeV, —0.8 GeV, 0.8 GeV, 1.0 GeV, and 1.2 GeV.
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Figure 9.9: Comparison of plane of maximum energy deposition for angled and
normal incidence. Black histograms show normal incidence data, red histograms
show angled data. Momenta shown are —1 GeV, —0.8 GeV, 0.8 GeV, 1.0 GeV, and
1.2 GeV.
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Figure 9.10: Comparison of total energy deposition for angled and normal incidence.
Black histograms show normal incidence data, red histograms show angled data.
Momenta shown are —1 GeV, —0.8 GeV, 0.8 GeV, 1.0 GeV, and 1.2 GeV.
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Figure 9.11: The mean response divided by beam momentum versus beam momen-
tum. Normally incident positrons are shown with black stars, angled positrons are
shown with red diamonds.
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Figure 9.12: The energy resolution as characterized by % P versus v/ P. Normally
incident positrons are shown with black stars, angled positrons are shown with red
diamonds.
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relation between the simulated detector response with and without the half plane.
To verify the effect of this correction, data was taken in 2003 with a half steel plane
in front of the detector. Figure 9.15 shows that after applying the correction to
the data taken in the normal CalDet configuration, the response matches that from
the data with the steel plane in front of the CalDet with the signal from plane 0
included in the response. Figure 9.16 shows the effect of the first plane correction
on the data. The corrections counteract the fall-off of response at the lowest beam

momenta. After the correction for the first plane, the response is

MIP
(65.81 % 0.08) = x P — (0.23 % 0.07) MIP. (9.3)

9.3 Neutrinos in CalDet

In a charged current, v, event, one expects not only a shower associated with the
electron created, but also a hadronic shower. The extra hadronic activity changes
the expected response and topology of the shower. Figures 9.17 through 9.22 show
simulated charged current v, events in the CalDet at various energies. The following
plots show the characteristics of showers generated by v., charged current interac-
tions simulated in the CalDet. Also shown is a class of events with large components
of electromagnetic activity as determined from Monte Carlo truth and the charac-
teristics as measured at CalDet from single electron interactions. Figure 9.23 shows
the length of the event, the number of strips hit in an event, the plane of maximum
energy deposition, and the transverse extent of events, all versus response. Due
to the hadronic component present in the average neutrino shower, the average v,
shower penetrates further and induces more activity than single particle electron
showers; however, the events with high electromagnetic content closely resemble

CalDet electrons. Figure 9.24 shows the detector response versus incident particle
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%ctive Planes

Figure 9.13: Illustration of the systematic difference between electron events mea-
sured at CalDet and electron events arising from neutrino interactions at the large
MINOS detectors. At CalDet, electrons travel through a full scintillator plane and a
full steel plane before encountering an active plane. At the large MINOS detectors,
a neutrino will interact in the middle of a steel plane on average, and the resulting
electron will travel only through a half plane of steel before encountering an active
plane.

energy. Once again, the v, events with high electromagnetic content act much like
single particle electrons.

Since the energy deposited in a neutrino interaction is deposited by a com-
bination of electromagnetic interactions and hadronic interactions, to reconstruct
the energy of the incident neutrino, one must not only know the detector’s elec-
tromagnetic response, but also its response to hadronic activity. Figure 9.25 shows
the ratio of electron response to pion response versus beam momentum for both
particle polarities as measured in the CalDet. The superimposed curves are given

by dividing the parameterized form of the electron response by the parameterized
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Figure 9.14: Left shows the simulated detector response in MIPs in the normal
CalDet configuration versus the simulated response when particles only traverse half
a steel plane before encountering an active plane. The fit parameters given provide
a parameterized correction to the mean CalDet response. Right plot shows the ratio
of normal configuration over half plane configuration versus beam momentum.

form of the pion response, S, given by [46]

S = 0.10 + 50.52E, +0.172E2 («)

S = 120+ 44.72E, +1.69E2 — 0.100E3 (7). (9.4)

The difference in the ratio between positives and negatives at low energies is due to
differences in the detector response to 7~ compared to 7+. As the energy increases,
positives and negatives approach the same value of 1.27. Using the response versus
momentum for both electrons and pions and the fraction of the shower induced by
electromagnetic activity as obtained via Monte Carlo truth, the energy of the inci-
dent neutrino can be derived. The results of this procedure is shown in Figure 9.26.
The reconstructed energy is on average about 2% higher than the true energy, with a

width of 20% for all v, events. For v, showers with greater than 95% of the energy in

174



MIP vs. P MIP vs. P

e F v a T v
=30- v =30F
25 2
[ ; 25: v
20- 20:_
: v : v
15:— 15:_
[y [
10_Y N N N 1 N N N 1 N N N 1 -Y N N N 1 N N N 1 N N N 1
0.4 0.6 0.8 g 0.4 0.6 0.8 ok
Response, Steel/No Steel vs. P
Ry
U T v T
! v Y Y
0.95 . ¥
B v
0.9¥
= 1 1 N N N 1 N N N 1
0.4 0.6 0.8 1
GeV

Figure 9.15: Top left shows the measured detector response versus beam momentum
for the normal configuration in black and the half plane configuration in red. Top
right shows the detector response versus beam momentum for the normal configura-
tion after correcting for the effect of the extra CalDet planes in blue and for the half
plane configuration in red (red points obscured). The lower plot shows the ratio of
response, normal configuration over half plane configuration. Red points show the
ratio before applying the correction. Blue points show the ratio after the correction.
Applying the correction accounts for the difference between the two configurations.
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Figure 9.16: Top Plot shows the total MIP divided by beam momentum versus beam
momentum. Black points show the response corrected for the energy loss, while red
shows the result of the corrections for energy loss and for first plane effects. Bottom
plot shows the total MIP versus beam momentum for the data corrected for first
plane effects versus beam momentum.
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Figure 9.17: A 1.0 GeV, simulated v, CC interaction
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Figure 9.18: A 2.9 GeV, simulated v, CC interaction
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Figure 9.20: A 4.8 GeV, simulated v, CC interaction
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Figurer9.21: A 6.0 GeV, simulated v, CC interaction
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Figure 9.22: A 9.4 GeV, simulated v, CC interaction
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Figure 9.23: Top left shows the length of the event versus detector response. Top
right shows the number of hit strips in an event above 1.5 PE. Bottom left shows
the plane of maximum energy distribution, and bottom right shows the transverse
extent of events. All v, charged current events are shown in red, v, charged current
events with an electromagnetic component greater than 95% are shown in blue, and
CalDet electrons are shown in black.
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Figure 9.24: Total MIP versus incident energy. All v, charged current events are
shown in red, v, charged current events with an electromagnetic component greater
than 95% are shown in blue, while CalDet electrons are shown in black.

the electromagnetic portion of the shower, the difference between the reconstructed

energy and the true energy is 1.2%, and the spread is only 11.5%.
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Figure 9.25: The ratio of electron response to pion response for both polarities. The
curves are given by dividing the parameterized forms of the response for each of the
particle species.
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Figure 9.26: Top left shows the reconstructed energy minus true energy divided by
true energy versus true energy for all v, charged current events. Top right shows the
y projection. Middle left shows the reconstructed energy minus true energy divided
by true energy versus true energy for v, charged current events with greater than
85% electromagnetic fraction. Middle right shows the y projection. Bottom left
shows the reconstructed energy minus true energy divided by true energy versus
true energy for v, charged current events with greater than 95% electromagnetic
fraction. Bottom right shows the y projection. As the electromagnetic content of
the shower increases, the reconstructed of the neutrino energy approaches the true
value, and the width of the fractional deviation distribution decreases.
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Chapter 10

Conclusions

After ten years of development and construction, the MINOS long-baseline neutrino
experiment is poised to make a precision measurement of the parameters governing
neutrino oscillations. By comparing the v, charged current energy spectrum mea-
sured at the Far Detector with that extrapolated from the Near Detector spectrum,
MINOS will be able to measure sin? (20) and Am? to 10%. While the two detector
technique reduces the systematic uncertainties of the measurement, the absolute
energy scale of particles interacting in each detector must be known with a preci-
sion of 5%. To achieve this goal, a dedicated calibration detector, or CalDet, was
exposed to particle beams in the CERN PS East Hall test beams. During the Fall
months of 2001, 2002 and 2003, CalDet recorded the properties of over 30 million
particle interactions of incident momenta spanning the range of interest to MINOS,
namely the range from 200 MeV to 10 GeV. These runs allowed for the study of
the characteristics of electron, pion, muon, and proton interactions of both positive
and negative charge.

This document describes the first global analysis of the electromagnetic in-
teractions at CalDet. The conditions under which the data samples were collected

has been documented. The steps necessary to calibrate the detector response have
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been discussed, and it was demonstrated that the calibration system is sufficient to
correct 40% drifts in detector response to better than 0.5%. The selection criteria
necessary to select a clean sample of electrons were presented, and beam related
effects that give rise to errors in the response measurement were explored. Further-
more, a simulation to calculate the energy lost in the upstream beam elements has
been developed, and its effect was compared to specially collected data to prove its
efficacy. The topological properties of electron events in the MINOS geometries were
investigated and compared favorably to tuned Monte Carlo. Moreover, the prop-
erties of electromagetic showers were contrasted against those of hadronic showers.
As expected, it was found that electron events are short, narrow dense depostions of
energy, as opposed to pion events which are typically longer, wider and more diffuse.
The CalDet response as a function of the incident momentum of the electron has

been determined to be

MIP
(65.77 £ 0.08) < x P — (146 0.06) MIP (10.1)

with an energy resolution of

21.42 £ 0.06%  4.1402%
VP po

A number of differences between the electrons produced in neutrino inter-

(10.2)

actions and the electrons of CalDet have been explored. In particular, electrons
incident at an angle to the detector planes were studied. While the characteristics
of angled electrons do differ from the properties of normally incident electrons, the
differences are understood and moreover, the angle of the event can be determined
on an event by event basis. The effect of traveling through an extra scintillator plane
and half a steel plane on the electromagnetic response was studied and special data
samples were used to demonstrate that the effect can be corrected for using Monte

Carlo. After correcting for the first plane effects, the detector response is found to
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be

MIP
(65.81 £ 0.08) <7 x P — (0.23 4 0.07) MIP. (10.3)

In addition, although neutrino showers can be expected to be more complex than
showers induced by single electrons, there is a class of v,, charged current events
with high electromagnetic content that closely resembles the electrons of the CalDet.

Its purpose fulfilled, the CalDet has been de-cabled for the last time. But
even as the CalDet effort winds down, the MINOS collaboration looks forward to
the first protons on target in December 2004, and the observation of the first beam
neutrinos in both detectors shortly after. With the fundamentals of detector oper-
ation, single particle topology, and response established by CalDet, the real fun of

studying neutrino oscillations begins.
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Appendix A

Event Displays

The following plots show electron, pion, proton and muon events at several beam
momenta. The top plot in each panel shows the plane and strip position of each hit
in the even planes while the bottom plot shows the position in the odd planes. The

color scale gives the pulse height of the hit in MIPs.
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Figure A.1: A 0.6 GeV electron
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Figure A.2: A 1.0 GeV electron

188



Y View

Q re) o
I ~ = 0 o

BT [T T

TITTTIIIIIITITIIITIITIII o

Plane

X View

o o) o
« ~ <

0

0

40

Plane

Figure A.3: A 2.0 GeV electron
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Figure A.4: A 3.0 GeV electron
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Figure A.5: A 4.0 GeV electron
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Figure A.6: A 5.0 GeV electron
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Figure A.7: A 6.0 GeV electron
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Figure A.8: A 7.0 GeV electron
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Figure A.9: A 8.0 GeV electron
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Figure A.10: A 9.0 GeV electron
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Figure A.11: A 0.6 GeV pion
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Figure A.12: A 1.0 GeV pion
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Figure A.13: A 2.0 GeV pion
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Figure A.14: A 3.0 GeV pion
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Figure A.20: A 9.0 GeV pion
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Figure A.22: A 1.0 GeV proton
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Figure A.24: A 3.0 GeV proton
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Figure A.26: A 5.0 GeV proton
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Figure A.28: A 7.0 GeV proton
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Figure A.29: A 8.0 GeV proton
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Figure A.30: A 9.0 GeV proton
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Figure A.32: A 0.8 GeV muon
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Figure A.34: A 1.8 GeV muon
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Appendix B

Electron Selection Cuts

B.1 The Cut Distributions

The following plots show distributions of the electron selection cut quantities for
several momenta in each beam line. For the set of plots for the T11 beam line, the
top left plot shows the Cerenkov distribution, the top right plot shows the TOF
distribution. The middle left shows the Cerenkov timing distribution, the middle
right shows the overlapping event test statistic distribution. The bottom plot shows
the distribution of strip of maximum MIP in plane 0. For the set of plots for
the T7 beam line, the top left plot shows the upstream Cerenkov distribution, the
top right plot shows the downstream Cerenkov distribution. The second row, left
shows the TOF distribution, the second row, right shows the upstream Cerenkov
timing distribution. The third row, left shows the downstream Cerenkov distribution
timing distribution. The third row right shows the overlapping event test statistic
distribution. The bottom plot shows the distribution of strip of maximum MIP
in plane 0. Black histograms show the sample after a requirement of a hit in a
Cerenkov. Red histograms show the data sample after all cuts except for the one

shown are made. Blue histograms show the data sample after all cuts are made.
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B.2 The Number of Planes Hit Distributions

The following plots show distributions of the number of hit planes for positron events
selected by the criterion described in the text. Black shows the distribution for all
events with a hit in the upstream Cerenkov. Red shows the number of hit planes for
events that pass all cuts except the PID cut. Green shows the distribution for events
that pass all cuts except the Cerenkov timing cut. Yellow shows the distribution
for events that pass all cuts except the overlapping event cut. Purple shows the

distribution for events that pass all cuts except the plane 0 strip max MIP cut.
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Figure B.6: Number of planes distributions from T11 2002, 0.2 GeV to the left,
0.6 GeV to the right.
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Figure B.7: Number of planes distributions from T11 2002, 1.2 GeV top left, 2.0 GeV
top right, 3.2 GeV bottom left, and 3.6 GeV bottom right.
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Figure B.8: Number of planes distributions from T7 2002, 2.0 GeV top left, 3.0 GeV
top right, 6.0 GeV bottom left, and 9.0 GeV bottom right.
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Appendix C

Beam Line Simulation Plots

C.1 Momentum, Vertex Position, and Beam Spot

The following plots show the momentum and spatial spread of the beam in the T11
and T7 beam lines as predicted by the beam line simulation. Each plot shows 4
figures. The top left plot shows the momentum spectrum predicted by the Tur-
tle simulation, which is taken as the input to the GEANT3 beam line simulation.
The top right plot shows the (x,y,z) coordinates of the vertex position of each of
the particles transported through the GEANT3 beam line simulation, red indicates
positrons, blue indicates photons, while green indicates electrons. The lower left plot
shows the position of all the particles when incident on the CalDet plane 0. The
lower right plot shows the same, but for only those events that pass the simulated

TOF trigger.
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Figure C.1: Beam line simulation plots for 0.2 GeV electrons in the T11 beam line.
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Figure C.2: Beam line simulation plots for 2.0 GeV electrons in the T11 beam line.
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Figure C.3: Beam line simulation plots for 3.0 GeV electrons in the T11 beam line.
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Figure C.4: Beam line simulation plots for 3.0 GeV electrons in the T7 beam line.
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Figure C.5: Beam line simulation plots for 5.0 GeV electrons in the T7 beam line.
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Figure C.6: Beam line simulation plots for 7.0 GeV electrons in the T7 beam line.
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Figure C.7: Beam line simulation plots for 9.0 GeV electrons in the T7 beam line.

222

Vertex Position

Beam Spot, Triggered Events

£ ” bstrig -
© Entries- 24307
40~ Mean x™  -0.02449
Meany -0.005526
RMS x 2.179
20_- - _ tRMS 2.402
- s
of T .
., _'1‘:- .
h = II:... -
-20f oy
To| S
P EPE R S PR
-40 -20 0 20 40

cm

2000

1500

1000

500



C.2 Particle Multiplicities and Energy

The following plots show the particle multiplicities and energy for events passing the
TOF trigger in the GEANT3 beam line simulation. The top left plot shows the total
energy in an event, summed over any daughter particles created while traversing
the beam line material. The top middle plot shows the total energy, summed over
electrons (and positrons) in the event, while the top right plot shows the total
energy summed over photons. The middle row of plots shows the distribution of the
maximum energy particle in an event, the left plot shows the maximum energy of any
particle type, the middle the maximum electron (positron) energy, the right plot the
maximum photon energy. The bottom row of plots shows the particle multiplicity
in an event, the left plot shows all particles, the middle electrons (positrons) and

the left photons.
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Figure C.8: Particle multiplicities and energy for particles created in the beam line
simulation of 0.2 GeV electrons in the T11 beam line.
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Figure C.9: Particle multiplicities and energy for particles created in the beam line
simulation of 2.0 GeV electrons in the T11 beam line.
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Figure C.10: Particle multiplicities and energy for particles created in the beam line
simulation of 3.0 GeV electrons in the T11 beam line.
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Figure C.11: Particle multiplicities and energy for particles created in the beam line
simulation of 3.0 GeV electrons in the T7 beam line.
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Figure C.12: Particle multiplicities and energy for particles created in the beam line
simulation of 5.0 GeV electrons in the T7 beam line.
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Figure C.13: Particle multiplicities and energy for particles created in the beam line

simulation of 7.0 GeV electrons in the T7 beam line.
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Figure C.14: Particle multiplicities and energy for particles created in the beam line
simulation of 9.0 GeV electrons in the T7 beam line.
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Appendix D

Comparisons with Monte Carlo

The plots in this appendix compare the properties of positrons as measured in the
data to that simulated in Monte Carlo. Each page shows several momenta. The
black histogram shows the data, while the red histogram shows the Monte Carlo.
The value of x? given characterizes the differences between the Monte Carlo and
the data. The first set of plots shows distributions of the last plane in an event.
The next set of plots shows the number of strips hit in an event. The third set of
plots show the number of strips with signal greater than 1.5 PE. The fourth set of
plots show the lateral extent of the events. The fifth set of plots show the plane of
maximum energy deposition, while the sixth set of plots show the fraction of the
total response deposited in that plane. Finally, the seventh set of plots show the

summed detector response in MIPs.
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Figure D.1: Comparison of last plane distributions between data and Monte Carlo.
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Figure D.2: Comparison of last plane distributions between data and Monte Carlo.
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Figure D.3: Comparison of last plane distributions between data and Monte Carlo.
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Figure D.4: Comparison of last plane distributions between data and Monte Carlo.
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Figure D.5: Comparison of last plane distributions between data and Monte Carlo.
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Figure D.6: Comparison of radial distributions between data and Monte Carlo.
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Figure D.7: Comparison of radial distributions between data and Monte Carlo.
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Figure D.8: Comparison of radial distributions between data and Monte Carlo.
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Figure D.9: Comparison of radial distributions between data and Monte Carlo.
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Figure D.10: Comparison of radial distributions between data and Monte Carlo.
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Figure D.11: Comparison of number of hit strips distributions between data and
Monte Carlo.
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Figure D.12: Comparison of number of hit strips distributions between data and

Monte Carlo.
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Figure D.13: Comparison of number of hit strips distributions between data and

Monte Carlo.
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Figure D.14: Comparison of number of hit strips distributions between data and

Monte Carlo.
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Figure D.15: Comparison of number of hit strips distributions between data and
Monte Carlo.
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Figure D.16: Comparison of number of hit strips above 1.5 PE between data and
Monte Carlo.
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Figure D.17: Comparison of number of hit strips above 1.5 PE between data and
Monte Carlo.
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Figure D.18: Comparison of number of hit strips above 1.5 PE between data and
Monte Carlo.
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Figure D.19: Comparison of number of hit strips above 1.5 PE between data and

Monte Carlo.
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Figure D.20: Comparison of number of hit strips above 1.5 PE between data and
Monte Carlo.
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Figure D.21: Comparison of plane of shower max between data and Monte Carlo.
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Figure D.22: Comparison of plane of shower
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Figure D.23: Comparison of plane of shower max between data and Monte Carlo.
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Figure D.24: Comparison of plane of shower max between data and Monte Carlo.
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Figure D.25: Comparison of plane of shower max between data and Monte Carlo.
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Figure D.26: Comparison of ratio of energy deposited in plane of shower max to
total response between data and Monte Carlo.
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Figure D.27: Comparison of ratio of energy deposited in plane of shower max to
total response between data and Monte Carlo.
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Figure D.28: Comparison of ratio of energy deposited in plane of shower max to
total response between data and Monte Carlo.
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Figure D.29: Comparison of ratio of energy deposited in plane of shower max to
total response between data and Monte Carlo.
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Figure D.30: Comparison of ratio of energy deposited in plane of shower max to
total response between data and Monte Carlo.
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Figure D.31: Comparison of total MIP between data and Monte Carlo.
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Figure D.32: Comparison of total MIP between data and Monte Carlo.
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Figure D.33: Comparison of total MIP between data and Monte Carlo.
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Figure D.34: Comparison of total MIP between data and Monte Carlo.
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Figure D.35: Comparison of total MIP between data and Monte Carlo.
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Appendix E

CalDetDST Offline Analysis
Package

E.1 Introduction

The study of the electromagnetic and hadronic interactions in the MINOS Calibra-
tion Detector was accomplished using a software suite composed of three packages
designed for use in the MINOS offline software framework. The three packages,
CalDetSI, CalDetPID and CalDetDST together apply the cuts needed to purify the
CalDet data sample, interpret the particle identification information, and compute
several derived quantities useful in analyzing the CalDet data. The functions defined
in each of the packages are designed to work on CalDet data files that have been pro-
cessed by the OfflineTrigger. Such files are produced offline from the raw data and
have the filename extension .tdaq. Each package employs a class derived from the
MINOS standard JobModule to accomplish the requisite analysis. The job modules
are applied to the data in a sequence determined by a job module macro. An example
of such a macro is provided via CVS in CalDetDST /macros/StdProduction/uber-

all.C. A slightly different macro is required for processing Monte Carlo events. An

267



example of the Monte Carlo macro is provided in CalDetDST /macros/uber-mc-

all.C.

E.2 CalDetSI

The CalDetSI package is designed to extract CalDet specific information from the
raw data. This package provides two main utilities, namely a candidate object to
pass the CalDet specific information to other functions, and a set of cut utility
functions that perform the cuts necessary to extract a clean CalDet data sample.
The candidate package provides a handle to the CandCalDetSI object. Each method
works on a single snarl at a time. The more useful data members contained in
CandCalDetSI are listed in Table E.1.

The special electronics channels reserved for particle identification, trigger
information, and timing differences between the Far Detector and the Near Detec-
tor are identified in the PLEXRAWCHANNELREADOUTTYPE offline database
table. Each special channel has a readout type tag. Cerenkovl in the CalDetSI con-
text refers to the downstream Cerenkov, which has a readout type tag of “DSCER?.
Cerenkov?2 refers to the middle Cerenkov, which has a readout type tag of “MID-
CER”. Cerenkov 3 refers to the upstream Cerenkov which has a readout type tag
of “USCER”. Channel 0 of the Oxford External Electronics box is identified by
the readout type tag TADCO but is not generally used. Channel 1 is identified by
the readout type tag “TTAG” and is used as the TOF coincidence flag. Chan-
nel 2 is identified by the readout type tag “TimingFid” and is used to record the
timing fiducial that tracks the drift of the Near Detector clock relative to the Far
Detector clock when running in mixed electronics mode. Finally, the timestamp of
one of the VARC input lemos is used as the time “toftime”. It is identified in the
PLEXRAWCHANNELREADOUTTYPE database table as “TTIME”

The second utility provided in the CalDetSI package is a JobModule called
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Type

Fnct. Name

Description

Bool_t
Bool_t
Bool_t
Bool_t
Int_t

Int_t
Int_t

ULong_t
ULong_t
Int_t
Int_t
Int_t
Int t
Int_t
Int_t
Int_t

RawChanld

vector&

GetTriggerPMT()
GetCosmicCnt()
GetFafErr()
GetSparseErr()
GetTrigSource()

GetKovADCn()
GetKovTimeStampn()

GetSnarlMinTimeStamp()
GetSnarlMaxTimeStamp()
GetTofTDCO()
GetTofTDCI()
GetTofTDC2()
GetTofADCny()
GetTofADCTimeStampn()
GetTofTimeStamp()
GetTickSinceLast()
GetCerenkovChanneln()

GetDeadChips()

kTRUE if the trigger
PMT is digitized
kTRUE if any

Cosmic Cntr is digitized
kTRUE if Faf

error encountered
kTRUE if Sparsification
error encountered

bit field identifying
trigger source

ADC of nth CER (n=1,2,3)
timestamp (FD ticks)
of hit in nth CER
timestamp (FD ticks)
of earliest snarl hit
timestamp (FD ticks)
of latest snarl hit

TDC from TDC Chan 0
(DS/MID TOF paddle)
TDC from TDC Chan 1
(not used)

TDC from TDC Chan 2
(US TOF paddle)

ADC from nth(n=0,1,2
) input of EVAT
timestamp of hit

on nth input of EVA
timestamp on VARC
lemo input

timestamps (FD ticks)
since last triggered event
RawChannelld

of nth Cerenkov.

dead chip RawChannelld’s

Table E.1: Data members of CandCalDetSI,
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Cutter. Cutter consists of a number of functions defined to facilitate the pre-analysis
cuts that are made on the CalDet data to obtain a clean sample. Table E.2 lists and
describes the cuts that are defined in the Cutter package. Each cut can be toggled
on or off in the job module macro by using the Cmd(“CutON(OFF) CntlString”)
method of the JobModule. The table lists the cuts in the order they are applied
and also lists the default configuration of the cuts. Cutter writes out the results of
cuts to a root file. The name of the root file may be specified by using the Config
capability of JobModules to set the parameter “FileName”.

E.3 CalDetPID

CalDetPID uses the read-out of the external particle identification detectors to de-
cide what type of particle produced a given event. The nomenclature for the particle
types is defined in CalDetParticleType and is also given in Table E.3. CalDetPID
is also responsible for using the hit timing and the timing of the PID readout to de-
termine whether or not the event was an “overlapping event”. CalDetPID produces
a candidate, which can then be passed to other job modules. There is also an asso-
ciated class called NtpCalDetPID, which eventually gets written to the CalDetDST
tree. The methods of CandCalDetPIDHandle are given in Table E.4. CalDetPID
makes PID decisions based on values stored four database tables. Currently the data
for these tables are stored in text files in CalDetPID/data and are loaded as tempo-
rary tables at run time. Eventually the PID database tables will be entered into the
database permanently. Tables E.5, E.6, E.7, and E.8 list the requisite database ta-
bles and their fields. CalDetPID also provides another utility, that of comparing the
hit times of an event to a template histogram in order to determine the likelihood
of an event being an overlapper. This algorithm requires the existence of template
histograms stored in root files within the CalDetPID/data directory. The particle
ID package is run using the JobModule “RealCalDetPIDModule”. The overlap-
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Fnct Prefix | Ctrl String Hist Label | Pass Requirement | Default

1 | Trigger TrigCut Trig 2/3 plane trigger | ON

2 | TOFTrig TOFTrig TOFTrig TOF coincidence | OFF

3 | KovlTrig Kov1TrigCut Kov1Trig non-zero CER1 OFF

4 | Kov2Trig Kov2TrigCut Kov2Trig non-zero CER2 OFF

5 | Kov3Trig Kov3TrigCut Kov3Trig non-zero CER3 OFF

6 | KovORTrig | KovORTrigCut | KovORTrig | any non-zero CER | OFF

7 | AllKovTrig | AllKovTrigCut | AllKovTrig | all CER non-zero | OFF

8 | PIDOrTrig | PIDOrTrigCut | PIDTrig Cut 2 or Cut 6 OFF

9 | LITrig LITrigCut LITrig event is not LI ON

10 | DeadChip DeadChipCut DC No dead chips ON
below set plane

11 | Kov Kov CER ADC OFF
within set limit®

12 | SparseError | SparseErrCut SE No Sparsification | ON
Errors

13 | FafError FafErrCut Faf No Faf Errors ON

14 | OverShoot 0S No chips in OFF
overshoot period!

15 | TOF TOFCut TOF Any TDC OFF
non-zero!

16 | Cosmic- CosmicCntCut Cos No Cosmic Cntr OFF

Counter

17 | TrigPMT TriggerPMTCut | PMT No Trigger PMT! | OFF

18 | DeadKov DK No dead CERs ON

19 | NDError NDErrorCut NDE No QIE errors ON

Table E.2: Cut functions defined in Cutter. TDeprecated functions
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Particle Type | Enum name | value
Undetermined | kUnknown | 0x00
e kElectron 0x01
W kMuon 0x02
T kPion 0x04
K kKaon 0x08
P kProton 0x16

Table E.3: Particle type nomenclature

Method Ntp variable | Description
NoOverlap() nov Non-zero if all but

a specified number of hits in time
InCerTime() inct Non-zero if CER(s)

signal time is in time
GetPIDType() | cpid Bit field describing particle type
GetOLChi2() | olchi2 Chi2 from comparison of

event timing to template

Table E.4: Methods of CandCalDetPIDHandle

ping event identifier algorithms may be configured via RealCalDetPIDModule. The

appropriate parameters are listed in Table E.9.

E.4 CalDetDST

The CalDetDST package was designed to create a T'Tree to hold many characteris-
tics of CalDet beam events. There are three versions of the CalDetDST. The first,
created by running the job module UberModule, contains derived event quantities,
limited hit information, as well as the results of the Standard Reconstruction. The
second, created by running the UberModuleLite job module was designed to provide
quick feedback at the time of data taking. Trees created using UberModuleLite hold

a subset of the data available in the UberModule tree variety. The final version,
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CALDETTOFRANGE
PARTICLETYPE Enum. particle type to which the row applies
TDCOLOW Low end of acceptable TDCO values
TDCOHIGH High end of acceptable TDCO values
TDC1LOW Low end of acceptable TDC1 values
TDC1HIGH High end of acceptable TDC1 values
TDC2LOW Low end of acceptable TDC2 values
TDC2HIGH High end of acceptable TDC2 values
TDC2MINUSTDCOLOW | Low end of acceptable TDC2-TDCO0 values
TDC2MINUSTDCOHIGH | High end of acceptable TDC2-TDCO0 values
TDC2MINUSTDCILOW | Low end of acceptable TDC2-TDC1 values
TDC2MINUSTDCIHIGH | High end of acceptable TDC2-TDC1 values
Table E.5: TOFRange Database Table
CALDETCERRANGE
PARTICLETYPE Enum. particle type to which the row applies
CEROLOW Low end of acceptable CERO ADC values
CEROHIGH High end of acceptable CER0O ADC values
CER1LOW Low end of acceptable CER1 ADC values
CER1HIGH High end of acceptable CER1 ADC values
CER2LOW Low end of acceptable CER2 ADC values
CER2HIGH High end of acceptable CER2 ADC values
Table E.6: CERRange Table
CALDETOVERLAPWIN
PARTICLETYPE Enum. particle type to which the row applies
WINLOW Low end of acceptable hit time window
WINHIGH High end of acceptable hit time window

Table E.7: OverLapWin Table
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CALDETCERTIMEWIN

PARTICLETYPE Enum. particle type to which the row applies
WINOLOW Low end of acceptable CERO time
WINOHIGH High end of acceptable CERO time
WINILOW Low end of acceptable CER1 time
WIN1HIGH High end of acceptable CER1 time
WIN2LOW Low end of acceptable CER2 time
WIN2HIGH High end of acceptable CER2 time
Table E.8: CERRange Table
Name Description Default
NAllowedBefore | Number of hits 1
allowed before WINLOW
NAllowedAfter | Number of hits 1
allowed after WINHIGH
NAllowedOut Total number of hits 2
allowed out of WIN range
NRequiredIn Number of hits 1
required to be in WIN range
TimeFileNum Number of template 0
timing histogram file to use
(see example macro for details)

Table E.9: Configuration parameters for RealCalDetPIDModule
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Return Type | Method Description
Int_t GetRunNo Returns the Run Number
Int_t GetSubRunNo Returns the Subrun Number
time_t GetStartTime Returns the start

time of the sub run
Float_t GetTemperature Returns the temperature

at start of run(deprecated)
Float_t GetBeamMomentum | Returns the beam momentum

Table E.10: Methods of UberRecHeader

created by running the UberDST job module is no longer supported. The TTree
that results from running UberModule is called “snarltree”, and each row in snarl-
tree contains a class called UberRecord. UberRecord derives from the standard
offline ntuple class, and as such, each row in the tree is accompanied by a header
called UberRecHeader. The methods that extract data from the header are listed
in Table E.10. The beam momentum stored in the header class is read from the
database table CALDETBEAMMOMENTUM, a supplemental database table that
was created by hand; it is not extracted from the run comments. UberRecords hold
another class called UberHit, which holds information specific to each of the hits
in the event. The data stored in the UberHit are listed in table E.11. The data

members contained in UberRecord are listed in Tables E.12 and E.13.
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Type Name | Description

UShort_t | plane | plane number

UShort_t | strip strip number

Int_t padc ADC on kPositive strip end

Int_t nadc ADC on kNegative strip end

Float_t psiglin | linearized ADC on kPositive

Float_t nsiglin | linearized ADC on kNegative

Float_t pnpe NPE on kPositive

Float_t nnpe | NPE on kNegative

Float_t pmip | MIP on kPositive

Float_t nmip | MIP on kNegative

Float _t ptime | time after first hit of event of hit on kPositive
Float_t ntime | time after first hit of event of hit on kNegative
Int_t pagg aggregate plex number of kPositive end hit
Int_t nagg aggregate plex number of kNegative end hit
Ulnt_t pbckt | number of buckets summed in positive side
Ulnt_t nbckt | number of buckets summed in negative side

Table E.11: Data in UberHit
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Type Name Description
Ulnt_t snarlno snarl number
Int_t triggerword offline trigger word
Double_t | triggertime Time (sec) of
event WRT beginning of run
Ulnt_t nhits number of hits in the event
UShort_t | nhitplanes number of planes hit
UShort_t | nhitstrips number of strips hit
UShort_t | ndeadplanes number of dead planes
UShort_t | mindeadplaneno smallest dead plane no
(61-64, cosmic, 65-67 CER)
Float_t sigcorrconv conversion from sigcorr to MIPs
Float_t totmip total MIP in event (plane 0 not included)
Int_t maxadc max hit ADC
Float_t maxnpe max hit NPE
Float_t maxmip max hit MIP
Float _t maxtime time since beginning of event of last hit
Float_t pOtotmip tot MIPs deposited in plane 0
Float_t pltotmip tot MIPs deposited in plane 1
UShort_t | pOstripmaxmip strip in plane 0 with max MIP(summed)
Float _t pOmaxmiptstamp time of hit in p0 with max MIP (one end)
UShort_t | plstripmaxmip strip in plane 1 with max MIP(summed)
Float_t plmaxmiptstamp time of hit in pl with max MIP (one end)
Float _t mipweighaveplane plane*MIP /totmip
Float_t mipweighcentereven | strip*MIP /totmip in even planes
Float_t mipweighcenterodd | strip*MIP /totmip in odd planes

Table E.12:

Data in UberRecord.
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Type Name Description

Float_t mipweighrad (strip-center)*MIP /totmip

UShort_t showermax plane of maximum ADC

Float_t mipshowermax | MIP value in plane of shower max

Float_t totmipposeven | MIPs summed over positive,
even strip ends (no plane 0)

Float_t totmipposodd | MIPs summed over positive,
odd strip ends

Float_t totmipnegeven | MIPs summed over negative,
even strip ends (no plane 0)

Float_t totmipnegodd | MIPs summed over negative,
odd strip ends

Int_t ceradc[3] ADC from each CERf

Float_t certime([3] time-toftime of each CER

Int_t toftdc(3] TDC from each TOF Paddle

Int_t tofadc[3] ADC from each of the EVA

Float_t tothittime[3] time-toftime of each EVA

Float_t toftime time of external trigger

NtpCalDetPID | cpid PID Ntuple

Float_t summip[60] totmip summed over planes up to index

Ulnt_t nshw Number of showers found by SR

Ulnt_t ntrk number of tracks found by SR

NtpSRShower | shw shower ntupleft

NtpSRTrack trk track ntuplef

TClonesArray | *hitlist Array of UberHits

Table E.13: Data in UberRecord. fcer[0] corresponds to the Cerenkov referenced by
KovADCQC2 in CalDetSI, cer[1] corresponds to KovADC1, and cer[2] corresponds to
KovADC3. fSee Standard Reconstruction Documentation for description.
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Appendix F

CalDetDBUtils Package

The CalDetDBUtils package creates and reads many database tables specific to
CalDet operations. The following sections detail the use of each of the classes

provided.

F.1 DCSEnvCal

The class DCSEnvCal facilitates reading the database table DCS_ENV_CAL, which
stores data from the environmental monitoring devices employed in the 2003 beam
runs. Table F.1 describes the data stored in the database. The CAL_CERENKOV
fields store the raw voltages output by the pressure transducers. These voltages are

converted to absolute pressure using the function GetCerPres(int num).

F.2 DCSMagCal

The class DCSMagCal facilitates reading the database table DCS_MAG_CAL, which
stores the values of the beam line magnet currents for the 2003 beam runs. Table F.2

describes the fields associated with DCS_MAG_CAL.
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DCS_ENV_CAL

CAL_TEMPERATURE | Temperature at Field Point unit
CAL_HUMIDITY Humidity

CAL_PRESSURE Atmospheric Pressure

CAL_ISTRIG Triggered DCS readout?
CAL_TRIGGERRATE | Rate of DCS Readouts
CAL_.THERM1-32 Thermocouple voltages around detector
CAL_CERENKOV1 US Cerenkov pressure transducer voltage
CAL_CERENKOV?2 DS Cerenkov pressure transducer voltage
CAL_CERENKOV3 US Cerenkov pressure transducer voltage
CAL_CERENKOV4 DS Cerenkov pressure transducer voltage
CAL_CERENKOV5 atmospheric pressure transducer voltage
CAL_COUNT1 Spill Counter

CAL_COUNT?2 Number of US TOF hits

CAL_COUNT3 Number of Gated TOF Coinc.
CAL_COUNT4 Number of DS TOF hits

CAL_COUNTS5 Number of Ungated TOF Coinc.
CAL_COUNT®6 Number of DS Cerenkov hits
CAL_COUNTY Number of US Cerenkov hits
CAL_COUNTS Spare

Table F.1: DCS_LENV_CAL database table description
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DCS_MAG_CAL

CAL_IST7
CAL_ZT7_BHZO01S7

CAL_ZT7_BHZ01SN7

CAL_ZT7_BHZ02
CAL_ZT7_-QFO01
CAL_ZT7_QDE02
CAL_ZT7_-QF003
CAL_ZT7_QDE04
CAL_ZT7_-QF0O05
CAL_ZT11_QDEO1
CAL_ZT11_QF002
CAL_ZT11_BHZ01
CAL_ZT11_QF003
CAL_ZT11_BHZ02
CAL_ZT11_QFO04
CAL_ZT11_QDEO5
CAL_ZT11_BVTO1

Is data for T77

Current in first T7 bending mag.
Current in duplicate T7 bending mag.
Current in second T7 bending mag.
Current in T7 quad.

Current in T7 quad.

Current in T7 quad.

Current in T7 quad.

Current in T7 quad.

Current in T11 quad.

Current in T11 quad.

Current in first T11 bending mag.
Current in T11 quad.

Current in second T11 bending mag.
Current in T11 quad.

Current in T11 quad.

Current in T11 pitching mag.

Table F.2: DCS_.MAG_CAL database table description
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F.3 CalDetSuperCycle

The class CalDetSuperCycle creates and reads a database table that stores the PS
super cycle period for each of the beam running periods. The table created, called
CALDETSUPERCYCLE, is currently loaded at the beginning of each job to the
temp database using the function LoadSuperCycle. The data written to the table
is stored in the text file CalDetDBUtils/data/SuperCyclePeriod.txt. The database
table holds has one row named SCPERIOD, which holds the super cycle period

associated with the given validity range.

F.4 SpillErrors

The class CalDetSpillErrors creates and reads a database table that stores the er-
rors associated with the differences among spills. The CALDETSPILLERRORS
table is loaded into the temp database at the beginning of each job using the
function LoadBeamErrors. The data written to the table is stored in CalDetD-
BUtils/data/SpillErrors.txt. Table F.3 describes the data stored in the database
table.

F.5 MomSetErrors

The class CalDetMomSetErrors creates and reads a database table designed to store
the systematic errors on the response measurement. The CALDETMOMSETER-
RORS table is loaded into the temp database at the beginning of each job using
the function LoadBeamErrors. The data written to the table is stored in CalDetD-
BUtils/data/MomSetErrors.txt. The database table CALDETMOMSETERRORS
has one row named BEAMSYSERR which holds the value of the systematic error

of the response measurement associated with a given validity range.
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CALDETSPILLERRORS
TMIPMAXSPILL Response from events in spill with most events
ERRTMIPMAXSPILL Error in response from spill with most events
NEVTMAXSPILL Number of events in spill with most events
TMIPALLSPILL Response from events in all spills
ERRTMIPALLSPILL Error in response from all spills
NEVTALLSPILL Number of events in all spills
TMIPMINSPILL Response from events in spill with fewest events
ERRTMIPMINSPILL Error in response from spill with fewest events
NEVTMINSPILL Number of events in spill with fewest events
SPILLDEV Relative difference in response between

spill with most events and all spills
ERRSPILLDEV Error in the relative difference

Table F.3: CALDETSPILLERRORS database table description
F.6 BeamlLoss

The class CalDetBeamLoss creates and reads a database table designed to store
the parameters to correct for upstream energy loss as derived using the beam line
simulation. The CALDETBEAMLOSS table is loaded into the temp database at
the beginning of each job using the function LoadBeamErrors. The data written
to the table is stored in CalDetDBUtils/data/BeamLoss.txt. The details of the
CALDETBEAMLOSS database table are given in Table F.4. An accessory class
called CalDetBeamLossCalib provides functions that apply the corrections. The
function ApplyJustBeamMatCorr(int, float, float, float&) takes the particle ID, the
raw response and the error in the raw response and returns a response corrected
for the upstream energy loss. The error in the corrected response is assigned to
the last parameter. The function ApplyJustHalfPlaneCorr(int, float, float, float&)
takes the particle ID, the raw response and the error in the raw response and returns
a response corrected for first plane effects. The error in the corrected response is

assigned to the last parameter. The function ApplyBeamLossCorr(int, float, float,
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CALDETBEAMLOSS

PID Particle ID for which the correction applies
BLSLOPE Slope of the correction for the energy loss
BLSLOPEERR Error in the slope of the energy loss correction
BLINTERCEPT Y-Intercept of the correction for the energy loss
BLINTERCEPTERR Error in the Y-Intercept of the energy loss correction
HFPLSLOPE Slope of the correction for the first plane
HFPLSLOPEERR Error in the slope of the first plane correction
HFPLINTERCEPT Y-Intercept of the correction for the first plane
HFPLINTERCEPTERR | Error in the Y-Intercept of the first plane correction

Table F.4: CALDETBEAMLOSS database table description

float&) takes the particle ID, the raw response and the error in the raw response
and returns a response corrected for both energy loss and first plane effects. The

error in the corrected response is assigned to the last parameter.
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