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ABSTRACT

Measurement of the ¢ production cross section in pp collisions at /s = 1.96 TeV

by
Heather L. Ray

Chair: Dante Amidei

The direct observation of the top quark was first achieved at the Tevatron proton
anti-proton collider at Fermilab. This discovery completed the third generation quark
sector where the top quark is expected to accompany the bottom quark in the weak
isospin doublet. This dissertation will discuss the experimental verification of the
production cross section as predicted by the Standard Model. A measurement of
the ¢ production cross section using 107.9 pb~" of pp collisions at /s = 1.96 TeV
collected with the Collider Detector at Fermilab between March of 2003 and June
of 2003 is presented. The measurement focuses on the ¢¢ production in the “lepton
plus jets” final state in which one of the W bosons from the ¢ decay subsequently
decays leptonically to an electron or a muon, and the other decays hadronically. The
B-tagging technique which utilizes the precision silicon detector tracking is used to
enhance the signal for ¢f events relative to the background through identification of
the bottom quark from its measurable lifetime. The ¢ production cross section is

measured to be o5z = 4.5 + 1.4 (stat) + 0.8 (sys) pb.



CHAPTER 1

Top Quark Physics

1.1 The Standard Model of Elementary Particle Physics

The “Standard Model” is a theory of fundamental particles and their interactions.
A fundamental particle is one with no internal structure. [1] Fundamental particles
form the building blocks for all matter. There are two categories of fundamental par-
ticles : fermions (leptons and quarks) and bosons. The leptons and quarks comprise
everyday matter. They are held together by forces, represented by the bosons.

There are a total of 6 leptons, 6 quarks, and 4 bosons in the Standard Model.
There are two types of leptons : those with charge (electron (e), muon (x), and tau
(7)), and those which are neutral (neutrinos (v)). There is one neutrino associated
with each charged lepton. Quarks are particles which have a charge of either —1—%
or —%. The leptons and quarks are divided into three groups, or generations. The
leptons are grouped such that one charged particle and its neutrino partner are in
each generation. The quarks are grouped into pairs of one —i—% and one -% quark,
arranged in order of increasing mass. (See Figure 1.1) The first generation contains
an electron, the electron neutrino, an up quark, and a down quark. The second
generation contains the muon and the muon neutrino, and the charm and strange

quarks. The tau, tau neutrino, top, and bottom quarks make up the third generation.



Elementary Particles

Leptons Quarks

Figure 1.1: Standard Model particles. Generations are arranged so that the quark with +§ charge
is on the top in each generation (up, charm, and top quarks), and the quarks carrying
a -1 charge are on the bottom (down, strange, bottom quarks). [14]

Until 1975 scientists thought that there were only two generations of particles,
and few took seriously the idea of there being more. In 1975 the 7 lepton was first
observed indirectly through the production of muon and electron events at the Stan-
ford Linear Accelerator, at an electron-positron collider experiment. [4] These events
signaled the production of a new heavy lepton that could decay to produce either
electrons or muons, along with their associated neutrino. Following the trends of the
other two generations, the third generation was expected to contain two additional
undiscovered quarks. The charge —% quark, the bottom quark, was first observed in
1977 at Fermi National Laboratory (Fermilab) through the observation of its decay
products, a muon anti-muon pair.

Interactions between leptons, quarks, and bosons are dictated by the Standard

Model Lagrangian (shown for the first generation only) [15] :
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where the subscript “L” refers to a left-handed state of the particle, which means
it will exist in a doublet state (i.e. electron and electron neutrino pair, up and
down quark). The subscript “R” is assigned for singlet states. Isospin, an internal
coordinate of the particle which is analogous to spin, is 0 for particles in a singlet state
and has an absolue value of % for those in a doublet state. [21] There are constants
multiplied by each of these terms which have been excluded for purposes of clarity.
The first term containing A* is for interactions involving the electromagnetic force.
The second term represents neutral current weak interactions between a particle and
its own antiparticle. This interaction is mediated by the Z boson. The charged
current weak interaction, mediated by the W boson, is shown in the third term.
These interactions can occur between lepton neutrino pairs in the same generation,
or charge -1/3 and +2/3 quark pairs. The final term, G, describes interactions
between quarks and anti-quarks, and is mediated by the gluon.

In the Standard Model quarks come in pairs, or doublets. As seen in Equation 1.1,
quarks which are singlets (right-handed), with no generational partners, only interact
with the Z boson. The bottom decays and couplings to the Z are different for a
singlet or a doublet state. If the bottom quark were in a singlet state the width for
the Z to decay into a bottom anti-bottom quark pair would be around 24 MeV. (See

Section 1.2.3 for a discussion of width) If the bottom were in a doublet this value



would be around 384 MeV. The measured width of the Z decay into a bb pair is 381
MeV, proving that the bottom quark does come in a doublet state with a second
quark, the top quark. [18] The top quark, if it followed the pattern of quarks in the
other generations, was expected to be more massive than the bottom quark and to

have a +§ charge.

1.2 The Top Quark

1.2.1 Discovery

The bottom quark was discovered in a fixed target experiment where highly en-
ergetic protons were directed onto a stationary atom. [5] Fixed target experiments
transfer most of the energy of the incident particles into the motion of the outgoing
particles which are produced, resulting in the creation of lighter particles. There had
been no evidence of the top quarks’ existence in accelerators up to that point. The
discovery of the top quark needed to proceed in a situation where there would be
more energy available for creation of heavier particles. Such conditions are met at a
hadron collider, where protons and anti-protons traveling in opposite directions are
made to collide head-on. (See Figure 1.2)

The top quark was first observed in 1995 at the Tevatron collider, a proton anti-
proton collider ring located at Fermi National Laboratory. Discovery claims came
from both experiments on the collider ring, CDF and D0. There were only ~100
total top events found during this entire period of data taking which spanned 5 years

(Run I).

1.2.2 Top Quark Production

tt pairs are produced at hadron colliders via the strong interaction. The two

mechanisms for this production are ¢g annihilation and gluon fusion, as shown in



Fixed Target Mode

Before After
el o
Proten hitting Result: Fast moving
fixed target light particles
Collider Mode
Before After

<

@0 ° o
. Q...
Colliding proton Possible result:

and antiproton ) Slowly moving,
very heavy particles

Figure 1.2: Differences in particle creation between fixed target and collider experiments. [16]

Figure 1.3.

The proton is a collection of partons, or quarks, anti-quarks, and gluons. In
the parton model [21], each parton carries some fraction, x, of the protons’ four
momentum. (See Figure 1.4) If z; is the fraction of the proton four momentum
carried by one parton and =z, is the fraction of the anti-proton four momentum

carried by another parton, the minimum energy required to produce a tt pair at rest

is [2] :

(12) T To >

where s is the center of mass energy squared of the proton anti-proton collision.
In the simple picture where the partons have equal and opposite momentum, we let
T1 = X9 = Tpin. LThe minimum momentum of the colliding partons which is needed

to produce a tf pair is :
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Figure 1.3: Production mechanisms of ¢t pairs at the Tevatron. The dominant production mech-
anism, ¢g annihilation is shown highlighted in the upper left-hand plot. This occurs
approximately 85% of the time. The other three Feynman diagrams are from gluon

fusion.
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Figure 1.4: Visual description of parton-parton interactions in proton anti-proton collisions. [2]

Figure 1.5 shows the measured parton distribution functions versus x. At center of
mass energies /s = 1.96 TeV x has a minimum value of 0.18. The distribution from
the up and down quarks at this value of z,,;, is larger than that of the gluon. Thus, at

the Tevatron, running at center of mass energies of /s = 1.96 TeV, ¢g annihilation



is the dominant production mechanism, occurring 85% of the time. Gluon fusion

accounts for 15% of the production of ¢t pairs.

Figure 1.5: Parton distribution functions relevant for ¢¢ production. f(x) is the probability to find
a given parton with momentum x. Plotted is x-f(x) as a function of x. %y, is 0.18
at the Tevatron, where gg annihilation dominates as the production mechanism of t¢
pairs. At the collider in CERN, due to begin running in 2008, z,;, is 0.025 and gluon
fusion dominates. [2]

1.2.3 Top Quark Properties
Mass

The top quark mass has been measured to be ~175 GeV/c%. [12] Its next near-
est neighbor in mass is the bottom quark, which is ~35 times less massive.( See
Figure 1.6) In the Standard Model particles gain mass through electroweak symme-
try breaking, brought about by the introduction of the Higgs boson (field) into the

theory. Fermions gain mass through their Yukawa coupling to the Higgs field [2] :

v
(1.4) M =Ty; - 7
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Figure 1.6: Comparison of masses of Standard Model quarks. [17]

where M;; is the mass of the charged fermion (quark or lepton), I';; is the Yukawa
matrix parameter for the given fermion, and v is the vacuum expectation value of
the Higgs field, approximately 246 GeV. The mass of the top quark and the value
of v suggest that the top Yukawa coupling is 1.01. Thus, the top quark is strongly

coupled to the Higgs boson.

Lifetime and Width

The Uncertainty Principle, AEAt = h, expresses a linear relationship between
the spread in energy of a given particle state and the time the particle will spend in
that state. The energy spread of a decaying state is the width of the particle, I', and
the time spent in a given state is the lifetime, 7. The width of a particle is directly

related to the reaction rate (W) of the particle [6] :

'=n-W

2.7
WZT'|Mz'f\2Pf

(1.5)

where M;; is the matrix element connecting the initial and final states of the
particle, and p is the energy density of the final states. For the top quark with a

mass of 175 GeV the width, I';, is approximately 1.5 GeV. [6]. Using the width of



1.5 GeV and the Uncertainty Principle, the lifetime of the top quark is calculated to
be approximately 4x1072° seconds.

Hadronization is the process by which a “free” or unbound quark combines with
another one or two free quarks to form a bound state called a hadron. The timescale
for QCD hadronization is on the order of 10723 seconds, much longer than the top life-
time. The top quark is the only Standard Model quark which is unable to hadronize,

and it decays at the point of creation.

Decays

Particles decay in the Standard Model through mixing with other quarks. This
mixing is mediated by the W and Z gauge bosons (See Equation 1.1). The large
mass of the top quark in relation to the Z boson mass makes coupling to an anti-top
quark and the Z boson impossible. The top quark decays via the charged current
weak interaction (W¥), coupling to a W boson and either a bottom, strange, or down
quark. The decay of top into a W boson and a bottom quark occurs ~100% of the
time. The top mass is much larger than the W boson, allowing the top to couple
with a real, on-mass shell W boson.

W bosons decay into a lepton neutrino pair, or into a quark anti-quark pair. The
frequency with which a W will decay into the various lepton neutrino or quark anti-
quark pairs is shown in Table 1.1. The three ways to categorize a tt event are based
on the way in which the two W bosons in the event will decay. These are : dilepton,
in which both W’s decay into a lepton neutrino pair, all-jets (hadronic), in which
both W’s decay into a ¢g pair, and lepton+jets, when one W decays into a lepton
neutrino pair and the other W decays into a quark anti-quark pair. The branching

ratios for these various combinations of ¢t events to occur are shown in Table 1.2.
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W Decay Branching Ratio

et v,
+

™+ v,
ud
(]

1/9:
1/9:
1/9:
3/9:
3/9:

0.11
0.11
0.11
0.33
0.33

Table 1.1: Frequency (branching ratios) for the W boson to decay into the various combinations of
lepton neutrino and quark anti-quark pairs

W1 Decay W, Decay Branching Ratio

Dilepton Channel
ev ev 1/81: 0.012
ev 187 2/81: 0.025
ev TV 2/81 : 0.025
787 787 1/81: 0.012
787 TV 2/81: 0.025
TV TV 1/81: 0.012
Total 0.111
All-Jets Channel
qq | qq | 36/81:0.444
Lepton+Jets Channel
ev i 12/81 : 0.148
787 qq 12/81: 0.148
TV qq 12/81 : 0.148
Total 0.444

Table 1.2: Frequency (branching ratios) for the two W bosons to decay into the various combinations

of lepton neutrino and quark anti-quark pairs in ¢ events.

1.3 Production Cross Section

The first task in an experimental top physics program is to create ¢t pairs and to
verify that they are made as expected. The measure of a particles’ production rate

is usually expressed in terms of the production cross section, o.

1.3.1 Definition

The cross section is a measure of the probability for a certain process to occur.

The cross section per target particle is a function of the beam flux and the production

rate :
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w
(1.6) o= r)

where W, the reaction rate per target particle, is given in Equation 1.5, and ¢ is

the flux of particles per unit area per unit time. The flux is defined as :

(17) (b = Nincident * Vi

or, the density of particles in the incident beam, times the velocity of the incident
beam relative to the target. The reaction rate, W, is essentially the number of
observed processes (N). Luminosity is the equivalent of particle flux for colliding
beams. Luminosity is essentially the number of particles which “see” other particles,

per area, per time. For two oppositely directed beams of particles the luminosity is

defined as :

Ni - No
A

(1.8) L=f-n-

where f is the revolution frequency of the beams, n is the number of bunches in the
beam over the entire circumference of the accelerating ring, A is the cross sectional
area of the beams, and N; and N, are the number of particles in each bunch. [6]
Luminosity is measured in units of inverse barns, where one barn = 10~2 meters?.

Experimentally there are many different physics processes which will result in the
same event signature. N, the number of observed processes, is really the number of
observed events which have a signature similar to that from the process under study.
N comprises events from the process you wish to study (in our case t¢ events), as well

as events from these other sources. These other processes are called “backgrounds”.



12

Experimentally one also needs to take into account the efficiency of the detector
for capturing and recording the intended events. An additional term is included in
the denominator of the cross section equation, for the event detection efficiency. The
efficiency is the probability that a ¢f pair produced during collisions has passed all
of the selection cuts and has been found in the detector.

The tt production cross section is measured using :

Nobs - Nbgd

(1.9) o =

i.e., it is the number of observed candidate events minus the prediction for ob-
served events coming from background, or fake, sources, divided by the product of
the event detection efficiency and the integrated luminosity of the data sample. [7], [8]

The cross section can be measured in three different channels characterized by the
final decay products of the W bosons. All three channels were used in Run I to claim
discovery. When deciding to undertake a cross section measurement it is prudent to
choose the channel with a highest amount of statistics and lowest backgrounds, or
physics process that can fake the signature.

Tau leptons as themselves are very difficult to observe. Taus also are capable of
decaying into electrons and muons. When comparing the three channels we exclude
taus from consideration of the branching ratios. The dilepton channel has a very
low background rate but a branching ratio of 5%, making this a very statistics
limited measurement. The all-jets channel has the highest branching ratio of all three
channels, 40%, but is extremely background laden from QCD jet events. The final
channel for consideration, the lepton+jets channel, has a branching ratio of 35%.

This channel has a large background from real W plus multi-jet events. We can

reduce the backgrounds in the lepton+jets channel by identifying the jets associated
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with the decay of the bottom quark. (See Section IV) B-tagging allows us to increase
our signal to background ratio from ~0.5 to 2. The leptons+jets channel with B-
tagging offers a large amount of statistics with a manageable background. This thesis

describes the measurement of the ¢t B-tagged lepton—+jets cross section.

1.3.2 Theoretical Expectations

The cross section for a process to occur is illustrated in Equation 1.6. Using
Equation 1.5 for the reaction rate and Equation 1.7 for the flux, we find in the center

of momentum system (cms) of the reaction [6] :

do
sl ¢

(1.10)

= — | Mi; [* py

. 1 dp
2T oL e i
o | M U P Gy

where the py is the cms momentum of each of the final state particles, and Ej is

the total cms energy. Here i and f refer to the initial and final states of the colliding

Pr = L giving a final

particles, respectively. Conservation of energy requires that 3130 =

cross section of :

do 1 Py
1.11 = | My L
(1.11) do 4-72-h* | Mg | v; - Uy

Protons, however, are comprised of partons. The cross section for a parton-parton
collision requires the matrix elements include a term for the frequency with which
the various partons carry a fraction x of the proton momentum. (See Section 1.2.2)

This is expressed through the use of structure functions, F [19] :
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(1.12) aw/\MuFFyE

where 1 and 2 are the indices of the colliding partons.

Calculation of the theoretical value of the cross section is carried out using per-
turbative QCD. At the lowest order there are two parton-parton subprocesses which
produce t¢ pairs, ¢g annihilation and gluon fusion. (Section 1.2.2) Next-to-leading
order, NLO, contributes the following processes to tt pair production :

eg+qg=t+i+g

egtg=t+it+g

egt+qg=t+t+gq

o g+q=t+1+7

The gq and gg channels are negligible, but the ¢g and gg channels should be
included in theoretical calculations. The radiative corrections attributed to the
gg channel are numerically as important as the lower order cross section contri-
butions. [22] The current theoretical calculation of the ¢ production cross section
measurement at center of mass energy of /s = 1.96 TeV, with a top quark mass of
175 GeV, is approximately 6.7+0.9 pb. [20]

Results of the cross section measurements from Run I, where /s = 1.8 TeV, (5.1
+ 1.5 pb) showed no significant deviations from theory (4.75 to 5.5 pb) [12].

1.3.3 Other Motivation

QCD Standard Model theory predicts the production rate expected from ¢¢ pairs,
given a mass of the top quark and the center of mass energy of the colliding beams.
Any departures in the cross section measurement from these QCD predictions could

indicate non-standard production mechanisms or couplings of the top quark.
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Predictions for the cross section production rate are calculated to first order. Non-
QCD radiative corrections would change the expected ¢t production rate. Non-QCD
radiative corrections are predictions for the production processes of ¢g annihilation
and gluon fusion carried out beyond the leading order calculations. For example,
electroweak radiative corrections to the cross section can cause an enhancement of
up to 30% in the observed production rate. [9]

The cross section could float high due to production from decays of heavy resonant
states, or from anomalous couplings. If anomalous top quark couplings exist they
will affect the top production and decay at high energies as well as precisely measured
quantities with virtual top quark contributions, such as the W and Z masses. Overall
we would expect a small effect in the observed cross section measurement due to these

couplings. [9]

1.4 Summary

This analysis focuses on the ¢¢ production cross section measurement, in the B-
tagged lepton+jets channel. An introduction to the experimental apparatus used in
obtaining our candidate events is found in Chapter II. Chapters III and IV detail the
selection criterion placed on candidate events. A discussion of the candidate events
found in the data can be found in Chapter V. The primary components of the cross
section measurement, the event detection efficiency and the background calculations,
may be found in Chapters VI and VII, respectively. Final results of the ¢¢ production
cross section measurement in the lepton+jets channel are presented in Chapter VIII.

Finally, a study of the optimization of the cross section is presented in Chapter IX.



CHAPTER I1

Experimental Design

2.1 Tevatron

The Tevatron is a proton-anti-proton accelerator located in Batavia, Illinois, at
Fermi National Accelerator Laboratory (Fermilab).

Fermilab is a complex comprising several smaller accelerators and storage rings,
which serve two main purposes. The accelerators supply particle beams to fixed tar-
get experiments, and they supply protons and anti-protons to the Tevatron colliding
ring. (See Figure 2.1) Negatively charged hydrogen gas is produced in the magnetron,
located inside the Cockcroft-Walton pre-accelerator. These ions are accelerated to an
energy of approximately 750 keV before being sent into a linear accelerator. There
the ions are accelerated to 400 MeV and sent through a carbon foil. The carbon foil
traps the electrons attached to the ions and permits protons to pass on to the next
step, the Booster Ring. In the Booster Ring the protons are accelerated until they
reach peak energies of 8 GeV. The Main Injector accepts these protons and contin-
ues the acceleration process, increasing their energy to 150 GeV. In addition, the
Main Injector accelerates a portion of the protons to 120 GeV for use in anti-proton
production.

The 150 GeV protons from the Main Injector are delivered to the Tevatron ring.

16
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The Tevatron is a superconducting proton anti-proton synchrotron located in a cir-
cular tunnel 4 miles in circumference, around which the protons and anti-protons
travel. Various magnets placed around the ring bend, accelerate, and collimate the
beams of particles. It is here that the particles are accelerated to their final energies
of approximately 1 TeV (Tera-electronvolt) each, supplying collisions with center of
mass energies (1/s) of 1.96 TeV. Thirty-six bunches of protons (anti-protons) are dis-
tributed around the circumference of the ring which houses the Tevatron. For this
reason the collisions are “36x36”, i.e. 36 bunches of protons collide with 36 bunches
of anti-protons. One bunch of protons collides with one bunch of anti-protons every
396 nanoseconds. The Tevatron is currently the worlds’ highest energy collider.
Protons earmarked for use in anti-proton production are sent from the Main Injec-
tor to the anti-proton source where they collide with a nickel target. The secondary
particles produced in these collisions are, in part, anti-protons. The collisions of the
protons with the target cause the resulting anti-protons to have a large momentum
spread. This momentum spread will lead to a large emittance of the anti-proton
beam. The emittance is related to the luminosity of the beam by expanding Equa-

tion 1.8 :

Ny - Ny
2.7/ &

where the € are the emittance of the proton and anti-proton beams.

(2.1) L=f-n

After creation the anti-protons are stored in the Accumulator ring. The process
of “stochastic cooling” is introduced to reduce the momentum spread of the anti-
proton beam. [43] When the intensity and emittance of the anti-protons meets the
minimum requirements for collisions they are sent back into the Main Injector, to be

accelerated and injected into the Tevatron. [23]
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Figure 2.1: Chain of Accelerators at Fermilab [36]
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Start of physics-
quality data

Figure 2.2: Total luminosity delivered and recorded at CDF, as a function of time [37]

There are two general purpose detectors at the Tevatron : the Collider Detector
at Fermilab (CDF) and D0. Quadrapole magnets focus the proton and anti-proton
beams so that they collide in the center of each of these detectors. The data used
for this thesis were recorded at the CDF detector.

The amount of data received at the detector (and thus used in an analysis) is
quantified in terms of the luminosity. (See Section 1.3.1) The average instantaneous
luminosity of data runs used in this analysis is 2.0 x 103! per cm?, per second. At
the time of writing the record instantaneous luminosity seen at CDF is 4.2 x 103!
per cm?, per second. Since the start of physics-quality data taking at CDF in April,
2002, the Tevatron has delivered a total of 330 pb~! to CDF, of which 200 pb~! is

declared to be good for analysis. (See Figure 2.2)
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2.2 The CDF Detector

CDF is a general purpose detector containing several sub-detectors which identify
a variety of particles. The detector is cylindrical in shape, with the beampipe running
through the center of the detector along the z axis. The beampipe which houses
the circulating particles is approximately 1 centimeter in radius at the interaction
points. Collisions take place in the center of the detector. The coordinate system
of CDF measures the azimuthal angle ¢ from the plane of the Tevatron, and polar
angle # from the proton direction, which is traveling from west to east through the
detector. The angle 0 is not invariant under boosts in the z-direction. There is a
unit of measure, the pseudo-rapidity (7), which transforms linearly under boosts in

the z-direction, and which is related to € by [29] :

(2.2) n= —ln(tan(g))

| n | extends from 0 at the perpendicular to the beampipe to approximately 3.5
at the most forward part of the detector. (See Figure 2.4) The central portion of the
detector spans 0 <| n |< 1, while the forward(plug) detector is located at 1 <| n |<
3. Sub-detectors are placed radially at varying distances from the collision point.
Starting from the beampipe and expanding outward one finds the tracking systems,

calorimetry systems, and muon systems. (See Figure 2.3)

2.2.1 CLC

The Cerenkov Luminosity Counters (CLC) are located inside 3 degree holes in
the endplug calorimeters. [24] These monitors accomplish three jobs : they provide
monitoring of beam data at CDF for the Tevatron operators, they provide on-line

luminosity monitoring to CDF, and they provide off-line luminosity measurements for
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Figure 2.3: View of the CDF Run II Detector. The solenoid is located between the Central Outside
Tracker and the Electromagnetic Calorimeter. [38]
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CDF physics. The CLC records information on the individual bunch luminosities, the
total instantaneous luminosity of the Tevatron, and the total integrated luminosity
of the Tevatron. [25] This is done by measuring the average number of interactions

per beam crossing, and using this information to calculate the luminosity [26] :

(2.3) Luminosity = S
€cLc “Opp
where f is the frequency of bunch crossings, p is the measured average interactions

per crossing, ecrc is the CLC acceptance, and o, is the total proton anti-proton

interaction cross section.

2.2.2 Tracking Systems

Tracking detectors record the path of charged particles through the detector.
CDFs tracking systems are contained inside a solenoid magnet (located between the
Central Outside Tracker and the Electromagnetic Calorimeter in Figure 2.3). The
solenoid produces a 1.4 Tesla magnetic field which runs parallel to the beam axis.
The tracking detectors are arranged in the following order: the SVX (Silicon VerteX
detector) extends from a radius of 2.4 to 10.7 cm, the ISL (Intermediate Silicon
Layer) from 20 to 28 cm, and the COT (Central Outside Tracker) from 44 to 132
cm. (See Figure 2.4)

The SVX provides precision tracking information at the smallest possible radii.
Information recorded in the SVX is used to reconstruct secondary vertices which
come from heavy-flavor particle decays, such as bottom and charm hadrons. This
is crucial for the B-tagging algorithm which is used in this thesis (Chapter IV).
This detector provides tracking out to a pseudo-rapidity value of | n | < 2.0. The

detector consists of three cylindrical barrels, each barrel comprising five concentric
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Figure 2.4: Schematic Drawing of Tracking Detectors in CDF [39]

layers of silicon microstrip detectors. These sensors are double sided. Sensors in
all five layers have one side which carries out measurements in the r-¢ plane. On
three of the five layers the other side contains sensing strips, running perpendicular
to the axial direction. This provides measurements in the r-z plane, or “90 degree
stereo” measurements. The other two layers have a second side which has sensing
strips which are tilted at an angle of 1.25 degrees in relation to the first set. This
provides “small angle stereo” measurements. The stereo measurement in principle
allows for excellent z-position measurements of secondary vertices. The z-position
measurements are not used here, but will be implemented in future analyses. The
impact parameter resolution achieved with the SVX, averaged over all £ decay tracks,
is 24.8 pm. [44]

The ISL detector consists of three layers of concentric silicon strip detectors,
located outside of the SVX detector. In the central portion of the detector there

is one layer placed at 22 cm from the interaction point. The other two layers are
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positioned at the same | 7 | as the plug region of the detector, at distances of 20
and 28 cm. The ISL is used to improve the efficiency of 3-D tracking in the central
region, and to add coverage in the forward region. These sensors are similar to those
found in the SVX. One side allows for axial, or r-¢ measurements, while the other
has small angle capabilities. The SVX and ISL provide CDF with the ability to do
stand-alone silicon tracking and B-tagging out to | n |< 2.

The COT detector is a drift chamber located in the central portion of the detector
(| n| < 1), outside of the two silicon detectors. [10] There are 96 sense layers in the
COT, grouped into 8 “superlayers” of 12 measurements each. There are 4 superlayers
running parallel to the beampipe, providing r — ¢ information. The other sets of
wires are placed at a 2 degree tilt to the z plane, providing stereo information.
The chamber is filled with an Argon-Ethane-C'F, gas mixture. Charged particles
which pass through the drift chamber leave a trail of ionization along their path.
Field shaping via cathode planes causes electrons to drift to the sense wires. The
avalanche on the wire is registered as a pulse, and the drift time can be converted
into a distance of closest approach of the particle to the wire. These distances allow
for 3-D reconstruction of the path of a charged particle. The average drift velocity
for the COT detector is 10057, The average resolution per wire is 180 pm. [10]

The strong magnetic field inside the COT causes the charged particle to move in
a helical path through the detector. [10] From the radius of the path it is possible to

calculate the transverse momentum (Pr) of the particle [30]:
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where « is a constant term, r is the radius of the path, B is the strength of the
magnetic field which surrounds the tracking chambers, and the r is related to the

curvature (C) through :
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The trajectory of a charged particle through a uniform magnetic field is a helix.
The projection of this trajectory onto the r — ¢ plane is a circle. COT measurements
are primarily in the r — ¢ plane, so tracks are found in this detector by fitting to a

circle [46] :

(2.7) R=

where R is the radius of the circle, B is the magnetic field, and Pr is the transverse
momentum of the particle (track). Once a track has been found in the r — ¢ plane,

the stereo (z) position information from the COT is attached to make 3-D tracks. [47]

The momentum resolution of the COT, JPL%T, is approximately 0.3% (<)~ [10]
Silicon hits are attached to the COT tracks using an “outside-in” algorithm.

Starting with a hit in the r-¢ plane of the COT detector tracks are extrapolated

back into the silicon detectors. At each step of the extrapolation multiple scattering

considerations determine the region in which the algorithm looks for a track. Once a
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Figure 2.5: Particles path through the detector [40]

reconstructed track is found in the r-¢ plane, z position information from the silicon
detector is added to the track. This allows the track to be assigned a point of origin
along the z axis (z0). [31]

2.2.3 Calorimeter

The tracking systems are contained inside of a magnetic field. Located just out-
side of the magnetic field is the calorimeter. The calorimeter is divided into two
segments, each measuring a specific type of energy deposition. The first section of
the calorimeter is the EM (electromagnetic), which is used primarily for the identifi-
cation of electrons and photons. The second component is the HAD (hadronic), and
is where high-energy jets deposit the majority of their energy. (See Figure 2.5)

High energy electrons and photons lose energy in the form of electromagnetic ra-
diation caused by bremsstrahlung. One radiation length for these particles is the
mean distance over which the particle loses all but % of its energy. It is more ap-
propriate to discuss the construction of the calorimeter in terms of radiation lengths
instead of using standard units of thickness. The EM detector contains 23 layers of

alternating lead and scintillator for a total of 21 radiation lengths of thickness. The

E7 resolution of the EM calorimeter is approximately 1\%’. [10] The first layer of the
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EM calorimeter is made of a thicker scintillator and wire chamber which acts as a
pre-shower detector (CPR). Located at a depth of approximately 6 radiation lengths
is the Shower Max detector (CES). The Shower Max is a position detector used to
match tracks found in the tracking systems to calorimeter energy deposits.

Instead of radiation lengths we describe the hadronic calorimeter in terms of
nuclear absorption lengths. The HAD detector is made of 23 layers of iron and
scintillator. The central HAD calorimeter is approximately 4.5 absorption lengths in
thickness. The plug HAD calorimeter is 7 absorption lengths thick.

The calorimeter is made up of wedges, or “physical towers”, measured in n — ¢
coordinates. Each tower uses a series of absorber and scintillator layers. Scintillator
light is collected by a light pipe and a wavelength shifter that directs the energy into
a photomultiplier tube. An r-z view of the detector shows the calorimeter wedges
arranged as if a pie cut into slices, with each slice pointing back toward the interaction
point. (See Figure 2.6) The central portion of the calorimeter has towers that span
15 degrees in ¢ and 0.11 in units of 1, while the plug calorimeter towers span either

15 or 7.5 degrees in ¢, and varying ranges in 7.

2.2.4 Muon Detector

The muon detectors are located outside of the calorimeter, at the furthest reaches
of the detector. Muons are minimum ionizing particles, which means they are ca-
pable of traveling through many interaction lengths before losing their energy and
stopping. CDF uses the steel in the calorimeter, the magnet return yoke, and ad-
ditional steel shielding to stop all other charged particles from entering the muon
detectors. The muon chambers record hits from the path of the muon through the
detector. This information, combined with tracks in the COT, results in an excellent

muon identification.
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Figure 2.6: Schematic of Towers in the Calorimeter [41]

The muon detectors are four systems of scintillators and proportional wire cham-
bers which extend out to | | < 2.0. They are, moving outward from the interaction
point, the CMU (Central MUon), CMP (Central Muon uPgrade), CMX/CSX (Cen-
tral Muon eXtensions), and the IMU (Intermediate Muon System) detectors. The
CMU and CMP extend out to | | of 0.6, the CMX spans a range of 0.6 <| n |<
1.0, and the IMU finalizes the coverage from 1.0 <| n [< 2.0.

The CMU are the original set of muon chambers which were used in Run I. They
are located behind the central HAD calorimeter, which provides approximately 5.5
absorption lengths of material for muons. The CMP detectors are a fixed length in z,
vary in 7, and form a box around the CMU. They are located behind an additional
60 cm of steel absorber. The central muon extension detectors are located at each
end of the central detector and range from 42 < ¢ < 55 degrees. They are actually

two types of detectors - the CMX uses drift tubes to identify particles, and the



29

CSX uses scintillating counters. No additional absorbing material was added for this
detector. The hadron calorimeter, magnet return yoke, and steel of the detector
support structure supply more absorber for the CMX than for either the CMU and
CMP. The IMU triggers on muons out to an | n | value of 1.5 online during data
taking, due to constraints on tracking. Muon objects are found by identifying stubs,
or hits in at least 4 layers of the muon chambers which lie in a straight path through

the detectors.

2.2.5 Online Data Acquisition

Collisions currently occur in the detector at a rate of approximately 2.5 MHz. The
average event size is 250 kilobytes. With events occurring every 396 nanoseconds, our
bandwith is 0.63 Th per second. This is an extremely large rate, and the amount of
disk space needed to store all of this information would be overwhelming. To reduce
the amount of data stored on disk we implement an online selection, the trigger.

The detectors are read out into a three-tiered trigger system. Our trigger system
is a deadtime-less trigger, with total trigger deadtime typically on the order of < 5%.
This means that the detector misses a collision due to latency in the online triggering
and readout systems less than 5% of the time. Each level of trigger provides rate
reduction and a pipeline for sequential event storage in order for there to be minimal
deadtime. (See Figure 2.7)

At each level the trigger electronics examine the data to see if basic sets of require-
ments are met for an event to be considered interesting physics. Triggers are sets of
requirements which are based on the identification of particles and their measured
kinematics. (See Section 3.2 for a discussion of triggers used in this analysis) The
Level 1, Level 2, and Level 3 trigger requirements are combined into a logical unit

called a Trigger Path. Trigger Tables are made up of many Trigger Paths, to cover
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the wide range of physics interests at CDF. We have many different trigger tables,
each providing a different functionality.

Level 1 can make a decision to accept or reject an event based on calorimeter
energy, muon depositions, or track information. At this stage the data rate is reduced
from 2.5 MHz down less than 20 kHz. Level 2 currently provides rejection based on
calorimeter energy and track information. Level 2 differs from Level 1 in that it
is programmable. Level 2 combines information from all detector systems, with a
processing time of 20 us per event. Level 2 has access to data from the Shower Max
for improved identification of electrons and photons, and jet reconstruction through
a cluster finding algorithm in the Level 2 calorimeter boards.

Level 2 provides a factor of 100 reduction over Level 1, passing on a 300 Hz rate
into Level 3. Once an event passes the Level 2 triggers the data acquisition system
is told to read out and fully reassemble the event and to check the event against the
Level 3 triggers. Level 3 is a farm of approximately 300 CPU’s, each fully analyzing
a single event. Triggers applied at Level 3 reduce the data stream by a factor of 2.
Once an event passes Level 3 it is delivered to the data-logger subsystem, which sends
the event out to be stored, and to online monitors which verify the entire detector
and trigger systems are working properly. A maximum rate of 75 Hz can pass Level

3 and be written out to tape.

2.2.6 Detector Control

The CDF detector is run by a shift crew operating on 8 hour shifts. They are 2
ACES, 1 CO, and 1 Sci-Co. The Sci-Co (scientific coordinator) is a senior member of
the collaboration who is in charge of the shift and makes all final decisions regarding
data quality for their shift. The CO (Consumer Operator) observes the online moni-

tors for any problems which may arise during run-time. The two ACES are required
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Figure 2.7: Trigger System Flowchart for CDF. This diagram shows the maximum rate which the
trigger system was designed to handle. We are currently running at a 2.5 MHz input
rate into Level 1, and a 20 kHz output rate from Level 1. [42]
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to setup and start data taking runs, as well as debug any problems which can occur

with the detector.

2.2.7 Offline Reconstruction

Data are re-processed offline before being used by the different physics groups.
It is here that calibrations used online are checked and corrected, silicon alignment
is corrected, tracks are re-fit, cluster energies are checked, leptons are found, and
algorithms which “tag” secondary vertices in jets are run. (See Section 4.2 for a
discussion on tagging) Data used in this analysis have been reprocessed using offline
version 4.11.1. For consistency all Monte Carlo samples used for this analysis have

also been created using the 4.11.1 code packages.

2.3 Data Samples

The data must go through a series of collection and refinement steps before we
are able to apply the lepton+jets selection cuts. Data used is first identified online
during data taking by requiring there be at least one high energy electron or muon in
the event. See Section 3.2 for a discussion of these triggers. Offline the events which
pass this requirement are more carefully manipulated during the production and
reconstruction processes. It is during these processes that more precise calibrations
are included for the detector components, and more detailed algorithms are applied
to reconstruct tracks and calorimeter clusters in the data. Finally the data is stored
into an easily manipulated format, the ntuple. Once data is in the ntuple format
we then separate out the chunks which were obtained with all detector components
collecting quality data. This occurs through the application of a “good-run” list.
(See Section 2.3.1) We apply our lepton+jets event selection criterion only to those

events passing both the online trigger and the good run requirements.
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2.3.1 Good Run List

Once the bunches of protons and anti-protons are injected into the Tevatron they
collide until the the instantaneous luminosity has fallen to the point at which it be-
comes difficult to collimate the two beams. This is a flexible end point, as determined
by the Tevatron operations crew during running. This period of collisions is known
as a store. Each store is broken up into several smaller chunks called runs. Runs
begin with data taking online and are ended typically due to a detector subsystem
pulling an error line, making data collection temporarily impossible. Several runs
may be taken during one store. Once data for an analysis has passed the online
trigger requirements the good-run list is applied as a check on data quality.

Runs are examined both online and offline to verify the quality of data recorded.
The first step of examination occurs during run time via the ACES, who decide if
the run is to be used for analysis purposes or for calibrations of the detector. At the
end of each 8 hour shift the Sci-Co reviews all data runs and detector components
that were active during the runs and decides if individual runs should be classified
as “good”. Each detector group then reviews these runs offline, running a standard
set of checks to verify the quality of data in their portion of the detector. These runs
are later reviewed by the “Good Run Czar(ina)”, after hearing from representatives
from all detector components. There are two good run lists currently in use at CDF
- for analyses that do or do not require silicon tracking systems. This analysis relies
heavily on the inclusion of silicon for tracking and identification of b-jets from top
quark decays. Runs used have passed a set of requirements are included on the good

run list with silicon.
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2.3.2 Final Data Sample

Data used in this analysis spanned runs in the range 141544 - 163527 for the
CEM and CMUP triggers, runs 150145 - 163527 for the CMX. This represents a
total integrated luminosity of 107.9 &+ 6.4 pb~! for the CEM electrons and CMUP
muons, and 98 + 5.8 pb~! for CMX muons. (See Section 6.5 for further details on

the luminosity measurement and errors.)

2.4 Monte Carlo Samples

Throughout this analysis we rely on several collections of simulated data events.
These samples are generated using a Monte Carlo simulation for both the tf sig-
nal and various background events. The events are first created using either ALP-
GEN [32], PYTHIA [33] or HERWIG (Hadron Emission Reactions With Interfering
Gluons, [34]) event generators. These are general-purpose Monte Carlo event gen-
erators for high-energy processes. They offer a complete model of the physics of
proton anti-proton collisions, with emphasis on detailed simulation of QCD parton
showers. These generators include simulations of hard lepton-lepton, lepton-hadron,
and hadron-hadron scattering, as well as soft hadron-hadron collisions. Output from
these simulations is sent through a GEANT [35] detector simulation. GEANT de-
scribes the passage of particles through matter. It allows for a full simulation of the
detector response to particles created during collisions. Once processed by GEANT,
the simulated events can be manipulated in the same way as real data which has
been collected by the detector. We use these Monte Carlo samples to understand
the acceptance and efficiencies of event selection cuts on ¢t signal events. We also
use simulated samples in part to calculate the expected backgrounds to this analysis.

The various Monte Carlo samples used in this analysis are described in the appro-
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priate sections. All Monte Carlo samples used in the calculation of backgrounds are

shown in Table 7.21.



CHAPTER III

Event Selection

3.1 The Lepton+Jets Channel

Top events in the lepton+jets channel are identified by looking for the decay
products of the two W bosons and the jets produced by the two b quarks which
come from the top decay. In the lepton-+jets channel one W decays into a lepton-
neutrino pair and the other decays into a quark anti-quark pair, which produces two
jets in our detector. The decay products from the leptonically decaying W are found
by placing a lower limit on the event missing transverse energy (/) for the neutrino
(See Section 3.6), and by requiring that there be one and only one tight electron
or muon in the candidate event. Tight cuts are selection requirements applied to
offline data which are stricter than those made online during data collection. [48]
(See Table 3.1 for tight lepton and jet cuts.) In an ideal situation we expect exactly
4 jets in a lepton+jets tt event : two from the W decay and two from the b-jets.
As shown in Figure 3.1, a small portion of ¢f events have some jets lost, resulting in
only one or two tight jets being reconstructed in the event. The majority of ¢t events
have at least three tight jets.

We examine events in the 1, 2, 3, and >4 tight jet bins. We require that of

the tight jets in the event at least one must be identified as having come from the

36
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Figure 3.1: Number of Tight Jets in Lepton+Jets ¢ Monte Carlo Events

b-quark. This happens through the identification of a secondary vertex, i.e. a “B-

2

tag”. (See Chapter IV for a complete discussion on B-tagging) In the 1 and 2 jet
bin region we expect the large number of background events will swamp the small
top signal. In the > 3 jet bins the background events form only a fraction of the
observed events; the rest of the events are our top signal events. We only use events
having at least three tight jets, of which at least one must be B-tagged, in this cross
section measurement.

We apply three additional cuts to the events to reduce the number of background

events contained in our set of candidate data events. These are the Z-veto, cosmic

veto, and conversion removal cuts.

e 7 Veto : The Z-veto cut rejects events in which the lepton and another object
form an invariant mass in a window around that of the Z boson. This cut
eliminates events which come from real Z decays, but which fake the lepton+jets

signature when one of the leptons from the Z decay is lost. (See Section 3.7)
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e Cosmic Veto : It is possible to reconstruct muons in our detector that did not
come from the proton anti-proton interaction but instead came from cosmic
rays. We apply a cosmic ray veto to all candidate events containing a tight

muon. (See Section 3.4.2).

e Conversion Removal : Photons interacting with matter can produce electron-
positron pairs, i.e. conversions. These can fake the lepton from the W decay.
We apply a conversion removal algorithm to all candidate events containing a

tight electron. (See Section 3.4.1)

The combination of cross section results from all three channels is simplified if
there are no correlations between results. As a final cut we apply a dilepton veto to
our candidate events. (See Section 3.8) This ensures that we do not have any events
which overlap with the dilepton channel selection. Events which pass all of these

lepton-+jets selection cuts are referred to as the “W+jets” sample.

3.2 Online Triggers

Data used in this analysis must first pass the online requirement that there ex-
ists at least one high energy electron or high momentum muon in the event. This
analysis uses one trigger path for central electrons, ELECTRON_CENTRAL_18.
There are three parts to the muon detector : the CMU, CMP, and the CMX. The
MUON_CMUP18 trigger path utilizes information from both the CMU and the CMP
detector systems. Muons found in the CMX detector are also used in this analysis,
via the MUON_CMX18 trigger path.

To use the energy of the particles for a trigger decision the calorimeter granularity
is simplified into a 24 x 24 grid in n and ¢. These divisions are called “trigger towers”.

Each trigger tower spans 15 degrees in ¢ and approximately 0.2 in eta, which covers
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one or two physical towers. The readout electronics calculate the transverse energy,
E7, deposited in each trigger tower. Energies are reported in increments of 0.125
GeV, allowing a full scale range of 127.875 GeV per trigger tower. [27] [28]

The ELECTRON_CENTRAL_18 trigger path comprises three separate triggers :

L1_CEMS8_PTS, L2 CEM16_PT8, and L3_ELECTRON_CENTRAL_18.
e L1 CEMS8_PTS8
— > one deposition of energy in the Central calorimeter with Er > 8 GeV,
Hadronic to Electromagnetic energy ratio (HAD/EM) < 0.125

— > one COT track found having Pr > 8.34 GeV/c
e L2 CEM16_PT8

— > one deposit of energy in the Central calorimeter with Er > 16 GeV,

HAD/EM < 0.125

— | n | < 1.317 is placed on the cluster centroid (seed), guaranteeing the

cluster be located in the central portion of the calorimeter

— Requires a match between tracks found in the COT at Level 1 to the cluster
within a window of ¢, as determined by multiple scattering interactions in

the detector

— Track Pr > 8.34 GeV/c
e L3 ELECTRON_CENTRAL_18

— Uses primary interaction location as found by the track matched to the

cluster to recalculate the cluster Er
— Cluster Er > 18 GeV

— Track Pr > 9.00 GeV/c
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— Level 3 also adds a cut on the lateral shower profile (Lshr) of the clus-
ter. This quantity describes how well the energy deposit in the calorimeter

matches one coming from an ideal electron.

The MUON_CMUP18 trigger path contains the L1 CMUP6_PT4,

L2 TRK8 L1_CMUP6_PT4, and L3_MUON_CMUP_18 triggers.
e L1 CMUP6_PT4
— Muon stub in the CMU detector having Pr > 6 GeV/c
— Track in the COT with Pr > 4.09 GeV/c
— Require an additional stub in the CMP detector

— Matching is done at Level 1 between the stubs and the COT track, within

a window of a few degrees
e L2 TRK8. L1.CMUP6_PT4
— > 1 COT track ranging between ¢ of 0 to 180 degrees
— COT track Pr > 8 GeV/c
e L3 MUON_CMUP_18

— Match between tracks and the CMU and CMUP stubs, allowing a window

in r-A¢ of less than 20 cm for the CMU stub, 10 cm for the CMP stub

Our final trigger path is the MUON_CMX18 path, which has L1_CMX6_PT8_CSX,

L2.AUTO.L1_.CMX6_PT8.CSX, and L3.MUON_CMX18 triggers.

o L1 CMX6_PT8_CSX

— Muon stub in the CMX detector having Pr > 6 GeV/C

— Require hits in the CSX detector
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— Require a track in the COT passing through at least 4 layers of the COT

detector

— COT Track Pr > 8.34 GeV/c
e 2 AUTO_L1.CMX6_PT8_CSX

— The Level 2 trigger requirement is an auto accept trigger, meaning that no

additional manipulating of data occurs at this level
e L3 MUON_CMX18

— Tracks matched to the CMX stub in a window of r-A¢ of less than 10 cm

— COT track Pr > 18 GeV.

3.3 Primary Vertex

Many of the selections and calculations used in this analysis rely on knowing the
position of the interaction point of the proton anti-proton collisions. This point is
called the primary vertex. The calculations for the transverse energy of the calorime-
ter deposits (Section 3.5.1), and the 7 in the event (Section 3.6) rely critically on
knowing the z coordinate of the primary vertex.

The primary vertex z position is found early in the analysis. Stand-alone tracking
is run in the silicon and COT detectors, in the r-z plane. Tracks passing minimal
quality requirements are then used to triangulate vertex candidates in the event.
These vertices will have a high efficiency but also a high fake rate. The primary
vertex finder, ZVertexColl, “cleans-up” these pre-tracking vertices by requiring a
certain number of tracks, which differs across analyses, with a minimum Pr of 300
MeV /c be associated with these vertices. The primary vertex finder can require the

vertices contain either tracks which have silicon hits or COT hits associated with
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the vertex. This analysis only considers vertices which have at least 2 tracks that
contain COT hits. [54]

We assign a z0, or point of origin along the z axis, to all tracks in the event.
(Section 2.2.2) A track is associated with a vertex if it is within 1 cm of a silicon
standalone vertex, or 5 cm of a COT standalone vertex. The position of the vertex

is then determined by weighting the z0 of all tracks in the vertex by their error :

Zzz'?/(s?
g=="t"
> 1/67

(3.1)
here the sum is over all tracks associated with the vertex, and d; is the error on
the z0 of the i*® track.

The x and y coordinates of the primary vertex, vital for the B-tagging algorithms,
are found through the use of the PrimeVtx algorithm. [44] PrimeVtx calculates the
primary vertex on an event-by-event basis, starting from an input vertex (seed),
which has an initial xy, Yo, and zy position. The seed vertex is the beamline position,

measured during collisions. All tracks which pass a cut in Az and dy from the seed

vertex are ordered in decreasing Pr. These requirements are :

® | 2 — Zyerter |< 1.0 cm
e | dy|< 1.0 cm (with respect to the beamline)

° |‘ff—°| < 3.0 (with respect to the beamline)

The highest Pr tracks (maximum of 50 tracks) are used in a fit to a common
vertex. PrimeVtx first removes the track with the worst x? relative to the vertex,
above a cut of > 10. The remaining tracks are fit again to a common point. This

iterative process occurs until there are no tracks have a x? > 10 relative to the vertex.
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Precision reached on the x and y coordinates of the vertex is a strong function of the

z position of the primary vertex, and ranges from approximately 25um to 30pm. [45]

3.4 Tight Lepton Selection

The lepton—+jets cross section analysis uses events containing electrons or muons.
General descriptions of the selection cuts applied to electrons can be found in Sec-
tion 3.4.1, for muons in Section 3.4.2. Table 3.1 lists all lepton selection quantities

along with the minimum or maximum value accepted for that quantity. [48].

3.4.1 Electron Selection

Electrons lose their energy in the form of radiation as they travel through mate-
rial. The calorimeter is designed to have maximal energy deposition from electrons
occur in the electromagnetic portion of the detector. Electrons are found by match-
ing deposits of energy in the EM calorimeter to a track in the COT detector. A
requirement is made during data collection via the triggers that the ratio of hadronic
to electromagnetic energy of candidate calorimeter clusters be less than 0.125. This
cut reduces the amount of jets which are misidentified as electrons. In addition, there
are minimum FE7 and Pr requirements on the cluster energy and track transverse
momentum applied online.

Offline we apply a more rigorous set of cuts to the electron object. We require
the minimum FE7 of the calorimeter deposit to be at least 20 GeV. The shapes of the
electron Ep and muon Pr from W decays in tf events are similar. (See Figure 3.3)
The COT track Pr must be greater than 10 GeV. The requirement on HAD/EM is
tightened to be less than ~0.055. Additional cuts are placed on the ratio of total
energy to total momentum, and the “fiduciality” of the electron. Fiduciality of an

electron implies that the cluster centroid falls within the bounds of good coverage
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by the CES, and in a region where the energy response from the CEM phototubes is
well understood. In the central calorimeter the determination of fiduciality is made

in the local wedge coordinate system. The cuts are :
e | Local x | < 21.0 cm
e 9.0 cm < Local z < 230.0 cm

The track matched to the calorimeter cluster is also re-examined. A cut on the
absolute value of z0 of the track (< 60 cm) guarantees that we use a COT track
that has its origins within the most optimal portion of the tracking chambers. The
track has a set of minimum requirements for the number of good segments in both
the axial and stereo dimensions of the COT, and on the number of hits per segment.
When matching the track to the electron cluster we extrapolate the COT track into
the CES portion of the calorimeter and see if there are any hits in the CES that fall
within this extrapolation window. A cut of Az < 3 cm ensures that we are using
a CES track that falls within the extrapolation window in z. A cut on the charge
times the Ax of the track confirms that we are using a CES track that falls within
the extrapolation window in x. The strip chi squared (x?) is a cut on the quality of
the shape of the cluster in the CES, when comparing to that coming from an ideal
electron.

In addition we require that the electron calorimeter cluster is isolated. An elec-
tron is a point-like particle, and its passage through the calorimeter should leave a
collimated energy deposit. In the decay W — ev, there should be little hadronic
energy surrounding the electron. Jets, on the other hand, tend to spread out, leav-
ing a large calorimeter deposit. We can reject jets that fake electrons by looking at
electron “isolation”. The isolation is calculated by measuring all Er, both electro-

magnetic and hadronic, in a cone of AR <0.4 around the electron. See Equation 3.4
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Figure 3.2: Isolation of Tight Electrons in Lepton+Jets ¢ Monte Carlo Events
for the definition of AR. We subtract from this total E7 the Er of the electron. This

quantity is then divided by the Er of the electron to give the isolation :

Er in AR <0.4 — Ep electron
Er electron

(3.2) isolation =

Figure 3.2 shows the isolation of electrons in candidate events which have passed
all selection cuts, before applying the isolation requirement of < 0.1.

The final cut applied to electron-like objects is a conversion removal. The con-
version finder looks for electrons that may have come from photon conversions in
the material of the detector prior to the calorimeter. An electron coming from con-
versions would have separation in parallel tracks between itself and its conversion
partner in the x-y plane of less than 0.2, and separation in the z direction of less than
0.004. Any electron falling within these bounds is labeled a conversion and rejected

from consideration as our tight lepton in the event.
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Figure 3.3: Pr of Tight Muons in Lepton+Jets ¢t Monte Carlo Events

It should be noted that while this analysis currently only considers tight electrons
found in the central region of the calorimeter as one of the choices for the lepton
requirement, plans are underway to include those found in the plug calorimeter. To
that end we have already begun removing tight jets that can be matched to plug
electrons in the event (Section 3.5.2), and are including plug electrons in our dilepton

veto (Section 3.8).

3.4.2 Muon Selection

In the muon selection we start with a strict condition on the Pr of the track
matched to the muon. Figure 3.3 shows muon Pr in candidate events after all other
selection cuts have been applied. A natural division occurs around 20 to 25 GeV.

A muon is identified when a stub found in the muon detectors is matched to a
track. There are several quality requirements placed on the track matched to the
muon stub. There are a minimum number of good segments required in both the

stereo and axial layers of the COT, as well as a minimum number of hits per segment.
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A cut on the absolute value of z0 of the track guarantees that we use a COT track that
has its origins within the most optimal portion of the tracking chambers. In addition,
to help reject cosmic rays, we examine the impact parameter, dy, of the track matched
to the muon object. The precision of the impact parameter measurement depends
on whether the tracks contains hits in the silicon detectors. We have two sets of cuts
on the dgy, one cut for tracks which do have silicon hits, and one for tracks which do
not. Tracks not having silicon hits must have a dy cut of < 0.2 cm, while those with
silicon hits must have dy < 0.02 cm.

We also place quality cuts on the match between the muon stub and the track.
There is a maximum distance allowed in r — ¢ space (Az) between the muon stub
and the track extrapolation to the stub. For CMU muons this is < 3.0 cm, for the
CMP stubs it is < 5.0 ¢m, and for the CMX detector we place a limit of < 6.0 cm.
Figure 3.4 shows the | Az | of muons in candidate events which have passed all cuts,
before applying the | Az | cut. The left hand side of this figure is for CMU muons,
the middle plots shows the | Az | value for CMP stubs, and the right hand plot is for
CMX muon stubs. It is quite clear from these plots that the natural point to place
the cut is at 3, 5, and 6 cm, respectively.

Muons are minimum ionizing particles. They deposit only a small amount of
energy in the calorimeter. Using position information from the tracking detector
and muon chambers we extrapolate the path of the muon through the calorimeter.
Offline we apply requirements on the upper limits of the amount of electromagnetic
and hadronic energy in the calorimeter towers associated with a given muon object.

As with electrons we apply an isolation cut to the muon objects. The isolation
is calculated in a slightly different fashion from the electron isolation variable. The

muon isolation is found by measuring all E7, both electromagnetic and hadronic, in
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Figure 3.4: Az between Muon Stubs and Tracks in Lepton+Jets t# Monte Carlo Events

a cone of AR <0.4 around the track matched to the muon. See Equation 3.4 for the
definition of AR. This total Er is then divided by the Pr of the muon track to give

the isolation :

Erin AR<04
Pr muon

(3.3) isolation =

Figure 3.5 shows the isolation of muons in candidate events which have passed all
other selection cuts, before applying the isolation cut.

Finally, all events containing a tight muon are checked for signatures matching
those coming from cosmic rays. [49] Cosmic ray muons ideally pass through the
detector leaving two signatures in the muon chambers, separated spatially (by 180
degrees), and separated in time as they pass from one end of the detector to the

other. Each of these signatures is referred to as a leg. The tracking systems record
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Figure 3.5: Isolation of Tight Muons in Lepton+Jets £ Monte Carlo Events

information on when tracks arrive in the detector. For particles coming from the
collision point we expect the leg(legs) to occur in the same window in time. For
particles which come from a cosmic ray event there will be a separation in time as
the cosmic ray travels from one side of the detector to the other. In addition, the
hadronic calorimeters are capable of recording when in time energy was deposited.
A separation in time will also be observed for cosmic rays in the calorimeter, but not
for particles coming from the proton anti-proton collisions.

There will be situations in which we are able to identify only one of the two legs
in a cosmic ray event. The cosmic veto looks at one and two leg cases. The one
leg check requires a cut on the A¢ between any reconstructed muon and any other
muon stub found in the detector, and on the timing information acquired from the
calorimeter and tracking systems. The two leg algorithm places a limit on the A¢g
between either any two reconstructed muons in the event, or any reconstructed muon
and muon stub matched to a track. The two leg algorithm also requires a cut on the
timing information from calorimeter and tracking detectors. [50] Events which fail

any of these scenarios are assumed to have come from cosmic rays and are rejected
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from our candidate event selection.

3.5 Jet Selection

Quarks and gluons hadronize into sprays of charged and neutral particles which
leave several neighboring energy deposits in the calorimeter. These showers of energy
are called jets. Jets are identified by combining energy deposits in the individual
calorimeter towers into a larger grouping known as a cluster. The jets used in this
analysis are reconstructed offline using the JetClu clustering algorithm.

Energies recorded in the calorimeter towers are organized from largest to smallest.
Seed towers are all towers which have an energy greater than 3 GeV. JetClu begins
clustering around the highest E; seed in an event. The seed is assumed to be the
geometric center of the jet. Towers that lie within a cone of AR < 0.4 from this

center are included into the cluster. AR is defined as :

(34) AR = \/(¢tower - ¢centroz’d)2 + (ntower - "7centroid)2

Once all deposits have been included an energy-weighted centroid is calculated.
This new centroid is then used as the geometric center of the cone and the clustering
begins again. This process continues until the energy weighted centroid of the cluster
is aligned with the geometric axis of the previous cone. Once a tower has been used in
a cluster, or jet, it is disallowed from participating in any other jet in the event. [51]

In the lepton+jets analysis we apply cuts to the E7 and the 7 of the jet objects
in an event. We require that the jet be located in the central or plug portion of the
detector (| n | < 2). The Er requirement is not entirely straightforward. Various
processes can skew the energy reported by the calorimeter during data taking. Energy

measurements for the jets need to be corrected for these mismeasurements. (See
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Section 3.5.1) In this analysis we first correct the energy of the jets, and then apply

an Er cut of > 15 GeV to the corrected jet energy.

3.5.1 Jet Energy Corrections

Jet energies measured by the calorimeter must be corrected for various detector
effects before the jets may be used in analysis. [52] [53] These corrections are found via
a program of study which examines the transverse energy balance in di-jet and y+jet
events. The ~v+jet events are particularly useful because of the good calorimeter
resolution on the photon.

A description of the jet energy corrections is listed below :

e Relative Energy : makes the calorimeter response uniform in 7

e Time Dependence : corrects for the variation in phototube response due to

aging effects

e Multiple Interactions : the current running conditions of the Tevatron (luminos-
ity, 36x36 collisions) creates an environment in which we expect, on average, one
interaction per crossing, or collision. The number of interactions has a Poisson
distribution, and it is possible to have more than one interaction per collision.

This correction takes into account these multiple interactions

e Absolute Energy Scale : jet energy measured by the calorimeter must be cor-
rected for non-linearity and energy loss which occurs in areas of the calorimeter
which are not fully instrumented, or covered by the phototubes. This correction

converts the calorimeter cluster Py to the Y Pr of particles in the jet cone

e Underlying Event : hadron collisions actually occur on the parton level - one
parton from a proton interacts with a parton from the anti-proton. The ad-

ditional partons in the event interact peripherally and project a low energy
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Figure 3.6: Jet corrections applied using level 4 corrections, as a function of uncorrected jet Er.

background onto the event. Energy from these interactions may be included in
the cone of our jets. We subtract this underlying event energy to obtain the

particle level jet Pr

e Out-of-Cone : jet clustering may not include energy from the initial parton.
This correction allows one to correct the particle level jet energy to the parton

level

The lepton+jets cross section analysis currently applies corrections to the jet en-
ergy for relative energy, time dependence, and multiple interactions. This set of
corrections is known internally as “level 4” corrections. Corrected jet Ep is found
by multiplying the uncorrected Er by a single multiplicative correction. The maxi-
mum correction applied at level 4 is ~20%. The correction applied as a function of

uncorrected jet Er is shown in Figure 3.6.
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Figure 3.7: AR between Plug Electrons and Tight Jets in Lepton+Jets t¢ Monte Carlo Events

3.5.2 Plug Electron Removal

After finding our collection of good corrected jets offline for each event we then
look for any plug electrons that may have been misidentified as jets. We match plug

electrons to our collection of good jets in a cone of AR < 0.4 :

(35) AR = \/(¢ele - ¢jet)2 + (nele - njet)Q

Any jets matched to a plug electron are then no longer considered in the tight jet
collection for that event. Figure 3.7 shows the absolute value of AR between plug

electrons and tight jets in candidate ¢ Monte Carlo events.
3.6 K1 Measurement
In a proton anti-proton collision the total transverse momentum (energy) of the

event should sum to zero. For each of our candidate events we create a vector sum

of the transverse energy of all objects (calorimeter and muon) in the event. Any
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Figure 3.8: K in Lepton+Jets t¢ Monte Carlo Events

additional amount left over is the “missing transverse energy”, or the transverse
energy imbalance in an event. Fp can come from many sources such as neutrinos,
loss of particles to cracks, and energy mismeasurement in an event. As part of the
selection criterion for the lepton+jets channel we must identify a lepton and neutrino
which came from a W boson decay. The identification of the neutrino occurs through
the measurement of missing transverse energy in the event. Figure 3.8 shows the
event K for tt lepton+jets events.

K is calculated by creating a vector sum of all calorimeter deposits and muon
objects in the event. The K, calculation sums transverse energies, i.e. B = E - sin
f. If the primary point of interaction is not located in the center of the detector then
the 6 angle will be distorted, causing an incorrect Er to be found. We assume the
highest E; tight lepton came from the true point of primary interaction. The Fy is
recalculated using the event z vertex, as determined by the z0 of the maximum Er

tight lepton. The Fr is then corrected for any tight muons in the event; the muon p,
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and p, components are subtracted and, to avoid double counting, the energy deposits
left by the muon in calorimeter towers are added on a tower by tower basis.

In the final analysis, the data is processed more carefully. (Section 2.2.7) In
addition to using more detailed algorithms to perform tracking and clustering, we
also allow for a more thorough calculation of the primary vertex, The £ calculation
must account for these corrections. For each event we first calculate the x and y

components of the Fr vector which was found during production :

ET.CE :ETonline : cos(%online)
Fry =Froniine - Sin(%onzme)

Reprocessing of tracks offline results in a curvature correction to the Pr of the

(3.6)

muons. The x and y components of the £ are corrected for this effect :

(3 7) ET'T :ETI + (PTuncor'rected - PTcor'rected) : Cos(d)uncor"'eCtEd)

ET?/ :ET?/ + (PTuncorrected - PTcor'rected) ) Sin(d)uncorrected)

The Fr is calculated using raw jet energies. As mentioned in Section 3.5.1 we
need to correct the jet energy before applying the Er cut to jets used in our analysis.
The x and y components of the K7 are corrected for the difference between the raw
and corrected jet energies. This is done for all jets with a corrected EFr > 8.0 GeV,

which fall within an | n | range of < 2.5.

ETJJ :ETZ' + (ETraw - ETcorrected) : COS(¢""“U)
(3.8)

Bry =Bry + (Bt = Erpprecied) * 57U Praw)

The final magnitude of the corrected I vector is found by taking the square root

of the sum of squares of the x and y components :
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(3.9) Br = \/(Bre- Brs) + Ery Ery)

A plot of the reconstructed transverse mass of the W boson, found using the
corrected K and electron Er, is shown in Figure 3.9. Here the W M7 is reconstructed

in candidate electron #f events, using the electron Ep, electron ¢, the Fr, and the

Vr ¢:

A¢:| gbele_% |

(3.10)
WMy = /2 Er,, B (1 - cos(A))

The peak of this plot occurs at 77.87 GeV. The world average mass of the W
boson is 80.42 GeV. [64] The peak shown here is smeared due to the degradation of
the K7 resolution in ¢¢ events due to the presence of jets. However, in Figure 3.9 you

can clearly see the edge of the Jacobian peak at 80 GeV.

3.7 Z Removal

The Z veto helps to reduce backgrounds coming from Z events. Z events can
mimic W events when one of the legs, or leptons from the Z decay, are in some way
misidentified. For example, in a Z—ee event one of the electrons could fall into a
calorimeter crack, or be included in the jet collection. The Z veto removes events in
which the tight lepton and any second object form an invariant mass between 76 and
106 GeV, a window of + 15 GeV around the Z mass. The second object must be
electron-like for events having an electron as the tight lepton; it must be muon-like
for events having a muon as a tight lepton. For electrons this second object can be

either an opposite sign electron, a reclustered jet with a small number of tracks, or
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Figure 3.9: Transverse mass of W boson in candidate electron tt events, found using information
from the electron and the Zr. The world average mass of the W boson is 80.42 GeV. [64]

an opposite signed track. For muons the second object can be an oppositely signed

muon, an opposite signed stubless muon, or an opposite signed track.

3.8 Dilepton Veto

In order to avoid overlap between events used in the dilepton and lepton-jets
analyses we apply a dilepton veto to our events. This veto requires that the sum of
good tight leptons and plug electrons not matched to jets in each candidate event be
equal to 1. Unfortunately, this veto is not entirely foolproof. The results presented
in this document were found by using an event sample which has a one event overlap

with events used in the dilepton cross section analysis.
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Variable Value
Global event quantities
Z and cosmic veto applied
Missing Er > 20 GeV
# tight leptons 1
Jets
Er > 15 GeV
|| <2
Tight electrons
Fiducial and CEM =1
ET 2 20 GeV
Pr > 10 GeV/c
E/P (if Pr <50 GeV/c) <20
Ehad/EEM < 0.055 + 0.00045*E
Lspy <0.2
|Az| <3cm
Q x Ax >-1.5and < 3.0 cm
XQStrz'p S 10
| Az < 60 cm
# axial segments >3
# stereo segments >3
Isolation <0.1
Not a conversion AA > 0.03 and Ar > 0.3
Tight muons
Region CMUP or CMX
Pr > 20 GeV/c
Egym < max(2, 2 + 0.0115*%(p-100))
Egap < max(6, 6 + 0.0280*(p-100))
|Az|opmu <3.0cm
|Az|cpmp < 5.0 cm
|Az|cmx < 6.0 cm
|Az| < 60 cm
|do| if no Si hits < 0.2 cm
|do| if Si hits < 0.02 cm
# axial segments >3
# stereo segments >3
Isolation <0.1

Table 3.1: I.D and kinematic cuts for “tight” electrons, muons, and jets in the tf cross section
analysis



CHAPTER IV

B-Tagging

4.1 Introduction

In the lepton+jets channel we have a final state signature of a lepton, a neutrino,
two jets from a W decay, and two additional jets from the bottom quarks. There are
many processes which mimic this lepton-neutrino-multijet signature. We can reduce
these backgrounds by identifying the bottom jets in our candidate events using a
technique called “B-tagging”.

Bottom quarks hadronize, and then travel an observable distance before decaying.
The average track multiplicity of a B hadron decay is approximately 5. Due to the
long B hadron lifetime, these tracks will have a measurable impact parameter. The
process of finding jets which have tracks displaced from the primary interaction point,

which can be traced back to a secondary vertex, is called B-tagging.

4.2 The B-Tagging Algorithm

The distance a particle travels in the detector frame before decaying is the velocity

of the particle (3 - ¢), multiplied by the time dilated lifetime of the particle, 7 -~ :

(4.1) distance =y -17-8-c

59
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where, for b-jets coming from top decay at the Tevatron, the average Pr of the
jets is around 65 GeV, [ is ~1, and v is ~ 15. The lifetime of a B hadron is,
on average, 1.5 picoseconds, or 1.5 - 10712 seconds. Therefore, the average distance
traveled before decaying is approximately 7.5 millimeters.

As seen in Figure 4.1, tracks in a secondary vertex will have a large impact pa-
rameter (d0), or perpendicular point of closest approach, with respect to the primary

vertex. The average value of d0 is approximately c- 7, or the speed of light times the

08 meters
seconds

lifetime of the particle which has decayed. For B hadrons this value is 3 - 1
times 1.5 - 1072 seconds, or 450 pum. The B-tagging algorithm, SECVTX, looks for
tracks in the cone of each jet that have been so displaced from the primary vertex.
Tracks must have a minimum number of silicon hits, and | do |< 0.3 to be consid-
ered “good”. If there are at least two good tracks in the jet the jet is then labeled
“taggable”, because a minimum of two tracks are required to form an intersection, or
displaced vertex. A displaced vertex is required for a jet to potentially be tagged. A
cut is then placed on the significance (> 2) of the d0 of each track. The significance
(sao = d0/og0) is the ratio of the value of d0 and the error in its measurement. A ver-
tex is then attempted to be reconstructed, using all of the “good” displaced tracks in
the jet. Secondary vertices may be found using tracking information from the silicon
detector. The impact parameter resolution achieved with the SVX detector is ~28
pm. [10]

If there are at least two of these displaced tracks in the jet the tagging algorithm
attempts to fit these tracks to a common vertex. The algorithm calculates the x?
value each track contributes to the fit. If the value is greater than 50 the track is no
longer considered in the fit.

As a final step the tagging algorithm examines the distance between the primary
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Figure 4.1: Illustration of displaced vertex

and secondary vertex in r-¢ space, Ly,. [55] Figure 4.1 illustrates the concept of d0
and Lg,.

The L,, cut requires the significance of the displacement be >3. Figure 4.2 shows
typical Ly, and oy, for taggable B-jets found in £ events. In these plots a B-jet is
any tight jet which has been matched to a B hadron. The B hadron is found in the
truth information retained in each Monte Carlo event.

Jets having vertices which pass this final L,, requirement are B-tagged. The tags
are classified depending on where the secondary vertex is located with relation to the
jet cone axis. Secondary vertices found to be on the opposite side of the interaction
point with respect to the jet cone axis are called “negative” tags. This situation
can arise due to track mismeasurements in the detector. Secondary vertices on the
same side of the interaction point as the jet cone axis are “positive” tags. Figure 4.3
illustrates the concept of positively and negatively tagged jets. The important thing
to remember is that the positive or negative status of the tag does not depend on
the direction of the jet itself, but where the secondary vertex is in relation to the jet

direction. This analysis only considers positively tagged jets.
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A plot of the L,, for all taggable and positively tagged B-jets in ¢t Monte Carlo

events is shown in Figure 4.4. The L, of positively tagged jets in all candidate data

events is shown in Figure 8.4, overlayed with the shape expected from each of the

background sources and the expected tf shape.

4.3 The B-Tagging Efficiency

The cross section measurement depends on the efficiencies of all of our event
selection cuts on tf events. We measure the per-event efficiency to tag jets in ¢t
events using a Monte Carlo sample. (See Section 6.6) However, what we really need
to know is the per-event efficiency to tag a jet in ¢t data events.

We can measure the B-tag efficiency in a b-enriched data sample. Unfortunately,
we have no data sample which we can use to model the B-tagging efficiency in top
quark events, where the Pr of the b-jets is very high. To determine the per-event

tagging efficiency in top data events we measure the tagging efficiency in a Monte
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Carlo and calibrate this using the b-enriched data sample. We assume the efficiency
in the Monte Carlo is linearly related to the efficiency in the data events by a single

multiplicative constant, the scale factor :

(42) €data = €Monte Carlo * SF

The scale factor is measured using data and Monte Carlo samples which are
enriched in heavy flavor. The Monte Carlo is a generic pp — bb. The data sample
is an inclusive electron sample, which means all events in this sample passed the
ELECTRON_CENTRAL_8 trigger path. These events have at least one electron
with B+ > 8 GeV and Pr > 8 GeV.

The bottom quarks in bb pairs produced in pp events travel in opposite directions.
These bottom quarks then hadronize. We improve the purity of heavy flavor content
in our event samples (both data and Monte Carlo) by choosing events which have
back to back jets and evidence of a semi-leptonic decay of a B hadron. Events for
both the inclusive electron data and Monte Carlo samples are chosen by requiring
there be an electron, a jet associated with the electron (the “electron-jet”), and a jet
on the opposite side of the detector from the electron jet, the “away-jet”. Table 4.1
lists all of the cuts placed on the electron, electron-jet, and away-jet, along with the
value of the cut. Figure 4.5 illustrates the concept of an electron-jet and away-jet.

We select electrons by applying cuts which are similar to some of those used in
the tight electron selection : Ep, Pr, E/P ratio, HAD/EM ratio, Lgp, profile, and a
quality cut applied to the track matched to the electron. We include an additional
selection cut on the difference between the z position of the electron track and the z
position of the primary vertex. This ensures that we are finding an electron which

came from the primary vertex. In this study we are looking for semi-leptonic decays
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of B hadrons. We require that an electron be found within the cone of a jet. For
this reason we place no requirement on the isolation of the electron.

The jet associated with the electron has a minimum E7r requirement. The electron
must fall within a cone of AR < 0.4 of the centroid of the jet. The away-jet also has
a minimum FE7 requirement. To ensure optimal tracking and calorimetry we apply a
maximum | 7) | cut on the jet. Finally, to verify that the away-jet is located opposite
the electron-jet, we apply a cut on the difference in phi between the two jets. See

Table 4.1 for the cut values.

Variable Value
Good Electron
Er > 9.0 GeV
Pr > 4.5 GeV/c
E/P 0.5>E/P <20
Ehaa/Epm < 0.05
Lshr <0.2
|Az| < 5.0 cm
|Az] <3.0cm
|Zele — zpvtz-| < 5.0 cm
Electron-Jets
Er > 10.0 GeV
ARelectron—jet < 0.4
Away-Jets
Er > 12.0 GeV
] <15

AQi)elecz‘mon jet—away jet S 2.0 radians

Table 4.1: Selection cuts for electrons, electron-jets, and away-jets in the B-tagging scale factor
measurement

Once we have our B-enriched event samples in both data and Monte Carlo we
need to measure the B-tag efficiencies for use in the scale factor. This measurement
was carried out by a dedicated team at CDF, and their result is used by all B-tagging
analyses, including the one presented in this thesis. We briefly summarize the details
here for completeness, and refer the interested reader to References [57] and [56].

One way to measure the B-tagging efficiency is by using a double-tag technique
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away jet

Figure 4.5: Illustration of b-enriched sample : electron, electron-jet, away-jet

that requires all starting events have a tag in the away-jet. We divide the number
of events which also have an electron-jet tag by the total number of starting events
with an away-jet tag. [57] If all of the events were from direct production of bb,
a tag in the away jet would mean that the electron jet was a b, and this fraction
would be our final B-tagging efficiency. In practice, our samples also contains events
where the away jet contains b and b from gluon splitting and the electron jet is not
caused by a semileptonic decay of a B hadron, but is a fake electron from photon
conversion. This effect is corrected for by measuring the actual b fraction (Fp) in the
electron jets through the procedure of reconstructing D® — 7 K in the cone around
the electron. [56] The above fraction is then multiplied by the b fraction for the final

B-tagging efficiency :

Ne—jet tag + a—jet tag 1
(43) CBftag = N - _F
a—jet tag B

A check on this method is done using a single-tag technique. The single tag
efficiency is the number of electron-jets which are tagged, divided by the total number

of electron jets in the events.
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Figure 4.6: B-tagging Scale Factor as a function of jet Er (GeV). Shown are the calculated scale
factors for both the double tag method and the single tag method which is used as a
check on the double tag. The scale factor is found to be flat across jet Er. [7]

The final result of the B-tagging efficiency for the heavy-flavor enhanced data
sample is 24.0+1.7%. The efficiency as measured in the Monte Carlo is 28.0+1.0%.
The errors on these efficiencies are strictly statistical. The data to Monte Carlo scale
factor for the SECVTX tagging algorithm is calculated to be 0.86+0.07. Figure 4.6
shows the scale factor as a function of jet Er for both the single and double tag
methods. The scale factor is considered to be flat across jet Ep. Limited statistics

prevent a measurement of the scale factor at larger Er values.



CHAPTER V

The Cross Section Measurement

5.1 Introduction

The top cross section is measured using :

Nobs - Nbgd

5.1 _
(5:1) o= e [ Lt

(See Section 1.3.1)

5.2 Candidate Data Events

We use 107.9 pb ! of data for the CEM electrons and CMUP muons and 98.0
pb~! of data for the CMX muons. The number of starting candidate events which
passed our trigger bit requirement and good run check is 608917. This is before
any additional cuts have been applied to the event. When we require all event
selection cuts, with the exception of B-tagging, we find there are only 326 total pre-
tag candidate events in this sample. Applying the B-tagging requirement reduces
our candidate events by a factor of 10; we are left with 35 total B-tagged candidate
events in the > 3 jet bin. These results are broken down into event count for electron
and muon events in Table 5.1.

An example of a candidate electron event which has three tight jets, of which two

are B-tagged, is shown in Figure 5.1. Starting at ¢ = 0 and moving counter-clockwise

68
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Electrons Muons

Pre-Tag Events 208 118
Single B-Tag Events 17 14
Double B-Tag Events 4 0

| Total B-Tag Events | 21 | 14 |

Table 5.1: Candidate Events

around the display we find a B-tagged jet, a tight jet, the tight electron, the second
B-tagged jet, and finally the £ vector. The values of some kinematic variables for
the tight electron and three jets are displayed in Table 5.2. The energy reported for
these jets is the raw energy, before corrections. This event has a Fr value of 41.43

GeV, pointing toward ¢ = 6.03.

Er Pr |7 | ¢
| Electron [ 52.70 GeV | 34.97 GeV | 0.128 | 4.41 |

Tight Jet | 65.21 GeV | 64.77 GeV | 0.010 | 2.45
Tagged Jet | 60.81 GeV | 59.88 GeV | 0.808 | 0.52
Tagged Jet | 27.37 GeV | 27.24 GeV | 1.244 | 4.53

Table 5.2: Kinematic quantities for the three tight jets and tight electron in the candidate event
shown in Figure 5.1.

Table 5.1 values are the N, needed in Equation 5.1 to calculate the ¢¢ produc-
tion cross section. In addition we also need to know Nyg4, the number of expected
background events, and €, the total event detection efficiency. A discussion of these

two quantities is presented in the following chapters.
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Figure 5.1: Candidate electron event with three tight jets. Two of the three tight jets are B-tagged



CHAPTER VI

Event Detection Efficiency

6.1 Introduction

The cross section is measured using the following equation :

(61) P Nobs - Nbgd
" ez [ Ldt
€7 is the total event detection efficiency for ¢¢ events. This is the product of

efficiencies for each of the quality cuts made on our events.

(62) €7 — Atf * Gyt €20 ° €leptonID " €iso " €veto * €Etrig * €taggable ° €tag

Here Az is the geometric and kinematic acceptance, or fraction of ¢f events passing
kinematic cuts and falling within the proper geometry of the detector. The € are
efficiencies of the missing Er cut, z0 cut (applied to the tracks in the leptons, see
Section 3.4.1 for details), lepton id cuts, isolation cuts in ¢t events, dilepton veto,
Z-boson veto, conversion removal, cosmic veto, trigger efficiency for identifying high
Er/Pr leptons, to tag at least one taggable jet in the event, and to have at least one
positive tag in the event.

These efficiencies are measured in Monte Carlo ¢ events which have been run
through a detector simulation. They are then multiplied by scale factors to account

for differences between the detector and Monte Carlo simulation :
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6dam edata 6data.
(6 3) € = ¢MC | (data  data leptonID  “taggable “tag
- tt — St 20 trig MC

leptonI D eggfqable etagc
where €/¢ is the product of efficiencies from Equation 6.2, as measured in the #¢
Monte Carlo sample only.
The denominator of the cross section measurement, ez - [ Ldt, is evaluated sepa-

rately for each lepton type (CEM electrons, CMUP muons, and CMX muons) :

(6.4) ett'/L:€gEM'/LCEM + €gMUP'/LCMUP + egMX'/LCMX

where the €2FF are each the ez represented by Equation 6.3.
The € terms contain several components which are common across all lepton
types. These terms are factorized out in order to separate the scale factors and

systematic errors which are correlated and uncorrelated :

(6.5)

___common CEM—only CMUP—only CMX—only
€tt'/ L=e '(Gtg / Lepm + € [ Lomup + €5 [ Lemx)

In the following sections we will separately examine effc for each of the lepton

LEP—onl
types, as well as €“’™™" and the ¢, " factors.

MC
6.2 €4

We measure ¢; (See Equation 6.2) in a Monte Carlo sample and then apply scale
factors for data to Monte Carlo differences. [65] [66] We lump all terms ezcept for €4
together into one product we colloquially call the acceptance. The efficiencies are
measured by applying cuts in sequence to events in a ¢ Monte Carlo sample. The

order of cuts is listed in Table 6.1, and a description of these cuts is shown below.
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Cut CEM CMUP CMX
Nopso 384875 384875 384875
Nyeom 169223 31688 13890
Niepid 36048 22129 8154
Niso 31685 19281 7183
N 28505 17290 6439
Njet 20074 12136 4509
Nyiveto 19578 11810 4372
Nveto 18835 11538 4274
Nconv veto 18746 — —

[ eM°  ]0.0487£0.004 | 0.0300+0.003 [ 0.0111+0.0002 |

Table 6.1: Acceptance efficiency cuts for each type of lepton. Quantities are measured in a ¢t Monte
Carlo sample. Values shown are events left after applying each cut in sequence.

The Monte Carlo, being a simulation of real life, allows for the primary vertex to
be formed along a wide range of z values. To mimic the z0 cut we apply to the data
we start with a requirement that the observed particles in the Monte Carlo originate
near the primary vertex. This cut is applied to the Monte Carlo truth information
(OBSV). We require that the vertex fall within 60 centimeters of the origin of the
detector. The number of events passing this veto forms the denominator for all
efficiencies. Nyeom is the number of events within the detector geometry and passing
a few most basic cuts. For electrons this means that they are in the fiducial region
of the CEM and have E;r > 20 GeV. Muons must have either a CMUP or CMX
stub and track Pr > 20 GeV. Next we apply the remainder of the good lepton 1D
cuts (See Table 3.1), with the exception of isolation. The isolation cut is applied
separately after all other lepton ID cuts. We then move on to event selection cuts :
K7, number of tight jets in the event, dilepton veto, z veto, and conversion removal

for electrons. Muons have the cosmic ray veto applied as part of the lepton ID cuts.
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LEP fonly)
tt

6.3 Individual Lepton Scale Factors and Uncertainties (e

We measure the trigger efficiency and ID efficiency for each of our lepton types.
The high P; central electron ID efficiencies are measured in Z—ee events. The event
sample must be selected in such a way as to ensure that each event came from a real Z
decay. Z events are selected by choosing events in which an electron and any second
object in the event (opposite sign electron, reclustered jet with small number of
tracks, opposite signed track) form an invariant mass in a window around the Z mass
peak. In these events the first leg of the Z must be a tight electron and the second
leg is used to measure the efficiency of tight and loose electron cuts. [67] The high Er
central electron trigger efficiency uses both the ELECTRON_CENTRAL_18 trigger
path that is used in this analysis, and the “W-No Track” trigger. The W-No Track
trigger has the same calorimeter requirements as the ELECTRON_CENTRAL_18
trigger path, but does not require a track be associated with the calorimeter cluster.
This allows one to measure the trigger efficiency including tracking. [68]

The muon trigger efficiencies are measured in Z — up events, where both muons
pass the tight lepton cuts. Muon ID efficiencies are also measured in Z — pu events,
where the first leg of the Z can be either a loose CMUP or CMX muon and the only
requirement on the second leg is that it is of opposite sign and that the reconstructed
Z mass of the pair fall within the Z mass window cut. The second leg of the Z is
used to measure the efficiency. Muon reconstruction efficiencies are measured using
J /1 events which have been collected with a muon+silicon track trigger. These are
cross-checked using Z — pu events. [69] [70]

We multiply these efficiencies by the eff ¢ value shown in the last line of Table 6.1

to get our final result for each lepton type, etLEE P-only (See Equation 6.5). Values for
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the individual leptons are shown in Table 6.2.

CEM CMUP CMX
Mo 0.0487+£0.004 | 0.0300£0.003 | 0.0111%0.0002
Etrigger 0.96840.001 | 0.90440.012 | 0.901£0.016
€leptonI D 0.990+0.008 | 0.937+0.011 1.005+0.013
Muon Reconstruction — 0.9624+0.022 0.9784+0.025
eLEP—only 0.0466+0.0009 | 0.0244-+0.0008 | 0.0091+0.033

it

Table 6.2: Individual lepton efficiencies, including systematic errors

Sources of systematic uncertainties for the CEM electrons come from the conver-
sion veto (1.5%), the Er scale and resolution of the calorimeter, and the amount of
material in the calorimeter (total 0.3%). These systematic uncertainties are stud-
ied in the Wev cross section analysis. [71] Systematic uncertainties on the muons
come from uncertainties in the Pr scale and resolution, and from understanding the
complicated muon geometry of our detector (1.2% for CMUP and CMX each). The
systematic uncertainties from muon events is measured in the Wpuv cross section

analysis. [72]

6.4 Common Scale Factors and Systematic Uncertainties

The scale factors for the Z vertex cut and the track finding efficiency are common
to electrons and muons. These scale factors are taken from W cross section analy-
ses. [71] [73] The z0 efficiency is 0.9514+0.001 (stat) £0.005 (sys). The track finding
efficiency is 1£0.004 for both electrons and muons. Systematic errors common to
all leptons come from many sources : Monte Carlo generator differences, initial and
final state radiation in our generators, particle distribution functions (PDF’s), and
from the jet energy scale.

A common source of systematic error is the Monte Carlo generator used to create

our tt samples. Samples created with HERWIG and PYTHIA were compared for
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this analysis. There are two main differences between these generators. HERWIG
uses a theory value for the branching ratio of W — v while PYTHIA uses a mea-
sured value from LEP. Electrons resulting from hadronic interactions are capable of
radiating photons through the process of QED final-state radiation. PYTHIA al-
lows electrons to radiate photons, while HERWIG does not. PYTHIA was used for
our central values of the efficiency measurements and we assigned a 1.4% systematic
error due to differences in these two generators. This error is found by weighting
the individual uncertainties on PYTHIA and HERWIG by their contribution to the
acceptance. Internal to PYTHIA we examined systematic errors due to initial and
final state radiation. The amount of initial and final state radiation permitted is
varied. The effect on the efficiency is found using a PYTHIA Monte Carlo which
has no initial or final state radiation, and a sample which has both turned on. The
systematic error is found by taking the difference of the efficiency found using these
two samples and dividing by two. This systematic error is on the order of 2.6%.
PDF’s also contribute an additional 5.6% to our systematic error. These systemat-
ics were studied extensively by University of Michigan postdoctoral researcher, Dr.
Ken Bloom. [48] The jet-energy scale contributes 2.5% uncertainty to the systematic
error.

The final €“°™™°" ig calculated to be 0.95140.062.

6.5 Final Acceptance and Luminosity Results

The luminosity for our data samples is calculated using information obtained
from the CLC detector, and Equation 2.3. (See Section 2.2.1) The total error on the
luminosity comes from a variety of sources. There is a 4.4% error associated with

the uncertainty on the proton anti-proton inelastic cross section used to measure the
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luminosity (o,5). There are several other sources of error, each contributing less than

1% :
e Errors associated with the CLC acceptance measurement (ecrc)

— due to the Monte Carlo generator used to create the event sample which

was used to measure the acceptance

— due to parameters used for the CLC during generation time of the event

sample
e The choice of the method used to calculate the luminosity
e Errors due to differences in beam conditions over time
e Errors due to gain changes in the PMTs over time

e Errors due to beam losses

The total contribution from these errors is 4%. Adding all errors in quadrature
results in a total error on the luminosity measurement of 6%. The final results for
each lepton type and the luminosity of the corresponding data sample are shown in

Table 6.3. €; does not yet include the tagging efficiency.

Cut CEM CMUP CMX
e,77 =™ | 0.0466:0.0009 | 0.0244::0.0008 | 0.0091+0.033
ecommon 0.951+0.062

€ 0.044£0.003 | 0.023£0.002 | 0.009%0.0001
JL(pp™) | 107.9+6.4 107.946.4 98.0+5.8

Table 6.3: Final acceptance and luminosity for each lepton type. Results do not include the tagging
efficiency

6.6 Tagging Efficiency

€tag 1S the probability to tag at least one jet in a top event. Top events contain

both jets coming from b decays and those coming from the W, which can have charm



78

or non-heavy flavor (up, down quarks). Because charm hadrons have a measurable
lifetime, and because tagging mistakes can create false vertices, the SECVTX tagging
algorithm will tag jets which did not come from B decays. The total event tagging
efficiency, then, is the sum of the efficiency to tag a B-jet and the efficiency to tag a
non-B jet. From this must be subtracted a correction factor to account for overlap

between events which contain both b and non-B jets :

(66) €tag = €B—tag + €pon—B — (GB—tag : 6non—B)

where the non-B efficiency is the probability to tag a charm jet plus the probability

to tag a non-heavy flavor jet :

(67) €non—B = €ctag T Enhf

6.6.1 Measurement of €,

For the B-jets, c-jets, and non-heavy flavor jets we measure the efficiency to
identify these jets, find taggable jets, and find tagged jets, on a per-jet and per-event
basis. The values reported are for events passing all of our selection criterion, with

> 3 tight jets, where tagged refers only to positive tags.

Event B-Tagging Efficiency

The B-tagging efficiency may be further factorized. [74] [77] Top events should
produce two b quarks, which should show up in our detector as two B-jets. Some-
times, however, only one B-jet will be contained in the central portion of our detector.
The B-tagging efficiency needs to take into account situations where we find either

one or both of the B-jets in a top event. The B-tagging efficiency is the sum of the
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following probabilities : the probability to tag only one B-jet in the event when only
one B-jet is found in the central portion of the detector, the probability to tag only
one B-jet when two B-jets are found in the detector, and the probability to tag two
B-jets when both are found.

The tagging efficiencies are measured in a ¢t Monte Carlo, where we know the
flavor content of jets in top events. As discussed in Section 4.3, the SECVTX tagging
algorithm will perform differently in data and Monte Carlo. We account for this
difference by introducing a scale factor, or ratio of SECVTX tagging efficiencies
between data and Monte Carlo. [57] The formula for the total B-tagging efficiency

per event is then :

(6.8) €5y = Fip-€Btag- SF + Fay- €5 14y SF>+2- Fpp-€p_tag - SF - (1 — €p_1ag)

Fyy is the fraction of top events with 1 taggable B-jet, Fy, is the fraction of top
events with 2 taggable B-jets, SF is the scale factor for the SECVTX tagging algo-
rithm between data and Monte Carlo, and eg_44 is the per jet B-tagging efficiency,

as measured in Monte Carlo.

® Fiy - €p_iqq - SF' is the probability to tag one B-jet when only one is found
o [y - €2B_mg - SF? is the probability to tag both B-jets when two are found

® Foy - €p_tag - SF - (1 — €p_1qg) is the probability to tag one B-jet when two are
found. This factor is multiplied by two, as there are two cases in which only

one of the two B-jets found can be tagged.

B-jets are found by matching a B meson to a tight jet. We identify B mesons in
the Monte Carlo by examining the truth (HEPG) information, where each particle

is assigned a number which is directly related to its identity. [76] The matching is
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done by requiring that the B meson fall within a cone of AR < 0.4 of the jet axis.

During the course of this analysis we measured the following efficiencies :
e Efficiency to find a B-jet

— per jet: number of B’s matched to jets / total number of B’s to start

— per event : number of events with > 1 B matched to a jet / total pre-tag

candidate events
e Efficiency to find a taggable B-jet

— per jet: number of taggable B-jets / number of B’s matched to jets

— per event : number of events with > 1 taggable B-jet / total pre-tag can-

didate events
e Efficiency to find a tagged B-jet

— per jet : number of tagged B-jets / number of taggable B-jets

— per event : number of events with > 1 tagged B-jet / total pre-tag candidate

events

The values for these efficiencies are displayed in Table 6.4, in percent. Errors
included are strictly statistical. We find that our matching scheme is 88% efficient
on a per-jet basis, and 99% efficient on a per-event basis. Our tagger is 50% efficient
per B-jet to find a tag in the jet.

Values for each of the components from equation 6.8 are shown in Table 6.5, along
with the final per-event B-tagging efficiency found using the factorization method.
A discussion of the calculation of systematic errors may be found in Section 6.6.2.
The final B-tagging efficiency is 53%. We applied a simple counting method as a

check of our calculation of the event B-tagging efficiency. For this check we simply
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B-jets
Efficiency to find jet (%)
per jet 87.61+0.48
per event 99.2+0.76
Efficiency to find a taggable jet (%)
per jet 78.1+0.48
per event 88.7£0.70
Efficiency to find a tagged jet (%)
per jet 53.9+0.42
per event 60.0+0.53

Table 6.4: Efficiencies measured during this analysis for B-jets. These efficiencies are shown on a
per jet and per event basis. Errors shown are strictly statistical.

counted the number of events with at least one positively tagged B-jet, and divided
by the number of pre-tag candidate events. Multiplying by the scale factor will, to
first order, give us a good approximation of the event B-tagging efficiency. For this
check we use the numbers quoted in table 6.4, “Efficiency to find a tagged jet : per
event ”. The only systematic uncertainty included on this number is that coming
from the scale factor. We find a final value of 51.6+0.53+7%, in good agreement

with 53.4+0.824+5.9% calculated using the factorization method.

Result
Fuy, (%) 39.3+0.40+0.95
Fyy (%) 49.440.46+1.65
SF 0.86 £ 0.07 (sys)
€B_tag (%) 53.94+0.42 (stat)

[ egerl | 53.440.82(stat)+5.9(sys) |

Table 6.5: Per-Event B-tagging Efficiency (e3°%: ).

Event Mistag Efficiency

For the charm-tagging efficiency and the non-heavy flavor efficiencies we perform
a simple counting experiment : we count the number of total events with c-jets (non-
hf jets) having positive tags, and divide by the number of pre-tag events with c-jets

(non-hf jets). This number is then multiplied by the scale factor. It is important to
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note that here we use the same scale factor as that for B-jets, 0.8640.07.

Once we have a starting set of pre-tag candidate events we examine the quark
content of the tight jets. We look at the Monte Carlo truth information and match
B mesons to the tight jets with a cone of AR < 0.4. (See equation 6.10) If we find a
match we call the jet a B-jet, and use this jet to measure eg’f’}ég. If there are no B’s
near the jet but we are instead able to match to a charm quark, we use this jet for
€ctag- 1f we cannot match a heavy flavor particle (B hadron or charm quark) to the
jet, then this jet is called a non-heavy flavor jet.

€ctag AN €ppf109 are measured in the following way :

_ Number events with P tagged jet SF

6.9
(6.9) Number pretag candidate events

Each of these efficiencies contains systematic errors from calorimeter jet energy
corrections and from matching the HEPG particle to jets. (See Section 6.6.2.)

Charm jets are identified by matching charm quarks in the HEPG bank to a tight,
corrected jet in a cone of AR < 0.4. During the course of this analysis we measured

the following efficiencies :
e Efficiency to find a charm jet

— per jet: number of charm quarks matched to jets / total number of charm
quarks to start

— per event : number of events with > 1 charm quark matched to a jet / total
pre-tag candidate events

e Efficiency to find a taggable charm jet

— per jet: number of taggable charm jets / number of charm quarks matched

to jets
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— per event : number of events with > 1 taggable charm jet / total pre-tag

candidate events
e Efficiency to find a tagged charm jet
— per jet : number of tagged charm jets / number of taggable charm jets
— per event : number of events with > 1 tagged charm jet / total pre-tag

candidate events

The values for these efficiencies are displayed in Table 6.6, in percent. Errors
included are strictly statistical. We find that our matching scheme is 82% efficient
on a per-jet basis, and 34% efficient on a per-event basis. Our tagger is 12% efficient
per charm jet to find a tag in the jet. The final per-event efficiency to tag a charm

jet, including the scale factor for tagging, is shown in the last row of Table 6.6.

C-jets
Efficiency to find jet (%)
per jet 82.24+1.00
per event 35.9 £0.38
Efficiency to find a taggable jet (%)
per jet 76.8+1.0
per event 27.6+0.32
Efficiency to find a tagged jet (%)
per jet 12.0+0.38
per event 3.31£0.10
Final Event Charm Jet Tagging Efficiency (%)
€jet- SF 2.84+0.10 (stat)£0.14 (sys)

Table 6.6: Efficiencies measured during this analysis for charm jets. These efficiencies are shown on
a per jet and per event basis. Errors shown are strictly statistical. The final per-event
charm jet tagging efficiency is shown in the last row, and includes both statistical and
systematic errors.

Non-heavy flavor jets are all jets not matched to a B meson or a charm quark.

During the course of this analysis we measured the following efficiencies :
e Efficiency to find a non-heavy flavor jet

— per jet : number of non-heavy flavor jets / total number of tight jets
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— per event : number of events with > 1 non-heavy flavor jet / total pre-tag

candidate events
e Efficiency to find a taggable non-heavy flavor jet

— per jet : number of taggable non-heavy flavor jets / number of non-heavy

flavor jets
e Efficiency to find a tagged non-heavy flavor jet

— per jet : number of tagged non-heavy flavor jets / number of taggable

non-heavy flavor jets

— per event : number of events with > 1 tagged non-heavy flavor jet / total

pre-tag candidate events

The values for these efficiencies are displayed in Table 6.7, in percent. Errors
included are strictly statistical. We find that 42% of the time we find a non-heavy
flavor jet - i.e. 58% of the time we are able to match either a B meson or a charm
quark to the tight, central jets in our ¢f events. Our tagger is less than 1% efficient
in finding a tag in non-heavy flavor jets. The final per-event efficiency to tag a non-
heavy flavor jet, including the scale factor for tagging, is shown in the last row of
Table 6.7. We find a much higher systematic error due to matching in the non-heavy

flavor jets. Please see Section 6.6.2 for a discussion of the systematic errors.

6.6.2 Systematic Uncertainties

This analysis relies on our ability to properly identify jets as coming from B’s.
One can imagine that tightening the cone around the jet when matching to a particle
would affect our counting and thus our final result. To account for this we examine
the AR used when matching a HEPG particle to jets as one source of systematic

error. AR is defined as :
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NHF-jets
Efficiency to find jet (%)
per jet 42.4+0.22
per event 93.7+0.72
Efficiency to find a taggable jet (%)
per jet 70.2+0.47
Efficiency to find a tagged jet (%)
per jet 0.9440.05
per event 1.03£0.055
Final Event NHF-jet Tagging Efficiency (%)
€jet- SF 0.89+0.055 (stat)=£0.7(sys)

Table 6.7: Efficiencies measured during this analysis for non-Heavy Flavor jets. These efficiencies
are shown on a per jet and per event basis. Errors shown are strictly statistical. The final
per-event non-heavy flavor jet tagging efficiency is shown in the last row, and includes
both statistical and systematic errors.

(6.10) AR = /(| 8500 — dee )2 + (| 1500) — et |)?

We calculate the systematic uncertainty on our matching by changing AR to 0.2

and repeating the analysis. The systematic uncertainty is :

Value using AR < 0.4 — Value using AR < 0.2
2

(6.11) onr(sys) =

As we shrink the AR used to match HEPG particles to jets we lower the number
of bottom and charm quarks matched to jets. This increases the number of non-
heavy flavor jets, thus increasing the systematic uncertainty on the non-heavy flavor
tagging efficiency.

In addition, fluctuations in the energy scale of our calorimeter could allow jets to
float around our E7r cut; jets that should be above our cut, for example, might have
an Er recorded that is below our threshold. We use a method prescribed for varying
the jet energy corrections to find the systematic. [75]

We attach a systematic uncertainty from AR and the jet energy corrections to

€ctag AN €npf, and to Fy, and Fy, from our B-tagging efficiency. The per B-jet tagging
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Result

€cjet- SF | 2.84£0.10 (stat)£0.14 (sys)
€nhfjet- SF | 0.8940.055 (stat)+0.7(sys)

€non—Bjet | 3.73+0.11(stat) +0.71(sys)

ey 53.440.82(stat)£5.9(sys)
€tag | 55.040.83 (stat)£6.0 (sys)

Table 6.8: Final efficiency to tag at least one jet in a top event.

efficiency, ep_1q4 should not exhibit any dependence on AR. The scale factor we use
is given to us with a systematic error due to the jet corrections already attached.
The per-jet B-tagging efficiency, ep_tq4, is always multiplied by the scale factor, and
the systematic uncertainty on the scale factor dwarfs the small correction to €g_ 44
due to jet energy systematic uncertainty uncertainties. As a result, we quote no

systematic errors for eg_qq-

6.6.3 Results

Table 6.8 shows our event B-tagging, c-tagging, and non-heavy flavor tagging
efficiencies. The final row is our total event tagging efficiency, €;,4, which is used in
the denominator of the cross section. We find the efficiency to tag any jet in a tt

event is 55%.

6.7 Event Detection Efficiency Final Result

The final result for the entire denominator of the cross section equation is shown
in Table 6.9. We multiply the per-jet tagging efficiency, the luminosity, and the
event detection efficiency for each of our three lepton types. These three numbers
are then summed together and the individual errors are added in quadrature to get
our final result of 4.47 + 0.30 (stat) & 0.49 (sys) pb~'. The intermediate step of

calculating eg - [ Ldt without tagging has been shown in row three of Table 6.9.
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Here all correlations due to luminosity have been accounted for. [65]

Cut CEM CMUP CMX
e 0.044£0.003 (sys) | 0.023%0.002 (sys) | 0.009=0.0001 (sys)
JL(@pb™) 107.9+6.4 (sys) 107.9+6.4 (sys) 98.0+5.8 (sys)
Before Tagging 8.14 £ 0.55 (stat) + 0.49 (sys) pb !
Ctag 0.55 £ 0.0083 (stat) =+ 0.06 (sys)
| ez JLdt | 4.47 £ 0.30 (stat) + 0.49 (sys) pb~' |

Table 6.9: Final event detection efficiency. The final row in this table corresponds to the entire
denominator of Equation 1.9



CHAPTER VII

Backgrounds

Backgrounds are processes which produce signatures similar to those coming from
lepton+jets tt events: large Kr, a tight lepton, and tagged jets. This signature may
be produced from both QCD and electroweak processes, and can occur in events
with and without a real W boson.

Our estimation and discussion of these backgrounds groups them by mechanism:
backgrounds which arise due to electroweak processes (WW, WZ, ZZ, Z— 77, single
top), backgrounds from events with a real W from electroweak processes and heavy
flavor due to QCD gluon fusion/splitting (Wbb, Wce, We), backgrounds occurring
due to mismeasurements in tracking (Mistags), and backgrounds due to QCD pro-
cesses which do not contain a real W boson in the event (QCD).

A summary of expected contributions from each background, broken down by jet

bin, is given in Table 7.20.

7.1 QCD

The QCD backgrounds are events which have a large Z7 and an identified lepton
that did not result from a real W decay. The lepton can be faked in situations
where a photon conversion is misidentified as an electron, or a pion travels through

the calorimeter and arrives in the muon chambers with enough energy remaining to

88
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cause it to be misidentified as a muon. One source of real leptons in these events
are semi-leptonic B hadron decays, where the B hadron is not the result of a top
quark decay. Large Fr occurs in situations where jets are mismeasured, or when a
portion of a jet lands in a crack between the wedges in the calorimeter. The size of
the QCD background is estimated by examining the Fr and isolation behavior of
lepton candidate events in data. [63]

The measurement of this background relies on the fact that the isolation of the
tight lepton and the event Fr are uncorrelated in the background QCD events,
but are highly correlated in ¢f events. This means that the 7 spectrum of the non-
isolated QCD background events looks the same as the Fr spectrum found in isolated
QCD background events. The non-isolated events are enriched in QCD events. This
allows us to study the event distribution across £t for the non-isolated QCD events,
and extrapolate this information into the isolated, or signal, region. This method is
the “Kr vs Isolation” method.

The “Kr7 vs Isolation” calculation divides the Fr and lepton isolation plane into

four quadrants:
e A : non-isolated lepton, low Fr
e C : non-isolated lepton, high
e B : isolated lepton, low Er
e D : isolated lepton, high Fr

where isolated is defined as <0.1, non-isolation occurs at > 0.2, low FErp is <
15 GeV, and high Fr is > 20 GeV. (See Figure 7.1) Region D contains the signal
events. These quadrants are populated by high Pr lepton candidate events in the

data, before applying the 7 or lepton isolation cuts.
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Figure 7.1: Er vs Isolation space for QCD background estimate

The presumption of the method is that the number of background events in region
D, relative to region C, is the same as the ratio of events in the “all-background”

regions B and A :

N N
(7.1) b _ B
Ne Ny
We need to understand, however, how much of the pre-tag background feeds into

the tagged sample. We do this in two ways.

1. We calculate how many of the pre-tag QCD events in region D would be
tagged. This requires a tagging rate which is appropriate for the b-fraction of events
found in region D. We will assume this is the same as the tag rate in region B, as
the events in regions D and B will be affected by the isolation cut in the same way.
The tagging efficiency as measured in region B is shown in Table 7.1, for muon and
electron events separately.

The number of tagged events expected from the QCD background is then found

using the following equation :
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(7-2) NQC‘D = FQC’D -eg - Np
OF, O¢ ON
. 2 _ N2 QCD \2 B2 D\2
(7.3) ONoen ocp " ( FQC’D) + s )+ (—ND )7]

Fgcep is the fraction of QCD events in the data sample which pass all event cuts
except those on K1 and lepton isolation, € is the tagging rate in region B, and Np
is the number of taggable jets in region D. ep is measured by dividing the number
of tagged jets found in region B by the number of taggable jets in region B. F¢p is
found by taking the ratio of events in regions B and C to those found in regions A

and D :

B -
(7.4) Foco = 55

Sl Q

Strictly speaking, Equation 7.3 is not the proper way to calculate the error; Fpep
and Np are correlated, and Foeop and €4, are correlated. However, we assign a 50%
systematic error to Foop. This allows Foep to be considered uncorrelated with Np
and €49, and Equation 7.3 to stand as a valid method of calculating the error on this
background.

Components of Equation 7.3 are shown in Table 7.1 for the pre-tag data sample.

Information is separated by jet bin and by lepton type.

2. We don’t really know if the tagging efficiency in region B represents the tag
rate in region D. The second way in which the QCD background is measured is to
apply the FEr versus Isolation method to the tagged events found in the Wjets

data sample. The limited statistics in this method require that the isolation cuts be
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| | 1 Jet | 2Jet | 3Jet | >3Jet |
Electrons
Foep | 0.135 & 0.068 | 0.18 & 0.09 [ 0.20 + 0.10 | 0.20 + 0.10
€B 0.021 + 0.001 0.026 + 0.003
Np 3374 1101 290 158
NQCD ete | 957 + 484 | 515+ 2.65 | 1.51 + 0.78 | 0.82 £ 0.43
Muons
Focp 0.04 +0.02 [ 0.05 £+ 0.02 | 0.10 & 0.05 | 0.10 + 0.05
€B 0.030 £ 0.004 0.04 + 0.01
Np 2423 810 169 65
NocD muo | 2-91 £ 1.51 | 1.62 £ 0.77 | 0.68 £ 0.38 | 0.26 + 0.15

Table 7.1: QCD background estimates for electrons and muons, found using the pre-tag data sam-
ple. Results are separated by jet bin.

changed slightly from the values used for the pre-tag sample. The isolated region is
defined as that with isolation < 0.1, while non-isolated leptons have isolation of >

0.1. Final results using this sample are shown in Table 7.2.

| | 1Jet | 2Jet | 3Jet [ >3Jet |
Electrons
Nocp ete | 138£21[63+15[28+£0.7] 1.5+04
Muons
Nocep muo | 31 £0.7 | 2.2+ 0.7 | 1.0+ 04 | 0.40 £ 0.10

Table 7.2: QCD background estimates for electrons and muons, found using the tagged data sample.
Results are separated by jet bin.

To get the final estimated QCD background for the electron(muon) events, we
create a weighted sum of the electron(muon) estimates found using the pre-tag and

tagged data samples [62] :

2 2
NQOD pre-—tagged " ONpop ragges T VQCD tagged " ONoop pre-ragged

(75) NQCD weighted — 0_2 T 0_2
NQCD tagged NQCD pre—tagged

0'2 - O'2
(7 6) 0_2 — NQCD pre—tagged NQC’D tagged
) NQCD weighted 2 2

g g
NQC’D tagged NQCD pre—tagged

The electron and muon weighted sums are then summed linearly to give our final

result:
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(77) NQC’D total = NQCD weighted electrons + NQC’D weighted muons
2 _ 2 2
(7'8) O-NQC’D total O-NQCD weighted electrons + ONQCD weighted muons

Results for the weighted sum of the electron and muon QCD events, as well as

the final expected QCD background, per jet bin, are shown in Table 7.3.

| | 1 Jet | 2 Jet | 3 Jet | >3Jet |

Ngcp (Electrons) | 13.13 £ 1.93 [ 6.02 £ 1.31 | 2.22 + 0.52 | 1.18 + 0.29
Ngcp (Muons) | 3.07 + 0.64 | 1.94  0.52 | 0.83 £ 0.28 | 0.36 £ 0.08
[ Nocp totwr | 16.20 £ 2.03 [ 7.96 + 1.40 | 3.05 + 0.59 | 1.54 & 0.30 |

Table 7.3: Final results for the expected contribution from the QCD background, as a function of
jet bin. These final results are found by combining the results from the pre-tagged and
tagged data samples, for electrons and muons separately, using a weighted average. The
two weighted averages are then summed together linearly.

7.2 Real W + Heavy Flavor

7.2.1 Basic Strategy

W+heavy flavor backgrounds are events which contain a real W boson and QCD
processes which produce heavy flavor (bottom or charm) in the event. There are
three such backgrounds to the ¢ production cross section measurement : Wbb, Wce,
and We.

An example of Wbb production is shown in Figure 7.2, which displays the zeroth
order production of Wbb due to gluon splitting. More complicated diagrams with
additional gluons are also possible. Gluons couple strongly, so the addition of higher
orders does not necessarily allow a calculated cross section to converge in pertur-
bation theory. For this reason it is very difficult to precisely calculate an absolute
QCD cross section. To determine the number of expected events from each of these

backgrounds we cannot use the calculated theoretical cross section.
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However, a ratio of W+heavy flavor and inclusive W+jets cross sections should
cancel these complications. This ratio, called the heavy flavor fraction, allows us
to predict the amount of heavy flavor backgrounds expected using the measured
event rates. The number of pre-tag W candidate events observed in data in each jet
bin is multiplied by the heavy flavor fraction to give the expected amount of each
background event. Further, multiplying by the heavy flavor tagging rate and the

B-tag scale factor gives us the expected contribution in the final tagged sample :

(7.9) Nwur = Nw - (1 — Focp) - Fwar - €ag - SF

e Ny gp is the number of expected background events from W+heavy flavor
(W+HF) : Wbb, Wce, or We

e Ny is the total number of pre-tag candidate events found in our W—+jets data

sample (See Table 7.4)

e (1 - Fgep) is the fraction of pre-tag candidate events which contain real W’s

(See Table 7.1 for Fep)

e Fypr is the heavy flavor fraction, or fraction of W+HF events in all W+jet

events
® ¢4 is the tagging efficiency as measured in the W-+HF Monte Carlo sample

e SF is the data to Monte Carlo scale factor for the SECVTX B-tagging algorithm

(See Section 4.3)

Nw and (1 - Fgep) are calculated separately for each jet bin, as a function of
lepton type. Fwpr and €4 are calculated separately for each jet bin, across all
leptons. The resulting final answer in each jet bin is the sum of the electron and

muon components. The number of pre-tag data events (Nyy) is the same for each of
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these three backgrounds. These numbers are shown in Table 7.4. For the Wbb and
W e backgrounds there are two different Fyygr and €, for each lepton : for the
case when we only find 1 heavy flavor jet in the event, and for the case when we find

both heavy flavor jets in the event.

| | 1Jet | 2 Jet | 3Jet | >3 Jet |

CMUP muons | 2809 | 458 60 19
CMX muons 1470 | 221 32 5
Muons total 4279 | 679 92 24

| CEM electrons | 5865 | 935 | 157 | 52 |

Table 7.4: Pre-tag data events (Nw) for electrons and muons, as a function of jet bin. These
numbers are used for each of the three W+heavy flavor backgrounds.

The number of pre-tag candidate events which contain a real W boson, (1 - Fgep),
can be calculated using values for Fpcp found in Table 7.1. The heavy flavor frac-
tions, Fyypr, are derived strictly from Monte Carlo samples. The heavy flavor frac-
tion is found using both a W+heavy flavor Monte Carlo (Wbb, Wce, or We) and

W+light flavor Monte Carlo sample :

b,cjet

OW+HF CWiHF
OW +jets inclusive EW-+jets inclusive

o is the calculated theoretical cross section of the W-+heavy flavor and W+jets
inclusive Monte Carlo samples. To measure the heavy flavor fraction it is necessary
to find the heavy flavor jets in the Monte Carlo samples. €%¢ is the efficiency to
match a bottom (charm) quark to a tight jet in a cone of AR < 0.4, for all pre-tag
candidate events in the Monte Carlo samples.

The Fwgyr and tagging efficiency are the same for all lepton types in each jet
bin, internal to each background. The particular treatment for each background is

described in the following sections.
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7.2.2 Calculation of Background Contributions

We calculate the expected contribution from each of the three W+heavy flavor
backgrounds using Equation 7.9. The error propagation requires careful bookkeeping,
and is included here for completeness. The discussion of results from the W+heavy
flavor backgrounds is continued in Section 7.2.3.

Equation 7.9 is of the form Y = A - B. If A and B are not correlated, we have the

following :
(7.11) in general, if Y = A- B
oy oY
(7.12) o = () i+ (3p) o
(7.13) = (B*-0%) + (A% - 0})
14 —y2.[(TAy2 4 (982
(714) V2 (22 + (%)

NWHF total — (NWele : (1 - FQCDele) + NWmuo : (]‘ - FQCDmuo))J'FWHF : etagJ

-

-~

(7.15) —A-B

2 (o) opB

UNWHF total = NIEVHF total * [(Z)Q + (?)2]

where €, has already been multiplied by the scale factor (SF). Examining the

“A” and “B” pieces separately, we find :
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A = [NWele : (1 - FQCDele)] + [NWmuo : (1 - FQCDTTL'(LO)]
—— ——— ——— ———

=(c-d)+(e- [)
(7.16)
o= ot oty
A 2 — (N - (1 — F 2 1(ONw \2 OFgop 2
where o247 = (Vi - (1 = Focn) - (G2 + (170822
B:FWHF'Gtag
(7.17)

OFwnur 2+ Oetag 2]

0'123 = (FWHF . Etag)2 . [( FWHF €
ag

In the Wbb and Wce backgrounds, where you can tag either one or both of the
heavy flavor jets in an event, part “A” of Equation 7.15 remains the same, while
part “B” has an additional piece added. Here “_1” is for events which tag one heavy

flavor jet, “_2” is for events which tag both :

B = [Fwur, - €tag| + [Fwap - €tag, |
S—— ——

=(g-h)+(i-7)
(7.18)
0,23 = ag_h + af,j
g O¢iq
where G;-h i = (FWHF . Gtag)2 . [( Fwur )2 + ( t 9)2]
’ Fywur €tag
7.2.3 Wbhb

Whb events arise from QCD processes in real W events, where gluon splitting
produces a heavy flavor quark anti-quark pair. (See Figure 7.2) The presence of
additional gluons can promote this process into our W+3 and W+4 jet bins. There-

fore, three Wbb Monte Carlo samples were used to calculate this background : Wbb
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plus 0, 1 and 2 additional partons in the event. [59] The denominator for the heavy
flavor fraction uses Monte Carlo samples for both W+light flavor and W+heavy
flavor (W+jets inclusive). The heavy flavor fractions used in calculating this back-
ground are the same as those used in the Run I analysis. [59] The tagging efficiency

is measured directly in the Run II Wbb Monte Carlo sample.

q
|14

g

Figure 7.2: Production of W+heavy flavor backgrounds via gluon splitting in real W events

The Whb heavy flavor fraction and tagging efficiencies are shown in Table 7.5.
These numbers are separated based on the number of heavy flavor jets found in the
event (1 or 2), per jet bin. The tagging efficiency shown in Table 7.5 has the scale
factor (SF) of 0.86 already included.

The last row in Table 7.5 shows the final result for part B of Equation 7.9, with er-
rors. Table 7.6 presents results from part A, as well as the final expected background

contribution from Wbb events, as a function of jet bin.

| | 1 Jet | 2 Jet | 3 Jet | >3 Jet
Fyys (L1B) [ 0.0058+0.0020 [ 0.0092+0.0032 [ 0.0135+0.0050 | 0.026+0.011
€tag (1 B) 0.281+0.023 0.2924+0.025 0.308+0.029 0.2924+0.041
part B (1 B) | 0.0016 £ 0.0006 | 0.0027 & 0.0010 | 0.0042 & 0.0016 | 0.0076 + 0.0034
Fys 2B) 0 0.0085+0.0025 [ 0.014 & 0.0004 | 0.017+0.005
€tag (2 B) 0 0.505+0.043 0.53240.050 0.523+0.058
part B (2 B) 0 0.0043 £ 0.0013 | 0.0074 £ 0.0022 | 0.0089 + 0.0028
| total B [ 0.0016 £ 0.0006 | 0.0070 + 0.0016 | 0.0116 + 0.0027 | 0.0165 + 0.0044 |

Table 7.5: Heavy flavor fraction and tagging efficiency for Wbb events, as a function of jet bin.
Please note the tagging efficiency shown here has the scale factor of 0.86 included. (part
B = FwHF - €tag)
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| | 1 Jet | 2 Jet | 3 Jet | >3 Jet |
Ale 5073 £+ 404.3 766.70 £ 87.81 125.60 £+ 18.63 41.60 = 7.77
Auo 4108 + 106.1 645 + 28.23 82.80 + 9.78 21.60 £+ 4.57
part A 9181 + 418 1412 + 92.23 208.4 + 21.04 63.2 + 9.01
total B 0.0016 £ 0.0006 | 0.0070 £ 0.0016 | 0.0116 &+ 0.0027 | 0.0165 £+ 0.0044
[Ny Total | 1496 £ 535 | 085230 | 242£062 | 104032 |

Table 7.6: Results for the Wbb background, from part A of Equation 7.9. These results are presented
separately for electron and muon events, as a function of jet bin. The last row in
this table is the final expected background contribution from Wbb events. (part A =
Nw - (1= Fgep))

7.2.4 Wce

As with the Wbb events, W cE events occur with gluon splitting in real W events.
We also use Wee plus 0, 1, and 2 additional partons to calculate this background
contribution, in a fashion similar to Wbb. The heavy flavor fractions used in calcu-
lating this background are the same as those used in the Run I analysis. [59] The
tagging efficiency is measured directly in the Run II Wce Monte Carlo sample.

The Wce heavy flavor fraction and tagging efficiencies are shown in Table 7.7.
These numbers are separated based on the number of heavy flavor jets found in the
event (1 or 2), per jet bin. The tagging efficiency shown in Table 7.7 has the scale
factor of 0.86 already included.

The last row in Table 7.7 shows the final result for part B of Equation 7.9, with er-
rors. Table 7.8 presents results from part A, as well as the final expected background

contribution from Wcc events, as a function of jet bin.

7.2.5 Wec

We backgrounds come from the flavor excitation process, sg — We,dg — We.
The heavy flavor fractions used in calculating this background are the same as those
used in the Run I analysis. The tagging efficiency has been measured using Run II

ALPGEN Monte Carlo samples.
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| | 1 Jet | 2 Jet | 3 Jet | >3 Jet |
Fwe: (10) 0.012840.005 0.0244+0.010 0.034+0.014 0.039+0.019
€tag (1 C) 0.065+0.011 0.070+0.012 0.064+0.012 0.0804+0.021
part B (1 C) | 0.0008 & 0.0004 | 0.0017 £ 0.0008 | 0.0022 £ 0.0010 | 0.0031 % 0.0017
Fwes (2 C) 0 0.0104+0.0027 0.01740.0050 0.02240.0060
€tag (2 C) 0 0.12940.022 0.12240.023 0.110+0.027
part B (2 C) 0 0.0013 £ 0.0004 | 0.0021 £ 0.0007 | 0.0024 £ 0.0009
[ total B | 0.0008 £ 0.0004 | 0.0030 £ 0.0009 | 0.0043 £ 0.0012 | 0.0055 £ 0.0019 |

Table 7.7: Heavy flavor fraction and tagging efficiency for Wcé events, as a function of jet bin.

Please note the tagging efficiency shown here has the scale factor of 0.86 included.

| | 1 Jet | 2 Jet | 3 Jet | >3 Jet |
Acte 5073 + 404.3 | 766.70 + 87.81 | 125.60 + 18.63 | 41.60 £ 7.77
Ao 4108 =+ 106.1 645 + 28.23 82.80 + 9.78 21.60 + 4.57
part A 9181 =+ 418 1412 + 92.23 | 208.4 + 21.04 63.2 & 9.01
total B | 0.0008 & 0.0004 | 0.0030 & 0.0009 | 0.0043 % 0.0012 | 0.0055 + 0.0019
| Nwe Total [ 7.64+327 | 427+£125 [ 089+027 [ 035+013 |

Table 7.8: Results for the W ¢e background, from part A of Equation 7.9. These results are presented
separately for electron and muon events, as a function of jet bin. The last row in this
table is the final expected background contribution from Wcé events.

The Wc heavy flavor fraction and tagging efficiencies are shown in Table 7.9. The

tagging efficiency shown in Table 7.9 has the scale factor of 0.86 already included.

The last row in Table 7.9 shows the final result for part B of Equation 7.9, with

errors. Table 7.10 presents results from part A, as well as the final expected back-

ground contribution from Wc events, as a function of jet bin.

| | 1 Jet | 2 Jet | 3 Jet | >3 Jet |
Fw. 0.048+0.013 0.07240.022 0.75+0.23 0.75+0.23
€tag 0.061+0.010 0.065+0.011 0.064+0.013 0.064+0.013

[ part B [ 0.0029 & 0.0009 [ 0.0047 & 0.0016 | 0.0048 & 0.0018 | 0.0048 £ 0.0018 |

Table 7.9: Heavy flavor fraction and tagging efficiency, for Wc events, as a function of jet bin.
Please note the tagging efficiency shown here has the scale factor of 0.86 included.

7.2.6 Corrections due to Pre-Tag tt Events

The W+heavy flavor backgrounds are normalized to all pre-tag candidate events

found in data, which contain a real W boson. These pre-tag events are a mixture of
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| | 1 Jet | 2 Jet | 3 Jet | >3 Jet |
Acte 5073 £ 404.3 | 766.70 + 87.81 | 125.60 + 18.63 | 41.60 £ 7.77
Ao 4108 + 106.1 645 + 28.23 82.80 & 9.78 21.60 + 4.57
part A 9181 =+ 418 1412 + 92.23 | 208.4 + 21.04 63.2 & 9.01
part B[ 0.0029 £ 0.0009 | 0.0047 & 0.0016 | 0.0048 & 0.0018 | 0.0048 + 0.0018
| Nw. Total [ 2688 £860 | 661+235 [ 1.00+038 | 030+0.12 |

Table 7.10: Results for the Wc¢ background, from part A of Equation 7.9. These results are pre-
sented separately for electron and muon events, as a function of jet bin. The last row
in this table is the final expected background contribution from Wc events.

background events and ¢t signal events. We really want to normalize the W-+heavy

flavor backgrounds to the number of non-top pre-tag events, excluding the WW, WZ,

and single top backgrounds. The correction from WW, WZ, and single top is less

than 1%, and is not included here. The heavy flavor backgrounds are corrected for

the tt present in the pre-tag sample through an iterative process. The iteration is as

follows : [61]

e 1. Start with the number of observed tagged events in data. From this subtract

the total expected uncorrected background sum (the first time through). The

resulting value is your number of tagged tt events.

(7.19)

Nta,g tHt — Ntag total — Ntotal expected WHF bgd — Ntotal expected other bgd

e 2. Divide the number of tagged ¢t events by the per-event tagging efficiency

for tt events (0.55, See Table 6.8). This will give you the number of pre-tag tt

events expected.

(7.20)

N

pre—tag tt events

e 3. Subtract this number from the total number of pre-tag W events (i.e. Ny -
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(1= Fgep))- The result is the number of pre-tag W candidate events which do

not contain tt.

(7.21) Npre—tag W no tt — Np're—tag w — Npre—tag tt events

e 4. Multiply this number by the sum of the product of the heavy flavor fraction
and tagging efficiency, for all three W+heavy flavor backgrounds (€spzq;)- This
gives you the new number of total W+heavy flavor backgrounds expected. This
new number will now be used in step 1 when subtracting the backgrounds from

observed tags.

(722) €total — (FWc * €tag Wc)

(7.23) + {(Fwib, 8" €tag wits8) T (Fwiby * €tag wibyn)}
(724) + {(FWcElc’ : €tag WcElc’) + (FWCEQC : etag WcEgC)}
(725) Ntotal expected WHF bgd — Npreftag W no t& ° €total

e 5. Repeat this process until the change in the number of pre-tagged tt events is

less than 1%.

N, N,

pre—tag tt events(i+1) ~ ‘Vpre—tag tt events(i)

< 0.01

(7.26) require :
Np'reftag tt events(i+1)

e 6. This will give you your final W+heavy flavor background. The change to the

individual backgrounds is found by multiplying each uncorrected background
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(Tables 7.6, 7.8, 7.10) by the ratio of the new corrected W+HF sum and the

original uncorrected W+HF sum.

Ncor’rected total expected WHF bgd

(7.27)

Ncorrected We = Nuncorrected We * N
uncorrected total expected WHEF bgd

e 7. 'The error on the new W+heavy flavor background is found by assuming
that the fractional error, that is the error on the background divided by the

background, remains constant :

Owe OWe corrected

2 =
(7.28) We  We corrected

7.2.7 Results

Results for all three W+heavy flavor backgrounds are shown in Table 7.11, before
and after correction. The correction has a larger effect as we increase the jet bin,

due to an increase in ¢t content. (See Figure 3.1)

| | 1 Jet | 2Jet | 3Jet | >3Jet |

Ny 14.96 + 5.35 | 9.85 £ 2.39 | 2.42 + 0.62 | 1.04 £+ 0.32

Corrected | 14.94 + 5.34 | 9.81 + 2.38 | 2.40 &+ 0.62 | 0.56 + 0.17

Nw e 7.64 + 3.27 | 4.27 + 1.25 | 0.89 + 0.27 | 0.35 + 0.13

Corrected | 7.62 4+ 3.26 | 4.25 &+ 1.25 | 0.88 &+ 0.27 | 0.19 + 0.07

Nwe 26.88 + 8.60 | 6.61 + 2.35 | 1.00 + 0.38 | 0.30 £+ 0.12

Corrected | 26.83 + 8.58 | 6.58 + 2.34 | 0.99 + 0.38 | 0.16 + 0.07
> 19.48 2073 131 1.69
- 19.39 20.64 127 0.91

Table 7.11: Final results for the W+heavy flavor backgrounds, after corrections for t¢, as a function
of jet bin.

7.3 Electroweak Backgrounds

There are five backgrounds to the ¢f production cross section measurement which

are due to electroweak processes. These are the diboson, Z— 77, and single top
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backgrounds. There are three flavors of diboson backgrounds : WW, WZ, and ZZ.
As stated in the previous section, the cross section calculations for electroweak
processes are much more precise and trustworthy than those from QCD processes.
This allows us to calculate the expected contributions from each of these backgrounds
in a straightforward fashion, normalizing the luminosity of our data sample to the
theoretical cross section of a given process.
We use the following equation to measure the expected contribution for each of

these background sources :

(7.29) Niga=0-BR-SF- (Y [ L €accep " €tag)

lepton

where the cross section is the NLO theoretical cross section. The branching ratio
is the fraction of the time that one boson decays into a lepton neutrino pair and
the other boson decays into a quark anti-quark pair. The scale factor is required
when using a tagging efficiency, as described in Chapter IV. The second half of this
equation is the sum over all three lepton types (central electrons, CMUP muons and
CMX muons) of the product of the luminosity of the data sample, the acceptance,
and the tagging efficiency for that lepton. The acceptance and tagging efficiency are
measured in Monte Carlo samples for each of these backgrounds, for each type of
lepton.

The acceptance is the number of events passing the kinematic cuts and falling
within the proper geometry of the detector (€eyse;), multiplied by the lepton ID cut
efficiency and the lepton trigger efficiency. The denominator for the acceptance is

the number of events passing the OBSV cut only (See Section 6.2) :
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# events passing kin cuts
# events passing OBSV cut

(7.30) €accep =

* €leptonID * Etrigger

The tagging efficiency is per-event, and is the number of events with a tagged jet

divided by the number passing the kinematic cuts and located in the central portion

of the detector:

# events with > 1 tagged jet

7.31 €tag = - :
( ) tag # events passing kin cuts

The error propagation for both the tagging efficiency and the acceptance is bi-
nomial, because the numbers in the numerator are a subset of those found in the

denominator :

(7.32) o2 = Ctag - (1 — tag)
. ftag 4 events passing kin cuts

O¢ O¢ Oetr

— tsel \2 leptonID \2 trigger \2

Ueaccep — 6accep . {( € conee + 76 + 76
evtsel leptonI D trigger

(7.33) p 99

where 0_2 . €evtsel * (]- - 6evtsel)
Cevisel L eyents passing OBSV cut

731 WW

In the WW background one W decays into a lepton-neutrino pair and the other
W decays into a c¢s quark anti-quark pair. In the generation of the WW Monte Carlo
sample one of the W bosons was forced to decay into a lepton neutrino pair. The

output from this Monte Carlo does not have an even mix of true WW event decays
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as found in nature. This means that the theoretical cross section for all WW decays,

13.25 £ 0.25, is not applicable to this sample. We solve this problem by multiplying

the theoretical cross section by the branching ratio for one W to decay into any

lepton neutrino pair. This value is 3 times the branching ratio for a W to decay

into one of the lepton neutrino pairs. Theoretically this number is 1/9. We use the

measured world average branching ratio of 0.1068. [64] Values used in Equation 7.29

for calculation of the WW expected background contribution are shown in Table 7.12,

along with the final expected background, per jet bin.

1 Jet

2 Jet

| 3 Jet

>3 Jet

Theoretical Cross Section
13.25 + 0.25 pb

Branching Ratio

3 -0.1068
€tag
CEM | 0.0175 + 0.0007 | 0.0374 4+ 0.0011 | 0.0494 + 0.0026 | 0.0652 + 0.0079
CMUP | 0.0166 + 0.0009 | 0.0357 4+ 0.0014 | 0.0413 £+ 0.0032 | 0.0531 + 0.0096
CMX 0.0192 £ 0.0014 | 0.0392 + 0.0022 | 0.0393 £+ 0.0046 0.0643 £+ 0.016
€accep
CEM | 0.0395 + 0.0009 | 0.0347 + 0.0008 | 0.0074 + 0.0002 | 0.0011 + 0.00004
CMUP | 0.0200 + 0.0007 | 0.0172 4+ 0.0006 | 0.0037 £+ 0.0001 | 0.0005 + 0.00003
CMX | 0.0093 + 0.0004 | 0.0078 + 0.0003 | 0.0018 + 0.00009 | 0.0003 + 0.00002
JL
CEM 107.9 pb—1!
CMUP 107.9 pb—!
COMX 98.0 pb—?
f L- €accep ~ €tag

CEM | 0.0744 4+ 0.0029 | 0.1400 £ 0.0040 | 0.0393 + 0.0021 0.0076 + 0.0009
CMUP | 0.0358 + 0.0019 | 0.0665 + 0.0026 | 0.0163 £ 0.0013 | 0.0029 + 0.0005
CMX | 0.0174 + 0.0013 | 0.0301 £+ 0.0017 | 0.0070 £ 0.0008 | 0.0016 £ 0.0004

0.1277 4 0.0037 | 0.2366 + 0.0050 | 0.0626 & 0.0026 | 0.0121 + 0.0011

Zlepton

0.44 + 0.06

Final WW result

0.81 £ 0.12

| 0.22+0.03

0.04 £ 0.01

Table 7.12: Components used in the calculation of the WW background, as a function of jet bin
and lepton type. Final estimates for the WW background contribution are shown in
the last row.
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In the WZ background the W boson decays into a lepton-neutrino pair while

the Z decays into a heavy flavor (bb, c¢) quark pair. The WZ Monte Carlo did not

place any initial requirements on the decay of these bosons. The theoretical cross

section for WZ production, 3.96+0.06 pb, is used in place of the quantity “c - BR”

in Equation 7.29. Values used in Equation 7.29 for calculation of the WZ expected

background contribution are shown in Table 7.13, along with the final expected

background, per jet bin.

| | 1 Jet | 2 Jet | 3 Jet >3 Jet
o-BR
3.961+0.06 pb
€tag
CEM | 0.0686 4+ 0.0068 | 0.1096 £ 0.0078 | 0.1142 + 0.0154 | 0.1017 £ 0.0394
CMUP | 0.0557 + 0.0077 | 0.1197 £+ 0.0102 | 0.1143 + 0.0203 | 0.0769 + 0.0427
CMX | 0.0633 & 0.0120 | 0.1263 & 0.0152 | 0.1226 £ 0.0319 | 0.0714 £ 0.0487
€accep
CEM | 0.0091 £ 0.0003 | 0.0108 £ 0.0003 | 0.0029 &+ 0.0002 | 0.0004 £ 0.00005
CMUP | 0.0051 + 0.0002 | 0.0058 £+ 0.0003 | 0.0014 + 0.0001 | 0.0002 %+ 0.00003
CMX | 0.0025 &+ 0.0002 | 0.0029 £ 0.0002 | 0.0007 £ 0.00007 | 0.0002 £+ 0.00003
JL
CEM 107.9 pb—!
CMUP 107.9 pb—!
CMX 98.0 pb~!
f L. €accep * €tag
CEM | 0.0675 + 0.0067 | 0.1278 4+ 0.0090 | 0.0352 + 0.0047 | 0.0043 £+ 0.0017
CMUP | 0.0307 &+ 0.0042 | 0.0749 + 0.0064 | 0.0172 + 0.0031 0.0018 £ 0.0010
CMX | 0.0157 + 0.0030 | 0.0361 + 0.0044 | 0.0078 + 0.0020 | 0.0012 £ 0.0008
Zlepton
0.1138 + 0.0085 | 0.2388 + 0.0119 | 0.0602 + 0.0060 | 0.0074 + 0.0021
Final WZ result
037 +£0.06 | 077011 | 0.20+0.03 0.02 + 0.01

Table 7.13: Components used in the calculation of the WZ background, as a function of jet bin and
lepton type. Final estimates for the WZ background contribution are shown in the last

row.



7.3.3 ZZ

In ZZ background events one of the Z bosons will decay into a heavy flavor quark
anti-quark pair, such as bb, or c¢. The other Z will decay into either a lepton anti-
lepton pair or a neutrino anti-neutrino pair. Generation of the ZZ Monte Carlo was
also done with no restrictions placed on the decay of the bosons.
Equation 7.29 is the theoretical cross section for ZZ decays, or 1.584+0.02 pb. Values

used in Equation 7.29 for calculation of the ZZ expected background contribution
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are shown in Table 7.14, along with the final expected background, per jet bin.

77 background is negligible but is shown here for completeness.

| | 1 Jet | 2 Jet | 3 Jet | >3 Jet
o-BR
1.58-:0.02 pb
€tag
CEM 0.0608 £ 0.0163 | 0.1280 + 0.0211 0.0949 + 0.0250 0.0790 £ 0.0437
CMUP | 0.0843 + 0.0153 | 0.1067 £ 0.0146 | 0.0725 £+ 0.0221 0.1667 £ 0.0761
CMX 0.0769 £ 0.0213 | 0.0960 £+ 0.0209 | 0.2051 £ 0.0457 0.0833 £ 0.0780
€accep
CEM | 0.0010 £ 0.00007 | 0.0012 + 0.00008 | 0.0006 + 0.00006 | 0.0002 +0.00003
CMUP | 0.0013 £+ 0.00009 | 0.0018 + 0.0001 | 0.0006 + 0.00005 | 0.0001 + 0.00002
CMX | 0.0007 + 0.00006 | 0.0009 £ 0.00007 | 0.0003 £+ 0.00004 | 0.00005 + 0.00002
JL
CEM 107.9 pb—!
CMUP 107.9 pb—"
CMX 98.0 pb~"
f L. €accep * €tag
CEM 0.0065 £ 0.0018 | 0.0160 £+ 0.0026 | 0.0065 £ 0.0017 0.0015 £ 0.0008
CMUP | 0.0120 + 0.0022 0.0206 £ 0.0028 | 0.0043 + 0.0013 0.0017 £ 0.0008
CMX 0.0050 £ 0.0014 | 0.0078 £+ 0.0017 | 0.0067 £ 0.0015 0.0004 £+ 0.0004
Elepton
0.0235 £ 0.0031 | 0.0446 £ 0.0042 | 0.0175 £+ 0.0026 | 0.0036 £ 0.0012
Final Z7Z result
0.03 £ 0.01 | 0.06 £ 0.01 | 0.02 4+ 0.004 | 0.01 £ 0.002

Table 7.14: Components used in the calculation of the ZZ background, as a function of jet bin and
lepton type. Final estimates for the ZZ background contribution are shown in the last

row.

“oc - BR” from
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734 Z-o71T

Z— 7T events mimic ¢t events when one of the 7 decays into a lepton and the
other 7 decay produces a tagged jet. The leptonic decay of the 7, 7 — v, 1y, is called
a one prong decay. This means that there is one charged particle in the final state.
The tagged jet is produced by a three prong decay, for instance 7 — 7~ 7t7n v,
which provides three charged particles in the final state. The longer lifetime of the
tau (107! seconds) allows the 7 to travel before decaying, the result of which is
a displaced vertex containing three charged tracks. If Z— 77 events are produced
in association with other jets, it could contribute to the tagging rate in our W—jets

selection. Figure 7.3 illustrates the Feynman diagram for a three prong Z— 77 decay.

Figure 7.3: Lepton + three prong decay of Z— 71

The theoretical cross section for Z — 77 is 0.26£0.03 nb. The branching ratio for
a Z — 177 — evv + 3 prong decay is is 0.05. We assume that the tagging efficiency
for three prong events is similar to that from charm, so we use the SECVTX scale
factor for B-jets and double the error (0.86+0.14). Values used in the calculation for
this background are shown in Table 7.15, as a function of jet bin. Final results from

this background are shown in the last row of Table 7.15.
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| 1 jet | 2jets |  3jets |  >djets |

Cross Section 0.26+0.03 nb
Branching Ratio 0.05
Total Acceptance (%) | 0.294+0.03 | 0.08+0.01 | 0.01+0.01 0.01+0.01
Tagging Efficiency (%) 11+2 ‘ 11+2 ‘ 11+2 ‘ 1142

Final Result [0.77 £ 0.13 ] 0.21 % 0.06 | 0.02 = 0.02 | 0.006 % 0.006 |

7.3.5

Table 7.15: Z — 77 background

Combined Results

We combine the results from the WW, WZ, ZZ, and Z — 77 into one background

estimate. These results are correlated between the electron and muon components.

In the case of 100% correlation the correlation terms are equal to the sum of the

product of the errors :

(7.34)

cov(z,y,2) =0y 0y + 0y -0, + 0y - 0,

The WW, WZ, ZZ, and Z— 77 backgrounds are correlated with each other, due

to normalizing to the integrated luminosity of the data sample, and the use of the

same B-tagging scale factor. To combine the backgrounds from WW, WZ, ZZ, and

Z— 11 we use the following error propagation :

(7.35)

0% = Olyw + Oz + 057 + 05, +2-coo(WW,WZ, 22, ZT7)

2 2 2 2
=Oww T 0wz T 02zt 0z,
+2 (oww -owz +0oww - 0zz +0ww * Ozrr + 0wz - Ozz + 0wz Ozrr + 027 Oz:7)

= (oww + Owz + 02z + 0zr7)°

oy =0ww + 0wz + 022+ 0z:r
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Results from the combination of these four electroweak backgrounds are shown in

Table 7.16.

| | 1 jet | 2jets | 3 jets | >djets |
WW [0.44 +£0.06 [ 0.81 +£0.12 | 0.22 £ 0.03 | 0.04 + 0.01
WZ [ 0.37£0.06 | 0.77 £ 0.11 | 0.20 £ 0.03 | 0.02 + 0.01
ZZ [ 0.03 £0.01 | 0.06 + 0.01 [ 0.02 & 0.004 | 0.01 + 0.002
Z— 77 | 0.77 £ 0.13 [ 0.21 £ 0.06 | 0.02 + 0.02 [ 0.006 + 0.006
| Total | 1.61 +0.26 [ 1.85 + 0.30 | 0.46 + 0.08 [ 0.08 + 0.03 |

Table 7.16: Total expected contribution from WW, WZ, ZZ, and Z — 77 backgrounds.

7.3.6 Single Top

In addition to the ¢ production which is the focus of this thesis, top quarks
can also be produced singly, in association with a b quark. This process occurs via
electroweak interactions. Single top quarks are produced via two such mechanisms at
the Tevatron, through either the off-mass shell W production (s-channel), or through

the W-gluon fusion (t-channel) process. (See Figure 7.4)

s-channel production of single top (W*) t-channel production of single top (W-g)

Figure 7.4: Two production mechanisms of single top at the Tevatron : off-shell W production (left)
and W-gluon fusion (right).

We calculate the expected contribution from each of these production mechanisms
separately, using 440K of s-channel and 500K of t-channel Monte Carlo samples. The

theoretical cross section at the Tevatron for Run II for off-mass shell production is
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1 Jet 2 Jet | 3 Jet >3 Jet
o-BR
0.884 £+ 0.004 pb
€tag
CEM 0.374 £ 0.0079 | 0.5855 + 0.0056 | 0.6059 + 0.0105 | 0.6127 + 0.0221
CMUP | 0.385 + 0.0106 | 0.5989 + 0.0072 | 0.5878 + 0.0138 | 0.5828 + 0.0278
CMX 0.374 £ 0.0161 | 0.6184 4+ 0.0115 | 0.5806 £ 0.0215 | 0.6250 £ 0.0442
€accep
CEM | 0.0088 + 0.0002 | 0.0183 + 0.0004 | 0.0051 £ 0.0002 | 0.0012 + 0.00006
CMUP | 0.0043 + 0.0002 | 0.0092 4+ 0.0004 | 0.0026 + 0.0001 | 0.0006 + 0.00004
CMX | 0.0020 £ 0.0001 | 0.0039 + 0.0002 | 0.0011 + 0.00007 | 0.0003 + 0.00003
JL
CEM 107.9 pb—!
CMUP 107.9 pb—!
CMX 98.0 pb~!
f L. €accep * €tag
CEM | 0.3540 + 0.0075 | 1.157 £ 0.0111 | 0.3354 £ 0.0058 | 0.0762 + 0.0027
CMUP | 0.1778 + 0.0049 | 0.597 £ 0.0072 | 0.1635 £ 0.0038 | 0.0399 + 0.0019
CMX | 0.0720 £ 0.0031 | 0.236 £+ 0.0044 | 0.0654 £+ 0.0024 | 0.0160 + 0.0011
Elepton
0.6039 + 0.0095 | 1.9910 + 0.0139 | 0.5642 + 0.0074 | 0.1321 + 0.0035
Final S-Channel Single Top result
0434006 | 143+020 | 041+0.06 | 0.10+0.01

Table 7.17: Final results for the S-Channel Single Top backgrounds, as a function of jet bin.

0.884 + 0.004 (stat) + 0.050 (NLO) pb, and 1.980 + 0.004 (stat) + 0.113 (NLO)
pb for W-gluon fusion. The “BR” factor in Equation 7.29 is set to 1 for these
calculations. Results from the s-channel are shown in Table 7.17, from the t-channel
in Table 7.18. The final result for the single top background expectation is a linear
sum of the s and t-channel values, per jet bin. As in the diboson case, the t-

channel and s-channel results are 100% correlated. Please refer to Equation 7.35

as an example of the error propagation. (See Table 7.19)
7.4 Mistags
A “mistag” occurs when the SECVTX tagging algorithm finds a secondary vertex

in a jet that doesn’t really have one. Mistags come from track mismeasurements and

can cause a jet to be falsely tagged as positive or negative. We assume that the rate
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| 1 Jet | 2 Jet | 3 Jet >3 Jet
c-BR
1.980 + 0.004 pb
€tag
CEM | 0.3309 + 0.0055 | 0.406 £ 0.0057 0.4606 £ 0.0132 0.4190 £ 0.0369
CMUP | 0.3298 + 0.0070 | 0.399 £ 0.0072 0.4241 £ 0.0176 0.4688 £ 0.0441
CMX | 0.3372 + 0.0114 | 0.383 + 0.0118 0.4069 £ 0.0276 0.5172 £ 0.0928
€accep
CEM | 0.0154 £ 0.0004 | 0.0156 £+ 0.0004 | 0.0030 £ 0.0001 | 0.0004 £+ 0.00003
CMUP | 0.0080 £ 0.0003 | 0.0082 £ 0.0003 | 0.0014 £ 0.00007 | 0.0002 £ 0.00002
CMX | 0.0033 £+ 0.0002 | 0.0033 £+ 0.0002 | 0.0006 £+ 0.00004 | 0.00006 £ 0.00001
JL
CEM 107.9 pb—!
CMUP 107.9 pb—!
CMX 98.0 pb—!
f L. €accep * €tag
CEM | 0.5513 + 0.0091 | 0.6823 £ 0.0095 | 0.1472 + 0.0042 0.0169 + 0.0015
CMUP | 0.2864 £ 0.0061 | 0.3546 £ 0.0064 | 0.0634 + 0.0027 0.0115 £ 0.0011
CMX | 0.1092 £+ 0.0037 | 0.1230 &+ 0.0038 | 0.0243 £ 0.0017 0.0028 + 0.0005
Zlepton
0.9470 =+ 0.0116 | 1.1600 =+ 0.0121 | 0.2358 % 0.0053 | 0.0312 = 0.0019
Final T-Channel Single Top result
1.53+021 | 1.8 +026 | 038+005 | 0.05+0.01
Table 7.18: Final results for the T-Channel Single Top backgrounds, as a function of jet bin.

| 1 Jet

| 2 Jet |

3 Jet |

>3 Jet |

S-Channel Single Top result

0.43 + 0.06 | 1.43 + 0.20 | 0.41 + 0.06 | 0.10 + 0.01

T-Channel Single Top result

1.53 + 0.21 | 1.88 + 0.26 | 0.38 + 0.05 | 0.05 + 0.01

Final Single Top

1.96 + 0.27 | 3.31 & 0.46 | 0.79 £ 0.11 | 0.15 = 0.02

Table 7.19: Final results for the Single Top background, as a function of jet bin.
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to incorrectly tag a jet is the same for both negative and positive tags. The rate of
negative tags is measured in a large inclusive jet sample. It is assumed that the rate
of negative tags in the jet data is the same as the rate to fake a positive tag due to
mistags in the W+jets sample.

The probability to tag a jet is measured in the jet data set, and is parameterized
as a function of several kinematic variables of the jet: n, ¢, jet Er, track multiplicity
of the jet, and total event Ep. This parameterization is the mistag matriz. [60]
The matrix gives us the ability to predict the number of tags in any jet sample.
Figure 7.5 compares the predicted positive and negative tag rates found using the
mistag matrix to those observed in a high Er jet sample. There is excellent agreement
shown between the expected and observed rates, for both positive and negative tags.

To calculate the number of expected events from the background of incorrectly
tagged jets we apply the mistag matrix to all taggable jets in our pre-tag candidate
events. The per-jet result is summed on an event by event basis. The individual
event mistag rates are then summed for all candidate events, separated by jet bin
and lepton type. To avoid double counting with events already included in the
QCD background estimate, we multiply each of the total event lepton results by the
fraction (1 - Fgep), to give the final mistag background estimate per lepton type.
The final mistag rate is found by summing the muon and electron estimate. The
double mistag rate is small so this sum gives us a good approximation of the event

tag rate. Results from the mistag background are shown in Table 7.20.

7.5 Results

Final results for each background, separated by jet bin, are shown in Table 7.20.

Numbers shown in the table for the W+heavy flavor backgrounds are before correc-
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Figure 7.5: Positive and Negative Tags, expected (open circles) versus observed (filled circles), as
a function of jet Er. [60]

tions due to the ¢t contribution in the pre-tagged event sample. Final results before
corrections are shown in the row labeled “Total”. We find, in the > 3 jet bin, 16.27
uncorrected background events and 15.45 corrected background events. Correlations

exist between several of the backgrounds. We combine the errors in the following

fashion :

2 _ 2 2 2 2
(7.36) Oiotar = 0gep+ (Owwtowe)” + (OwetOww/wz/22,2:1+ Osingle top)” + Omistags

Where the QED backgrounds (WW, WZ, ZZ, Z— 77, and single top) and the
We background are 100% correlated due to use of the tagging scale factor. The two
W+heavy flavor backgrounds, Wb and W cg, are correlated due to the production
mechanism (gluon splitting) and the heavy flavor fraction measurement.

Table 7.21 lists all Monte Carlo samples used in calculation of the backgrounds.
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\ Background | W +1ljet | W+2jets | W+ 3jets | W + > 4jets |
| Events before tagging | 10078 \ 1609 \ 252 \ 74 \
QCD 16.20 £ 2.03 | 7.96 =1.40 | 3.05 £ 0.59 | 1.54 £ 0.30
Wbb 14.96 £ 5.35 | 9.85 £2.39 | 2.42 £+ 0.62 1.04 4+ 0.32
Wee 7.64 + 3.27 427 +£1.25 | 0.89 £0.27 | 0.35 £ 0.13
We 26.88 & 8.60 | 6.61 =2.35 | 1.00 &£ 0.38 | 0.30 £ 0.12
WW/WZ|ZZ,Z — 1 | 1.61 £ 0.26 1.85 4 0.30 | 0.46 & 0.08 | 0.08 &+ 0.03
single top 1.96 £+ 0.27 3.31 £046 | 0.79 £ 0.11 0.15 = 0.02
mistags 22.80 + 3.30 | 9.20 + 1.50 | 2.70 + 0.40 | 1.50 4+ 0.30
Total 92.05 £ 13.14 | 43.05 &= 5.21 | 11.31 £ 1.27 | 4.96 &+ 0.64
Corrected Total 91.96 4+ 13.11 | 42.96 & 5.20 | 11.27 &+ 1.27 | 4.18 4+ 0.50
| Observed positive tags | 102 | 45 | 14 | 21

Table 7.20: The number of observed positive tagged events and the background summary for an

integrated luminosity of 108 pb™'. The corrected total refers to the background esti-
mate after accounting for the tf contribution to the pre-tagged W+jets data sample.

| Background | Generator Samples
Wb ALPGEN + HERWIG | WevBB+0p, 1p, 2p
W e ALPGEN + HERWIG | WevCC+0p, 1p, 2p
ALPGEN + HERWIG | WmvCC+0p, 1p, 2p
We ALPGEN + HERWIG WevC+0p, 1p, 2p

W+light flavor

ALPGEN + HERWIG
ALPGEN + HERWIG
ALPGEN + HERWIG

Wev+1p, 2p, 3p, 4p
Wmv+1p, 2p, 3p, 4p
Wtv+1p, 2p, 3p, 4p

WWwW ALPGEN + HERWIG WW+0p, 1p, 2p
WZ ALPGEN + HERWIG WZ+0p, 1p, 2p
77 ALPGEN + HERWIG Z7Z+0p
Z =TT ALPGEN + HERWIG Z— t7+1p, 2p
single top PYTHIA s, t channel

Carlo samples are used in the calculation of the heavy flavor fraction.

Table 7.21: Monte Carlo samples used for background calculations. The W+light flavor Monte



CHAPTER VIII

Results

The top cross section is measured using :

Nops — Ny
(8.1) o5 = ﬁ
Our final value for the denominator, including tagging efficiencies, is 4.47 £ 0.30
(stat) £ 0.49 (sys) pb~! The number of observed events in data is 35 total (Table 5.1).
The number of expected background events is 15.1 (Table 7.20). Putting this all

together gives us a final result of :

(8.2) og = 4.5 £ 1.4(stat) £ 0.8(sys) pb

Figure 8.1 shows the distribution per jet bin of all backgrounds and observed
data points, for events containing positively tagged jets. As shown in Figure 3.1,
we expect the 1 and 2 jet bins to be dominated by events coming from background
sources. In the > 3 jet bin we expect to see an excess of events over those coming
from background sources. This excess is attributed to ¢ events. *

It is instructive to compare our distribution of observed events to that expected

from theory. Figure 8.2 shows the sum of all calculated backgrounds (blue line), and

IThe error bars in Figures 8.1 and 8.2 are sometimes displayed incorrectly in ghostview. Please turn off the
Antialias state to view these figures correctly
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Figure 8.1: Positively tagged data events (points) with the expected contribution from our various
background sources, per jet bin.

the sum of all backgrounds plus the expected distribution of ¢ events (red line), as
calculated from Standard Model theory expectation of 6.7 pb. In the > 4 jet bin we
find the number of observed events falls exactly on the line of Standard Model theory
and background expectations. In the 3 jet bin we find the number of expected events
from our calculated backgrounds and Standard Model expectations from ¢ events to
be 23.8 + 2.8. We observe 14.0 £+ 3.7 events. There is an observed fluctuation of 2
o between these two numbers.

An overall view of the ¢t cross section measurements, both for Run I and Run
IT of the Tevatron, is shown in Figure 8.3. The results from Run I are combined
across all three channels internal to each collider experiment. The red dot at /s
= 1.96 TeV is from the current lepton+jets B-tagged cross section measurement,

from CDF. The upside down triangles are the current Run II dilepton cross section
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Figure 8.2: Positively tagged data events (points) with the expected contribution from our various
background sources. The background sources are summed into the blue line. The red
line is the expected distribution of # events found using the Standard Model theory
cross section of 6.7 pb.

measurements from CDF and DO0. The dilepton channel offers a clean signature

with very low statistics. This is evidenced by the large statistical error bars on the

dilepton measurement points.

8.1 Cross Checks in Some Interesting Variables

8.1.1 Introduction

We use Monte Carlo samples to obtain shapes for each of our background contri-
butions (with the exception of the QCD background), as well as the shape for the
tt signal. We obtain shapes from each of the samples by applying the same analysis
cuts used in data to define candidate events and filling histograms for various event
and jet quantities. These shapes are normalized to the expectations shown in Ta-

ble 7.20, and then added together. These model distributions are then compared to
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Figure 8.3: Comparisons between measured cross section results and theory predictions. Theory
curves have been generated using My, = 175 GeV. Shown are results from Run I of the
Tevatron, operating under /s = 1.8 TeV, and the current results from Run II. Results
from the CDF collaboration are shown in red, from DO in blue. The circle point from
Run IT is from the B-tagged lepton-+jets analysis, the subject of this thesis. Results
from the dilepton channel cross section are marked with upside-down triangles. It is
evident that the dilepton analyses are still very much statistics limited.
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| Background | W+ 1jet | W+ 2jets | W + 3jets [ W + > 4jets |
Mistags (W-+light flavor)

Wevlp Wev2p Wev3p Wev4p
Wmvlp Wmv2p Wmv3p Wmv4p
Wtvlp Wtv2p Wtv3p Wtvdp

Wbb WevBB0Op | WevBBOp | WevBBlp WevBB2p

WCC

WevCCOp | WevCCOp | WevCClp WevCC2p

WmvCCOp | WmvCCOp | WmvCClp | WmvCC2p
We WevCOp WevClp WevC2p WevC2p
WWIWZ|ZZ,Z — 17 WWOop WWOop WWilp WW2p

single top s channel

Table 8.1: Monte Carlo samples used for background shapes.

those found in the data.

8.1.2 Method

All background and signal shapes except QCD are found using Monte Carlo sam-
ples. The naming convention for these is “something+Xp”, where the “something” is
the physics process - WW, Wc, etc, and the Xp is the number of additional partons
allowed in the event. The breakdown of background Monte Carlo samples used for
each jet bin is shown in Table 8.1.

We apply the following event selection cuts to the Monte Carlo samples for the
signal and all background samples, ezcept QQCD, to obtain our starting set of pre-tag

candidate events :
e OBSV cut (See Section 6.2)

e Cut on number of tight jets, after plug electron removal and jet energy correc-

tions (njets >3)
o [ > 20 GeV
e Dilepton Veto

e 7 Veto
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e Require a good isolated (isolation < 0.1) electron not coming from conversions

(or muon not from a cosmic ray)

We cannot rely on the Monte Carlo to model fakes from QCD. The QCD shapes
must still be obtained from the non-isolated pre-tag data sample. To obtain our

starting sample for the QCD shapes we apply the following cuts :

e Cut on number of tight jets, after corrections only. There is no plug electron

removal done for these jets
e Dilepton Veto
e 7 Veto
e Require a good non-isolated (isolation > 0.2) electron or muon in the event

.ETEQO

— If it is an electron event, correct the Fr in the standard fashion for good

isolated muons

— If it is a muon event, correct the K7 for all good non-isolated muons in the

event

To model variables in the mistag background we use W plus lepton neutrino
Monte Carlo samples. We first remove all events containing bb, c¢, or single charm,
as these backgrounds are already accounted for in the W plus heavy flavor Monte
Carlo samples. All other backgrounds shapes are obtained from Monte Carlo samples,
without any additional manipulation.

The numbers of starting events in the Monte Carlo samples before any cuts are
applied, the number of pre-tag candidate events, and the number of tagged events,
are shown in Table 8.2 for the 1 and 2 jet bin, and Table 8.3 for the 3 and >4 jet

bin.
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Background W + 1 jet W + 2 jets
Total | Pre-Tag | Tag | Total | Pre-Tag | Tag
Mistags (W+light flavor)

Wev 67500 2475 - 189131 3599 -

Wmv 194931 5508 - 260000 3215 -

Wtv 291047 491 - 293736 313 -
Wbb 233931 9371 2829 | 233931 2006 992

WCC

Wev 109941 3152 216 | 109941 602 86
Wmv 137487 2383 152 | 137487 469 61
We 293616 | 26278 1532 | 290046 | 10870 809
WW/WZ]ZZ, Z — 7 | 220027 13839 232 | 220027 11894 424
single top 236000 3115 1189 | 236000 6660 3938

Table 8.2: Monte Carlo samples used for background shapes. Total refers to the total input Monte
Carlo, before any cuts are made on the sample. Pre-Tag is the number of events left
after all event selection cuts, with the exception of B-tagging, have been applied. Tag is
the number of events left after the requirement that there be at least one B-tagged jet
in the event is applied. Mistag backgrounds are handled differently. (See text)

Background W + 3 jets W + > 4jets
Total | Pre-Tag | Tag | Total | Pre-Tag | Tag
Mistags (W+light flavor)
Wev 67500 2933 — 120302 1092 -
Wmv 194931 2012 — 122500 727 -
Wtv 291047 154 - 261504 135 -
Wbb 236005 1095 521 | 231562 919 431
WCC

Wev 109941 692 107 | 229199 554 67
Wmv 137487 491 62 251156 378 49
We 143612 2377 179 | 143612 452 46
WW/WZ/ZZ, 7Z = 11 | 216567 4673 260 | 103046 1502 102
single top 236000 1934 1140 | 236000 459 280

Table 8.3: Monte Carlo samples used for background shapes. Total refers to the total input Monte
Carlo, before any cuts are made on the sample. Pre-Tag is the number of events left
after all event selection cuts, with the exception of B-tagging, have been applied. Mistag
backgrounds are handled differently. (See text)
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Filling Histograms

We will examine the features of tagged jets in the candidate events, as well as
event quantities in the tagged events.

In the tagged jets we examine the corrected Er of the jet, jet ¢, jet n, number
of tracks in the jet, jet L,,, and number of vertex tracks in the jet. Histograms
for the tagged jets are filled by unweighted entries for every positively tagged jet
in the candidate events, for all background and signal samples with the exception of
the mistag background. The mistag background estimate comes from applying the
mistag matrix to taggable jets in the candidate data events. For the jet Er, jet ¢, jet
71, and number of tracks in the jet, we fill the mistag background histograms using
each taggable jet in the pre-tag candidate events, weighted by the negative mistag
matrix. We use taggable jets to increase the statistics of the sample. The jet L,
and number of vertex tracks in the jet histograms can only be filled for tagged jets.
For the mistag background we fill these plots for each negatively tagged jet in our

candidate events, and weight the entry by the negative mistag matrix.

Normalizing Histograms

Variables are filled separately for the signal and each background contribution.
These shapes are normalized differently for backgrounds, mistags, and signal shapes.
The ¢t signal shape is normalized to the distribution expected based on the measured
cross section of 4.5 pb. From the Monte Carlo we measured the distribution of ¢
events in the > 3 jet bins. We found 45% of these fall into the 3 jet bin and 55% are
in the > 4 jet bin. Our measured cross section has a total of 35 candidate events, of
which 20 can be attributed to ¢f. This means we expect 9.1 ¢f events in the 3 jet bin

and 11.9 events in the > 4 jet bin. All of the signal shapes are normalized to these
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expected values.

The histograms are normalized across all backgrounds except mistags in the same
way. These plots were filled for each positively tagged jet in the candidate events.
For tagged jet quantities we need to take into account the possibility of tagging more
than one jet in the event. For these plots we normalize each shape to the value of
the expected contribution from Table 7.20, divided by the integral of a plot from
that same shape that was only filled on a per-tagged event basis, for example the
event r ([ per — event plot). The normalization for each of the backgrounds ezcept

mistags for the tagged jet quantities is :

FExpected tagged events Table 7.20
| per — event plot

(8.3) Normalization =

The mistag plots for tagged jets are filled in two different ways. The Er, 7, ¢,
and the number of good tracks in the jet are filled for every taggable jet, weighted
by the negative mistag matrix. These plots are normalized by utilizing equation 8.3.
The remainder of the tagged jet quantities (Lgy, and number of tracks in the ver-
tex) are filled for each negatively tagged jet in the event, weighted by the negative
mistag matrix. For these variables we first normalize the histograms to the num-
ber of entries found in the plots filled using taggable jets, for example the jet ¢
(J per — taggable jet plot). This is done by multiplying the histogram by the inte-
gral of the per-taggable jet plot and dividing by the integral of itself. We then weight

the resulting histogram using equation 8.3 :

(8.4)
[ per — taggable jet plot Ezpected tagged events Table 7.20

Normalization = -
[ tagged jet plot | per — event plot
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Figure 8.4: L, of B-tagged jets in Lepton+Jets candidate events in the > 3 jet bin

where “tagged jet plot” is the histogram of the L;, or number of tracks in the

vertex.

8.1.3 Results

All normalized shapes are stacked on top of each other, including the shape from
the expected ¢t signal. This stacked shape is then plotted overlayed with the shape
found from our data points. Shown in Figures 8.4 and 8.5 are examples of these
shape comparisons for two tagged jet quantities, Ly, and N,,. These two plots are
crucial for checking the B-tagging algorithm. L,,, as discussed in Section 4.2, is the
distance between the primary vertex and the reconstructed secondary vertex of the
tagged jets. N, is the number of tracks used to reconstruct the secondary vertex.
All plots exhibit good agreement between the shape observed in the data and that

found from the sum of the expected background and signal shapes.
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CHAPTER IX

Optimization Studies

The top event selection requirements used in this analysis are identical to those
used to discover the top quark at the Tevatron during Run I. That selection was
optimized to look for a top quark of unknown mass, with maximum efficiency. With
the top quark now a known object, it is of interest to know if there is a more optimal

selection for measurement of the ¢¢ production cross section.

9.1 Introduction

We explored changes to the K7, jet E7 and jet n cuts, as well as which jet energy
corrections were applied. In addition we applied a new technique for estimating the
QCD background.

Throughout this chapter the word “baseline” is used to refer to the values mea-
sured when using a jet Ep cut of 15 GeV, jet | n | cut of 2.0, and 7 cut of 20 GeV.
These are the values used for the lepton+jets B-tagged tf cross-section analysis from
both Run I and Run II. Please note that this definition of “baseline” does not include

any reference to which jet corrections were applied.
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9.2 Figures of Merit

We examined four figures of merit simultaneously. These are the total significance,
the signal to background ratio, the statistical significance, and the purity. The total
significance represents our sensitivity to both the statistical and systematic errors,
and was given preference over the other three quantities when optimizing. To verify
that the more optimal points were not affecting the top acceptance, and the single
and double tagging efficiency, we also evaluated these quantities at each point of

optimization.

e Total Significance (=—=—)

Ototal

— This quantity represents our sensitivity to both the statistical and system-
atic errors. As we reach higher luminosities our measurement will start
to become systematics limited, and the total significance is a measure of
how our systematics will be reduced at different cut levels. We expect the
systematic uncertainties to dominate with increasing statistics. The total
error is the quadratic sum of the statistical error and the systematic error.
The systematic error itself is also a quadratic sum, of the systematic error
on the expected signal and the systematic error on the background. We find
the systematic errors at a given set of cuts by scaling the value found at the
baseline. The scale factor is the ratio of total background contribution (or
denominator) at the new set of cuts and the value found at the baseline.
For example, our baseline denominator found using jet corrections of level
4 is 4.4840.56 (sys). The denominator found by increasing the jet Er cut
to 20 GeV is 3.90. The new systematic error becomes :

3.90
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e S/B
— The signal to background ratio is a measure of signal strength relative to

the background noise.

e Statistical Significance ( \/SS:TB)

— In a counting experiment, the statistical error on the number of events is
approximately the square root of the number of events. Our signal is the
number of total observed events minus the number of expected background
events, i.e. the number of observed top events. The quantity S + B is then
the total number of observed events, and the square root is the error on
this count. S/+/S + B is the significance of the top contribution, relative

to the statistical error on the total observed events.

e Purity (SJFLB)
— The signal is the number of observed top events, and S 4+ B is the total

number of observed events. The purity is a measure of the total top signal

strength relative to the entire observed set of events.
e Top Acceptance (€)

— Using the #£ Monte Carlo sample we find the top acceptance. The number
quoted for use in this optimization includes the tagging efficiency, but does

not include luminosity.
e Single Tagging Efficiency

— The single tagging efficiency is found using our ¢ Monte Carlo sample. It
is the number of events passing all event selection criterion, having one and
only one tagged jet, divided by the total number of events with at least one

taggable jet.
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e Double Tagging Efficiency

— The double tagging efficiency is also found using our ¢ Monte Carlo sample.
It is the number of events passing all event selection criterion, having two
and only two tagged jets, divided by the total number of events with at

least one taggable jet.

9.3 Optimizing the QCD Background

This new QCD technique takes the standard Iso vs FEr QCD calculation and
applies a cut in ¢ between the leading jet and the event K. Motivation for the cut
is illustrated in Figures 9.1 and 9.2. In Figure 9.1 it can be seen that the QCD events
tend to pile up in the 20 < Fr < 30 GeV region, and there are two definite peaks in
the A¢ distribution, at 0.5 > A¢ > 0 and at 0.5 > A¢ > 3.14. The ¢t events, shown
in Figure 9.2, do not exhibit this tendency. Requiring a cut of 0.5 < A¢ < 2.5 will
not affect our signal events, but will remove a significant portion of the QCD events.

It has been shown that the new QCD cut results in a factor of 3 reduction of
the number of expected QCD events compared to using standard Iso vs Fr QCD
estimate. (See Reference [78]) This additional cut will become the standard for future
versions of the cross section analysis. In addition to the standard figures of merit for
optimization (S/B, significance, and purity), we also consider quantities such as the

top acceptance and the single and double tagging rates.

9.4 Expected Signal

We determine the expected ¢t signal rate by using the Standard Model cross

section of 7 pb and the following equation :

(0.2) NP = g - (eq / L)
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Figure 9.1: A¢ vs Kt for non-isolated lepton events in the data. The standard event selection cut of
Fr > 20 GeV has already been applied. The plot on the top is for electron events. The
bottom displays the distribution for muon events. As mentioned in Section 7.1, events
which pass our Fr cut but contain a non-isolated lepton are a good representation of
the QCD background to the ¢ production cross section measurement. These figures
show the majority of the QCD events exist in the region 20 < Fr < 30 GeV, and 0.5
> A¢ > 0, as well as 2.5 > A¢ > 3.14. [7§]
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Figure 9.2: A¢ vs Er for tt events found using the ALPGEN Monte Carlo, in the > 3 jet bin
region. The standard event selection cut of fr > 20 GeV has already been applied.
The plot on the top is for electron events. The bottom displays the distribution for
muon events. It can be seen that requiring 0.5 < A¢ < 2.5 will not affect our signal

events. [78]
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To estimate the effects of different cut selections we simply remeasure the total
efficiency, comprising the tagging efficiency and acceptance, using a sample of ¢t
Monte Carlo events. (See Chapter 6.1) The integrated luminosity used for the CEM

and CMUP detectors is 107.9 pb~!, and 98 pb~! for the CMX detector.

9.5 Background Estimates

We estimate the expected background contributions for each of our optimization

cuts by multiplying the baseline background estimates (Table 9.1) by a scale factor:

#MC Entries New Cut
#MC Entries Baseline

(9.3) Bgd Estimateney cut = Bgd Estimatepgseline -

The scale factor is the number of tagged events in a background Monte Carlo
found by using the test set of cuts, divided by the number found using the baseline
set of cuts. The Monte Carlo samples used in this study for each of the backgrounds
are the same as those used in the examination of the background contributions. (See
Tables 8.1 and 8.2, 8.3) The benefit of using this scale factor is that any changes in
tagging efficiency are included in the counting of tagged events.

Our background estimates are found for the 3 and >4 jet bin separately. We
have also corrected the Wb, W ce, and W e background estimates shown in Table 9.1
to match the ti-corrected total background estimate. Values displayed in this table
are before correcting. (See Section 7.2) We scale the tt-corrected backgrounds when
examining the varying sets of cuts.

To compute our expected contribution from the QCD background for each of the
sets of cuts we apply a technique similar to the one above for the other backgrounds.
It is not entirely straightforward to measure the tagged events at the varying sets of
cuts for the new QCD calculation, so we employ a smart scaling from the Iso vs Er

QCD method. Recall that the new QCD cut was found to reduce the rate of that
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background by a factor of 3. Therefore, to find the number of tagged events at a
given set of cuts we count the number of tagged events in the data found by using
the standard Iso vs 7 QCD calculation, and scale by a factor of 1/3. This gives us
the numerator of equation 9.3. The denominator of equation 9.3 is the number of
tagged events found at the baseline set of cuts, applying the new QCD cut.

We use the Wbb, W e, and We Monte Carlo samples to estimate the change in W
plus heavy-flavor backgrounds. We assume the heavy-flavor fractions are constant
as a function of the kinematic cuts. The original mistag background estimate for our
baseline analysis comes from running the mistag matrix over data. To estimate the
contribution to the backgrounds from the mistags for each of our optimization cuts
we apply Equation 9.3 to the W+light parton Monte Carlo samples. The counts
of tagged events used in the scale factor are the raw counts recorded, and are not
weighted by the mistag matrix. The baseline WW and single top backgrounds are
estimated from Monte Carlo samples, so it is straightforward to measure the change

in background from the Monte Carlo.

| Background | W +3jets | W + > 4jets |

—Lyy 2.70 +0.40 1.50+0.30

Wbb 2.42 £0.62 1.04 +0.32

Wee 0.89 £0.27 0.35+0.13

We 1.00 + 0.38 0.30 £ 0.12

wWw 0.46 + 0.08 0.08 £ 0.03

Iso vs BT QCD 3.05 £ 0.59 1.54 £+ 0.30

Aé QCD 1.0+£022 | 0.50+0.13

single top 0.79 £ 0.11 0.15+ 0.02

Total (Iso vs B QCD) 11.31 + 1.27 | 4.96 + 0.64
Corrected (Iso vs B QCD) 15.45 + 1.43
Corrected (A¢ QCD) 12.36 + 1.30

Table 9.1: Background estimates for our baseline analysis, using “level 4” jet corrections. (See Sec-
tion 3.5.1) Results shown are for both the Iso vs 7 and the A¢ methods for estimating
the background contribution due to QCD. The values shown for the Wb, Wcc, and We
backgrounds have not been corrected for the expected residual ¢ component.

In addition to examining the changing the K, jet Er and jet ) cuts, we also looked
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at changing the types of jet energy corrections which were applied. Our cross section
measurement was carried out using the first four jet corrections listed in Section 3.5.1 :
relative energy, time dependence, raw energy scale, and multiple interactions. These
group of corrections are known internally as the “level 4” corrections. In addition we
also tried including absolute energy scale corrections (“level 5”), and absolute and
underlying event corrections (“level 6”). To find the expected backgrounds for Level
5 and Level 6 jet corrections at the baseline set of cuts we scale the Level 4 estimates

(Table 9.1) using the following equation :

(9.4)
> tagged events,py pL 5(6)
> tagged eventsppvEr 4

bgd estimate LEV EL5(6) = bgd estimate_LEV EL4 -

For a given background we find the number of tagged events in the Monte Carlo
for the Level 4 and Level 5(6) jet corrections. The ratio of these two numbers be-
comes the scale factor by which we multiply the original baseline Level 4 background
estimate. Table 9.2 compares the backgrounds between jet levels of 4, 5, and 6, for
the > 3 jet bin. The QCD background is found using the Iso vs £ method with the
additional A¢ cut, and the Wbb, Wce, and We backgrounds shown are before and

after correcting for .

9.6 Results

To determine which set of test cuts provides the most optimal point for this
analysis we examine our four figures of merit relative to the baseline results. Our
primary concern when choosing the most optimal point at each level is finding the
point which exhibits the maximum in increase in total significance over the baseline

value. We encounter instances where the maximum increase in total significance is
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Background Level 4 Uncorrected Level 4 tt Corrected Level 5 Level 6

—L, 4.20 4.20 728 | 6.75
Wbb 3.46 2.96 431 | 4.09
Wez 1.24 1.07 173 | 1.59
We 1.30 1.05 174 | 164
WW 0.54 0.54 060 | 059
Ag QCD 1.50 1.50 120 | 1.20
single top 0.94 0.94 144 | 1.36
[ Total | 13.18 | 12.26 [ 1830 | 17.22 |

Table 9.2: Background estimates for jet correction Levels 4, 5, and 6, in the > 3 jet bin. Level 4
is shown both before and after tf corrections for the Wbb, Wcc, and We backgrounds.
Levels 5 and 6 are shown after £ corrections only. The A¢ cut is applied when calculating
the QCD background. All values are shown for the baseline set of cuts. (See Section 9.1)

stable across several sets of test cuts. In these cases we then examine the other three
figures of merit and pick as most optimal the point which has a maximum for the
majority of these other figures of merit. The following pages display tables of Er vs
Fr and Er vs | n | for jet corrections levels 4, 5, and 6. In each chart the baseline
number is shown in italics, and the point chosen to be most optimal is highlighted

in bold print.

9.6.1 Optimization with Level 4 Jet Corrections

Level 4 jet corrections apply a scale factor to all tight jets in the event to account
for relative energy, time dependent, energy scale, and multiple interaction energy
corrections. Table 9.4 shows the figures of merit as we vary jet Er vs Er at Level 4,
and Table 9.5 as we vary jet Er vs jet | n|.

In Table 9.4 there is clearly one point with maximum total and statistical signifi-
cance. This point is found by increasing our jet E7 to 20 GeV. In Table 9.5 there are
three points with maximal total and systematic significance. These points are found
in the last three columns of the second row, representing jet Er of 20 GeV and | 7 |
values of 2.0, 2.25, and 2.5. In all three cases we see the statistical significance values

are the same, and the total significance values are the same. In addition, the purity
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is comparable. We optimize this set of cuts based on the fourth figure of merit, the
signal to background ratio. We find the maximal point occurs at jet Ep of 20 GeV
and | 7 | of 2.0. The final point chosen which is most optimal for jet corrections
of Level 4 is at jet Ep > 20 GeV, jet | n | < 2.0, and event Fr > 20 GeV. The
only variable to change from our baseline cross section analysis cuts is the jet Er,
increasing by 5 GeV. This point provides us with a 15% increase in the purity of
the sample, and an 84% increase in the signal to background ratio over the original
analysis jet Er cut of 15 GeV.

Figure 9.3 shows the four figures of merit for Level 4, as a function of the jet
Er cut. Between jet Ep of 15 and 20 GeV the total significance experiences a 2%

increase, while the statistical significance remains flat. The purity increases by 15%.

Optimlze as a function of Jet ET |
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Figure 9.3: Optimization results for Level 4 jet corrections, holding Z7 and 1 constant and varying
jet Er. Between jet Er of 15 and 20 GeV the total significance experiences a 2%
increase, while the statistical significance remains flat. The purity increases by 15%.
The signal to background experiences a significant increase of 84% as we increase the
jet Er cut to 20 GeV.



139

9.6.2 Optimization with Level 5 Jet Corrections

Level 5 corrects for all factors present at Level 4, and also includes absolute energy
corrections. See Table 9.6 for jet Er vs Fr, and Table 9.7 for jet Er vs jet | n |.

Table 9.6 (jet Er vs Fr) has two points with maximal total significance, at frr
of 20 GeV, and jet Ep of 20 and 25 GeV. Here we find that the point at jet Ep of
20 has a higher statistical significance, but a lower signal to background ratio and
purity. The total significance is comparable between these two points. There are
two motivations for choosing the point at jet Er of 25 to be the most optimal. In
optimizing we look for the point with the maximum in the largest number of figures
of merit. Of the four primary figures of merit (signal to background, statistical
significance, purity, and total significance), this point is higher in two and equivalent
in one to the point at jet E7 of 20. The second rationale is the implications that
this optimization point will have for other analyses. This analysis provides the event
selection and background normalizations for many other analyses, including the | Vj |
measurement, W helicity, and the top mass analysis. A larger value in purity and
signal to background will assure the robustness of these other analyses, in regards to
event selection and backgrounds.

For table 9.7 (jet Er vs | |) the most optimal point is found in a similar fashion.
Here we find seven points with equivalent total significance. These are in the jet
Er 20 row, for | n | values 1.75, 2.0, 2.25, and 2.5, and in the jet Ep 25 row, for
| 7 | values 2.0, 2.25, and 2.5. The points in the jet Er 20 row all have a larger
statistical significance relative to the jet Ep 25 row, but are lower in purity and
signal to background. As before in the jet EFr vs FEr optimization we only look
at points having the largest number of our figures of merit at a maximum. This

leaves us with the three points in the jet Er 25 row. We find that the statistical
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significance, purity, and total significance are equivalent across all three points. The
defining figure of merit, then, must be the signal to background. This occurs at an
| n | value of 2.0. Therefore, the maximal point at Level 5 is found by changing
the jet Er cut to 25 GeV. The jet n and event Fr cuts remain unchanged from our

baseline values.

9.6.3 Optimization with Level 6 Jet Corrections

Level 6 jet corrections include those found at Level 5, plus underlying event cor-
rections. See Table 9.8 for jet Er vs K7, and Table 9.9 for jet Er vs jet | i |.

Table 9.8 (jet Er vs Er) also has two points with maximal total significance, at Er
of 20 GeV, and jet Er of 20 and 25 GeV. As for Level 5 we find that the point at jet
E7 of 20 has a higher statistical significance, but a lower signal to background ratio
and purity. The total significance is comparable between these two points. Again we
choose the point with higher signal to background and purity, the point at jet Er of
25. Table 9.9 also displays the same behavior as in Level 5 jet corrections, with the
highest total significance points residing in the jet Er 20 and 25 rows. Here the row
at jet Er 20 has a higher statistical significance, but lower signal to background and
purity. The total significance is constant across these two jet Er rows. The most
optimal point at Level 6 is the one in which the jet n and Fr values do not change

from the baseline, but the jet E7 cut is increased to 25 GeV.
9.7 Conclusions
The most optimal point for each level of jet corrections is shown in Table 9.3. The

point of highest statistical and total significance occurs at Level 5, with a jet Er cut

of 25 GeV, jet | n | cut of 2.0, and event Fr of 20 GeV.
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BASELINE Level 4 Level 5 Level 6
jet Er (GeV) 15 20 25 25
jet [ | 2 2 2 2
MET (GeV) 20 20 20 20
S/total 4.60 4.69 4.73 4.71
S/B 2.59 4.77 £ 0.08 5.05 £ 0.08 5.23 £ 0.09
Significance 4.76 4.75 £ 0.01 4.78 +£ 0.01 4.76 + 0.01
Purity 0.72 0.83 £ 0.01 0.83 £ 0.01 0.84 £ 0.01
top accep 0.042 0.037 £ 0.002 | 0.037 £ 0.002 | 0.036 £ 0.002

Table 9.3: Most optimal points for Level 4, Level 5, and Level 6 jet corrections.

9.8 Validity of Total Significance as a Figure of Merit

We have pegged this optimization study to a certain luminosity (107.9 pb~! for
the CEM and CMUP detectors, and 98 pb~! for the CMX detector). We argue that
optimizing on the total sensitivity will allow this analysis to become more robust
at higher luminosities. To test this theory we conduct two additional studies of the
optimization. In one case we use our measured cross section of 4.5 pb to generate our
expected signal. (See Tables 9.10 and 9.11) In the second case we use the standard
model cross section of 7 pb, but double our luminosity (to 215.8 pb~! for CEM and
CMUP, 196 pb~* for the CMX). (See Tables 9.12 and 9.13) We conducted these tests
using level 5 jet corrections only.

Table 9.10 is the chart of Er vs Fr found when using our measured cross section
of 4.5 pb to generate the expected signal. In this case it is quite clear that there is
one point with a maximum in total significance, at £ 20 and Ep 25. Table 9.11,
Er vs | n | using our measured cross section, has four maximum points in which the
statistical significance, purity, and total significance are equal. These are located at
a jet Er cut value of 25 GeV and | n | of 1.75, 2.0, 2.25, and 2.5. The defining value,
then, is the signal to background. The two highest signal to background ratios are

at | n | of 1.75 and 2.0. We find that there is a slightly higher signal to background



142

at an | 7 | value of 1.75, but the consensus of Top Physics working group is to avoid
making changes to the n cut based solely on a small increase in signal to background.
For this study we conclude that changing the jet Er cut to > 25 GeV provides the
point of highest optimization.

Table 9.12 examines Er vs K7 cuts when we use the standard model cross section
of 7 pb, but double our luminosity. The values found using £r 20 and Er 20 and 25
are maximal in total significance. The point at Er 25, however, has a higher signal
to background and purity value than the point at Er 20. Table 9.13, for Er vs | i |,
finds 8 points which are similar in the maximal value of total significance. These are
all ) points in the jet Er 20 row, and | n | of 2.0, 2.25, and 2.5 in the jet Er 25 row.
Again as in the case of the standard Level 5 optimization study, the purity and signal
to background are the highest in the jet Er 25 row. Comparing the three optimal
points in the jet Ep 25 row we find that the statistical significance, purity, and total
significance are comparable between all points. The defining value for optimization
is again the signal to background, and is found at jet E7 25, | | of 2.0. The point
chosen in the original optimization study for Level 5 (jet Ep > 25 GeV) is still the

most optimal.
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Jet By : 15 20 25 30 35
MET : 20 GeV
S/total 4.60 4.69 443 3.98 3.46
S/B 2.59 4.76 + 0.08 | 7.28+£0.19 | 9.87 +0.34 | 13.05 £ 0.67
Significance 4.76 4.75 + 0.01 | 4.46 £ 0.01 | 3.99 +0.01 | 3.46 + 0.01
Purity 0.72 0.83 + 0.01 | 088+ 0.01 | 0.91+001 | 0.93+0.01
top accep 0.042 0.037 + 0.002 | 0.030 + 0.002 | 0.024 + 0.003 | 0.017 + 0.003
€1 0.45 0.45 + 0.001 | 0.46 + 0.001 | 0.46 + 0.001 | 0.46 + 0.001
€ 0.16 0.16 + 0.001 | 0.16 + 0.001 | 0.17 + 0.002 | 0.18 + 0.003
MET : 25 GeV
S/total 453 453 427 3.83 3.31
S/B 2.91 + 0.02 4.92 + 0.08 7414 0.19 | 10.02 £ 0.38 | 13.17 £ 0.59
Significance | 4.65 % 0.01 4.59 + 0.01 430 £ 001 | 3.84+001 | 3.32+0.01
Purity 0.74 + 0.01 0.83 + 0.01 088 +£0.01 | 0.91+001 | 0.93+0.01
top accep | 0.039 + 0.001 | 0.034 + 0.002 | 0.028 + 0.003 | 0.022 + 0.003 | 0.016 + 0.003
€1 0.45 + 0.0001 | 0.45+ 0.001 | 0.46 + 0.001 | 0.46 = 0.001 | 0.46 = 0.001
€ 0.16 £ 0.0004 | 0.16 & 0.001 | 0.16 & 0.001 | 0.17 =+ 0.002 | 0.18 = 0.003
MET : 30 GeV
S/total 437 435 4.08 3.64 3.19
S/B 3.06 + 0.03 5.16 =+ 0.09 7.76 £ 0.19 | 10.52 + 0.38 | 14.05 + 0.73
Significance | 4.47 + 0.01 4.39 + 0.01 410 £ 001 | 3.65+001 | 3.20+0.01
Purity 0.75 + 0.02 0.84 + 0.01 0.89 £0.01 | 0.91+001 | 0.93+0.01
top accep | 0.035 + 0.002 | 0.031 + 0.002 | 0.025 + 0.003 | 0.012 + 0.003 | 0.015 + 0.003
€1 0.45 + 0.0002 | 0.45 £ 0.001 | 0.46 + 0.001 | 0.46 = 0.001 | 0.46 = 0.001
€ 0.16 £ 0.001 | 0.16 = 0.0003 | 0.16 + 0.001 | 0.17 = 0.002 | 0.18 = 0.003

Table 9.4: Level 4 jet Er vs MET, with | | held constant at 2. The most optimal point is found
by increasing the jet E7 cut to 20 GeV, and not changing the MET. Numbers in italics

are the baseline, bold-faced numbers are the most optimal.
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Jet | n|: 1.5 1.75 2.0 2.25 2.5
Jet Bt : 15 GeV
S/total 4.65 4.67 4.60 4.64 4.62
S/B 3.47 + 0.04 3.07 + 0.03 2.59 2.63 + 0.02 2.52 + 0.02
Significance 4.74 + 0.01 4.79 + 0.01 4.76 4.80 + 0.01 4.79 + 0.01
Purity 0.78 + 0.02 0.75 + 0.01 0.72 0.72 + 0.01 0.72 + 0.01
top accep 0.039 £+ 0.001 | 0.041 4+ 0.001 0.042 0.043 £+ 0.001 | 0.043 £ 0.001
€1 0.46 £+ 0.001 | 0.45 £+ 0.001 0.45 0.45 + 0.0003 | 0.45 & 0.0004
€9 0.17 £ 0.002 | 0.16 &+ 0.001 0.16 0.16 + 0.001 | 0.15 & 0.001
Jet Er : 20 GeV
S/total 4.59 4.66 4.69 4.70 4.69
S/B 5.94 + 0.11 5.15 £ 0.09 4.77 £ 0.08 4.48 + 0.07 4.33 £+ 0.06
Significance 4.64 + 0.01 4.71 + 0.01 4.75 + 0.01 4.76 + 0.01 4.76 + 0.01
Purity 0.86 + 0.01 0.84 + 0.01 0.83 + 0.01 0.82 + 0.01 0.81 +0.01
top accep 0.034 + 0.002 | 0.036 + 0.002 | 0.037 + 0.002 | 0.037 & 0.002 | 0.037 + 0.002
€ 0.46 £+ 0.001 0.46 + 0.001 0.45 £+ 0.001 | 0.45 4+ 0.0003 | 0.45 £ 0.0002
€9 0.17 £ 0.002 0.16 &£ 0.001 0.16 £ 0.001 | 0.16 & 0.0002 | 0.16 £ 0.0004
Jet Er : 25 GeV
S/total 4.29 4.39 4.43 4.45 4.45
S/B 8.75 + 0.30 7.85 + 0.20 7.28 +0.19 6.96 + 0.17 6.71 + 0.16
Significance 4.31 + 0.01 4.42 + 0.01 4.46 + 0.01 4.48 + 0.01 4.48 + 0.01
Purity 0.90 + 0.01 0.89 + 0.01 0.88 4+ 0.01 0.87 + 0.01 0.87 + 0.01
top accep 0.028 + 0.003 | 0.029 + 0.002 | 0.030 + 0.002 | 0.031 &+ 0.002 | 0.031 + 0.002
€1 0.46 + 0.001 | 0.46 + 0.001 0.46 + 0.001 0.46 + 0.001 | 0.46 + 0.001
€ 0.18 £ 0.003 | 0.17 + 0.002 0.16 + 0.001 0.16 + 0.001 | 0.16 & 0.001
Jet ET : 30 GeV
S/total 3.84 3.94 3.97 3.99 3.96
S/B 11.47 £ 0.41 10.57 £+ 0.40 9.76 + 0.33 9.45 + 0.31 8.10 £ 0.26
Significance 3.86 + 0.01 3.95 + 0.01 3.99 + 0.01 4.01 + 0.01 3.98 + 0.01
Purity 0.92 + 0.01 0.91 + 0.01 0.91 +0.01 0.90 + 0.01 0.89 + 0.01
top accep 0.022 + 0.003 | 0.023 £+ 0.003 | 0.024 £+ 0.003 | 0.024 4 0.003 | 0.024 4 0.003
€1 0.46 + 0.001 | 0.46 + 0.001 0.46 + 0.001 0.46 + 0.001 | 0.46 + 0.001
€ 0.18 £ 0.003 | 0.17 + 0.003 0.17 £ 0.002 0.17 £ 0.002 | 0.17 &+ 0.002
Jet Er : 35 GeV
S/total 3.33 3.40 3.44 3.45 3.45
S/B 14.84 £+ 0.75 13.71 £ 0.76 12.94 + 0.66 12.31 + 0.59 11.89 + 0.55
Significance 3.33 £ 0.01 3.41 + 0.01 3.45 + 0.01 3.46 &+ 0.01 3.46 &+ 0.01
Purity 0.94 + 0.01 0.93 + 0.01 0.93 + 0.01 0.92 + 0.01 0.92 + 0.01
top accep 0.016 £+ 0.003 | 0.017 &= 0.003 | 0.017 £ 0.003 | 0.017 & 0.003 | 0.017 & 0.003
€1 0.46 + 0.002 | 0.46 + 0.001 0.46 + 0.001 0.46 + 0.001 | 0.46 + 0.001
€9 0.19 + 0.004 0.18 + 0.004 0.18 £+ 0.003 0.18 £+ 0.003 0.18 + 0.00

Table 9.5: Level 4 jet Er vs jet | 5 |, with MET held constant at 20 GeV. The most optimal point
is found by increasing the jet Er cut to 20 GeV, and not changing the n cut. Numbers
in italics are the baseline, bold-faced numbers are the most optimal.
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Jet By - 15 20 25 30 35
MET : 20 GeV
S/total 440 4.75 4.73 4.50 112
S/B 1.84 3244004 | 5.05+0.08 | 7.25+0.18 | 9.52+0.29
Significance 4.67 4874+ 001 | 4.78 +0.01 | 4.53 +0.01 | 4.14 + 0.01
Purity 0.65 0.76 £ 0.01 | 0.83 +0.01 | 0.88=+0.01 | 0.90+ 0.01
top accep 0.045 0.041 =+ 0.001 | 0.037 + 0.002 | 0.031 =+ 0.002 | 0.025 + 0.003
€ 0.45 0.45 + 0.0003 | 0.45 + 0.001 | 0.46 + 0.001 | 0.46 + 0.001
€ 0.16 0.16 + 0.001 | 0.16 + 0.001 | 0.16 & 0.001 | 0.17 =+ 0.002
MET : 25 GeV
S/total 4.37 1.64 4.59 4.36 3.99
S/B 2.01 +0.01 | 3.38 +0.04 5.22 4+ 0.10 7.38 £0.18 | 9.72 + 0.32
Significance | 4.59 + 0.01 | 4.74 + 0.01 4.64 + 0.01 439 +0.01 | 4.00 £ 0.01
Purity 0.67 +0.01 | 0.77 +0.01 0.84 + 0.01 0.88 +0.01 | 0.91 + 0.01
top accep 0.042 + 0.001 | 0.039 + 0.002 | 0.034 + 0.002 | 0.029 + 0.003 | 0.024 + 0.003
€ 0.45 + 0.0002 | 0.45 + 0.0004 | 0.45 4+ 0.001 | 0.46 + 0.001 | 0.46 + 0.001
€ 0.16 + 0.0003 | 0.16 + 0.001 | 0.16 + 0.001 | 0.16 + 0.001 | 0.17 + 0.002
MET : 30 GeV
S/total 1.27 4.49 1.42 4.19 3.83
S/B 212+ 0.01 | 3.54+0.05 5.43 £+ 0.10 763 +0.21 | 10.09 + 0.32
Significance | 4.45+ 0.01 | 4.57 + 0.01 4.47 + 0.01 421 £0.01 | 3.85+0.01
Purity 0.68 £ 0.02 | 0.78 + 0.02 0.84 + 0.01 0.88 £ 0.01 | 0.91 + 0.01
top accep 0.039 + 0.002 | 0.036 + 0.002 | 0.031 + 0.002 | 0.027 + 0.003 | 0.022 + 0.003
€ 0.45 + 0.0003 | 0.45 + 0.0002 | 0.45 + 0.0004 | 0.45 + 0.001 | 0.46 + 0.001
€ 0.16 + 0.0002 | 0.16 + 0.001 | 0.16 + 0.001 | 0.16 + 0.001 | 0.17 + 0.0021

Table 9.6: Level 5 jet Ex vs MET, with | 7 | held constant at 2. The most optimal point is found
by increasing the jet Er cut to 25 GeV, holding the MET steady at 20 GeV. Numbers
in italics are the baseline, bold-faced numbers are the most optimal.
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Jet | n|: 1.5 1.75 2.0 2.25 2.5
Jet Bt : 15 GeV
S/total 4.53 4.51 4.40 4.39 4.34
S/B 2.40 + 0.02 2.12 £ 0.01 1.84 1.78 £ 0.01 1.70 £ 0.01
Significance 4.71 + 0.01 4.73 + 0.01 4.67 4.68 + 0.01 4.65 + 0.01
Purity 0.71 £+ 0.02 0.68 + 0.01 0.65 0.64 + 0.01 0.63 + 0.01
top accep 0.042 + 0.001 | 0.044 4+ 0.001 0.045 0.046 + 0.001 | 0.046 + 0.001
€1 0.46 + 0.001 | 0.45 £ 0.0004 0.45 0.45 4+ 0.0003 | 0.45 &+ 0.0003
€9 0.17 £ 0.001 | 0.16 £+ 0.001 0.16 0 0.15 + 0.001 | 0.15 & 0.001
Jet Er : 20 GeV
S/total 4.70 4.75 4.75 4.73 4.72
S/B 3.99 + 0.06 3.53 + 0.05 3.24 + 0.04 3.02 + 0.032 2.90 4+ 0.03
Significance 4.78 + 0.01 4.85 + 0.01 4.87 + 0.01 4.86 + 0.01 4.85 + 0.07
Purity 0.80 + 0.02 0.78 + 0.02 0.76 + 0.01 0.75 + 0.01 0.74 + 0.01
top accep 0.038 + 0.002 | 0.040 + 0.002 | 0.041 £+ 0.001 | 0.042 £ 0.001 | 0.042 + 0.001
€ 0.46 £+ 0.001 0.45 + 0.001 0.45 £+ 0.0003 0.45 + .0001 | 0.45 £ 0.0002
€9 0.17 £ 0.002 0.16 &£ 0.001 0.16 + 0.001 0.16 &= 0.0003 | 0.15 + 0.001
Jet Er : 25 GeV
S/total 4.62 4.69 4.73 4.73 4.72
S/B 6.16 = 0.14 5.44 £+ 0.10 5.05 + 0.08 4.71 + 0.08 4.55 £+ 0.07
Significance 4.66 + 0.01 4.74 + 0.01 4.78 + 0.01 4.79 + 0.01 4.79 £+ 0.01
Purity 0.86 + 0.01 0.84 + 0.01 0.83 + 0.01 0.82 + 0.01 0.82 + 0.01
top accep 0.034 + 0.002 | 0.036 + 0.002 | 0.037 + 0.002 | 0.037 & 0.002 | 0.037 + 0.002
€1 0.46 + 0.001 | 0.46 & 0.001 | 0.45 4 0.001 | 0.45 4 0.0004 | 0.45 & 0.0004
€ 0.17 £ 0.002 | 0.16 &+ 0.001 0.16 + 0.001 | 0.16 £+ 0.001 | 0.16 & 0.0004
Jet ET : 30 GeV
S/total 4.36 4.46 4.50 4.51 4.51
S/B 8.68 £+ 0.25 7.78 £ 0.19 7.25 £ 0.18 6.85 + 0.16 6.63 £ 0.15
Significance 4.38 + 0.01 4.49 + 0.01 4.53 + 0.01 4.55 + 0.01 4.55 + 0.01
Purity 0.90 + 0.01 0.89 + 0.01 0.88 + 0.01 0.87 + 0.01 0.87 + 0.01
top accep 0.029 + 0.002 | 0.030 £+ 0.002 | 0.031 £ 0.002 | 0.032 £ 0.002 | 0.032 & 0.002
€1 0.46 + 0.001 | 0.46 + 0.001 0.46 + 0.001 0.45 + 0.001 | 0.45 + 0.001
€ 0.18 £ 0.003 | 0.17 + 0.002 0.16 + 0.001 0.16 + 0.001 | 0.16 &+ 0.001
Jet Er : 35 GeV
S/total 3.99 4.08 4.13 4.14 4.14
S/B 11.26 + 0.37 | 10.35 + 0.35 9.71 + 0.30 9.17 + 0.27 8.87 + 0.25
Significance 4.00 + 0.01 4.10 + 0.01 4.14 + 0.01 4.16 + 0.01 4.16 + 0.01
Purity 0.92 + 0.01 0.91 4+ 0.010 0.91 +0.01 0.90 + 0.01 0.90 + 0.01
top accep 0.023 £+ 0.003 | 0.025 &= 0.003 | 0.025 £ 0.003 | 0.026 & 0.003 | 0.026 + 0.003
€1 0.46 + 0.001 | 0.46 + 0.001 0.46 + 0.001 0.46 + 0.001 | 0.46 + 0.001
€9 0.18 + 0.003 0.17 + 0.002 0.17 + 0.002 0.16 & 0.002 0.16 £+ 0.002

Table 9.7: Level 5 jet Er vs jet | n |, with MET held constant at 20 GeV. The most optimal point

is found by increasing the jet Er cut to 25 GeV, and not changing the n cut. Numbers
in italics are the baseline, bold-faced numbers are the most optimal.
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Jet By - 15 20 25 30 35
MET : 20 GeV
S/total 145 4.76 4.71 1.46 1.08
S/B 1.94 3.39 + 0.04 5.23 £ 0.09 | 7.50+0.17 | 9.83 +0.32
Significance 4.69 4.86 + 0.01 4.76 + 0.01 | 4.49 +0.01 | 4.10 + 0.01
Purity 0.66 0.77 + 0.01 0.84 + 0.01 | 0.88+0.01 | 0.91+0.01
top accep 0.045 0.0410 + 0.001 | 0.036 + 0.002 | 0.031 & 0.002 | 0.025 + 0.003
€ 0.45 0.45 + 0.0003 | 0.45 + 0.001 | 0.46 & 0.001 | 0.46 + 0.001
€ 0.16 0.16 + 0.001 | 0.16 + 0.001 | 0.16 + 0.001 | 0.17 + 0.002
MET : 25 GeV
S/total 141 1.64 457 1.32 3.4
S/B 2.12 + 0.01 3.52 + 0.04 5.38 & 0.10 760 +0.19 | 991 +0.35
Significance | 4.61 + 0.01 4.73 + 0.01 4.62 + 0.01 4.35+0.01 | 3.96 + 0.01
Purity 0.68 + 0.01 0.78 + 0.01 0.84 + 0.01 0.88+0.01 | 0.91 + 0.01
top accep 0.042 + 0.001 | 0.038 + 0.002 | 0.034 + 0.002 | 0.029 + 0.002 | 0.023 + 0.003
€ 0.45 + 0.0002 | 0.45 + 0.0004 | 0.45+ 0.001 | 0.46 + 0.001 | 0.46 + 0.001
€ 0.16 + 0.0003 | 0.16 + 0.001 | 0.16+ 0.001 | 0.16 + 0.001 | 0.17 + 0.002
MET : 30 GeV
S/total 4.30 1.48 4.40 1.15 3.79
S/B 2.24 + 0.01 3.70 + 0.05 5.60 & 0.11 7.88 +0.22 | 10.35 + 0.34
Significance | 4.47 + 0.01 4.56 + 0.01 4.44 + 0.01 417 £0.01 | 3.80 + 0.01
Purity 0.69 + 0.02 0.79 + 0.02 0.85 + 0.01 0.89 + 0.01 | 0.91 + 0.01
top accep 0.039 + 0.002 | 0.035 + 0.002 | 0.031 + 0.002 | 0.026 + 0.003 | 0.021 + 0.003
€ 0.45 + 0.0003 | 0.45 + 0.0002 | 0.45+ 0.001 | 0.45+ 0.001 | 0.45 + 0.001
€ 0.16 + 0.0003 | 0.16 + 0.001 | 0.16+ 0.001 | 0.16 + 0.002 | 0.17 + 0.002

Table 9.8: Level 6 jet Er vs MET, with | 7 | held constant at 2. The most optimal point is found
by increasing the jet ET cut to 25 GeV, and not changing the MET. Numbers in italics

are the baseline, bold-faced numbers are the most optimal.
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Jet | n|: 1.5 1.75 2.0 2.25 2.5
Jet Bt : 15 GeV
S/total 4.56 4.54 4.45 4.44 4.39
S/B 2.52 £ 0.02 2.23 £ 0.01 1.94 1.88 + 0.01 1.79 £ 0.01
Significance 4.72 + 0.01 4.74 + 0.01 4.69 4.70 + 0.01 4.68 + 0.01
Purity 0.72 + 0.02 0.69 + 0.01 0.66 0.65 &+ 0.01 0.64 + 0.01
top accep 0.042 + 0.001 | 0.044 4+ 0.001 0.045 0.045 £+ 0.001 | 0.046 + 0.001
€1 0.46 + 0.001 | 0.45 £ 0.0004 0.45 0.45 4+ 0.0003 | 0.45 &+ 0.0003
€9 0.17 £ 0.002 | 0.16 &+ 0.001 0.16 0.15 + 0.001 | 0.15 & 0.001
Jet Er : 20 GeV
S/total 4.70 4.74 4.75 4.74 4.72
S/B 4.14 + 0.06 3.68 + 0.05 3.39 + 0.04 3.16 & 0.03 3.04 +0.03
Significance 4.77 + 0.01 4.84 + 0.01 4.86 + 0.01 4.86 + 0.01 4.85 + 0.01
Purity 0.81 + 0.02 0.79 + 0.02 0.77 + 0.01 0.76 + 0.01 0.75 + 0.01
top accep 0.038 + 0.002 | 0.040 + 0.002 | 0.041 £+ 0.001 | 0.042 £ 0.001 | 0.042 + 0.001
€ 0.46 £+ 0.001 0.45 + 0.001 0.45 £+ 0.0003 0.45 + 0.0001 | 0.45 £ 0.0002
€9 0.17 £ 0.002 0.16 &£ 0.001 0.16 + 0.001 0.16 &+ 0.0002 | 0.15 £ 0.0004
Jet Er : 25 GeV
S/total 4.60 4.67 4.71 4.71 4.71
S/B 6.37 £ 0.13 5.64 + 0.11 5.23 + 0.09 4.89 + 0.08 4.72 + 0.07
Significance 4.63 + 0.01 4.72 + 0.01 4.76 £+ 0.01 4.77 £ 0.01 4.77 £ 0.01
Purity 0.86 + 0.01 0.85 + 0.01 0.84 + 0.01 0.83 + 0.01 0.83 + 0.01
top accep 0.033 + 0.002 | 0.035 + 0.002 | 0.036 + 0.002 | 0.037 & 0.002 | 0.037 + 0.002
€1 0.46 + 0.001 | 0.46 & 0.001 | 0.45 4+ 0.001 | 0.45 £+ 0.001 | 0.45 & 0.0004
€ 0.17 £ 0.002 | 0.16 &+ 0.001 0.16 + 0.001 | 0.16 £+ 0.001 | 0.16 + 0.0003
Jet ET : 30 GeV
S/total 4.33 4.42 4.46 4.48 4.48
S/B 9.05 £+ 0.28 8.09 £+ 0.21 7.50 £ 0.17 7.10 £ 0.18 6.87 = 0.16
Significance 4.35 + 0.013 4.45 + 0.01 4.49 + 0.01 4.51 + 0.01 4.51 + 0.01
Purity 0.90 + 0.01 0.89 + 0.01 0.88 + 0.01 0.88 + 0.01 0.87 + 0.01
top accep 0.028 + 0.003 | 0.030 £+ 0.002 | 0.031 £ 0.002 | 0.031 £ 0.002 | 0.031 4 0.002
€1 0.46 + 0.001 | 0.46 + 0.001 0.46 + 0.001 0.46 + 0.001 | 0.45 + 0.001
€ 0.18 £ 0.003 | 0.17 + 0.002 0.16 + 0.001 0.16 + 0.001 | 0.16 &+ 0.001
Jet Er : 35 GeV
S/total 3.94 4.03 4.08 4.09 4.09
S/B 11.35 + 0.46 | 10.39 + 0.37 9.83 + 0.32 9.35 + 0.28 9.02 + 0.26
Significance 3.96 £+ 0.01 4.05 £ 0.01 4.10 + 0.01 4.11 £+ 0.01 4.11 £ 0.01
Purity 0.92 + 0.01 0.91 + 0.01 0.91 +0.01 0.90 + 0.01 0.90 + 0.01
top accep 0.023 £+ 0.003 | 0.024 &= 0.002 | 0.025 £ 0.003 | 0.025 & 0.003 | 0.025 % 0.003
€1 0.46 + 0.001 | 0.46 + 0.001 0.46 + 0.001 0.46 + 0.001 | 0.46 + 0.001
€9 0.18 + 0.003 0.17 + 0.002 0.17 + 0.002 0.16 & 0.002 0.16 £+ 0.002

Table 9.9: Level 6 jet Er vs jet | 5 |, with MET held constant at 20 GeV. The most optimal point
is found by increasing the jet Er cut to 25 GeV, and not changing the n cut. Numbers
in italics are the baseline, bold-faced numbers are the most optimal.
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Jet Ep : 15 20 25 30 35
MET : 20 GeV
S/total 3.16 3.54 3.59 3.47 3.20
S/B 1.17 2.07 £ 0.02 3.22 + 0.05 4.63 £ 0.12 6.08 + 0.19
Significance 3.41 3.65 £ 0.01 3.65 + 0.01 3.50 = 0.01 3.22 £ 0.01
Purity 0.54 0.68 £ 0.01 0.76 = 0.01 0.82 + 0.01 0.86 = 0.01
top accep 0.045 0.041 £ 0.001 | 0.037 £ 0.002 | 0.031 £ 0.002 | 0.025 £+ 0.003
MET : 25 GeV
S/total 3.16 3.46 3.50 3.37 3.10
S/B 1.28 £ 0.01 2.16 = 0.03 3.33 £ 0.06 4.73 £ 0.11 6.21 + 0.21
Significance 3.37 £ 0.005 3.57 £ 0.01 3.5 £ 0.01 3.40 £ 0.01 3.12 £ 0.01
Purity 0.56 £+ 0.01 0.68 = 0.01 0.77 £ 0.01 0.83 =+ 0.01 0.86 + 0.01
top accep 0.042 £ 0.001 | 0.039 + 0.002 | 0.034 £ 0.002 | 0.029 &+ 0.002 | 0.024 + 0.002
MET : 30 GeV
S/total 3.10 3.36 3.38 3.23 2.98
S/B 1.35 £ 0.01 2.26 £ 0.03 3.47 £ 0.06 4.87 + 0.13 6.46 + 0.20
Significance 3.27 £ 0.01 3.44 £ 0.01 3.42 £ 0.01 3.26 £ 0.01 3.00 £ 0.01
Purity 0.58 + 0.02 0.69 £+ 0.02 0.78 £ 0.01 0.83 =+ 0.01 0.87 £ 0.01
top accep 0.039 £ 0.002 | 0.036 = 0.002 | 0.032 £ 0.002 | 0.027 &+ 0.003 | 0.022 + 0.003

Table 9.10: Level 5 jet Ex vs MET, with | n | held constant at 2. The cross section used to generate
our expected signal at each set of test cuts is now the measured value of 4.5 pb. It is
quite clear that the most optimal point is still at jet Er of 25 GeV, and the MET value
does not change. Numbers in italics are the baseline, bold-faced numbers are the most
optimal.
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Jet | 7] : 1.5 1.75 2.0 2.25 2.5
Jet E1 : 15 GeV
S/total 3.33 3.28 3.18 3.16 3.11
S/B 1.55 £+ 0.01 1.36 £ 0.01 1.19 1.15 £ 0.01 1.09 £ 0.01
Significance 3.50 +£ 0.01 3.49 + 0.01 3.43 3.43 + 0.004 3.40 + 0.01
Purity 0.61 £+ 0.02 0.58 + 0.01 0.54 0.53 £+ 0.01 0.52 £+ 0.01
top accep 0.042 £ 0.001 | 0.044 £ 0.001 0.045 0.046 £ 0.001 | 0.046 &+ 0.001
Jet E1 : 20 GeV
S/total 3.56 3.57 3.55 3.52 3.50
S/B 2.57 + 0.04 2.27 £ 0.03 2.08 £ 0.02 1.94 + 0.02 1.86 + 0.02
Significance 3.64 + 0.01 3.67 + 0.01 3.67 + 0.01 3.65 + 0.01 3.63 + 0.01
Purity 0.72 £ 0.01 0.70 &£ 0.01 0.68 £+ 0.01 0.66 £+ 0.01 0.65 £+ 0.01
top accep 0.038 £ 0.002 | 0.040 + 0.002 0.042 £ 0.001 0.042 £ 0.001 | 0.042 + 0.001
Jet Er : 25 GeV
S/total 3.55 3.59 3.61 3.60 3.59
S/B 3.96 + 0.09 3.50 + 0.07 3.24 + 0.05 3.03 + 0.05 2.93 + 0.05
Significance 3.60 £ 0.01 3.65 + 0.01 3.67 + 0.01 3.67 + 0.01 3.66 = 0.01
Purity 0.80 + 0.01 0.78 + 0.01 0.76 + 0.01 0.75 + 0.01 0.75 + 0.01
top accep 0.034 + 0.002 | 0.036 + 0.002 | 0.037 £+ 0.002 | 0.037 & 0.002 | 0.038 & 0.002
Jet ET : 30 GeV
S/total 3.39 3.46 3.48 3.48 3.48
S/B 5.59 £ 0.16 5.00 £ 0.12 4.66 £+ 0.12 4.39 £+ 0.10 4.26 £+ 0.10
Significance 3.42 + 0.01 3.49 + 0.01 3.51 £ 0.01 3.52 £ 0.01 3.52 £ 0.01
Purity 0.85 + 0.01 0.83 + 0.01 0.82 + 0.01 0.82 + 0.01 0.81 +0.01
top accep 0.029 + 0.002 | 0.030 £+ 0.002 | 0.031 £ 0.002 | 0.032 £ 0.002 | 0.032 £ 0.002
Jet Bt : 35 GeV
S/total 3.12 3.18 3.22 3.22 3.23
S/B 7.23 +£0.24 6.63 + 0.23 6.26 + 0.20 5.89 + 0.17 5.71 £ 0.16
Significance 3.14 £ 0.01 3.20 £+ 0.01 3.24 + 0.01 3.24 + 0.01 3.25 + 0.01
Purity 0.88 + 0.01 0.87 + 0.01 0.86 = 0.01 0.86 = 0.01 0.85 = 0.01
top accep 0.023 £ 0.003 | 0.025 £ 0.003 | 0.025 £ 0.003 | 0.026 £ 0.003 | 0.026 & 0.003

Table 9.11: Level 5 jet E7 vs jet | 1 |, with MET held constant at 20 GeV. The cross section used
to generate our expected signal at each set of test cuts is now the measured value of 4.5
pb. It is quite clear that the most optimal point is still at jet Er of 25 GeV, and the
MET value does not change. Numbers in italics are the baseline, bold-faced numbers
are the most optimal.
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Jet Ep : 15 20 25 30 35
MET : 20 GeV
S/total 6.39 6.78 6.70 6.37 5.83
S/B 1.83 3.23 £ 0.04 5.00 = 0.09 7.21 £ 0.17 9.5 £0.32
Significance 6.58 6.86 £+ 0.01 6.74 £+ 0.01 6.39 &+ 0.02 5.84 + 0.02
Purity 0.65 0.76 £+ 0.03 0.83 £ 0.03 0.88 &+ 0.02 0.91 £+ 0.02
top accep 0.0449 0.041 £ 0.001 | 0.037 £ 0.002 | 0.031 £ 0.002 | 0.025 £+ 0.003
MET : 25 GeV
S/total 6.31 6.60 6.51 6.16 5.64
S/B 1.99 £ 0.01 3.36 = 0.04 5.19 £ 0.10 7.32 £ 0.19 9.67 £ 0.32
Significance 6.47 £ 0.01 6.67 = 0.01 6.55 = 0.02 6.18 £+ 0.02 5.65 £+ 0.02
Purity 0.67 = 0.03 0.77 £ 0.03 0.84 + 0.03 0.88 &+ 0.02 0.91 £+ 0.02
top accep 0.042 £ 0.001 | 0.039 + 0.002 | 0.034 £ 0.002 | 0.029 &+ 0.002 | 0.024 + 0.003
MET : 30 GeV
S/total 6.13 6.39 6.27 5.92 5.41
S/B 2.11 £ 0.01 3.53 £ 0.05 5.4 £ 0.11 7.59 £ 0.21 10 £ 0.35
Significance 6.27 £ 0.01 6.44 £+ 0.01 6.3 =+ 0.02 5.94 £+ 0.02 5.42 £+ 0.02
Purity 0.69 £+ 0.04 0.78 £ 0.03 0.84 £+ 0.03 0.88 £ 0.02 0.91 £ 0.02
top accep 0.039 £ 0.002 | 0.036 = 0.002 | 0.032 £ 0.002 | 0.027 &+ 0.003 | 0.022 + 0.003

Table 9.12: Level 5 jet Ex vs MET, with | n | held constant at 2. The cross section used to generate
our expected signal at each set of test cuts is the Standard Model cross section of 7 pb,
but we have doubled the luminosity used. As with the Level 5 study done using our
current luminosity, the point which is most optimal is found by increasing the jet Er to
25 GeV and not changing the MET. While this point has a lower statistical significance
than the point at 20 GeV, the signal to background and purity are much higher, and
the total significance is comparable. Numbers in italics are the baseline, bold-faced
numbers are the most optimal.
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Jet | n|: 1.5 1.75 2.0 2.25 2.5
Jet E1 : 15 GeV
S/total 6.53 6.53 6.41 6.41 6.35
S/B 2.40 £ 0.02 2.12 £ 0.01 1.84 1.78 + 0.01 1.7 £ 0.01
Significance 6.66 + 0.01 6.68 £+ 0.01 6.61 6.62 £+ 0.01 6.58 £+ 0.01
Purity 0.71 + 0.04 0.68 = 0.03 0.65 0.64 £+ 0.03 0.63 = 0.03
top accep 0.042 £ 0.001 | 0.044 £ 0.001 0.045 0.046 £ 0.001 | 0.046 &+ 0.001
Jet E1 : 20 GeV
S/total 6.71 6.78 6.80 6.78 6.76
S/B 4.00 + 0.06 3.52 + 0.04 3.24 + 0.04 3.02 + 0.03 2.9 + 0.03
Significance 6.76 £ 0.02 6.85 &+ 0.01 6.88 + 0.01 6.87 + 0.01 6.9 + 0.01
Purity 0.80 £ 0.03 0.78 + 0.03 0.76 = 0.03 0.75 £ 0.02 0.74 £ 0.02
top accep 0.038 £ 0.002 | 0.040 + 0.002 0.042 £ 0.001 0.042 £ 0.001 | 0.042 + 0.001
Jet Er : 25 GeV
S/total 6.56 6.67 6.72 6.73 6.73
S/B 6.15 £+ 0.13 5.44 £+ 0.10 5.03 + 0.09 4.72 + 0.08 4.55 £+ 0.07
Significance 6.58 + 0.02 6.71 + 0.02 6.76 + 0.01 6.78 + 0.01 6.77 + 0.01
Purity 0.86 + 0.03 0.85 + 0.03 0.83 + 0.03 0.83 4+ 0.02 0.82 4+ 0.03
top accep 0.034 + 0.002 | 0.036 + 0.002 | 0.037 £+ 0.002 | 0.037 & 0.002 | 0.038 & 0.002
Jet ET : 30 GeV
S/total 6.18 6.32 6.39 6.41 6.41
S/B 8.68 £ 0.25 7.76 + 0.20 7.24 £+ 0.18 6.85 = 0.16 6.64 + 0.15
Significance 6.20 £ 0.02 6.34 + 0.02 6.41 £+ 0.02 6.43 £+ 0.02 6.43 £+ 0.02
Purity 0.90 + 0.02 0.89 + 0.02 0.88 4+ 0.02 0.87 + 0.02 0.87 + 0.02
top accep 0.029 + 0.002 | 0.030 £+ 0.002 | 0.031 £ 0.002 | 0.032 £ 0.002 | 0.032 £ 0.002
Jet Bt : 35 GeV
S/total 5.65 5.79 5.85 5.87 5.87
S/B 11.30 + 0.40 10.40 + 0.34 9.71 £ 0.30 9.17 £ 0.27 8.89 + 0.26
Significance 5.66 = 0.02 5.80 £+ 0.02 5.86 = 0.02 5.88 + 0.02 5.88 + 0.02
Purity 0.92 £ 0.02 0.91 + 0.02 0.91 £ 0.02 0.90 £ 0.02 0.90 £ 0.02
top accep 0.023 £ 0.003 | 0.025 £ 0.003 | 0.025 £ 0.003 | 0.026 & 0.003 | 0.026 & 0.003

Table 9.13: Level 5 jet E7 vs jet | 1 |, with MET held constant at 20 GeV. The cross section used
to generate our expected signal at each set of test cuts is the Standard Model cross
section of 7 pb, but we have doubled the luminosity used. Numbers in italics are the
baseline, bold-faced numbers are the most optimal.
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