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Abstract of the Dissertation

A Measurement of the Top Quark Cross-Section

at
p
s = 1:96 TeV at the Collider Detector at

Fermilab

by

David James Goldstein

Doctor of Philosophy in Physics

University of California, Los Angeles, 2004

Professor David Saltzberg, Chair

We present a measurement of the tt cross-section in the dilepton channel, using

126 pb�1 of data collected with the Collider Detector at Fermilab (CDF). The

data set corresponds to the period March 2002 - May 2003 of Run II at the

Fermilab Tevatron. The analysis includes the upgrade endplug detectors and

plug silicon tracking for the �rst time in a top physics measurement. The total

acceptance for dilepton top events is thereby increased by 30% over the Run I

analysis. We �nd 10 candidates in the data; the measured value of the cross-

section is �tt = (7:6 � 3:4stat: � 1:5syst:) pb, to be compared with the Standard

Model prediction at
p
s = 1:96 TeV of �NLO

tt
= (6:7� 0:5) pb. Kinematic distri-

butions of the events are thus far not indicative of new phenomena beyond the

Standard Model.
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CHAPTER 1

Introduction

The discovery of the top quark in 1995 at Fermilab [1] marked the end of

a long and diÆcult search. It was also yet another success for the Standard

Model of particle physics (SM), which had strongly predicted its existence. The

discovery occurred during the 1992� 1996 collider run of the Tevatron accelera-

tor, known as Run I, which provided pp collisions at a center-of-mass energy of
p
s = 1:8 TeV. The Run I measurements of the tt cross-section in the dilepton,

lepton + jets, and all-hadronic channels agreed with the SM prediction within

errors, however the dilepton analysis results from CDF were remarkable: The

central value of the cross-section was almost a factor of two above the theoretical

prediction, and one of the kinematic plots exhibited an intriguing distribution of

data points. Various statistical tests were used in an attempt to discern whether

the dilepton events were indicative of new phenomena. No such evidence was

found; however, the total number of top events written to tape in Run I was

small.

For Run II at Fermilab, with upgraded detectors and an increase in the center-

of-mass energy of the Tevatron from 1.8 to 1.96 TeV, it is immediately interesting

to see a tt signal again. The strategy of this analysis is to move from the discovery

mode of Run I top analyses and begin to develop the paradigm for higher statis-

tics measurements of the top sector. The data set we use here is comparable in

size to that of Run I, however within two years it should be large enough such that
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CDF will test SM predictions with measurements limited by systematic errors.

In this analysis we focus on increasing the acceptance for dilepton top decays,

allowing a moderate loss in purity compared with previous measurements in the

dilepton channel. One important feature of the analysis is the addition of higher

angle lepton detection using the upgrade endplug detectors. This alone provides

the largest gain in acceptance, and also increases the sensitivity of the analysis to

new phenomena, which may exhibit di�erent kinematics than SM tt production

and decays.

The following chapter begins with a short review of the theoretical motivation

and experimental evidence supporting the existence of the top quark, and con-

cludes with an outline of the Standard Model calculations describing tt production

and decays. Chapter 3 describes the accelerators at Fermilab, which are currently

the world's only source of top quarks, and the CDF detector, which allows us to

study them. Chapter 4 discusses the identi�cation of leptons and jets. Chapter

5 details the selection of dilepton tt events, and the corresponding estimate of

the detector acceptance. Chapter 6 discusses the estimation of backgrounds for

the analysis. Chapter 7 presents the measured cross-section, followed by a short

discussion which concludes the dissertation.

1.1 De�nition of the cross-section

The cross-section of an elementary particle is de�ned according to

Nx = �x �
Z
L dt ;

where Nx is the observed number of particles of type x, �x is the production

cross-section for particle x, and L is the instantaneous luminosity of a beam of
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particles. Luminosity is discussed further in chapter 3. The cross-section has

units of area, and in the following chapters is typically expressed in picobarns,

where 1 pb = 10�36 cm2. When measuring a cross-section, we alter the naive

expression

�x =
NxR L dt

to account for the facts that our ability to selectively identify particles only of

type x is not perfect, and that our apparatus will not detect particles with 100%

eÆciency. We therefore use the following expression as a working de�nition of

the cross-section:

�x =
Nx � Nbgd

Atotal �
R L dt

; (1.1)

where Atotal represents the product of eÆciency factors associated with a realistic

apparatus, and Nbgd is the estimated number of \non-x" events which will pass

all of the selection criteria.

1.2 Units

Throughout this thesis we employ so-called natural units, where �h = c = 1.

This implies, for instance, that masses and momenta are expressed simply in

units of energy (typically GeV).
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CHAPTER 2

Theory

Our current understanding of nature is that all matter1 is ultimately made up

of only a few constituents, quarks and leptons, which thus far have not exhibited

substructure. The Standard Model of particle physics (SM), which has provided

an extremely accurate description of the strong and electroweak interactions of

these particles, groups the known quarks and leptons into three generations.
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In this chapter we review some of the underpinnings of this model, and discuss

some of the history which led up to the discovery of the top quark. We then con-

tinue with an outline of the SM calculations describing tt production and decays.

1Possibly excepting `dark matter' and `dark energy,' the nature of which we do not yet
understand.
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2.1 History

Dedicated searches for the top quark began in the late 1970s, and continued

vigorously for sixteen years before con�rming its existence. Indirect evidence in

support of top began to appear in the mid-1960s, however, and many such results

appeared throughout the thirty years which followed before the discovery. In the

following subsections we review some of the more compelling results.

2.1.1 CP violation

In 1964, an experiment at Brookhaven National Laboratory observed rare

decays of neutral kaons which violated CP symmetry [2]. With the advent of

this result, Kobayashi and Maskawa added a phase factor, eiÆ, into the quark

mixing matrix in order to introduce CP violation into the model [3]. At that

time, only three quarks (u, d, s) were known to exist. The addition of the phase

necessarily led them to propose three complete generations of quarks, since the

smallest unitary matrix which can exhibit a non-removable phase is 3�3 in size.

Although experiments have since con�rmed the existence of a complex phase in

the CKM matrix, and three full generations of quarks have been observed, this

was a somewhat bold prediction at the time; CP violation did not have to be

due to a phase in the mixing matrix, and not even the full second generation of

quarks had been observed. Nevertheless, many people began to suspect that a

top quark would some day be discovered.

2.1.2 Charm and �

The mid-1970s marked two major discoveries in particle physics: In 1974,
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Fermion T 3
L YL T 3

R YR Qf (= T 3 + Y )
u c t +1=2 +1=6 0 +2=3 +2=3
d s b �1=2 +1=6 0 �1=3 �1=3
�e �� �� +1=2 �1=2 { { 0
e� �� �� �1=2 �1=2 0 �1 �1

Table 2.1: Standard model assignments for weak isospin, hypercharge, and elec-
tric charge.

experiments at Brookhaven [4] and SLAC [5] independently observed the charm

quark (J= = cc ), and one year later in 1975, another experiment at SLAC ob-

served the � lepton [6]. The discovery of charm completed the second generation

of quarks, and provided evidence that the emerging quark model (later to be-

come the `Standard Model') was viable. Taken in the context of this model, the

observation of the � , a third generation lepton, then strongly suggested that the

quark sector would also have a third generation.

2.1.3 Beauty and weak isospin

In 1977, only two years after the discovery of the � lepton, an experiment at

Fermilab observed the b quark (� = bb ) [7]. Searches for a companion, the top

quark, began immediately, based on the existence of the b and the empirically

observed generational grouping of the previously discovered quarks and leptons.

Although the quark model did not provide an explanation for the proliferation of

generations, it did dictate that within any generation, the fermions must appear in

left-handed doublets and right-handed singlets of weak isospin [8] (See Table 2.1).

In accordance with the structure of the �rst two generations, the left-handed b

quark was thus expected2 to be part of a doublet, with its third component of

2We use the word `expected' instead of `required' here because of the historical context: Al-
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weak isospin, T 3
bL

= �1=2, and the right-handed b quark a singlet state, with

T 3
bR

= 0. If there were no sixth quark, the b would appear only as a singlet

state, with T 3
bL

= T 3
bR

= 0. These parameters can be determined, however,

from measurements of the forward-backward asymmetry and the total width in

bb production. The earliest results were direct measurements of the left- and right-

handed weak isospin of the b quark, reported in the early 1980s by the JADE

collaboration at DESY [9]. Their measurements suggested that the b quark was

indeed the member of a doublet: T 3
bL

= �0:490+0:015
�0:012, T

3
bR

= �0:028 � 0:056.

More recent e�orts concentrated on the forward-backward asymmetry; the most

precise measurements came from LEP, where the process in question was

e+e�!Z0!bb . The asymmetry, AFB(b), is de�ned as:

AFB(b) =

R 1

0
dz (d�=dz)� R 0

�1 dz (d�=dz)R 1

�1 dz (d�=dz)
=

NForward � NBackward

NForward +NBackward
;

where z = cos � (� is the angle of the b quark with respect to the e� in the center-

of-mass frame), and � refers to the cross-section for e+e� ! bb at
p
s =MZ . At

the Z0 resonance, the forward-backward asymmetry may be expressed in terms

of the vector and axial couplings to the electron and the b quark,

AFB(b) =
3VeAe VbAb

(V 2
e + A2

e)(V
2
b + A2

b)
;

with

Vf = T 3
f � 2Qf sin

2�W

Af = T 3
f

;

where Qf denotes the fermion charge, and �W is the weak mixing angle (Weinberg

though the SM requires this to be true, it was only expected in the late 1970s because the
quark model was not yet viewed as a mature established theory (i.e. it had not become \the
Standard Model" yet.).
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angle). The expression is proportional to T 3
b , hence if the b quark were a singlet of

weak isospin, one would expect a forward-backward asymmetry equal to zero. If

the left-handed b quark were a member of a doublet, one would expect a forward-

backward asymmetry of 0.10204 (using �W = 0:23172). Measurements from the

LEP collaborations found AFB(b) = 0:0941 � 0:0030 [10], consistent with the b

quark being part of a doublet with a companion t quark.

2.1.4 Flavor-changing neutral currents

In 1983, the UA1 and UA2 collaborations at CERN observed the massiveW�

and Z0 gauge bosons [11, 12, 13]. This provided direct evidence for both charged-

and neutral-current weak interactions, and elevated the status of the quark model

to that of a mature theory, the Standard Model. An important feature of the

theory is the absence of direct 
avor-changing neutral currents (FCNCs), such as

those illustrated in Figure 2.1. In contrast, theoretical models with only one third-

generation quark predict the existence of FCNCs which should be observable in

B meson decays. Kane and Peskin had shown in 1981 [14] that, if the b quark

were a singlet of weak isospin and decayed via the W and Z bosons, the ratio of

partial widths of B decays would be such that

�(B!X`+`�)
�(B!X`+�)

� 0:12 ;

where the relation holds no matter how many quarks the b is allowed to mix

with. This implies a branching ratio BR (B ! X`+`�) > 0:013. In 1987 the

CLEO collaboration measured BR (B ! X`+`�) < 0:0012 at 90% con�dence

level [15], e�ectively ruling out models with only �ve quarks.
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Figure 2.1: Example Feynman diagrams of direct 
avor-changing neutral currents
involving the b quark.

γ

γ

Zaxial ƒ

ƒ

ƒ

Figure 2.2: Example of a Feynman diagram which contributes to the triangle
anomaly.

2.1.5 Cancellation of anomalies

Once the SM was established, purely theoretical arguments which demand the

existence of a top quark became more important. One such argument arises from

the so-called triangle anomaly3 [16, 17], which occurs due to Feynman diagrams

such as those shown in Figure 2.2. All of these diagrams contain a triangle loop

of virtual fermions which couples to gauge �elds via one axial and two vector

3This anomaly has been exhaustively studied, and is also known as the chiral anomaly, axial

anomaly, or 
5 anomaly. Note that the gauge �elds in Figure 2.2 do not have to be external
lines.
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couplings. Anomalies in quantum �eld theory (QFT) occur when classical sym-

metries are destroyed by quantum e�ects, and usually involve currents which,

although conserved at the classical level, have non-vanishing divergence. When

the corresponding symmetry is global, anomalous currents are not problematic

to the theory and in fact have real phenomenological e�ects. For example, the

strong isospin current (which corresponds to a global symmetry in the approxi-

mation mu = md) is anomalous, and is responsible for the decay of the �
0 meson.

When the corresponding symmetry is local, an anomaly cannot persist or the the-

ory will be invalidated. In the case of the triangle anomaly, the non-removable

divergence is typically ascribed to the axial current, however this turns out to be

due to an aesthetic choice which has become historical: When analyzing any one

such diagram, it is impossible to remove the o�ending terms completely, however

the contribution from either the axial or the vector current can be removed. The

vector current was thought to be more sacred since it couples to the photon,

hence the choice was made to associate the anomaly with the axial current.

If the triangle anomaly cannot be made to cancel, this anomaly is disastrous

for the SM, rendering it both non-renormalizable and non-unitary. Summing the

contribution to any such diagram over all fermions, however, one �nds cancel-

lation per generation provided that there is a complete set of both leptons and

quarks. Thus the existence of the top quark as the partner of the �; �� ; and b is

required to avoid breaking the SM.

2.2 tt production in the Standard Model

At the current energy of the Tevatron collider (1:96 TeV) the production of

tt pairs is just beginning to be kinematically accessible, as shown in Figure 2.3.

As a consequence, the production mechanism is dominated by quark-antiquark

10



Figure 2.3: The tt production cross-section as a function of energy [17].
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Figure 2.4: Feynman diagrams depicting leading-order tt production.
Quark-antiquark annihilation is represented by the bottom diagram; the other
two represent contributions from gluon fusion.

annihilation, and theoretical estimates of the pp ! tt cross-section are fairly well

approximated by leading-order processes, shown here in Figure 2.4. The large

mass of the top quark necessarily involves a large momentum transfer (Q2 �
�2
QCD) between incoming partons, hence the process of tt production should be

well described by perturbative QCD. In the remainder of this section we present

a summary of the SM calculation of the tt cross-section to leading-order [17].

In this regime, the inclusive hadronic cross-section for a heavy quark of mass

m can be written as

�(P1; P2) =
X
i;j

Z
dx1dx2 fi(x1; �

2)fj(x2; �
2) �̂ij(s;m

2; �2) (2.1)

where P1 and P2 are the momenta of the initial state partons, the sum is over
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types of incoming partons, and

�̂ij(s;m
2; �2) =

�2
S(�

2)

m2
Fij

�
�;
�2

m2

�
: (2.2)

The fi and fj are structure functions for the incident partons, which represent

the probability that a given quark or gluon carries a fraction of the incoming

hadron's momentum between x and x+ dx. The parameter � is de�ned as

� =
4m2

(p1 + p2)2
:

The parameter � represents the renormalization and factorization scale, which

will be discussed below. In Equation 2.1 the function �̂ij(s;m
2; �2) provides a

complete description of the short-distance cross-section in terms of the functions

Fij, which are expanded perturbatively:

Fij

�
�;
�2

m2

�
= F (0)

ij (�) + 4��S(�
2)

�
F (1)
ij (�) + F

(1)

ij (�) ln

�
�2

m2

��
+O(�2

S) (2.3)

The leading-order functions F (0)
ij are calculated by integrating the following ex-

pression:

d�̂ij =
1

2(p1 + p2)2
d3p3

(2�)32E3

d3p4
(2�)32E4

(2�)4Æ4(p1 + p2 � p3 � p4)
X
jMijj2 (2.4)

where for (qq ! QQ )

X
jMj2=(4��S)2 = 4

9

�
� 21 + � 22 +

�

2

�
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and for (gg! QQ )

X
jMj2=(4��S)2 =

�
1

6�1�2
� 3

8

��
� 21 + � 22 + �� �2

4�1�2

�
:

The symbol
P

denotes an average over spins and 
avors, and �1 and �2 are

de�ned as follows to make the expressions less cumbersome:

�1 =
2p1 � p3

(p1 + p2)2
�2 =

2p2 � p3
(p1 + p2)2

:

The results of the calculations are:

F (0)
qq (�) =

���
27

[ (2 + �) ]

F (0)
gg (�) =

���
192

h
1p
1�� [�

2 + 16�+ 16] ln
�
1+

p
1��

1�p1��

�
� 28� 31�

i
F (0)
gq (�) = F (0)

gq (�) = 0

(2.5)

Note that the quark-gluon contribution to the cross-section is zero at leading-

order, but is present at higher orders. Corrections to these results from next-

to-leading-order (NLO) processes involving real and virtual gluon emission are

moderate (� 20%) for the qq process, and large for the gg process. The situation

at the Tevatron is fortunate in this respect: In pp collisions at
p
s = 1:96 TeV, the

quark-antiquark production mechanism dominates over the gluon fusion process

by a factor of nearly six to one. Some examples of diagrams which contribute

corrections to the leading-order cross-section are shown in Figure 2.5.

We now return to the scale parameter �, which is often the cause of some

confusion. In order to calculate the functions Fij in perturbation theory, one

must perform subtractions in the course of renormalization and factorization.

The subtractions are done at a speci�c mass scale, denoted by �, which one is

free to choose. In a calculation done to order �nS, one �nds that changing �
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gluon bremsstrahlung:

virtual corrections:

Figure 2.5: Example Feynman diagrams of processes which contribute corrections
to the leading-order calculation of the tt production cross-section.

results in corrections of order �n+1
S . An important point then is that � is an

unphysical parameter; the theoretical predictions obtained at a given order in

perturbation theory are (should be) invariant under changes of �, provided one

has a well-behaved perturbation series. The invariance manifests itself in the

following way: Although the coeÆcient of the correction obtained is di�erent for

di�erent choices of �, the scale dependence of the correction (its dependence on

�) alters the result such that the physical prediction is in the end the same. For

the production of the known heavy quarks, the degree to which the perturbation

series is well behaved turns out to be dependent on the mass of the quark itself.

The current theoretical view is that, for the top quark (assuming mt � 175 GeV),

including higher-order corrections tends to stabilize the prediction with respect

to changes in �, whereas for the b quark the behavior is the opposite. In the

analysis presented in this thesis, we use a theoretical value for the tt cross-section

at
p
s = 1:96 TeV calculated to next-to-leading-order (NLO) [18]:

�tt = (6:7� 0:5) pb:
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mt [GeV] � �ref (CTEQ6M) [pb] �� [pb]
170 mt=2 7.97 0.57
170 mt 7.83 0.54
170 2mt 7.29 0.49
175 mt=2 6.82 0.47
175 mt 6.70 0.45
175 2mt 6.23 0.42
180 mt=2 5.86 0.40
180 mt 5.75 0.38
180 2mt 5.35 0.35

Table 2.2: Range of tt cross-section predictions at
p
s = 1:96 TeV for di�erent

values of mt and mass scale (�), using the CTEQ6M set of structure functions.
The theoretical uncertainty, ��, is de�ned in the text.

This calculation uses the CTEQ6M set of structure functions and � = mt. The

same reference contains a comprehensive summary of the ranges of values ob-

tained by varying several input parameters; Tables 2.2 and 2.3 give some repre-

sentative examples. In Table 2.2, �� represents the uncertainty due to PDFs,

and is computed from

�� =
1

2

vuutnPDFX
i=1

(�i+ � �i�)
2 ;

where the sum is over pairs of uncertainties in the �ts to the PDFs, and each pair

corresponds to the �t obtained from varying the �t parameters by their own ��
uncertainties. (In the equation �i� are the computed cross-section values.)

Calculation of the tt cross-section is a topic of current theoretical research,

however, and new estimates appear frequently as techniques evolve.
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mt [GeV] �min [pb] �ref (CTEQ6M) [pb] �max [pb]
170 6.79 7.83 8.69
175 5.82 6.70 7.41
180 5.00 5.75 6.34

Table 2.3: Range of cross-section predictions at
p
s = 1:96 TeV for the combined

study of the CTEQ6, MRST, and MRST with �S variation sets of structure
functions. The reference values are calculated using the CTEQ6M set.

2.3 Standard Model decays of tt to dileptons

The SM includes mixing between the six known quarks via the charged-current

weak interactions. Using constraints from unitarity, the experimentally deter-

mined value of the CKM matrix element jVtbj is between 0.9989 { 0.9993 [19],

hence the the matrix elements jVtsj and jVtdj are suppressed by roughly a factor

of a thousand. Top quarks will therefore decay almost exclusively to a real W

boson and a b quark:

t �! W+ + b

j�! l+ + �

t �! W+ + b

j�! q + q0

where the charged lepton, l, can be either e, �, or � , and q and q0 are �rst-

or second-generation quarks. We characterize the possible �nal states by the

decays of the W bosons, shown here in Table 2.4. Note that the branching ratios

for the hadronic W decays include a factor of 3 from color (QCD) degrees of

freedom. Analyses involving top quarks then fall naturally into the following

three categories:
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Decay Branching ratio

e��e 1/9

���� 1/9

W� ���� 1/9

ud 3/9

cs 3/9

Table 2.4: Standard Model decays of the W� boson in tt ! W+W�bb events.
W+ decays to the charge-conjugate modes with the same branching ratios.

dilepton In the dilepton channel both W bosons decay leptonically. Processes

involving � leptons are generally not included due to the diÆculty in identi-

fying them in the detector. This channel is often referred to as the \golden

mode," since it has the least background of the three channels; it su�ers sta-

tistically, however, due to a low branching fraction: (1=81+1=81+2=81) =

4=81, approximately 5%. Dilepton events exhibit two high-pT leptons, at

least two energetic jets, and missing transverse energy from the neutrinos

in the �nal state.

lepton+jets In the lepton+jets channel one W boson decays leptonically and

the other hadronically. As in the dilepton channel, � leptons are gener-

ally not included. The ability to identify b jets in the detector is crucial

to the success of this analysis. The branching fraction is considerable:

(12=81 + 12=81) = 24=81, approximately 30%. Lepton+jets events exhibit

one high-pT lepton, four energetic jets, and missing transverse energy from

the neutrino in the �nal state.
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all-hadronic In the all-hadronic channel, both W bosons decay hadronically.

This channel is plagued by a large QCD background, however it has the

largest branching fraction of the three channels: (18=81 + 18=81) = 36=81,

approximately 44%. All-hadronic events exhibit six jets in the �nal state.

In the remainder of this section we summarize the SM calculations of properties

of tt decays [17].

The W bosons resulting from tt decays are either left-handed (helicity = �1)
or longitudinally polarized (helicity = 0), with the corresponding matrix elements

squared given by

PjMLj2 = 2GFm
4
tp

2
jVtbj2 [2x2(1� x2 + y2)]PjM0j2 = 2GFm

4
tp

2
jVtbj2 [1� x2 � y2(2 + x2 � y2)] ;

(2.6)

where x = mW=mt and y = mb=mt. The total width for the decay t! Wb is:

�(t!Wb) =
GFm

3
t

8�
p
2
jVtbj2

�
(1� x2)(1 + 2x2)� y2(2� x2 � y2)

�L(x; y) ; (2.7)

with

L(x; y) = (1� (x+ y)2)(1� (x� y)2):

Since mt > mW � mb, this result can be simpli�ed by setting mb and mW equal

to zero. This leads to corrections of � 0:3%, and of order (mW=mt)
4 � 4:3%,

respectively. The expression for the width is then simply:

�(t! Wb) =
GFm

3
t

8�
p
2
jVtbj2 � 1:76GeV

� mt

175GeV

�3
; (2.8)

which for a heavy top is larger than the typical hadronic scale. Correspondingly,
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the lifetime of the top quark is

�t = 1=� � 3:7� 10�25 s: (2.9)

This implies a unique situation for top quarks: they will decay before they have

time to form bound states, i.e. as free quarks. The spin of a produced top

quark will therefore be correlated with the spins of its daughter particles. In the

case of the W , the polarization state (left-handed or longitudinal) determines the

angular distribution of the leptons into which it decays. The branching fraction

for longitudinalW 's produced in top quark decays is predicted by the SM to be:

RW0
� �(t! bW0)

�(t! bW )
=

m2
t

m2
t + 2m2

W

: (2.10)

For mt = 175 GeV the longitudinal polarization state is favored, with RW0
=

70%. To examine the angular distribution of leptons from W decays, one can

de�ne a lepton helicity angle, ��e , which is the angle of the (charged) lepton in the

rest frame of the W , with respect to the original direction of the W (anti-parallel

to the b quark). Provided the jet from the b quark can be identi�ed, this angle

can be expressed in terms of experimentally observable quantities as:

cos ��e �
b � (e� �)

b � (e+ �)
� 4b � e
m2

t �m2
W

� 1 ; (2.11)

where b, e, and � represent the respective four-momenta. By making some ap-

proximations about the decay width of the W , one obtains the following helicity

amplitudes for left-handed and longitudinally polarized states:

jDLj2 = GFm
4

Wp
2

1
4
(1� cos ��e)

2

jD0j2 = GFm
4

Wp
2

1
2
sin2 ��e :

(2.12)
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Figure 2.6: Charged lepton angular distributions from left-handed and longitu-
dinal W bosons in tt decays [17].

These lead to a normalized angular distribution of the (charged) leptons, given

by

1

N

dN(W ! e�)

d cos ��e
=

3

4(m2
t + 2m2

W )

�
m2

t sin
2 ��e +m2

W (1� cos ��e)
2
�
; (2.13)

which is shown in Figure 2.6. Prospects for studying these distributions are

discussed in chapter 8.
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CHAPTER 3

Apparatus

Fermilab is currently the only laboratory in the world which can produce top

quarks. In this chapter we describe the accelerators which make this possible,

and the CDF detector, which allows us to study them.

3.1 Fermilab Run II accelerator complex

Run II at Fermilab consists of pp collisions at a center-of-mass energy of

1.96 TeV. Figure 3.1 provides a pictorial overview of the complex process which

ultimately produces these collisions. Following this diagram, we describe the

creation and acceleration of the proton and antiproton beams in the subsections

below.

3.1.1 Proton beam

The creation of a proton beam begins with ordinary hydrogen gas (H2). The

hydrogen molecules are split electrostatically within a cesium-walled chamber,

where some of them become ionized due to the low work function of cesium.

The resulting H� ions undergo their �rst stage of acceleration in a Cockcroft-

Walton [20], which is a simple capacitor-diode voltage mutiplying array, much

like that in a standard TV set. The Cockcroft-Walton accelerates the H� ions
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Figure 3.1: Pictorial overview of the Fermilab accelerator complex for Run II.

electrostatically to approximately 750 keV, where they enter a transfer section as

continuous beam. The transfer section imparts a bunch structure to the beam,

and injects it into the �rst stage of the Fermilab linear accelerator (linac), a

standing-wave \Alvarez drift tube" linac [21]. The �rst section accelerates the

ions to 116 MeV, where they pass through another coupling section and into the

second stage, a 400 MeV side-coupled cavity linac. Upon exiting the linac, the

ions pass through a thin carbon foil which removes the electrons. The beam (now

composed only of protons) enters the booster, a 150 meter diameter synchrotron1,

which uses a multi-turn injection process since the time per revolution of a bunch

(2.2 �s) is shorter than the pulse length of the linac (20 �s). The booster ac-

celerates the proton beam to 8 GeV in a few hundreths of a second. From the

1A synchrotron works by simultaneously ramping the �eld in its bending magnets and the
frequency of its RF cavity such that beam can gain energy while remaining in a stable orbit.
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booster, the proton beam is transferred to the Main Injector (MI), which was a

major part of the Run II upgrade to the Fermilab accelerator complex. In its

collider injection mode, the MI (also a synchrotron) accelerates the proton beam

to 150 GeV in a few seconds, and performs coalescing and cogging of the beam in

preparation for injection into the Tevatron. The Tevatron is a superconducting

synchrotron, approximately four miles in circumference, which accelerates the

proton beam to its �nal energy of 980 GeV.

3.1.2 Antiproton beam

The creation of an antiproton beam is much more diÆcult, and begins with the

Main Injector. In its antiproton mode the MI accelerates protons to 120 GeV and

directs them to a nickel target, creating a spray of particles which contains a small

number of antiprotons. The particles are produced into a large solid angle, and

must be focussed in order to be collected. The focussing requirements are severe:

The particles pass through a tubular piece of lithium which is made to support a

current of 650 kAmps while they traverse it. This is known as the lithium lens,

since the resulting magnetic �eld provides focussing which is everywhere directed

radially inward. Upon exiting the lens, the particles are de
ected by a pulsed

magnet which selects antiprotons and other negatively charged particles. After a

short distance the other particles decay, leaving an unruly beam of antiprotons.

These are debunched and stochastically cooled [22], which increases the density

of the beam by a factor of � 18; 000. When enough antiprotons are circulating

in the accumulator ring, they are transferred back into the MI, accelerated, and

injected into the Tevatron in the opposite direction as the protons.
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3.1.3 Colliding beams

In Run II the Tevatron operates with a 36 on 36 bunch structure (protons on

antiprotons), with 396 ns spacing between bunches. At two points around the

ring (\B0" and \D0") the beams are focussed by quadrupole magnets to achieve

the highest luminosity possible within the detectors. The luminosity is given by

L =



2�
foNpNpB

H

�� �p
�
1 +

�p
�p

� ; (3.1)

where 
 is the relativistic energy factor, fo is the revolution frequency, Np and Np

are the number of protons and antiprotons per bunch, B is the number of bunches

of each type, �� is the beta function at the center of the interaction region, �p

and �p are the proton and antiproton 95% normalized emittances, and H is the

\hourglass form-factor" due to the bunch lengths. Although it depends explicitly

on other quantities, increasing the proton and antiproton bunch intensities is the

most direct way to increase luminosity. As of May 2003, the end date for the data

set used in this analysis, the average peak luminosity was 3:7� 1031 cm�2 sec�1,

and the average integrated luminosity per week was 5:9 pb�1. Both of these

numbers are well short of the Run II goals, however much work was performed

during the recent shutdown (Sept. { Dec. 2003) and the laboratory is hopeful

that improvements will follow.

3.2 Collider Detector at Fermilab

The Collider Detector at Fermilab (CDF) is a multi-purpose detector designed

to study the physics of high-energy pp collisions [23]. CDF provides charged par-

ticle tracking in a solenoidal magnetic �eld, time-of-
ight measurement, electro-
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magnetic and hadronic calorimetry, and muon detection. An elevation view of the

detector is shown in Figure 3.2, and a cut-away diagram in Figure 3.3. The over-

all geometry of the detector is cylindrical, with the Tevatron beamline running

through the center, along the axis of symmetry. CDF employs a right-handed

global coordinate system, with the origin at the interaction point in the very

center of the detector. The set of coordinates used (r; �; z; x; y; �; �) is de�ned in

Figure 3.4. The p and p beams circulating in the Tevatron are unpolarized, and

bunches exhibit a longitudinal density pro�le such that the resulting distribution

of collisions along the beam axis is Gaussian, with a width of about 30 cm. Since

hadrons are composite objects, daughter particles from a pp collision are often

produced with signi�cant momentum along the ẑ axis. It is thus useful to de�ne

two variables, rapidity and pseudorapidity :

rapidity (y) Rapidity (not to be confused with Cartesian y in Fig. 3.4) is de�ned

as

y =
1

2
ln

�
E + pz
E � pz

�
;

where E is the energy of a particle, and pz is the component of its mo-

mentum along the ẑ axis. Rapidity is additive under Lorentz boosts in the

ẑ direction, and thus rapidity di�erences are invariant under such boosts.

Particle production is empirically observed to be essentially 
at in rapidity.

pseudorapidity (�) Pseudorapidity is de�ned as

� = � ln

�
tan

�

2

�
;

where � is the polar angle measured from the ẑ axis, as shown in Figure 3.4.

Pseudorapidity is equivalent to rapidity for massless particles, and is ap-

proximately equivalent for particles with momentum much greater than
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their rest mass. Pseudorapidity is experimentally convenient as a coordi-

nate because the polar angle is easily measured within the detector.

Note that the detector is azimuthally symmetric about the ẑ axis, and mirror

symmetric about the plane transverse to the beamline, centered at z = 0.

Similar to the Fermilab accelerator complex, CDF is a complex entity which

is comprised of many subsystems; those most important to this analysis are

described in the following subsections, beginning nearest the interaction point

and moving radially outwards.

Figure 3.2: Diagram of one half of the CDF Run II detector.
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Figure 3.3: Cut-away view of the CDF Run II detector.
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Figure 3.4: De�nition of coordinates used with the CDF Run II detector.
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Figure 3.5: A three-dimensional drawing of the SVX detector.

3.2.1 Silicon tracking systems

Silicon tracking for Run II at CDF is composed of three independent subsys-

tems: A layer of single-sided silicon mounted directly on the beampipe (known

as `Layer 00'), 5 layers of double-sided silicon located from r = 2:44 cm to

r = 10:6 cm (known as `SVX II'), and 1+2 layers of double-sided silicon lo-

cated at r = 22; 20; and 28 cm (known as `ISL'). The Layer 00 detector is not

yet usable for analysis, and will not be described further here. The SVX (Sil-

icon Vertex detector) is segmented into three independent barrels, each 29 cm

long, which together span a distance of 87 cm along the z-axis. Figure 3.5 shows

a three-dimensional drawing of the SVX. The ISL (Intermediate Silicon Lay-

ers) detector consists of three independent sections, a central layer (r = 22 cm,

0 < jzj < 25 cm), a mid-� layer (r = 20 cm, 20 < jzj < 65 cm), and a high-�

layer (r = 28 cm, 42 < jzj < 87:5 cm). The structural and sensor designs for the

SVX and ISL detectors are similar. A close-up view of an ISL sensor ladder is
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Figure 3.6: Close up view of an ISL sensor ladder.

shown in Figure 3.6. Together, the SVX and ISL detectors extend the reach of

charged particle tracking at CDF to higher pseudorapidity. This is illustrated in

Figure 3.7, which gives an overview of the designed tracking coverage for Run II.

The silicon detectors also provide high spacial resolution near the interaction

point, which is crucial for determining the precise location of vertices, including

detached secondary vertices from b quark decays. The ability to identify jets

which come from b quarks was of key importance in the Run I discovery of the

top quark, and will be crucial to our ability to study the top sector with higher

statistics in Run II.

3.2.1.1 RASNIK relative alignment system

To achieve optimum resolution for the identi�cation of detached secondary
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Figure 3.7: Design of the tracking volume for Run II at CDF.
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vertices the components of the silicon trackers must remain stable relative to one

another to approximately 10�m. Detector alignment is typically accomplished

with tracks taken over a long integration time, and alignment constants are thus

only computed periodically. Without direct feedback from the tracker subsys-

tems, such alignment periods could quickly become outdated if the detectors in

situ are disturbed. In Run II, for the �rst time, CDF has installed a RASNIK2

relative alignment system [24] on the silicon trackers, which provides measure-

ments of relative position on the time scale of seconds with sensitivity better

than 1�m. For the CDF implementation we modi�ed the original RASNIK de-

sign due to the severe space constraints and high-radiation environment present

within the detector. With fewer distinct elements per system, the new design

also reduces ambiguities in recorded RASNIK position data. In two years of

running, the systems have exposed several sources of detector motion, and have

demonstrated that the silicon trackers are extremely stable during data taking;

this lends con�dence that motions are not degrading the reconstruction and trig-

gering capabilities of CDF. Plans for the future include mounting RASNIKs on

the endplug calorimeters to track movements which occur during access periods

(when the endplugs must sometimes be moved), and possibly installing systems

on Tevatron magnets. Design, construction, installation, and operation of the

RASNIK system for CDF was a major portion of the service work associated

with this thesis. A NIM article has been published which provides more detailed

information [25].

2The acronym `RASNIK' stands for `Relative Alignment System of NIKhef,' after the Nikhef
Institute in the Netherlands, where the original technique was developed.
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3.2.2 Central Outer Tracker

The Central Outer Tracker (COT) is the backbone of charged particle tracking

for Run II at CDF. It is an open-cell drift chamber which provides coverage for

the region j�j < 1, as shown in Figure 3.7. The COT is segmented into eight

superlayers, located from r = 40 to 137 cm. Each superlayer holds a number

of cells, the layout of which is shown in Figure 3.8. The cells are �lled with

Ar-Et gas (50:50 mixture + trace amount of isopropyl alcohol), which has a

drift velocity of � 200�m/ns. Speci�cations for a given cell are a maximum

drift length of approximately 0:9 cm, an operating drift �eld of 1:9 kV/cm, and

a maximum drift time of about 175 ns. An end-on view showing how the cells

and superlayers are organized is given in Figure 3.9. For high-pT tracks such

as those in tt events, the beam constrained momentum resolution of the COT is

ÆpT=p
2
T � 0:001 (GeV/c)�1.

3.2.3 Magnetic �eld

The CDF detector features a 1.41 Tesla axial magnetic �eld throughout the

tracking volume (approximately 2:8m in diameter and 3:5m long), which enables

measurements of charge and momentum via the tracking detectors. The �eld

points in the �ẑ direction3 of the CDF global coordinate system, as shown in

Figure 3.4. The solenoid coil is superconducting, and employs an aluminum-

stabilized NbTi conductor. The normal operating �eld of 1:41T corresponds to

a persistent current of 4650 Amps. The conductor is cooled indirectly via liquid

helium, and reinforced structurally by an external support cylinder made of 5083

aluminum. The infrastructure also includes an iron return yoke. Although the

3The �eld is of course not perfectly axial, however the deviations are small and do not a�ect
the analysis of the tt cross-section.
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Figure 3.8: Close-up view of three COT cells within a superlayer which illustrates
the position of the wires with respect to the �eld sheets.
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Figure 3.9: End-on view of a portion of the COT showing how cells are arranged
to form superlayers.
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solenoid was commissioned in the 1980's, and is subject to stresses during every

thermal cycle, it was conservatively built and is expected to last throughout

Run II.

3.2.4 Calorimetry

The calorimeter systems at CDF surround the tracking volume and solenoid,

as shown in Figures 3.2 and 3.7, and provide energy measurement of electrons,

photons, and jets. Each of the systems covers 2� in azimuth (�), a range in

pseudorapidity (�), and features an electromagnetic and a hadronic calorimeter.

The calorimeters are segmented in � and � to form projective towers, which point

back to the (nominal) interaction region at z = 0. Towers exhibit a one to one

EM:HAD matching geometry (with the exception of the two outer � rings in

the endplugs), such that the ratio of electromagnetic to hadronic energy can be

measured for an individual tower.

3.2.4.1 Central calorimeters

The central calorimeters at CDF are denoted as CEM (Central Electromag-

netic), CHA (Central Hadron), and WHA (Wall Hadron). For Run II these

systems are essentially unchanged, receiving only an electronics upgrade. The

CEM and CHA are constructed in wedges which span 15Æ in azimuth and extend

� 250 cm in the positive and negative z direction. (There are thus 24 wedges

on both the +z and �z sides of the detector, for a total of 48.) A wedge con-

tains ten towers, each of which covers a range in pseudorapidity of approximately

�� = 0:11. This corresponds to a total span of 0 < j�j < 1:1 for the CEM,

and 0 < j�j < 0:9 for the CHA. Note that the central calorimeters have two

37



phototubes per tower. The CEM is a lead-scintillator sampling calorimeter, ap-

proximately 19 X0 (radiation lengths) in depth, and has an energy resolution

of
�(E)

E
=

14:0%p
ET

� 2% ;

where � denotes addition in quadrature. At a depth of approximately 6 X0, the

CEM contains a shower maximum detector called the CES. The CES employs

proportional strip and wire counters in a �ne-grained array to provide precise

position and shape information (�2mm resolution) for electromagnetic cascades.

Figure 3.10 shows a three-dimensional view of a central calorimeter wedge and a

close-up view of the CES.

The CHA is an iron-scintillator sampling calorimeter, approximately 4.5 �0

(interaction lengths) in depth, and has an energy resolution of

�(E)

E
=

50:0%p
ET

� 3%:

The WHA is also an iron-scintillator sampling calorimeter, spanning a range in

pseudorapidity of 0:7 < j�j < 1:3. The WHA has a depth of �4:5�0, similar to

the CHA, however it has worse energy resolution:

�(E)

E
=

75:0%p
ET

� 4%:

3.2.4.2 Endplug calorimeters

The Run II upgrade at CDF included new scintillating tile endplug calorime-

ters. As in the central region, there is an electromagnetic calorimeter (PEM)

with a shower maximum detector (PES), and a hadronic calorimeter (PHA). Fig-

ure 3.11 shows the layout of the detector and coverage in polar angle (3Æ<�<37Æ).
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Figure 3.11: Detail drawing of an endplug calorimeter for Run II.

Each plug wedge spans 15Æ in azimuth, however from 1:1 < j�j < 2:11 (37Æ to 14Æ)

the segmentation in � is doubled, and each tower spans only 7:5Æ. Figure 3.12

shows the plug tower geometry. Note that, in contrast to the central region, each

plug tower is read out by a single phototube. The PEM is a lead-scintillator sam-

pling calorimeter, approximately 21 X0 in depth, and has an energy resolution

of
�(E)

E
=

16:0%p
ET

� 1%:

The PHA is an iron-scintillator sampling calorimeter, approximately 7 �0 in
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Figure 3.12: Tower geometry for the CDF Run II endplug calorimeters.
Each wedge covers 15Æ in azimuth. As shown, towers 0{14 span the region
1:1 < j�j < 2:11, and towers 16{22 span the region 2:11 < j�j < 3:6.
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depth, and has an energy resolution of

�(E)

E
=

80:0%p
ET

� 5%:

The PES shower-maximum detector is located about 6 X0 deep within the PEM,

and is constructed of two layers (denoted `U' and `V') of scintillating strips. The

strips are 5mm wide, and roughly square in cross-section. The PES is segmented

into 45Æ sectors, with strips in the the U and V layers o�set from the radial

direction by +22:5Æ and �22:5Æ respectively. Position resolution of the PES

is � 1mm. There is also segmentation in pseudorapidity, with a low-� region

(1:13 < j�j < 2:60) and a high-� region (2:60 < j�j < 3:50). Figure 3.13 shows a

schematic layout of a PES 45Æ section. Fully assembled, an endplug calorimeter

weighs over 100 tons, and must be readily movable to provide access to the COT

and the silicon detectors; from start to �nish, it takes about 4 hours to access

and move one endplug, and provide a platform such that internal work can be

performed. Table 3.1 shows a comparison summary of the central and endplug

calorimeters for Run II.

3.2.4.3 Missing transverse energy

In practice we use the calorimeters to measure the missing energy as well as the

deposited energy in an event. The quantity which can be de�ned is the missing

tranverse energy, denoted by the symbol E/T . This quantity allows, for example,

the \detection" of neutrinos, which are otherwise unobservable at CDF. A more

detailed discussion of E/T is included in section 4.5.

42



wire-source  tubes

U-layer

 V-layer  

Figure 3.13: Schematic drawing of a 45Æ section of the PES detector. The seg-
mentation into a low- and high-� region is shown. The PES is calibrated using a
radioactive source, which traverses the indicated path during calibration and is
retracted into a shielded box when not in use.
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Central Plug
EM:
Thickness 19 X0, 1� 21 X0, 1�
Sample (Pb) 0.6 X0 0.8 X0

Sample (scint.) 5 mm 4.5 mm
WLS sheet �ber
Light yield 160 pe/GeV 300 pe/GeV
Stoch. res. 14:0%=

p
ET 16:0%=

p
ET

Sampling res. 11:6%=
p
ET 14:0%=

p
ET

ShowerMax. seg. (cm) 1:4�� (1:6� 2:0)z 0.5 wide strips
Pre-shower size 1:4�� 65(z) by tower
Hadron:
Thickness 4:5� 7:0�
Sample 1" C, 2" W 2 in. (Fe)
Sample (scint.) 10.0 mm 6.0 mm
WLS �nger �ber
Light yield �40 pe/GeV 30 pe/GeV

Table 3.1: A comparison of the central and endplug calorimeters for Run II. In
the rows corresponding to light yield, photoelectrons is abbreviated as \pe."
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3.2.5 Muon systems

In Run II there are four independent muon detectors: three covering the

central region (CMU, CMP, CMX), and one covering further in pseudorapidity

(IMU). The CMU and CMP detectors both cover approximately j�j < 0:6, and

the CMX detector approximately 0:6 < j�j < 1:0. The IMU detector was not

fully integrated in time for this analysis, but will eventually provide triggerable

coverage between 1:0 < j�j < 1:5, and coverage suitable for muon identi�cation

from 1:5 < j�j < 2:0. Figure 3.14 shows a plot of the e�ective muon coverage

in � � � space for this analysis. Each muon chamber contains a packed array of

drift tubes, as illustrated in Figure 3.15, which form stubs from the trajectories

of charged particles passing through the chamber. If a stub is matched to an

extrapolated track, a muon is reconstructed in the CDF detector.

3.2.6 Trigger systems

For Run II, CDF employs a three-level trigger system to selectively capture

interesting events. The levels are denoted simply as `L1,' `L2,' and `L3,' with each

subsequent level making more complicated decisions and requiring successively

longer processing times. The crossing rate of the Tevatron under 36 on 36 bunch

operation is 7:6 MHz, corresponding to 396 ns separation.

The L1 trigger operates with 5:5�s latency to allow enough time for data

transfer and decision making, implying that bu�ering capacity for 42 crossings

must be built into the system in order for L1 to remain \deadtimeless." The

L1 hardware is built using VME architecture, and receives information from the

calorimeters, COT, and muon detectors as input to a L1 decision. The COT in-

formation is �rst processed by the `XFT' (eXtremely Fast Tracker) before being
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Figure 3.14: Map of the muon coverage for this analysis.
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Figure 3.15: Cross-sectional view of drift tubes in a muon chamber. A stub is
formed from the trajectory of a muon passing through the chamber, and the stub
is matched to a track to become a reconstructed muon.
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sent to the trigger, thus for the �rst time there is tracking information available

at L1.

If an event is accepted at L1, it is transferred to one of four L2 bu�ers. The

L2 trigger is thus also a bu�ered system, again based on VME architecture. It is

designed to operate with an input rate of up to 40 kHz, while incurring no more

than 10% deadtime. As input to a decision, L2 receives information from the

calorimeters, muon detectors, COT, and also the silicon systems, via the `SVT'

(Silicon Vertex Tracker). The SVT input implies that CDF can trigger on dis-

placed vertices, which has never been done before at a hadron collider.

The L3 trigger is software based, and is implemented using a farm of sev-

eral hundred Linux CPUs. It features a maximum input rate of approximately

300 Hz, and uses the full event information to make a L3 decision. Data from

L3 are monitored in real time by dedicated Linux PCs in the CDF control room.

Events which pass the L3 trigger are sent to the Feynman Computing Center at

a maximum rate of about 40 Hz. From there the data are written to tape and

stored for further processing.

The logical 
ow of the trigger and data acquisition systems described above

in the text is depicted graphically in Figure 3.16.

Having discussed the Fermilab accelerators and the CDF detector, we are now

ready to describe how particles from the pp collisions are identi�ed for physics

analyses.
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Figure 3.16: Block diagram of the Run II trigger system at CDF.
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CHAPTER 4

Identi�cation of leptons and jets

In this chapter we describe the identi�cation of electrons, muons, and jets

within the CDF detector. These de�nitions will be useful in understanding

the primary data sets for the analysis and the full event selection for dilepton

tt decays, which are described in the next chapter. Our e�orts concentrated on

developing plug electrons, and will be emphasized here.

4.1 Electrons in the endplug detectors

The work to develop plug electrons for Run II occurred in several steps over a

time period of approximately two years. These studies are organized below into

separate subsections.

4.1.1 Preliminary studies

Since the endplug detectors were completely redesigned and rebuilt for Run II,

we started from scratch to develop the de�nition of a plug electron. To discern

a useful set of identi�cation variables, we obtained samples of test beam data,

Z ! e+e� Monte Carlo, and events from Run II data with at least one cen-

tral electron passing the tight cuts listed below in section 4.2. The events from

Run II data were additionally required to have an EM cluster in one of the end-
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plugs which, when paired with the tight central electron (TCE), had an invariant

mass close to that of a Z boson (86 < M`` < 97GeV). Enforcing these require-

ments provides a relatively pure sample of central/plug Z!e+e� events, where

the plug clusters are unbiased since the parent data sample was selected using

central electrons. We hand-scanned event dumps and event displays, and studied

distributions from the three di�erent samples to arrive at a calorimeter-based

de�nition for plug electrons, which we will refer to as \PEM" electrons. These

selection criteria are de�ned in section 4.1.2. Since adding tracks to plug electron

ID can only be accomplished with the SVX and ISL detectors, which were not

yet in a usuable state, we �rst pursued studies of the calorimeter-only de�nition.

To test the PEM electrons, we made a �rst pass measurement of the W!e�

cross-section using only the endplugs [26]. During these studies we developed an

ID variable using the plug shower maximum detector (PES). An analysis of plug

test beam data (e+) showed that the distribution of energy vs. strip for electrons

in the U and V layers of the PES detector could be described by a Lorentzian, and

that showers were contained transversely within a 9-strip region. These results

are shown in Figure 4.1. The 9-strip cluster width corresponds to approximately

one Moli�ere radius1. When we examined the PES clusters in Run II data, how-

ever, we found broader PES clusters (less energy concentrated in the central few

strips), and much more ragged structure in the tails. The large variations in

transverse strip pro�le made it diÆcult to implement a Lorentzian �t for electron

identi�cation; we instead formed a simple ratio of the sum of the energy in the

central 5 strips to the total energy of the 9-strip cluster. This ratio is essentially

an isolation variable for PES clusters, and is applied independently to clusters

1The transverse development of electromagnetic showers can be described in terms of Moli�ere
radii: Approximately 90% (99%) of the energy of an EM shower will be contained within a
cylinder of radius 1 RM (3.5 RM ) centered on the shower axis [27].
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Figure 4.1: Average shower pro�le for test beam positrons incident on the U and
V layers of the PES detector. The solid line is a 3-strip Lorentzian �t extrapolated
to 9 strips; the dotted line corresponds to a Gaussian �t.

in both the U and V layers. The 5-strip numerator is robust with respect to the

broad shape of the PES clusters, however the discriminating power of the variable

to reject hadronic background is still reduced because of the broadened pro�le.

Progress in understanding and correcting the source of the broadened clusters is

discussed in section 4.1.7.

Using a Monte Carlo sample of W ! e� events, we estimated the detec-

tor acceptance as a function of the ET requirement placed on the reconstructed

EM cluster. We selected a requirement of ET > 20 GeV to provide rejection

of low-energy hadronic background while maximizing the kinematic acceptance

for electrons from W decays. Comparing generated and reconstructed particles,

we measured an eÆciency to reconstruct an electron in the endplugs of � 96%.

Including this eÆciency, we obtained an acceptance of (22:7� 3:0)% for a kine-

matical requirement of ET > 20 GeV and an implicit �ducial requirement of
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1:2 < j�j < 2:11. We measured the eÆciency of the PEM identi�cation variables

using a procedure similar to that discussed in section 4.1.3, and obtained an over-

all eÆciency of (77:0 � 3:4)%. We searched for W ! e� events in a sample of

8:67 pb�1 of data. Applying the PEM selection criteria reduced the number of

events from 267,888 to 7,604. Because of the limited number of available samples

of Monte Carlo and data events, we estimated the background contamination in

our signal sample by analyzing a set of two-dimensional plots of identi�cation

variables. Each plot is divided up into four regions (\boxes" labeled A, B, C,

and D), as shown in Figure 4.2, and the number of background events in the

signal region, box C, is estimated as A � (D=B) = 2794� 363 events. Our ability

to estimate the background fraction using this method was hampered because

of poor statistics, which may have been responsible for some inconsistent esti-

mates between several of the two-dimensional plots we analyzed. To calculate

the cross-section times branching ratio we used the following de�nition

� �B(W!e�) =
Nsig � Nbgd

�id � Acceptance �
R L dt:

We obtained a measured value of (3:26� 0:61) nb, where the error is statistical

only. The latest NNLO theoretical prediction is (2:731� 0:002) nb.

Since the PEM electrons do not have associated tracks, we expect that sam-

ples of events selected using only the PEM criteria will exhibit a larger back-

ground contamination than other leptons. When adding plug electrons to a

ttmeasurement, however, one has many other selection criteria to apply, which

should greatly reduce the background fraction. To determine whether the PEM

electrons would be suitable for a measurement of the tt cross-section, we tested

the de�nition directly in that context by performing preliminary studies of the

signal and background contributions from PEM electrons to the analysis as a
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Figure 4.2: A distribution illustrating the method used to estimate the back-
ground fraction in the W!e� cross-section measurement using PEM electrons.
Here pem3x3Chisq vs. Had/EM is shown, with all other selection requirements
applied. The number of background events in the signal region, box \C," is
estimated as the product A � (D=B).

whole. We estimated the relative contributions to the acceptance and physics

background processes (WW , Z!�+��) using Monte Carlo samples, and studied

side bands to the signal region using events from Run II data to estimate the fake

background from QCD processes. (These background studies are mentioned here

simply to give a 
avor for the validation process we followed. The background es-

timates for the actual analysis are described in chapter 6.) These studies showed

that the event topology associated with dilepton tt decays is suÆciently rare that

PEM electrons could be included, and would provide a large gain in acceptance
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for a relatively small loss in purity.

Concurrent with these studies, a new approach to tracking in the plug region,

\Phoenix" tracking, became available [28]. The Phoenix algorithm improved the

tracking eÆciency for j�j > 1:1 by using position information from the endplug

calorimeters to aid the silicon pattern recognition code: One constraining end-

point for a track is taken using the interaction vertex, and the other from the

PES position of an EM shower. The calorimeter energy of the corresponding

PEM cluster is taken as the momentum, which provides a curvature (unsigned).

Since two points plus a curvature determine a unique helix, this is suÆcient to

create two hypothetical track trajectories, one for each possible charge. The al-

gorithm uses these trajectories as input and reruns the silicon pattern recognition

code. If neither of the tracks can be reconstructed, the algorithm �nishes without

appending a track to the event record. If only one of the tracks can be recon-

structed, it is appended to the event record as a Phoenix track. If both tracks

can be reconstructed, the algorithm calculates two �2=dof values which quantify

the goodness of �t with respect to each hypothetical (+=�) trajectory2. The

algorithm selects the track (signed) corresponding to the lower �2=dof as the best

match, and appends it to the event record as a Phoenix track. If a PEM electron

has an associated Phoenix track, it is promoted to a \Phoenix plug electron,"

which we refer to as \PHX" henceforth.

4.1.2 Plug ID variables for the tt cross-section analysis

For the tt cross-section measurement we retain both PEM and PHX electrons

because the Phoenix tracking eÆciency is still low compared with the COT eÆ-

2A better goodness of �t measure would be a function, P (�2; dof), which estimates the
probability of obtaining that �2 value given the number of degrees of freedom.
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ciency. Below we de�ne the variables used to identify PEM and PHX electrons,

and list the associated cut values in Table 4.1.

ET The transverse energy of an electromagnetic cluster in the PEM calorimeter.

ET = E � sin �. Although energy is a scalar, we create a two-dimensional

vector de�nition because it is often convenient experimentally to work with

quantities de�ned in the plane perpendicular to the beam axis.

Had/EM The ratio of the hadronic energy to the electromagnetic energy of a

given cluster in the calorimeter.

Isolation energy The sum of the energy in the calorimeter (Had+EM) in a cone

of radius (�R =
p
(��)2 + (��)2) surrounding a given cluster (excluding

the energy of the cluster itself). Unless otherwise noted, a cone size of �R =

0:4 is implied for isolation variables. In practice we enforce a requirement

on the isolation ratio:

Isol =
IsolationET (0:4 cone)

EMET

:

Pem3x3Chisq An algorithm which compares the electromagnetic shower pro�le

of a given PEM cluster to shapes derived from test beam data.

PesPro�leRatio5by9 A simple ratio formed using PES clusters which is essen-

tially an isolation variable for the shower maximum detector:

Sumof the energy in the central 5 strips of a PES cluster

Sumof the energy in (all) 9 strips of a PES cluster

It is applied separately to both layers (U and V) of a PES 2-d cluster.

Plug �ducial region In the endplugs, the �ducial region we de�ne spans a
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Variable PEM cut value PHX cut value

ET > 20:0 GeV > 20:0 GeV
�ducial 1:2 < j�PESj < 2:5 1:2 < j�PESj < 2:5
leakage�corrected IsolationET (0:4 cone)

EM ET
< 0:1 < 0:1

Had/EM < 0:05 < 0:05
pem3x3FitTowers 6= 0 yes yes
�2PEM3x3 < 10:0 < 10:0
pesPro�leRatio5by9 > 0:65 > 0:65
(U & V layers)
�R(pem3x3Fit coords:�PES coords:) < 3:0 cm < 3:0 cm
Si track (Phoenix track) yes
jz0trackj < 60 cm
�R(track�PES) < 3 cm

Table 4.1: Plug electron ID cuts. Si track implies a 2-d Phoenix track.

range in pseudorapidity of 1:2 < j�j < 2:5. The region j�j < 1:2 is excluded

because of the geometry of the PES detector, which does not provide useable

coverage there. We exclude the region j�j > 2:5 primarily because the rate

of increase in the acceptance falls rapidly with repect to the increase in

background at high pseudorapidity.

�R The matching distance between the Pem3x3Fit coordinates (returned by

the Pem3x3Chisq algorithm) and the PES coordinates of a given PEM

cluster. To guard against failures in the Phoenix tracking algorithm, a �R

matching requirement is also enforced between the PES coordinates and

the extrapolated Phoenix track.

4.1.3 PEM electron ID eÆciencies

To determine eÆciencies for the PEM electron ID variables we use cen-
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tral/plug Z events from Run II data. We start from a common CDF data sample

of events which have at least one tight central electron (TCE), and apply the

oÆcial \good run" list for summer 2003 conferences. The good run list is created

by detector experts and operations personnel, and ensures that the detector was

properly calibrated and functioning well during the speci�ed runs. The event

selection is as follows:

� Require that the TCE additionally satisfy tighter requirements than those

listed in section 4.2 (Lshr < 0:1, Isol < 0:05) to further reduce background.

� Require a �ducial plug EM cluster (1:2 < j�j < 2:5) with ET > 20 GeV.

� Require that the central and plug clusters have an invariant mass consistent

with that of a Z boson, (81 < MInv < 101GeV).

Applying these selection criteria yields a sample of 4,041 events which are used to

estimate the eÆciencies. Figures 4.3 and 4.4 show distributions of the variables;

Table 4.2 summarizes the results. Uncertainties are calculated using binomial

statistics. The overall eÆciency of the ID cuts is measured to be (84:3�0:6)%.

4.1.4 PEM ID eÆciency scale factor

Monte Carlo samples currently available at CDF do not model the data well

enough such that di�erences can be ignored. We determine a relative scale factor

between data and Monte Carlo which will be applied to the acceptance and Monte

Carlo-based background estimates. Although the background contamination in

our central/plug Z sample is very small, the procedure to measure the eÆciencies

described here does not subtract background; to obtain the �nal scale factor,

we use a background subtracted plug ID eÆciency (0:877 � 0:051) calculated
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Figure 4.3: Distributions of the plug electron ID variables for the candidate
central/plug Z events. For these plots none of the cuts (indicated by the dashed
vertical lines) have been applied.
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Figure 4.4: `N-1' distributions of the plug electron ID variables for the candidate
central/plug Z events. Cut values are indicated by the dashed vertical lines.
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Variable and cut value E�. [%] each cut only E�. [%] `N-1'
Isolation energy (cone of 0:4)

EM Et
< 0:1 96:0� 0:4 98:7� 0:2

Had=EM < 0:05 97:3� 0:4 98:9� 0:2
pem3x3Chisq < 10:0 89:2� 0:7 91:9� 0:4
pesProfileRatio5by9 > 0:65 97:1� 0:4 98:0� 0:2
(U & V layers)
�Rpem�pes < 3:0 cm 96:6� 0:4 99:2� 0:1

Overall eÆciency: (84:3� 0:6)%

Table 4.2: EÆciencies of plug electron ID variables. Here `N-1' implies all other
cuts have been applied except the cut in question. The uncertainties are statistical
only.

in a recent CDF measurement of the Z boson cross-section [29]. Figure 4.5

summarizes the results. The average scale factor is found to be 0:96� 0:05.

4.1.5 Background rejection

To estimate the background rejection of the PEM electron ID variables we use

events from oÆcial QCD data sets. These data samples contain primarily dijet

events where at least one jet has ET > 20 GeV. The good run list is applied. The

event selection is as follows:

� Require at least one central jet (j�j < 1:0) with ET > 25 GeV to satisfy the

trigger requirements.

� Require a �ducial plug (1:2 < j�j < 2:5) EM cluster with ET > 20 GeV.

� Require E/T < 15:0 GeV to remove real electrons from leptonic W boson

decays3, and veto electrons from leptonic Z decays by requiring that the

3We received a comment [30] that requiring E/
T

< 15:0 GeV in a sample which is overwh-
lemingly dominated by hadronic activity could be causing a bias, because it is essentially a
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Variable and cut value Additional rejection [%] (see caption)
total isolation (cone of 0:4)

EM Et
< 0:1 50:0

Had=EM < 0:05 48:8
pem3x3Chisq < 10:0 69:6
pesProfileRatio5by9 > 0:65 32:3
(U & V layers)
�Rpem�pes < 3:0 cm 4:5y

# passingallIDcuts
total# of candidate events

: (1:9� 0:4)%

Table 4.3: Background rejection of plug electron ID variables. y For completeness
the numbers for the �R variable are included; there are implicit cuts on �R in
the electron reconstruction code which obscure the e�ect of this cut. `Additional
rejection' is computed at N-1 and implies:

#(N-1) � # of evts passing all cuts but the one in question.
#(N) � # of evts passing all cuts.
The value listed is then: [#(N-1) - #(N)] / [#(N-1)]

invariant mass, in combination with any other EM cluster in the event, does

not fall within the window (76 < MInv: < 106GeV).

Applying these selection criteria yields a sample of 1,153 events which are used

to estimate the additional background rejection a�orded by each variable (cal-

culated at N-1), and the overall background rejection when all ID requirements

are applied. Figures 4.6 and 4.7 show distributions of the variables; Table 4.3

summarizes the results. The number of background events passing all ID cuts is

measured to be (1:9� 0:4)%.

4.1.6 Validation of PHX electrons

To validate the PHX plug electrons, we measure � �B(W!e�) and � � B(Z!

requirement that the jets be well measured. This is a good observation; the e�ects of varying
(and removing) the E/

T
cut were studied, and the results appear to be insensitive to the choice

of the E/
T
cut.
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Figure 4.6: Distributions of the plug electron ID variables for background (QCD
jets) events. In these plots none of the cuts(indicated by the dashed lines) have
been applied.
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Figure 4.7: `N-1' distributions of the plug electron ID variables for background
(QCD jets) events. Cut values are indicated by the dashed lines.
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e+e�) using events in an oÆcial plug data set. These measurements are performed

to build con�dence that the PHX plug electrons are suitable for use in a mea-

surement of the tt cross-section.

4.1.6.1 Plug W cross-section

To select W ! e� events we require a PHX plug electron, and additionally

require E/T > 25 GeV. No back-to-back requirement is made on the � angle

between the electron and the E/T because the endplugs do not have signi�cant

cracks in azimuthal coverage as exist in the CEM detector4. After applying these

requirements 20,215 W candidates remain. We estimate the background fraction

to be 3.5% (707 events) [31]. The acceptance is estimated to be 0.16 using

an oÆcial W ! e� Monte Carlo data set. We measure a relative scale factor

between data and Monte Carlo for PHX plug electrons of 0.986; Figure 4.8 shows

distributions used in this calculation. We use a value for the trigger eÆciency

taken from a recent CDF measurement [32]: (�trig = 0:874). The integrated

luminosity used in the calculation of the cross-section is 57.5 pb�1. Figure 4.9

shows distributions of the electron ET , E/T , and transverse mass. Using the

following de�nition,

� �B(W!e�) =
Nsig � Nbgd

Atotal �
R L dt ;

the measured cross-section is (2:46 � 0:25) nb, in good agreement with the lat-

est NNLO theoretical prediction of (2:731 � 0:002) nb [33] and a recent CDF

measurement of (2:64� 0:18) nb [34].

4This cut was shown to have little e�ect for measuring W electrons in the endplugs in our
preliminary analysis of the W!e� cross-section [26].
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scale factor for PHX plug electrons.
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Figure 4.9: Distributions of electron ET , E/T , and transverse mass from our W
boson cross-section measurement using PHX plug electrons.
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4.1.6.2 Plug/plug Z cross-section

To select Z! e+e� events, we require two PHX plug electrons which have

an invariant mass between 81 and 101 GeV. After applying these requirements

578 candidates remain. We estimate backgrounds using numbers from a recent

CDF measurement of the Z cross-section [35], and scale according to the number

of observed events. The predicted backgrounds are 13 events (QCD fakes), 2.4

events (W 's), 0.5 events (Z ! �+��). The acceptance is estimated to be 0.04

using an oÆcial Z!e+e� Monte Carlo data set. We apply a relative scale factor

between data and Monte Carlo of 0:9862 = 0:972, as described in the previous

subsection. The trigger eÆciency is calculated as (1� (1� 0:874)2) = 0:984. The

integrated luminosity used in the calculation of the cross-section is 57.5 pb�1.

Figure 4.10 shows distributions of the electron ET and invariant mass. Using the

following de�nition,

� �B(Z!e+e�) =
Nsig � Nbgd

Atotal �
R L dt ;

the measured cross-section is (248:4 � 25:0) pb, in good agreement with the

latest NNLO theoretical prediction of (250:5 � 3:8) pb [33] and a recent CDF

measurement of (260:9� 18:2) pb [36].

4.1.7 Future improvements to the PES ratio variable

Currently we use only one quality variable involving the PES detector for

plug electron ID. This is the pesPro�leRatio5by9 variable, described in section

4.1.1. Because of the broader than expected PES clusters currently observed,

the variable is optimized using studies with central/plug Z events from Run II

data, and the requirement on the ratio (> 0:65) is set to maintain a high signal
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Figure 4.10: Distributions of electron ET and invariant mass from our plug/plug
Z cross-section measurement.
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eÆciency. The resulting background rejection a�orded by the variable is not as

large as many of the other plug electron ID variables (eg. Had/EM, Isolation).

Recently, the cause of the broad PES clusters was understood to be a hardware

problem which produces increased optical cross-talk between neighboring chan-

nels in the PES multianode phototubes [37]. Work was performed during the

recent (September { November, 2003) shutdown in an e�ort to reduce this cross

talk; preliminary indications are that the e�orts were successful. The de�nition of

the PES ratio variable will have to be revisited, and the cut value reoptimized, to

realize any possible gains for electron identi�cation. The reduced cross-talk may

also improve the prospects for implementing a Lorentzian �t to PES clusters.

4.2 Electrons in the central detector

Since the central calorimeter is essentially unchanged for Run II, much of the

knowledge accumulated in Run I regarding electrons in the central region can be

directly applied here. The variables used for identifying central electrons have

been extensively studied within the Run II framework [38]. We therefore forego a

discussion of eÆciencies and simply de�ne the variables and associated cut values

below. Variables which have the same de�nition as that given in the previous

section on plug electrons (ET , Had/EM, Isolation) will not be de�ned again here.

pT The transverse momentum of a track in the COT. pT = p� sin �. Because of

the axial �eld, the component of momentum in the plane perpendicular to

the beam axis is the quantity measured by the tracker.

E/p The ratio of the CEM energy of a cluster to the momentum of a given track.

z0 The location in z of the intersection between a track and the beam axis.
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Lshr The lateral shower pro�le of a CEM cluster. This variable compares the

energy in the seed tower of a cluster to the energy in the adjacent tow-

ers, and quanti�es the degree to which a given shower pro�le is like that

measured from test beam electrons [39]:

Lshr = 0:14 �
P

i

�
Eobs
i � Eexp

i

�
q�

0:14
p
EEM

�2
+
P

i (�E
exp
i )2

;

where the sum is over towers adjacent to the seed tower in the same wedge,

EEM is the total electromagnetic energy of the cluster, the (0:14
p
EEM)

term is from calorimeter energy resolution, and the (�Eexp
i )2 term is the

uncertainty in the expected energy.

�x and �z The distance in the r� � (�x) and r� z (�z) planes between the

CES cluster position and that of a COT track extrapolated to the CES

detector.

�2strip The �2 of a comparison between the CES z-strip shower pro�le of a given

shower and that from test beam.

Table 4.4 lists the speci�c cut values used with these variables. Note that both

\tight" and \loose" sets of central electron ID requirements are de�ned for anal-

yses at CDF; in this analysis we use only the tight requirements.

4.3 Muons

The situation for central muons in Run II is similar to that of central electrons.

Muon identi�cation has also been extensively studied and validated within the

Run II framework [40]. We therefore forego a discussion of eÆciencies and simply
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Variable Cut value

ET (2-tower EM sum� sin �track) > 20:0 GeV
Track PT (COT-only > 10:0 GeV
beam-constrained track)
E/P (for ET < 50:0 GeV only) < 2:0
jz0trackj < 60:0 cm
Had=EM < 0:055 + 0:00045� (E=GeV)
leakage�corrected IsolationET (0:4 cone)

EmET
< 0:1

Lshr (using track-based < 0:2
CES cluster, z0track)
charge-signed �x �3:0 < Qtrk ��x < 1:5 cm
j�zj < 3:0 cm
�2strip < 10:0
Track type PADtrack
Fiduciality (jxCESj < 21:0 cm,

9:0 < jzCESj < 230:0 cm,
Tower 9 excluded,
Most of tower next
to chimney included)

COT Track quality 3 axial & 3 stereo SL
with � 7 hits each

Table 4.4: Tight central electron (TCE) identi�cation requirements.
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de�ne the variables and associated cut values in this section.

pT The transverse momentum of a track in the COT. pT = p� sin �. Because of

the axial �eld, the component of momentum in the plane perpendicular to

the beam axis is the quantity measured by the tracker.

z0 The location in z of the intersection between a track and the beam axis.

�x The track-stub matching distance in a muon chamber.

d0 The point of closest approach (impact parameter) of a track, relative to the

beamline.

Cosmic-ray �lter Cosmic rays can be identi�ed in the CDF detector as dimuon

events, where the two muons are approximately back-to-back. Since cosmic

rays appear randomly in time and do not originate from a pp collision, such

events can be identi�ed using timing information and the impact parameter

of the tracks with respect to the beam axis. Events with identi�ed cosmic-

ray muons are removed.

Table 4.5 lists the speci�c requirements used with these variables. Note that there

are four types of central muons de�ned at CDF, one for each muon chamber:

CMU, CMP, CMUP, CMX. (A `CMUP' muon has a stub in both the CMU

and CMP chambers.) In this analysis we also allow so-called \CMIO" muons,

where the acronym stands for \Central Minimum-Ionizing Object." These are

tracks which behave as muons, but are not �ducial to any of the four central

muon chambers and thus cannot have a stub. Figure 4.11 shows an � vs. �

map of the acceptance regions for CMIO muons [41]. Table 4.6 lists the selection

requirements for CMIO muons.
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Variable Cut value

Track PT (COT-only > 20:0 GeV
beam-constrained track)
jz0trackj < 60:0 cm
Cosmic ray removal (cosmic ray tagger)
Calorimeter Energy (Em) < 2:0 + max (0 , 0.0115�(p-100) ) GeV
Calorimeter Energy (Had) < 6:0 + max (0 , 0.028�(p-100) ) GeV
Fractional Calorimeter < 0:1
Isolation ET

j�xCMU j < 3:0 cm
j�xCMP j < 5:0 cm
j�xCMX j < 6:0 cm
Track type PADtrack
jd0trackj (corrected for < 0:02 cm (if track has Si hits) OR
beam-spot position) < 0:2 cm (if not)
COT Track quality 3 axial & 3 stereo SL with at

least 7 hits each

Table 4.5: Central muon ID cuts.

Variable Cut value

Track PT (COT-only > 20:0 GeV
beam-constrained track)
jz0trackj < 60:0 cm
Cosmic ray removal (cosmic ray tagger)
Fractional Calorimeter < 0:1
Isolation ET

Calorimeter Energy (EM) < 2:0 + max (0 , 0.0115�(p-100) ) GeV
Calorimeter Energy (Had) < 6:0 + max (0 , 0.028�(p-100) ) GeV
Calorimeter energy (EM+Had) > 0:1 GeV
jd0trackj (corrected for < 0:02 cm (if track has Si hits) OR
beam-spot position) < 0:2 cm (if not)
COT Track quality 3 axial & 3 stereo SL with

at least 7 hits each

Table 4.6: CMIO muon ID cuts.
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4.4 Jets

The fragmentation processes of quarks and gluons to form colorless states are

not yet well understood. Phenomenological models exist, however calculations

from �rst principles within the framework of QCD are still an active subject

of theoretical research. In the CDF detector, hadronic jets generally appear as

many-tower clusters in the calorimeters, accompanied by many tracks5. Sev-

eral di�erent types of algorithms have been developed to cluster jets within the

calorimeter, however the basic goal is the same: One wants to bound the jet

within a readily de�ned portion of the detector, and provide an accurate estima-

tion of its energy without including too much unrelated activity from the event.

For this analysis, we use a relatively simple jet clustering approach which forms

a cone of radius R =
p
(��)2 + (��)2 = 0:4 around the highest energy tower in

a local neighborhood, and sums the energy of towers within the cone. Because

jets often cover a portion of the calorimeter which is large compared to the size

of an individual tower, a non-neglible fraction of the total jet energy is typically

absorbed by non-active material in the detector. These e�ects are known, and

trying to understand how best to deal with them is the (large) subject of jet

corrections, which will be touched on brie
y in the following chapter. To select

jets for this analysis, we require (corrected) ET > 15 GeV, and j�jetj < 2:5. Note

that due to the way objects are de�ned at CDF, perfectly good electrons will

be counted as jets and are thus explicitly removed from jet collections to avoid

double counting.

5Jets do not always appear as many particles, and do not always deposit energy over a large
area. For instance, a jet will sometimes 
uctuate to a single pion.
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4.5 Missing transverse energy

The incident p and p beams have their momenta aligned along the z axis.

Thus in any given collision, although the energy 
ow along the beam axis is

not precisely measured at CDF, the net transverse energy 
ow must sum to

zero by conservation of momentum. As mentioned previously, we create a two-

dimensional vector de�nition of energy, and use the variable ET . In practice when

one sums the total vector ET of each tower in an event, a value di�erent from

zero is obtained. This missing transverse energy is de�ned as

E/T � �
 X
towers

ET

!
;

and has two primary sources:

� Real E/T from neutrinos.

� E/T frommismeasured jets, etc. due to cracks and 
uctuations in calorimeter

response.

When performing the analysis, we correct event quantities (calorimeter energy,

track pT , etc.) to the extent possible, and recompute the E/T on an event-by-event

basis. In addition to these corrections, we also correct the E/T for muons, which

are minimum-ionizing particles in the calorimeters but should not contribute to

the missing energy of an event.

For dilepton tt events, which have two neutrinos, a study of E/T distributions

suggests topological requirements which are useful as event selection criteria.

These requirements, and the corrections applied to event quantities, are discussed

in the following chapter.

78



Having discussed the de�nitions of leptons, jets, and E/T , we are now ready to

combine these into the full selection procedure for identifying dilepton tt events.
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CHAPTER 5

Event selection and acceptance

The previous chapter discusses the identi�cation of each of the constituent

objects in the �nal states of dilepton tt decays. Building on these de�nitions, we

now describe the higher level analysis variables used to select pp! tt! jj``E/T

events in the data, and discuss some of the speci�c e�orts made to increase the

acceptance for this decay channel.

5.1 Corrections to event variables

To estimate values for the event variables most precisely, we apply several

corrections to the raw measured quantities from the detector.

5.1.1 Vertex correction

The calorimeter clustering algorithms use a default vertex located at z = 0.

Using the track z0 of the highest-energy lepton in the event, we recluster calorime-

ter objects and calculate corrected values for ET .

5.1.2 CEM and PEM energy corrections

To correct the energy response of the CEM, we apply three distinct correc-
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tions in the following order [42]: \Face map" corrections (measured using test

beam electrons) account for local variations in response within each tower. Next

we apply tower-to-tower gain corrections, which we derive using an ensemble of

the E=p distributions from each tower. These corrections gradually smooth the

response of the towers by an iterative process which normally converges within

ten cycles. The �nal step is a global shift of the corrected gain, which returns the

absolute energy scale of the calorimeter to the proper value. Finally we apply

time-dependent corrections, which account for e�ects such as the aging of pho-

totubes and scintillator plastic.

Similar procedures yield face map, tower-to-tower, and absolute energy scale

corrections for the PEM detector [43, 44, 45]. The data reprocessing performed

for this analysis marks the �rst time that the full suite of PEM energy corrections

was successfully included into the o�ine reconstruction.

5.1.3 Curvature corrections

Distortions in the superstructure of the COT result in a small false curvature

of tracks. This is removed by studying the E=p distribution as a function of

charge. The �x evolves with time and is dependent on the version of the recon-

struction code used. In this analysis we use the following relation to correct for

the e�ect [46]:

corrcurv = curv � 0:00042� 0:00116� sin(�0� + 0:3):

The corrected curvature is applied to the transverse momentum of tracks, since

pT / 1
curv

.
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5.1.4 Jet corrections

Many ongoing e�orts to improve the measurement of jets at CDF fall under

the broad heading of jet corrections. Below we summarize the seven cumulative

levels of jet corrections which are currently de�ned:

Level 1 Relative corrections. These are extracted from dijet balancing, and at-

tempt to make the response to jets uniform across the calorimeters by

making ET - and �-dependent corrections such that the energy scale is ev-

erywhere equal to the average scale between 0:1 < j�j < 0:6.

Level 2 Time-dependent corrections. These are now replaced by the calorimeter

time-dependent corrections, which are essentially the same.

Level 3 Raw energy scale corrections. These are a comparison between the re-

sults from photon{jet balancing in Run I and Run II, and are an attempt

to recover the raw jet energy scale of Run I. These corrections are oriented

towards Run I because the level 5 corrections are also (still) taken from

Run I.

Level 4 Multiple interaction corrections. These are based on the number of iden-

ti�ed primary vertices in an event, and are small because the data for this

analysis were collected when we expect < 1 extra interaction per crossing

(See Fig. 5.1). For technical reasons involving vertex-�nding algorithms,

Level 4 corrections are ignored in this analysis.

Level 5 Absolute energy corrections. These attempt to translate calorimeter

energy (back) to particle energy by correcting the calorimeter response to

the
P
pT of tracks within �R < 0:5 of the jet direction. Level 5 corrections

are still based on Run I.
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Level 6 Underlying event corrections. These subtract underlying event energy

(measured from minimum bias data) from the jet energy measured in the

calorimeter. These are small and are ignored in this analysis.

Level 7 Out-of-cone corrections. These correct for (missed) energy outside the

clustered jet, and are an attempt to translate particle-level jets back to

parton-level jets. Level 7 corrections are ignored in this analysis.

We correct all jets in an event according to levels 1, 2, 3, and 5 before enforcing

selection requirements.

5.1.5 Leakage correction to isolation

The clustering algorithms used with the CEM and PEM calorimeters [47, 48]

are designed to locate electromagnetic showers with high eÆciency in an envi-

ronment with substantial amounts of hadronic activity. By construction these

algorithms form clusters which generally do not contain the full energy of a

shower. Unclustered shower energy (transverse to the cluster, in neighboring

EM towers) is known as leakage energy, and a�ects the isolation variable used in

electron identi�cation. We employ a leakage-corrected isolation variable derived

from studies of Z!e+e� events from data [49].

5.2 The HT cut

Due to the large mass of the top quark, the total amount of energy deposited

in the detector in tt decays is typically greater than in most other processes. We

exploit this for event selection by constructing the variable HT , which is de�ned
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as the scalar sum:

HT � E/T +
X

leptons

ET (or pT ) +
X
jets

ET ;

where all quantities are fully corrected. Figure 5.2 shows Monte Carlo distribu-

tions of the HT variable for tt and the WW , and Z! �� background processes.

The cut is placed at HT > 200 GeV.
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5.3 Non-isolated leptons

Since tt events typically deposit energy in the detector over a large number

of calorimeter towers, the dilepton channel incurs a loss in acceptance due to

the isolation requirements placed on the leptons. Backgrounds rise unacceptably

if we remove the isolation requirement for both leptons in an event; however,

we do allow events with one non-isolated TCE, CMUP, CMU, CMP, or CMX

lepton to increase the acceptance. Jets are more likely to satisfy the selection

requirements for CMIO, PHX, and PEM leptons, hence we always require that

they be isolated. Including non-isolated leptons yields an acceptance increase of

approximately 16%.

5.4 Topological E/T requirements

Dilepton tt decays typically produce large E/T in the detector which is not

strongly oriented along the direction of the charged leptons or jets. This is in

contrast to many of the background processes such as Z + jets, where the E/T is

usually due to a mismeasured jet, or Z!�+��, where the neutrinos from � decay

are usually boosted in the direction of the parent particle. We therefore make

the following requirements as part of our dilepton event selection:

� jE/T j > 25 GeV

� If jE/T j < 50 GeV, additionally require j�� (E/T ; nearest ` or jet)j > 20Æ

To motivate these requirements, distributions of ��(E/T , nearest ` or jet) vs.

jE/T j for Z! �+�� Monte Carlo, Z + jets data, and ttMonte Carlo are shown

in Figure 5.3. All quantities are corrected before the cuts are applied.
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5.5 Jet signi�cance

One source of background to same-
avor (ee, ��) dilepton events is the Z+

jets process. These events can be rejected eÆciently without a sophisticated

procedure, but they are still a diÆculty because the production cross-section for

Z bosons is approximately 35 times higher than that for tt at the energy of the

Tevatron. Previous analyses in the dilepton channel swept away this issue by

simply excluding events where the invariant mass of the lepton pair falls within

the Z mass window, (76 < M`` < 106GeV). Excluding this region, however,

results in a loss in acceptance of approximately 24% for each same-
avor channel,

as illustrated in Figure 5.4. This corresponds to a �12% loss in total acceptance.

For this analysis we are willing to accept a loss in purity to regain tt events

which fall under the Z peak. To explore a more sophisticated procedure which

recovers events in this region eÆciently, we repeat a thorough study performed in

Run I [50, 51]: The E/T in Z + jets events is almost entirely due to mismeasured

jets which deposit a non-negligible fraction of their energy in uninstrumented

portions of the calorimeter. We therefore construct a variable which quanti�es

the degree to which mismeasurement of jets is a source of E/T in an event. The

variable is known as jet signi�cance, which is de�ned as:

jetsig � jE/T jrP�
~ET jet � Ê/T

� ;

where the sum includes only jets in the same hemisphere as the E/T . The eÆcacy

of this variable is improved by combining it with a requirement on the � angle

between the E/T and the closest jet (to the E/T ). Distributions of ��(E/T ; nearest

jet) vs. jetsig are shown in Figure 5.5. By requiring
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Figure 5.4: Invariant mass distribution for dilepton tt events in the ee channel.
The shaded region corresponds to the Z mass window (76 < M`` < 106GeV).
Excluding this region represents a loss in acceptance of �24%.
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Figure 5.5: Monte Carlo distributions of �� (E/T ; nearest jet) vs. jetsig for
Z + jets events (top) and tt events (bottom). The selection requirements
(jetsig > 8, �� > 10Æ) are indicated by the lines.
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� jetsig > 8:0

� j�� (E/T ; nearest jet)j > 10Æ

we estimate that 87% of same-
avor tt events in the Z window can be kept,

while rejecting 80% of Z + jets events. This represents an increase in the overall

acceptance of about 10%.

5.6 Data sets

We use three data sets for this analysis: one based on central electrons, one

on central muons, and one on plug electrons [52, 53]. Each of these is created in

a series of steps, described brie
y below:

1. We begin with a data set comprised of events passing one or more speci�c

level-three triggers. For the central electron data set:

� Three triggers with overlapping requirements specify a CEM cluster

with ET > 18 GeV and pT > 9 GeV, which also satis�es a relaxed set

of ID requirements on the Had/EM, Lshr, and �z variables.

� Two triggers with overlapping requirements specify a CEM cluster

with ET > 25 GeV, E/T > 15 GeV, and isolation energy < 2 GeV. No

track is required.

� A trigger requiring two CEM clusters as speci�ed above by the �rst

bullet, but without track requirements.

For the central muon data set:

� A trigger requiring a track with pT > 18 GeV, CMU and CMP stubs,

and �x matching requirements between the track and both stubs.
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� Same as above but with only a CMX stub.

For the plug electron data set:

� Two triggers with overlapping requirements specify E/T > 15 GeV and

a PEM cluster with ET > 20 GeV, which also satis�es a relaxed set of

ID requirements on the Had/EM and isolation ratio variables.

� Two similar triggers requiring one and two PEM cluster(s) with ET >

20 GeV.

2. In the case of central electrons and muons, we re�ne the level-three trigger

data set to a smaller intermediate sample by selecting events which satisfy a

relaxed set of the identi�cation requirements listed in the previous chapter.

This is done because such intermediate data sets are useful for many low-

level studies peformed in parallel. For technical reasons involving the CDF

data-handling and o�ine code we ignore this step for the plug electron data

set.

3. We create the �nal central lepton data set used for the analysis by requiring

at least one lepton satisfying the full set of selection requirements listed in

the previous chapter. We create the �nal plug electron data set using only

additional level-three trigger requirements.

A speci�c bit is set in the event record corresponding to each trigger which �red

in a given event. To measure the eÆciency of a trigger, we isolate a sample of

events in which a speci�c trigger should have �red, and compare to the number

of events in the sample which have the corresponding trigger bits set. EÆciencies

for the triggers relevant to this analysis are described in detail in references [54]

and [40]. The results are used in chapter 7 in the calculation of the cross-section.
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Primary Secondary
TCE CMU
CMUP CMP
CMX CMIO
PHX PEM

NITCE
NICMUP
NICMU
NICMP
NICMX

Table 5.1: Primary and secondary leptons de�ned for the analysis.

5.7 Decay channels in the analysis

As discussed in chapter 4, we de�ne eight types of leptons: TCE, CMUP,

CMU, CMP, CMX, CMIO, PEM, and PHX. Additionally we allow �ve of these

to be non-isolated, which we denote by prepending with \NI," as follows: NITCE,

NICMUP, NICMU, NICMP, and NICMX. We classify these simply as primary

and secondary leptons, as shown in Table 5.1. We allow all possible combinations

consisting of at least one primary lepton, and present all studies of acceptance and

backgrounds with each possible category shown explicitly. The full complement

of allowed channels is listed here in Table 5.2.

5.8 Dilepton event selection

Below we summarize the complete procedure used to select dilepton events:

1. Check good run list.

2. Check trigger path.
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central/central central/plug plug/plug
e=e e=� �=� e=e e=� e=e

TCE/TCE TCE/CMUP CMUP/CMUP TCE/PEM CMUP/PEM PHX/PEM
TCE/NITCE TCE/CMU CMUP/CMU TCE/PHX CMX/PEM PHX/PHX

TCE/CMP CMUP/CMP PHX/TCE CMUP/PHX
TCE/CMX CMUP/CMX PHX/NITCE CMX/PHX
TCE/CMIO CMUP/CMIO PHX/CMUP
CMUP/TCE CMX/CMX PHX/CMU
CMX/TCE CMX/CMU PHX/CMP
TCE/NICMUP CMX/CMP PHX/CMX
TCE/NICMU CMX/CMIO PHX/CMIO
TCE/NICMP CMX/CMUP PHX/NICMUP
TCE/NICMX CMUP/NICMUP PHX/NICMU
CMUP/NITCE CMUP/NICMU PHX/NICMP
CMX/NITCE CMUP/NICMP PHX/NICMX

CMUP/NICMX
CMX/NICMX
CMX/NICMU
CMX/NICMP
CMX/NICMUP

Table 5.2: Dilepton decay channels de�ned in the analysis. The implied ordering
is A/B, where A must be a primary lepton, and B can be either a primary
or secondary lepton. The lepton corresponding to A must be associated with
a trigger which is recorded in the event. All possible combinations are shown
explicitly.
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3. Require two leptons, consistent with one of the allowed categories, selected

according to the requirements listed in chapter 4.

4. Calculate the invariant mass of the lepton pair. If 76<Mee;��< 106GeV,

require jetsig > 8 and �� > 10Æ (E/T ; nearest jet).

5. Apply level 1,2,3 and 5 jet corrections to all jets in the event. Jet correc-

tions include relative and absolute corrections, but do not include multiple

interaction corrections.

6. Apply curvature corrections for muon pT .

7. Correct the magnitude and phi angle of E/T for muons and jets

(corrected jet ET > 15 GeV, j�jetj < 2:5).

8. Require jE/T correctedj > 25 GeV.

If < 50 GeV, additionally require �� (E/T , nearest ` or jet)> 20Æ.

9. Require � 2 jets (corrected ET > 15 GeV, j�jetj < 2:5).

10. Require HT > 200 GeV (
P fE/T , `'s, jetsg , using corrected quantities ).

11. Require oppositely charged leptons for all categories where both leptons are

required to have an associated track.

12. Veto conversions1 (tridents are kept).

13. Veto cosmic rays.

When these selection requirements are applied to the primary data sets we �nd a

total of 10 events. These are discussed in detail in chapter 7, however this number

1Electrons which are produced from photons are known as conversions; tridents refer to
electrons which radiate a bremsstrahlung photon that subsequently converts to an e+e� pair.
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is useful as a comparison when reading the following chapter on the estimation

of backgrounds to the analysis.

5.9 Acceptance

To estimate the acceptance for dilepton tt decays we use an oÆcial Monte

Carlo sample of 398; 037 inclusive tt events. The sample is generated with

mt = 175 GeV, using version 6.216 of the Pythia Monte Carlo package. As-

suming a theoretical cross-section of �NLO
tt

= 6:7 pb [18], the e�ective luminosity

of the sample is 59:4 fb�1. The event selection used for the acceptance estimates

is the same as that listed in the previous section, except that:

� Curvature corrections are not applied to Monte Carlo events.

� The Monte Carlo version of jet corrections is used.

� The cosmic ray �lter is not used.

We study the acceptance for each possible channel individually, and record the

contribution at nine separate stages2 as the identi�cation requirements are se-

quentially applied. The �rst stage is denoted as \Geom-pT ," and implies that

the leptons satisfy �ducial and kinematic requirements (ET or pT > 20 GeV)

within the detector. The second and third stages, \ID" and \iso," imply that

the leptons satisfy all of the remaining identi�cation requirements described in

chapter 4. Because the acceptance is determined from Monte Carlo events, the

2The ordering of the stages at which the acceptance is examined is chosen primarily to match
that of the Run I measurement. It is somewhat arbitrary now and need not re
ect the exact
ordering used to select candidate events in the data.
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fourth stage, \conv+cosm," implies only that the leptons pass the conversion

�lter. The �fth stage, \Z veto," implies that the requirements on the jet signi�-

cance variable and the associated minimum separation in � (between the E/T and

the nearest jet) are satis�ed. Events in the e� channel pass the Z veto �lter by

default. The sixth stage, \E/T " and \��," implies that the event satis�es the

topological requirements on E/T . The seventh stage shows explicitly the number

of jets present in events which have passed the requirements corresponding to the

previous stages; only those events with � 2 corrected jets may contribute to the

acceptance. The eighth stage, \HT ," shows the number of events with � 2 jets

which satisfy the HT requirement. The �nal stage, \OS," implies that the two

leptons in the event have opposite charges. This does not apply to categories in-

volving PEM electrons, for which there is no associated track and thus no charge

information. Multilepton categories (3`, 4`, 5`) are treated separately. They

must have at least one primary lepton, and are not subject to the opposite-sign

requirement.

The raw acceptance estimates, shown explicity for each possible channel, are

summarized in Tables 5.3 { 5.6. Using corrected event variables, we estimate the

total acceptance for tt! jj``E/T events to be (0:92 � 0:01)%. This includes a

contribution of approximately 5% from events with one hadronic W decay (due

to the non-isolated lepton categories), where one of the jets is misidenti�ed as a

lepton. To simplify background estimates, we require dilepton decays at the gen-

erator level, which reduces the estimate of the total acceptance to (0:87�0:02)%.
Note that approximately 12% of the acceptance is due to channels with a � lepton,

which subsequently decays to an electron or muon. To arrive at the acceptance

value used in the calculation of the cross-section, we apply lepton ID eÆciency

scale factors to account for di�erences between data and Monte Carlo. These

are summarized in Table 5.7. Including the scale factors and trigger eÆciencies
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

TCE/TCE
51756 1013 982

758 702 588 9 77 502 490 485
TCE/NITCE 195 174 134 4 28 102 97 67

TCE/PHX
8076 389 389

339 326 278 2 46 230 222 208
PHX/NITCE 43 38 27 0 6 21 21 17

TCE/PEM 6827 151 139 138 130 100 0 11 89 88 88

PHX/PHX 467 40 40 40 39 33 0 4 29 27 22

PHX/PEM 518 30 30 30 28 21 0 3 18 18 18

Total
ee 67644 1623 1580 1543 1437 1181 15 175 991 963 905

Table 5.3: Breakdown of the ee portion of the tt acceptance.

reduces the overall acceptance by 10:0%. The relative contributions of the cen-

tral and plug detectors to the overall acceptance are: central/central (80:6%),

central/plug (18:3%), plug/plug (1:1%), as shown in Table 5.8. Also shown in

Table 5.8 are the relative contributions by lepton type: ee (24:8%), e� (53:5%),

�� (21:7%). We estimate a total of 6:3 � 0:7 dilepton tt events in 126 pb�1 of

data.

5.10 Systematic uncertainties

We estimate systematic uncertainties for the acceptance calculation due to dif-

ferent Monte Carlo generators, Monte-Carlo modeling of QED and QCD initial-

and �nal-state radiation (ISR/FSR), parton distribution functions (PDFs), jet

corrections, and lepton ID scale factors [55].

To estimate the contribution from di�erent Monte Carlo generators we com-

pare the acceptance obtained with the Pythia sample to that from a sample

generated with Herwig. We use Pythia to quote the central value of the accep-

tance because it provides a better treatment of ISR/FSR than the version of
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

CMUP/CMUP
2522 352 348

288 270 221 0 36 185 175 175
CMUP/NICMUP 60 53 45 1 1 43 42 38

CMUP/CMU
1202 123 100

81 77 63 1 11 51 50 50
CMUP/NICMU 19 18 16 0 1 15 15 11

CMUP/CMP
1327 189 168

145 140 115 1 15 99 95 95
CMUP/NICMP 23 22 16 0 0 16 16 11

CMUP/CMX
2625 267 266

209 195 156 0 18 138 132 132
CMUP/NICMX 30 25 22 0 0 22 22 13
CMX/NICMUP 27 25 18 0 0 18 17 13

CMUP/CMIO 4060 166 149 149 141 120 0 24 96 90 90

CMX/CMU
730 47 36

32 30 27 0 1 26 26 26
CMX/NICMU 4 3 3 0 0 3 3 3

CMX/CMP
707 76 64

57 51 41 0 0 41 38 38
CMX/NICMP 7 5 3 0 1 2 2 2

CMX/CMX
1030 60 60

48 45 38 0 5 33 32 32
CMX/NICMX 12 10 10 0 0 10 10 7

CMX/CMIO 2480 96 85 85 78 66 0 11 55 54 54

Total
�� 16683 1376 1276 1276 1188 980 3 124 853 819 790

Table 5.4: Breakdown of the �� portion of the tt acceptance.

Herwig currently available in the CDF o�ine code. The acceptance obtained

with the Herwig sample was reweighted due to di�erences in the handling of

branching fractions for W decays. We estimate a systematic uncertainty of 3.9%

due to Monte Carlo generators. Note that this is much smaller than the overall

statistical uncertainty on the cross-section measurement.

We estimate the systematic uncertainty due to ISR/FSR using two alternate

ttMonte Carlo samples, both generated with Pythia. One has QED and QCD

ISR/FSR explicitly turned o�, and the other uses a di�erent tune for the under-

lying event energy. We estimate a systematic uncertainty of 1.6% by adding in

quadrature the relative di�erences between the central value of the acceptance

and those obtained with each of the alternate Monte Carlo samples.

The systematic uncertainty due to PDFs is divided into three separate con-

tributions:
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

TCE/CMUP
21711 1220 1202

945 945 745 4 94 647 630 625
TCE/NICMUP 137 137 107 0 5 102 100 84
CMUP/NITCE 104 104 84 4 11 69 67 52

TCE/CMU
5781 220 196

172 172 138 2 16 120 114 114
TCE/NICMU 21 21 12 0 0 12 9 9

TCE/CMP
5671 351 303

255 255 210 1 29 180 175 175
TCE/NICMP 48 48 39 0 1 38 36 32

TCE/CMX
12755 469 463

357 357 292 1 47 244 235 234
TCE/NICMX 52 52 37 0 2 35 35 27
CMX/NITCE 46 46 34 2 6 26 24 22

TCE/CMIO 21545 345 321 320 320 265 3 33 229 223 222

PHX/CMUP
1828 246 246

219 219 164 1 29 134 128 112
PHX/NICMUP 27 27 22 0 0 22 22 13

PHX/CMU
507 48 48

39 39 32 1 3 28 26 25
PHX/NICMU 9 9 8 0 1 7 7 6

PHX/CMP
469 73 73

62 62 48 0 3 45 42 39
PHX/NICMP 11 11 6 0 1 5 4 4

PHX/CMX
1091 77 77

68 68 49 2 5 42 39 38
PHX/NICMX 9 9 7 0 0 7 5 3

PHX/CMIO 1695 66 66 66 66 47 1 7 39 38 33

CMUP/PEM 1415 98 87 87 87 67 0 8 59 57 57

CMX/PEM 848 38 34 34 34 28 0 3 25 24 24

Total
e� 55925 3251 3116 3088 3088 2441 22 304 2115 2040 1950

Table 5.5: Breakdown of the e� portion of the tt acceptance.

Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

3` 184 146 128 68 67 51 3 19 31 28 {

4` 0 0 0 0 0 0 0 0 0 0 {

5` 0 0 0 0 0 0 0 0 0 0 {

Total
398037 140436 6396 6100 5975 5780 4653 43 622 3990 3850 3645

Table 5.6: Multilepton and general summary of the acceptance breakdown.
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Lepton type Scale factor
TCE 0:98� 0:01
NITCE 0:78� 0:07
PEM 0:96� 0:05
PHX 0:99� 0:01
CMUP 0:94� 0:01
CMX 1:00� 0:01
CMU 0:97� 0:02
CMP 0:96� 0:02
NI muons (all) 0:85� 0:09

Table 5.7: Summary of the lepton scale factors (data/MC) used to correct the
acceptance.

ee e� �� Total
central/central 552 1596 790 2938 (80.6%)
central/plug 313 354 | 667 (18.3%)
plug/plug 40 | | 40 (1.1%)
Total 905 (24.8%) 1950 (53.5%) 790 (21.7%) 3645

Table 5.8: Summary of the relative contributions to the acceptance by detector
region and lepton type. As listed in the text, the percentages correspond to the
fraction of the total acceptance. The total number of dilepton channel events
(3645) corresponds to a total acceptance of 0.916%.
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� The Monte Carlo sample from which we obtain the central value of the

acceptance uses the CTEQ6M set of PDFs. We compare to another sample,

also generated with Pythia, which uses the MRST72 set of PDFs, and �nd

a di�erence in the acceptance of �1:6%.

� We compare to another Pythia sample, using the MRST75 set of PDFs,

which additionally has a lowered value of the strong coupling constant,

�S = 0:112. We �nd a di�erence in acceptance of �0:3% relative to the

central value.

� We alter (3) parameters within the CTEQ6M set of PDFs to give the max-

imum variation between the quark and gluon distribution functions, and

also shift the �ts to the distribution functions by �1� of the uncertainty on

the �t. We take the half-di�erence divided by the half-sum as the system-

atic variation on each parameter, and add these in quadrature to obtain a

total systematic uncertainty of 7.5% due to PDFs.

The values of these three contributions are summed in quadrature to give a total

estimate of 7.7%.

We estimate the contribution from jet corrections following an oÆcial proce-

dure suggested by the CDF jet corrections working group [56]. The details of the

method will not be discussed here. We obtain an estimate of 5.6% for the total

systematic uncertainty due to jet corrections.

To estimate the systematic uncertainty from lepton ID scale factors, we re-

compute the change to the acceptance with the scale factors shifted by their �1�
statistical uncertainties. This yields an estimate of 2.0%.

We treat these �ve separate contributions as uncorrelated, and arrive at a

total systematic uncertainty on the acceptance estimate of 10.6%.
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CHAPTER 6

Backgrounds

The backgrounds to dilepton top decays, which may also produce jj``E/T �nal

states, are diboson events (WW , WZ), Z! �+�� decays, Drell-Yan processes,

and QCD \fakes." The latter implies that a jet, inW+jets events, is misidenti�ed

as a lepton in the detector, and thus mimics a dilepton signature. We estimate the

background contribution from WW , WZ, and Z!�+�� processes using Monte

Carlo samples, and obtain the estimates for Drell-Yan and QCD fakes from data.

The event selection used for all of the Monte Carlo based estimates is the same as

that listed in chapter 5, with the same exceptions as for the acceptance estimate.

6.1 WW=WZ background

To estimate the expected number of WW and WZ background events we

use two oÆcial Monte Carlo data sets, both generated using version 6.216 of the

Pythia Monte Carlo package. The WW sample consists of 828; 000 WW ! ``

events, where leptonic decays of the W 's are forced. Using �NLO
WW = 13:25 pb [57],

and taking account of the branching ratio for both W's to decay leptonically, the

e�ective luminosity of the WW sample is 557 fb�1. The WZ sample consists

of 1:39 million WZ! `` events, where leptonic decays of both the W 's and Z's

are forced. Using �NLO
WZ = 3:96 pb [57], and taking account of the branching

ratio for two �nal state leptons, the e�ective luminosity of the WZ sample is
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350 fb�1. Both of these processes have real leptons and real E/T from neutrinos.

The energy spectrum associated with the WW and WZ processes is softer than

that of tt . Our primary handles to reject these backgrounds are the two-jet

requirement and the HT variable. The background estimates from WW , for

each possible channel, are shown explicitly (as with the acceptance estimates) in

Tables 6.1 { 6.4. Tables 6.5 { 6.8 show the estimates for the WZ process in the

same fashion. We estimate the total contribution from both processes in 126 pb�1

to be 0:40� 0:17 events.

Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

TCE/TCE
25088 12843 12679

11639 11553 8155 6543 1290 322 209 208
TCE/NITCE 702 689 494 353 102 39 25 25

TCE/PHX
4360 2776 2776

2684 2649 1872 1494 313 65 46 26
PHX/NITCE 61 61 47 36 8 3 2 1

TCE/PEM 14663 8775 8541 8454 8380 5885 4743 944 198 120 120

PHX/PHX 310 226 226 226 226 109 92 15 2 2 2

PHX/PEM 1459 1090 1090 1090 1085 849 698 130 21 11 11

Total
ee 45880 25710 25312 24856 24643 17411 13959 2802 650 415 393

Table 6.1: Breakdown of the ee portion of the WW background estimate.

6.2 Z!�+�� background

To estimate the expected number of Z ! �+�� background events we use

an oÆcial Monte Carlo data set. The sample consists of 422; 363 Z=
�! �+��

events, generated with version 6.216 of the Pythia Monte Carlo package. The

� leptons are decayed using the TAUOLA software package. The sample was

�ltered by requiring that the generated center-of-mass energy, ECM , be greater

than 30.0 GeV, and that there be two generator-level leptons with ET > 15 GeV

in the region j�j < 2:5. Using � = 335:3 pb, and taking the �ltering into account,
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

CMUP/CMUP
7290 4102 4075

3817 3793 2633 2100 433 100 71 71
CMUP/NICMUP 258 256 208 109 81 18 12 12

CMUP/CMU
3138 1690 1626

1580 1572 1073 846 193 34 25 25
CMUP/NICMU 46 46 34 16 13 5 1 1

CMUP/CMP
4048 2320 2247

2183 2167 1478 1162 259 57 41 41
CMUP/NICMP 64 64 51 18 26 7 5 5

CMUP/CMX
7328 3724 3722

3524 3499 2437 1921 430 86 57 57
CMUP/NICMX 102 101 75 42 23 10 6 6
CMX/NICMUP 96 92 74 26 32 16 9 8

CMUP/CMIO 7535 2825 2761 2761 2745 1991 1561 342 88 54 54

CMX/CMU
1615 780 758

733 728 508 405 93 10 9 9
CMX/NICMU 25 24 18 7 11 0 0 0

CMX/CMP
2048 1071 1023

996 982 698 593 80 25 14 14
CMX/NICMP 27 27 21 10 8 3 1 1

CMX/CMX
1910 899 897

847 843 547 451 70 26 18 18
CMX/NICMX 50 49 36 18 14 4 3 3

CMX/CMIO 4094 1464 1423 1423 1407 1028 862 138 28 21 20

Total
�� 39006 18875 18532 18532 18395 12910 10147 2246 517 347 345

Table 6.2: Breakdown of the �� portion of the WW background estimate.

the e�ective luminosity of the sample is 143 fb�1. As with the WW and WZ

processes, these events have real leptons and real E/T from neutrinos, and have

an energy spectrum which is softer than that of tt . The primary means to

reject these events are the two-jet requirement and the topological cuts on E/T .

Tables 6.9 { 6.12 summarize the background estimates for each possible channel.

We estimate the total background contribution from Z=
� ! �+�� events in

126 pb�1 to be 0:32� 0:11 events.

6.3 QCD fake background

The background we must consider from QCD fakes arises from W + jets

events with three or more jets, where one of the jets is misidenti�ed as a lepton.

We estimate the number of such events [58] by measuring the probability for a

jet to fake each type of lepton de�ned for the analysis, and then apply these
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

TCE/CMUP
27080 14368 14264

13216 13216 9133 7375 1412 346 240 240
TCE/NICMUP 452 452 351 177 130 44 26 26
CMUP/NITCE 386 386 268 185 69 14 7 7

TCE/CMU
5780 2915 2825

2691 2691 1888 1530 290 68 45 45
TCE/NICMU 96 96 77 47 22 8 6 6

TCE/CMP
7220 3909 3789

3607 3607 2529 2030 385 114 75 75
TCE/NICMP 139 139 98 61 25 12 8 8

TCE/CMX
13512 6695 6654

6192 6192 4351 3538 649 164 104 104
TCE/NICMX 223 223 183 94 59 30 20 20
CMX/NITCE 175 175 130 87 30 13 9 9

TCE/CMIO 14821 5302 5149 5091 5091 3611 2868 589 154 105 105

PHX/CMUP
2337 1553 1553

1511 1511 1026 818 165 43 23 18
PHX/NICMUP 42 42 29 12 14 3 2 2

PHX/CMU
542 355 355

344 344 242 201 36 5 3 0
PHX/NICMU 11 11 9 3 6 0 0 0

PHX/CMP
643 403 403

395 395 269 225 32 12 9 5
PHX/NICMP 8 8 5 2 3 0 0 0

PHX/CMX
1265 802 802

787 787 584 479 91 14 5 2
PHX/NICMX 15 15 12 7 3 2 2 2

PHX/CMIO 1460 690 690 690 690 435 354 73 8 4 4

CMUP/PEM 7778 4855 4736 4736 4736 3240 2624 504 112 76 76

CMX/PEM 4177 2471 2409 2409 2409 1613 1308 250 55 29 29

Total
e� 86615 44588 43629 43216 43216 30083 24025 4837 1224 798 783

Table 6.3: Breakdown of the e� portion of the WW background estimate.

probabilities to events in the W + jets data sample according to the following

relation:

Nfakes
n = Nobs

n+1 �
h
1� (1� pfake` )n+1

i
� Nobs

n+1 � (n+ 1) pfake` ;

where Nn is the number of events in the W + jets sample with observed jet

multiplicity n, and pfake` is the probability for a jet to fake a given type of lepton.

For all types of electrons, the probability is de�ned as the ratio:

pfakee =
#EMclusters passing all electron ID requirements

# jets withEcorr:
T > 15GeV

:
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

3` 303 291 274 264 262 210 167 42 1 0 {

4` 0 0 0 0 0 0 0 0 0 0 {

5` 0 0 0 0 0 0 0 0 0 0 {

Total
827323 171804 89464 87747 86868 86516 60614 48298 9927 2392 1560 1521

Table 6.4: Multilepton and general summary of the WW background estimate.

Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

TCE/TCE
9661 4752 4733

4175 2062 986 434 447 105 77 68
TCE/NITCE 443 250 87 43 34 10 7 6

TCE/PHX
2249 1276 1276

1210 620 275 129 127 19 11 7
PHX/NITCE 58 35 12 4 4 4 2 1

TCE/PEM 6790 3642 3423 3395 1748 824 330 399 95 73 73

PHX/PHX 186 138 138 138 71 23 12 8 3 1 1

PHX/PEM 642 428 428 428 221 107 47 50 10 6 6

Total
ee 19528 10236 9998 9847 5007 2314 999 1069 246 177 162

Table 6.5: Breakdown of the ee portion of the WZ background estimate.

For all types of muons, the probability is de�ned as the ratio:

pfake� =
#tracks passing allmuon ID requirements

# jets withEcorr:
T > 15GeV +#unmatched tracks with pT > 20GeV

;

where the matching distance between a jet and a track is a cone of �R < 0:4

in � � � space. We obtain the fake probabilities as a function of ET and pseu-

dorapidity, in bins of 2 GeV in energy and 0.1 in �. We use QCD jet samples

to derive the fake probabilities because it is otherwise impossible to obtain a

suitable number of jets and tracks. To avoid biasing our results, we remove real

leptons fromW events in the QCD data samples by requiring E/T < 25 GeV, and

from Z events by rejecting EM clusters with an invariant mass between 76 and

106 GeV. The results are displayed in Figure 6.1; to simplify the bottom plot,

107



Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

CMUP/CMUP
2031 1465 1463

1333 762 341 199 116 26 19 19
CMUP/NICMUP 130 74 34 14 13 7 6 6

CMUP/CMU
885 621 594

572 326 153 88 49 16 13 13
CMUP/NICMU 22 9 3 1 1 1 1 1

CMUP/CMP
1134 820 786

751 401 157 96 48 13 9 8
CMUP/NICMP 35 16 4 1 3 0 0 0

CMUP/CMX
2212 1512 1507

1377 748 338 186 121 31 22 19
CMUP/NICMX 54 27 9 1 8 0 0 0
CMX/NICMUP 76 35 11 4 4 3 3 2

CMUP/CMIO 2597 1156 1103 1103 588 273 170 85 18 16 16

CMX/CMU
496 309 289

277 147 56 34 18 4 4 4
CMX/NICMU 12 7 2 1 0 1 1 1

CMX/CMP
621 423 402

380 201 93 54 32 7 7 7
CMX/NICMP 22 10 5 2 2 1 1 1

CMX/CMX
585 369 366

338 188 84 50 32 2 1 1
CMX/NICMX 28 8 4 3 1 0 0 0

CMX/CMIO 1476 579 548 548 313 155 90 52 13 7 7

Total
�� 12037 7254 7058 7058 3860 1722 994 585 140 110 105

Table 6.6: Breakdown of the �� portion of the WZ background estimate.

the probabilities for all types of isolated and non-isolated muons appear grouped

together into two sets of points. We apply the measured fake probabilities to the

W+jets data set, and obtain the estimates for the background contribution from

QCD fakes shown in Table 6.13. The total contribution in 126 pb�1 is estimated

to be 0:95� 0:31 events.

To investigate the contribution from semi-leptonic b quark decays to the

categories with non-isolated leptons, we perform additional studies with Monte

Carlo and data samples. We study ten W + heavy flavor Monte Carlo samples,

generated using the AlpGen matrix-element package and simulated with Herwig.

Table 6.14 displays the results; we �nd expected contributions that are one to

two orders of magnitude below those of the other backgrounds discussed in this

section. Using two data samples enriched in b decays, we remeasure the electron

and muon fake probabilities. The results are shown in Table 6.15; we do not

observe any signi�cant increase due to b jets. Examining the ET spectrum of
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Figure 6.1: Fake probabilities for electrons and muons as a function of ET , inte-
grated over all �.
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

TCE/CMUP
2529 607 603

534 534 385 202 142 41 19 13
TCE/NICMUP 32 32 17 5 6 6 3 1
CMUP/NITCE 22 22 13 4 6 3 2 2

TCE/CMU
572 115 106

101 101 69 37 22 10 7 3
TCE/NICMU 3 3 2 0 1 1 1 0

TCE/CMP
713 165 152

135 135 91 55 31 5 5 3
TCE/NICMP 14 14 11 3 6 2 1 1

TCE/CMX
1417 294 291

259 259 175 91 62 22 17 7
TCE/NICMX 14 14 12 3 7 2 0 0
CMX/NITCE 13 13 11 6 3 2 2 2

TCE/CMIO 2169 289 270 267 267 199 108 63 28 21 10

PHX/CMUP
328 100 100

88 88 62 33 25 4 3 1
PHX/NICMUP 12 12 11 1 5 5 3 1

PHX/CMU 64 22 22 22 22 18 6 8 4 2 0

PHX/CMP 75 20 20 20 20 14 7 6 1 0 0

PHX/CMX
148 49 49

46 46 30 14 15 1 0 0
PHX/NICMX 3 3 2 1 0 1 0 0

PHX/CMIO 214 45 45 45 45 33 19 11 3 2 2

CMUP/PEM 939 311 304 304 304 205 108 76 21 12 12

CMX/PEM 504 140 136 136 136 102 56 35 11 5 5

Total
e� 9672 2157 2098 2070 2070 1462 759 530 173 105 63

Table 6.7: Breakdown of the e� portion of the WZ background estimate.

electrons in b decays from Monte Carlo, we test whether the kinematic require-

ment of ET > 20 GeV is strongly reducing the e�ects of b jets: We lower the

ET threshold to 15 and then 10 GeV, and remeasure the fake probabilities in the

QCD data samples. The results, shown in Figure 6.2, demonstrate that leptons

from b decays are suppressed by the kinematic requirements enforced in the anal-

ysis.

6.4 Drell-Yan background

The Drell-Yan process refers to a lepton pair production mechanism which

was �rst described by Sidney Drell and Tung-Mow Yan [59]. At leading-order,
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Figure 6.2: The top plot shows an ET distribution from Monte Carlo of electrons
from b decay. The bottom plots show the electron (left) and muon (right) isolated
and non-isolated fake probabilities, as a function of ET , from 10 to 25 GeV.
The contribution from b quarks becomes apparent below 20 GeV, and steadily
increases as the ET threshold is lowered.
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

3` 5680 5567 5449 5249 5142 3718 2979 633 106 101 {

4` 16 16 14 10 9 9 8 1 0 0 {

5` 0 0 0 0 0 0 0 0 0 0 {

Total
79203 46933 25230 24617 24234 16088 9225 5739 2818 665 493 330

Table 6.8: Multilepton and general summary of the WZ background estimate.

Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

TCE/TCE
15822 10448 10433

9603 9576 180 30 99 51 36 36
TCE/NITCE 723 720 12 1 7 4 3 3

TCE/PHX
2911 2089 2089

1995 1985 37 5 23 9 4 4
PHX/NITCE 84 84 2 0 1 1 1 1

TCE/PEM 8498 5911 5689 5652 5634 91 16 58 17 9 9

PHX/PHX 903 740 740 740 740 3 0 3 0 0 0

PHX/PEM 1021 787 787 787 786 25 2 17 6 3 3

Total
ee 29155 20015 19738 19584 19525 350 54 208 88 56 56

Table 6.9: Breakdown of the ee portion of the Z!�+�� background estimate.

the process is qq ! 
�=Z! `+`�, where ` is an electron, muon, or tau. Drell-

Yan events with ee and �� �nal states do not have real E/T , and jets in such

events must arise from gluon radiation. These jets exhibit a softer ET spectrum

than those from tt decays. In spite of these characteristics, these events are still

a signi�cant background to the dilepton analysis because the production cross-

section is approximately 35 times that for tt . We have introduced selection

criteria to remove Drell-Yan events within the region previously excluded by the

Z mass window cut, and thus consider the Drell-Yan background inside and

outside the Z window separately [60].

Inside the Z window, we use the number of Z+n jet events (n = 0, 1, � 2)

in the data to normalize Monte Carlo events in each jet bin. For the 0 jet
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

CMUP/CMUP
6298 3512 3502

3279 3273 42 7 23 12 8 8
CMUP/NICMUP 223 220 4 1 2 1 0 0

CMUP/CMU
2545 1341 1299

1258 1255 28 3 14 11 8 8
CMUP/NICMU 41 41 3 0 1 2 1 1

CMUP/CMP
3509 2066 1999

1946 1943 36 3 22 11 9 9
CMUP/NICMP 53 53 3 0 1 2 2 2

CMUP/CMX
5965 3115 3110

2904 2900 60 10 31 19 10 10
CMUP/NICMX 104 103 2 0 1 1 0 0
CMX/NICMUP 102 102 4 0 1 3 3 3

CMUP/CMIO 6405 2471 2389 2389 2385 48 11 25 12 5 5

CMX/CMU
1360 694 676

647 646 7 0 3 4 2 2
CMX/NICMU 29 29 1 1 0 0 0 0

CMX/CMP
1594 831 799

778 777 17 1 9 7 6 6
CMX/NICMP 21 21 0 0 0 0 0 0

CMX/CMX
1755 888 888

831 828 13 3 7 3 2 2
CMX/NICMX 57 55 0 0 0 0 0 0

CMX/CMIO 3190 1102 1066 1066 1063 36 2 26 8 4 4

Total
�� 32621 16020 15728 15728 15694 304 42 166 96 60 60

Table 6.10: Breakdown of the �� portion of the Z!�+�� background estimate.

case, we use an oÆcial Monte Carlo sample generated with version 6.216 of the

Pythia Monte Carlo package. For n > 0 we use oÆcial samples of Z+n partons,

generated with the AlpGen matrix element Monte Carlo package. The Monte

Carlo samples, however, do not model the high tails of the E/T distribution well,

which is the region of interest. We apply scale factors, de�ned as the ratio of

the area above E/T = 25 GeV in the data to the area above E/T = 25 GeV

in the Monte Carlo, where the expected contributions to the data from WW ,

Z! �+��, and tt processes are �rst subtracted. We then extract the eÆciency

of the E/T , jet signi�cance, and HT requirements from the corrected Monte Carlo

samples. Table 6.16 shows the expected background contribution to the ee and

�� channels. We estimate a total contribution of 0:34� 0:22 events inside the Z

window.

Outside the Z window, we employ the following procedure to estimate the

background contribution from Drell-Yan events:
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

TCE/CMUP
19937 12165 12147

11312 11312 211 28 121 62 38 38
TCE/NICMUP 374 374 8 0 7 1 1 1
CMUP/NITCE 419 419 13 0 4 9 7 7

TCE/CMU
4237 2522 2444

2341 2341 51 14 26 11 6 6
TCE/NICMU 95 95 2 1 0 1 0 0

TCE/CMP
5441 3401 3267

3141 3141 60 15 27 18 13 13
TCE/NICMP 106 106 6 0 2 4 0 0

TCE/CMX
9676 5596 5577

5196 5196 107 11 59 37 20 20
TCE/NICMX 188 188 5 0 3 2 2 2
CMX/NITCE 161 161 3 0 1 2 2 2

TCE/CMIO 10471 4507 4364 4344 4344 69 7 45 17 10 10

PHX/CMUP
1738 1004 1004

979 979 8 0 5 3 2 1
PHX/NICMUP 25 25 0 0 0 0 0 0

PHX/CMU
377 221 221

217 217 3 0 2 1 1 1
PHX/NICMU 4 4 0 0 0 0 0 0

PHX/CMP
459 286 286

276 276 4 0 2 2 1 1
PHX/NICMP 10 10 1 0 1 0 0 0

PHX/CMX
935 589 589

567 567 8 0 4 4 2 2
PHX/NICMX 22 22 0 0 0 0 0 0

PHX/CMIO 1880 817 817 817 817 6 1 3 2 2 2

CMUP/PEM 4991 2922 2837 2837 2837 42 2 26 14 7 7

CMX/PEM 3678 2267 2195 2195 2195 45 8 25 12 8 8

Total
e� 63820 36297 35748 35626 35626 652 87 363 202 122 121

Table 6.11: Breakdown of the e� portion of the Z!�+�� background estimate.

1. In the data, we determine the ratio (after lepton ID requirements but before

other analysis cuts) of the number of events inside the Z window to the

number outside. The strategy is to use this ratio to rescale the number

of events inside the Z window which pass all analysis requirements, and

thereby estimate the number of background events in the regions outside.

This is expressed as

N bgd
out = Npass

in �
�
Nlow +Nhigh

Nin

�
;

where the fraction is computed before high level analysis requirements are

applied. This fraction is too simple, however, as it ignores both the contri-

bution to Npass
in from tt , which is non-negligible, and correlations between
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Dilepton Cut NJets

Category Geom-Pt ID iso conv+cosm Z veto E/T , 0j 1j 2j HT OS
�� (E/T ; ` j)

3` 81 81 75 64 62 16 10 6 0 0 {

4` 0 0 0 0 0 0 0 0 0 0 {

5` 0 0 0 0 0 0 0 0 0 0 {

Total
422363 125677 72413 71289 71002 70907 1322 193 743 386 238 237

Table 6.12: Multilepton and general summary of Z!�+�� background estimate.

0 jet 1 jet � 2 jets After HT After OS
TCE 0:27� 0:03 0:17� 0:02 0:13� 0:01 0:07� 0:01 0:03� 0:01
NITCE 1:47� 0:08 0:93� 0:05 0:59� 0:03 0:30� 0:02 0:15� 0:01
PEM 4:33� 0:15 3:13� 0:15 1:29� 0:07 0:65� 0:03 0:65� 0:03
PHX 0:99� 0:07 0:64� 0:06 0:25� 0:03 0:13� 0:01 0:06� 0:01
IMUO 0:28� 0:03 0:27� 0:03 0:14� 0:01 0:07� 0:01 0:04� 0:01
NIMUO 0:24� 0:03 0:20� 0:02 0:09� 0:01 0:05� 0:01 0:02� 0:01
Total 7:58� 0:19 5:35� 0:17 2:50� 0:08 1:26� 0:04 0:95� 0:03

Table 6.13: Estimated contributions to dilepton backgrounds from QCD fakes in
126 pb�1. The errors are statistical only.

the invariant mass of the lepton pair and the other analysis requirements.

2. We estimate the contribution from tt with the same Monte Carlo sample

used to determine the acceptance, assuming a theoretical cross-section of

�tt = 6:7 pb.

3. Using Monte Carlo samples, we calculate the fraction of events which pass

the E/T , two-jet, and HT requirements in each invariant mass region, and

obtain the following nine factors:

�
�low6ET ; �

low
2j ; �

low
HT

�
;
�
�in6ET ; �

in
2j; �

in
HT

�
;
h
�high6ET ; �high2j ; �highHT

i
:
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Sample # events Sample # events
W (��)bb0p 0.0022 W (e�)cc0p 0.064
W (e�)bb0p(old) 0.0066 W (��)cc0p 0.038
W (e�)bb0p(new) 0.0035 W (e�)c0p 0.070
W (e�)bb1p 0.0046 W (��)c0p < 0:012
W (e�)c1p 0.0043 W (��)c1p 0.026

Table 6.14: Expected contribution of fakes in 100 pb�1 from ten di�erent Wbb
Monte Carlo samples.

Lepton type Fakes # of b jets (+tracks) Fake prob.
NICMUP 1 21,347 4:7� 10�5

NICMU 0 21,347 < 4:7� 10�5

NICMP 1 21,347 4:7� 10�5

NICMX 0 21,347 < 4:7� 10�5

NITCE 3 20,528 1:5� 10�4

Table 6.15: Fake probabilities of non-isolated leptons determined from a
b-enriched data sample.

4. We correct the expression for N bgd
out using these factors, and obtain:

N bgd
out =

�
Npass
in �N tt

in

�
�
 
�low6ET � �low2j � �lowHT �Nlow + �high6ET � �high2j � �highHT

�Nhigh

�in6ET � �in2j � �inHT �Nin

!

Note that this procedure does not rely on the Monte Carlo samples to

predict absolute E/T eÆciencies, but rather the ratio of these eÆciencies in

the di�erent invariant mass regions.

Table 6.17 shows the expected background contribution to the ee and �� channels.

We estimate a total contribution of 0:86� 0:55 events outside the Z window.

Combining the results for the invariant mass regions, we arrive at a total

estimate for the Drell-Yan background contribution in 126 pb�1 of 1:20 � 0:60

events.
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Category Expected # of events after
all analysis requirements

ee 0:14� 0:08
�� 0:19� 0:12
Total inside 0:34� 0:15

Table 6.16: Drell-Yan background estimate for 126 pb�1 inside the Z window.
The errors are statistical only.

Category Expected # of events after
all analysis requirements

ee 0:32� 0:24
�� 0:54� 0:50
Total outside 0:86� 0:55

Table 6.17: Drell-Yan background estimate for 126 pb�1 outside the Z window.
The errors are statistical only.

6.5 Systematic uncertainties

We estimate systematic uncertainties for the WW and WZ processes due to

Monte Carlo generators and the jet energy scale [55]. For Monte Carlo genera-

tors, we compare the estimates obtained with the default Pythia sample to those

obtained with an AlpGen+Herwig sample. Since the Pythia generator has been

extensively tested at CDF and the AlpGen+Herwig combination is new, we take

the central value for the backgroud estimate from the Pythia sample. We take

half the di�erence between the two estimates and assign a systematic uncertainty

of 40%. For the jet energy scale, we compare the estimates obtained with the

default set of jet corrections to those obtained with the shifted jet corrections

(�1�) used to estimate the systematic uncertainty on the tt acceptance. We take

half the di�erence between the estimates seen with the two shifted values, and

divide by the estimate obtained with the default set of jet corrections to arrive
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at a systematic uncertainty of 17%.

For Z!�+�� events, the largest sources of systematic uncertainty are due to

the jet energy scale and the eÆcacy of the two-jet requirement. For the jet energy

scale, we follow the same procedure used for the diboson processes, and obtain

a systematic uncertainty of 32%. For the two-jet requirement, we determine the

ratio (data to Monte Carlo) of the number of events with � 2 jets under the Z

peak, and multiply by this fraction to correct the number of background events

with � 2 jets in the Z! �+�� sample. This corresponds to a 10% systematic

uncertainty from the two-jet requirement.

For QCD fakes, we estimate systematic uncertainties for each lepton type

separately [58]. We use the measured fake probabilities to predict the number of

fake leptons present in alternate QCD samples which were not used to measure

the probabilities. Speci�cally, we take half of the largest di�erence seen between

the predicted and observed number of fake leptons in each of the alternate QCD

samples, and use these values as estimates for the systematic uncertainty. We

�nd values between 21 and 50% depending on lepton type; the results are shown

in Table 6.18.

Lepton type Assigned systematic uncertainty
TCE 50%
NITCE 25%
PEM 35%
PHX 21%
IMUO 35%
NIMUO 25%

Table 6.18: Systematic uncertainties for each lepton type for the background
estimate from QCD fakes.

For the Drell-Yan background estimate, we assign systematic uncertainties

due to the jet energy scale and to the method itself [60]. To obtain the contri-
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bution from the jet energy scale we use the same procedure as for the Z!�+��

estimate, and �nd a systematic uncertainty of 32%. The method used to obtain

the background estimate inside the Z window employs scale factors which are

calculated from the tails of E/T distributions. These are subject to large statisti-

cal 
uctuations in the data. We calculate a representative scale factor, and apply

an additional uncertainty such that all scale factors are consistent with this value

within errors. We assign this as a systematic uncertainty to the estimate for

inside the Z window, and obtain a value of 50%.

A summary of the systematic uncertainties assigned to all of the background

estimates is shown in Table 6.19.

Background Source Uncertainty [%]
WW=WZ Monte Carlo generator 40

Jet energy scale 17
Z!�+�� Two-jet requirement 10

Jet energy scale 32
Drell-Yan (ee, ��) Method 50

Jet energy scale 32
QCD fakes Method 21-50

Table 6.19: Summary of systematic uncertainties assigned to the background
estimates.

6.6 Total expected background

Combining all of the estimates, we arrive at a total predicted background

in 126 pb�1 of 2:9 � 0:8 events, including statistical and systematic uncertain-

ties. The largest contributions are from Drell-Yan and QCD fakes, as shown in

Table 6.20.
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Source Predicted events in 126 pb�1

WW=WZ 0:40� 0:17
Z!�+�� 0:32� 0:11
QCD fakes 0:95� 0:31
Drell-Yan (ee, ��) 1:20� 0:70
Total 2:87� 0:79

Table 6.20: Total predicted background from each process in 126 pb�1 including
statistical and systematic uncertainties.
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CHAPTER 7

Results

Assembling the estimates discussed in the previous chapters of the acceptance,

backgrounds, eÆciencies, and scale factors, we present the measured tt cross-

section using the de�nition from Equation 1.1:

�tt =
Nsignal � Nbackground

Atotal �
R L dt

;

where L is the instantaneous luminosity and Atotal represents the product of the

acceptance, scale factors, and trigger and lepton identi�cation eÆciencies. The

total integrated luminosity is estimated using Cerenkov Luminosity Counters

(CLCs), which measure the 
ux of particles at high pseudorapidity (3:75 < j�j <
4:75) from pp ineleastic scattering [61]. The data sets for this analysis correspond

to (125:8� 7:5) pb�1, where the uncertainty of 6% is derived from studies of:

� The total pp inelastic cross-section (measured in Run I and scaled to Run II

energy).

� The CLC acceptance to pp inelastic processes.

� Detector stability.

Accounting for the speci�c integrated luminosities of the di�erent detector sys-
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tems, we arrive at a total denominator of

Atotal �
Z
L dt = (0:935� 0:099syst � 0:056lum) pb

�1:

We search for dilepton candidates in the data by applying the event selection

procedure described in chapter 5 to the three primary data sets (also described

in chapter 5), and �nd a total of 10 candidates (2 ee, 5 e�, 3 ��). A list of the

candidate run and event numbers is given here in Table 7.1. Tables 7.2 { 7.6 show

Analysis category Run number Event number
TCE/TCE� 153374 2276742
TCE/PEM� 154208 966753
CMUP/NITCE� 151978 507773
TCE/CMP 143257 760520
TCE/CMX 155114 478702
TCE/CMX� 156484 3099305
TCE/CMIO 161633 963604
CMUP/CMP�� 162820 7050764
CMUP/CMX� 154654 7344016
CMX/CMX 153325 599511

Table 7.1: Run and event numbers for the candidate events. Events with a � have
a tagged b jet; events with a �� are double tagged.

an exhaustive breakdown of predicted signal, backgrounds, and observed events

from the three primary data sets. These summary tables are fully corrected for

lepton ID eÆciency scale factors, trigger eÆciencies, and the di�erent integrated

luminosities which correspond to each of the allowed analysis categories. Our

measurement yields

�tt = (7:6� 3:4 stat: � 1:5 syst:) pb:
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The latest theoretical prediction (NLO, with NLL gluon resummation) is [18]

�tt = (6:7� 0:5) pb:

Overall summaries of the analysis are shown in Table 7.7. Figures 7.1 { 7.7 show

distributions of several kinematic variables from the 10 events, compared with

the expected contribution from backgrounds and Standard Model tt . In the plots

the tt contribution is shown normalized to the theoretical prediction of 6.7 pb.

The pT distribution, shown in Figure 7.3, appears to disagree with the Standard

Model prediction in the lowest bin (20 { 40 GeV). This discrepancy could be

simply a statistical 
uctuation, or could be due to a number of other factors, such

as poor modeling in the Monte Carlo samples, incorrect treatment of structure

functions, or the in
uence of new phenomena beyond the Standard Model1. The

plots shown in Figure 7.7 of the �� vs: E/T distributions from this analysis and

the Run I measurement [62] are of particular interest: The distribution from the

Run I analysis exhibited an intriguing number of e� events with large E/T , and

was a motivating factor for becoming involved with the analysis in Run II; the

distribution obtained from this analysis, however, shows excellent agreement with

the Standard Model.

7.1 b-tagged events

For this analysis we do not require any jets to have displaced secondary ver-

tices as part of our selection criteria. Nevertheless, we observe 6 events with

b-tags, where 5:5 are predicted. One �� (CMUP/CMP) event is double tagged.

1Indications from recent studies at CDF with a newer 74 pb�1 of data are that this is simply
a statistical 
uctuation, which is disappearing.

123



 (GeV)TH
0 100 200 300 400 500 600

  N
um

be
r 

of
 e

ve
nt

s 
/ 5

0 
G

eV

0

2

4

6

8

10

 (GeV)TH
0 100 200 300 400 500 600

  N
um

be
r 

of
 e

ve
nt

s 
/ 5

0 
G

eV

0

2

4

6

8

10
Data 

tt

µµDY ee, 

lepton fakes

WW/WZ

ττ →Z 

0 100 200 300 400 500 600
0

2

4

6

8

10

Figure 7.1: HT distribution of the dilepton candidiates compared with the Stan-
dard Model prediction.
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Figure 7.2: E/T distribution of the dilepton candidates compared with the Stan-
dard Model prediction.

125



(GeV)TLepton P
0 20 40 60 80 100 120 140 160 180 200

  N
um

be
r 

of
 e

ve
nt

s 
/ 2

0 
G

eV

0

2

4

6

8

10

12

14

16

18

20

(GeV)Lepton P
0 20 40 60 80 100 120 140 160 180 200

  N
um

be
r 

of
 e

ve
nt

s 
/ 2

0 
G

eV

0

2

4

6

8

10

12

14

16

18

20
Data 

tt

µµDY ee, 

lepton fakes

WW/WZ

ττ →Z 

0 20 40 60 80 100 120 140 160 180 200
0

2

4

6

8

10

12

14

16

18

20

Figure 7.3: Lepton pT distribution of the dilepton candidates compared with the
Standard Model prediction.

126



  Dilepton Invariant Mass (GeV)
0 20 40 60 80 100 120 140 160 180 200

  N
um

be
r 

of
 e

ve
nt

s 
/ 2

0 
G

eV

0

1

2

3

4

5

6

7

  Dilepton Invariant Mass (GeV)
0 20 40 60 80 100 120 140 160 180 200

  N
um

be
r 

of
 e

ve
nt

s 
/ 2

0 
G

eV

0

1

2

3

4

5

6

7
Data 

tt

µµDY ee, 

lepton fakes

WW/WZ

ττ →Z 

0 20 40 60 80 100 120 140 160 180 200
0

1

2

3

4

5

6

7
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the Standard Model prediction.
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NJets

Category 0j 1j � 2j HT > 200 GeV OS

ee
WW=WZ 1.29 0.39 0.10 0.07 0.06
Z!�� 0.02 0.09 0.06 0.05 0.05
Drell-Yan 2:74� 1:27 1:37� 0:60 0:35� 0:20 0:15� 0:10 0:18� 0:10
QCD fakes 0:11� 0:02 0:06� 0:01 0:04� 0:01 0:02� 0:00 0:01� 0:00

Background 4:16� 0:27 1:91� 0:60 0:55� 0:20 0:29� 0:10 0:30� 0:10
Expected signal 0:02� 0:01 0:14� 0:02 0:91� 0:04 0:89� 0:04 0:89� 0:04

Data 4 2 1 1 1

��
WW=WZ 1.99 0.53 0.10 0.08 0.08
Z!�� 0.03 0.14 0.09 0.07 0.07
Drell-Yan 1:18� 1:18 1:08� 0:98 0:73� 0:59 0:72� 0:55 0:72� 0:55
QCD fakes 0:11� 0:02 0:11� 0:02 0:05� 0:01 0:02� 0:00 0:01� 0:00

Background 3:31� 0:18 1:86� 0:98 0:97� 0:59 0:89� 0:55 0:88� 0:55
Expected signal 0:01� 0:00 0:22� 0:02 1:30� 0:05 1:25� 0:05 1:25� 0:05

Data 2 2 4 4 4

e�
WW=WZ 3.22 0.69 0.12 0.13 0.1
Z!�� 0.07 0.24 0.15 0.12 0.12

QCD fakes 0:22� 0:03 0:19� 0:03 0:10� 0:01 0:04� 0:00 0:03� 0:00

Background 3:51� 0:03 1:12� 0:01 0:37� 0:01 0:29� 0:00 0:25� 0:00
Expected signal 0:02� 0:01 0:39� 0:03 2:61� 0:07 2:52� 0:07 2:52� 0:07

Data 1 0 5 4 4

Table 7.2: Central (isolated) + central (isolated) summary.

The run and event numbers of the candidates with b tags are denoted with an

asterisk in Table 7.1.
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NJets

Category 0j 1j � 2j HT > 200 GeV OS

ee
WW=WZ 0.06 0.02 0.01 0.01 0.01
Z!�� 0.00 0.01 0.00 0.00 0.00
Drell-Yan 0:11� 0:05 0:06� 0:03 0:02� 0:01 0:01� 0:00 0:01� 0:00
QCD fakes 0:68� 0:07 0:39� 0:04 0:24� 0:02 0:12� 0:01 0:06� 0:00

Background 0:85� 0:09 0:48� 0:05 0:27� 0:02 0:14� 0:01 0:08� 0:00
Expected signal 0:01� 0:00 0:04� 0:01 0:10� 0:01 0:09� 0:01 0:08� 0:01

Data 1 1 0 0 0

��
WW=WZ 0.05 0.04 0.01 0.01 0.01
Z!�� 0.00 0.00 0.01 0.01 0.01
Drell-Yan 0:02� 0:02 0:02� 0:02 0:02� 0:01 0:02� 0:02 0:02� 0:02
QCD fakes 0:10� 0:02 0:08� 0:01 0:04� 0:01 0:02� 0:00 0:01� 0:00

Background 0:17� 0:03 0:14� 0:02 0:08� 0:01 0:06� 0:02 0:05� 0:02
Expected signal 0:00� 0:00 0:00� 0:00 0:14� 0:02 0:14� 0:02 0:12� 0:01

Data 0 0 0 0 0

e�
WW=WZ 0.10 0.06 0.02 0.01 0.01
Z!�� 0.00 0.01 0.01 0.01 0.01

QCD fakes 0:67� 0:05 0:41� 0:03 0:23� 0:02 0:11� 0:01 0:06� 0:00

Background 0:77� 0:05 0:48� 0:03 0:26� 0:02 0:13� 0:01 0:08� 0:00
Expected signal 0:01� 0:00 0:01� 0:00 0:30� 0:02 0:29� 0:02 0:27� 0:02

Data 0 0 1 1 1

Table 7.3: Central (isolated) + central (non-isolated) summary.
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NJets

Category 0j 1j � 2j HT > 200 GeV OS

ee
WW=WZ 1.71 0.54 0.12 0.07 0.07
Z!�� 0.02 0.10 0.04 0.02 0.02
Drell-Yan 5:28� 1:92 2:64� 0:91 0:68� 0:30 0:30� 0:15 0:30� 0:15
QCD fakes 3:64� 0:15 2:59� 0:14 1:16� 0:06 0:59� 0:03 0:52� 0:02

Background 10:65� 1:93 5:87� 0:92 2:00� 0:31 0:98� 0:15 0:91� 0:15
Expected signal 0:00� 0:00 0:10� 0:01 0:53� 0:03 0:51� 0:03 0:49� 0:03

Data 13 8 5 1 1

e�
WW=WZ 1.50 0.33 0.07 0.04 0.04
Z!�� 0.01 0.07 0.05 0.04 0.04

QCD fakes 1:80� 0:08 1:27� 0:07 0:46� 0:04 0:24� 0:01 0:21� 0:01

Background 3:31� 0:08 1:67� 0:07 0:58� 0:04 0:32� 0:01 0:29� 0:01
Expected signal 0:01� 0:00 0:09� 0:01 0:62� 0:03 0:58� 0:03 0:54� 0:03

Data 9 7 0 0 0

Table 7.4: Central/plug (both isolated) + plug/plug (both isolated) summary.
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NJets

Category 0j 1j � 2j HT > 200 GeV OS

ee
WW=WZ 0.02 0.01 0.00 0.00 0.00
Z!�� 0.00 0.00 0.00 0.00 0.00
Drell-Yan 0:06� 0:03 0:03� 0:01 0:01� 0:01 0:00� 0:00 0:00� 0:00
QCD fakes 0:23� 0:02 0:23� 0:03 0:17� 0:02 0:09� 0:01 0:04� 0:00

Background 0:31� 0:04 0:27� 0:03 0:18� 0:02 0:09� 0:01 0:04� 0:00
Expected signal 0:00 0:01� 0:00 0:02� 0:01 0:02� 0:01 0:02� 0:01

Data 0 0 0 0 0

e�
WW=WZ 0.01 0.01 0.01 0.01 0.00
Z!�� 0.00 0.00 0.00 0.00 0.00

QCD fakes 0:02� 0:00 0:02� 0:00 0:01� 0:00 0:00� 0:00 0:00� 0:00

Background 0:03� 0:00 0:03� 0:00 0:02� 0:00 0:01� 0:00 0:00� 0:00
Expected signal 0:00� 0:00 0:00� 0:00 0:04� 0:01 0:04� 0:01 0:03� 0:01

Data 0 0 0 0 0

Table 7.5: Central (non-isolated) + plug (isolated) summary.
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NJets

Category 0j 1j � 2j HT > 200 GeV OS

ee
WW=WZ 3:07� 1:23 0:97� 0:39 0:23� 0:10 0:15� 0:04 0:14� 0:04
Z!�� 0:05� 0:01 0:20� 0:07 0:10� 0:03 0:08� 0:02 0:07� 0:02
Drell-Yan 8:20� 2:43 4:10� 1:8 1:05� 0:36 0:46� 0:29 0:46� 0:29
QCD fakes 4:80� 0:17 3:40� 0:18 1:66� 0:07 0:85� 0:03 0:64� 0:02

Background 16:12� 2:73 8:67� 1:85 3:04� 0:38 1:54� 0:29 1:31� 0:29
Expected signal 0:03� 0:01 0:30� 0:04 1:63� 0:17 1:58� 0:16 1:54� 0:15

Data 17 12 7 2 2

��
WW=WZ 2:04� 0:16 0:57� 0:23 0:14� 0:05 0:09� 0:04 0:09� 0:04
Z!�� 0:03� 0:01 0:14� 0:04 0:10� 0:03 0:08� 0:02 0:08� 0:02
Drell-Yan 1:20� 1:18 1:10� 0:98 0:74� 0:59 0:73� 0:56 0:73� 0:56
QCD fakes 0:21� 0:03 0:19� 0:02 0:09� 0:01 0:04� 0:00 0:02� 0:00

Background 3:48� 1:19 2:00� 1:01 1:07� 0:59 0:94� 0:56 0:92� 0:56
Expected signal 0:01� 0:00 0:22� 0:03 1:45� 0:14 1:39� 0:14 1:37� 0:14

Data 2 1 3 3 3

e�
WW=WZ 4:83� 1:93 1:10� 0:44 0:29� 0:12 0:19� 0:08 0:17� 0:08
Z!�� 0:08� 0:02 0:33� 0:10 0:21� 0:07 0:17� 0:06 0:17� 0:06

QCD fakes 2:67� 0:10 1:87� 0:08 0:78� 0:05 0:37� 0:01 0:30� 0:01

Background 7:58� 1:93 3:30� 0:46 1:28� 0:15 0:73� 0:10 0:64� 0:10
Expected signal 0:04� 0:01 0:52� 0:06 3:56� 0:36 3:42� 0:35 3:36� 0:35

Data 11 6 7 6 5

Table 7.6: Total summary (all categories, isolated + non-isolated).
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Events per 126 pb�1 after all cuts
Source ee �� e� ``
WW=WZ 0:14� 0:06 0:09� 0:04 0:17� 0:07 0:40� 0:17
Drell-Yan 0:46� 0:29 0:73� 0:56 - 1:2� 0:7
Z!�� 0:07� 0:02 0:08� 0:03 0:17� 0:06 0:32� 0:11
QCD Fakes 0:64� 0:21 0:02� 0:007 0:30� 0:10 0:95� 0:31
Total Background 1:31� 0:36 0:92� 0:56 0:64� 0:14 2:9� 0:8
tt 1:54� 0:16 1:37� 0:15 3:36� 0:36 6:3� 0:7
Total SM expectation 2:85� 0:44 2:29� 0:33 4:00� 0:41 9:2� 1:1

Run II data 2 3 5 10

N jets
Source 0j 1j � 2j HT , OS
WW=WZ 9:94� 4:22 2:64� 0:48 0:66� 0:28 0:40� 0:17
Drell-Yan 9:4� 5:7 5:2� 3:3 1:8� 1:1 1:2� 0:7
Z!�� 0:16� 0:06 0:67� 0:23 0:41� 0:14 0:32� 0:11
Fakes 7:68� 2:5 5:46� 1:8 2:53� 0:83 0:95� 0:31
Total Background 27:2� 8:4 14:0� 4:35 5:4� 1:7 2:9� 0:8
tt 0:08� 0:01 1:04� 0:11 6:64� 0:70 6:3� 0:7
Total SM expectation 27:3� 8:4 15:0� 4:4 12:0� 1:8 9:2� 1:1

Run II data 30 19 17 10

Table 7.7: Brief overall summaries of the observed and predicted numbers of
events in each decay channel (top), and as a function of the number of jets, HT ,
and opposite sign requirements (bottom).
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CHAPTER 8

Discussion

We have measured the tt cross-section in the dilepton decay channel using

�126 pb�1 of data from Run II at the Tevatron, and obtain a result consistent

with the Standard Model prediction. The focus of this analysis was directed

towards increasing the acceptance for the dilepton decay signature, and in par-

ticular towards including leptons at higher pseudorapidity. Although the number

of signal events observed in the data is small, no evidence is seen for any phenom-

ena beyond the Standard Model in the kinematic distributions we have examined

thus far. We expect that with � 1 fb�1 of data, precise measurements of the

jVtbj CKM matrix element and the angular distribution of leptons in tt decays

(See Fig. 2.5) will be possible. The characteristics of this distribution are deter-

mined by the fraction of longitudinally polarized W bosons present in tt decays

(See Eqn. 2.10), which is predicted by the Standard Model. The dilepton de-

cay channel has good sensitivity for these measurements, and will thus feature

prominently in future tests of the Standard Model at CDF.
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