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Abstract

This thesis presents a study of the hadronic response of the MINOS detectors using a
calibration detector exposed to a test beam.

A method to extract samples of pions and protons from the test beam data is
presented. The method is used to produce the response functions of protons and pions
— an important step in the calibration of MINOS. The test beam results show that
the hadronic resolution of the MINOS detectors is 50%/ V'E which is as predicted
in the MINOS Technical Design Report. The data are calibrated in terms of Muon
Equivalent Units (MEU) such that minimun ionising muons produce a mean total
response of 150 + 1IMEUs in 60 planes of the detector. The response of pions is found
to be 18 +£ 0.7TMEU/GeV and protons 16 + 0.6MEU/GeV.

The test beam data are compared to results obtained from the GEANT 3.21 based
MINOS Monte Carlo. The Monte Carlo is found to be a poor representation of the data.
A method is described for the MINOS experiment to use the Monte Carlo to assist in
setting the experiment’s energy scale. Using this method, the errors in the Monte Carlo
produce a 5% systematic shift in the measurement of Am?. Future improvements of
the Monte Carlo are discussed, in particular, use of GEANT 4.

A study of the Hamamatsu M64 photomultiplier is presented. An apparatus for
scanning the photomultipliers is developed, and used to examine the effects on the
photomultipliers of magnetic fields up to 15 Gauss . Under fields of up to 7 Gauss along
the cathode-anode axis the mean collection efficiency of the 64 pixels is reduced by 5%
and the gain is unaffected. Fields perpendicular to this axis produce no observable

effects.
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Glossary

CalDet The calibration detector. Origin of much of the data used in this thesis.

Situated at CERN Geneva (see T11, T7).

CC A Charged Current interaction in which a neutrino exchanges a W-boson, becom-

ing a charged lepton.

Digit(isation) The charge collected in a particular channel of the detector due to a
hit in a scintillator strip. Strips are read out from both ends and so may produce

two digits each. See also hit.

Far Detector The MINOS Far Detector is situated in the Soudan Mine in Northern

Minnesota, USA.

Hit The actual interaction of a particle in the scintillator of the detector. Not all
hits in the detector will produce charge above the 1/3photoelectron threshold
required for readout. A hit may therefore produce two, one or no digitisations

(two corresponding to above threshold readout on both ends of the hit strip).

M64 and M16 Designators of PMTs manufactured by Hamamatsu Corporation (Japan).
The M64 has 64 pixels and the M16 has 16 pixels.

Multiplexing In the Far detector, the outputs from eight strip-ends are directed to

a single PMT pixel. This is referred to as multiplexing.

MUX box In the Far detector electronics system, the M16 PMTs are contained within
steel boxes - three PMTs in each box. Within these boxes, the clear optical fibres

from the scintillator ends are connected to the PMT pixels - 8 fibres per pixel.
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NC A Neutral Current interaction in which a neutrino exchanges a Z-boson with a

nucleus. The result is the original neutrino plus a hadronic shower.

Near Detector The MINOS Near Detector is situated close to the origin of the neu-

trino beam at FNAL, Tllinois, USA.

Period We divide the CalDet data taking into Periods. Period I took place in the
T11 beam in 2001. Period II in the CERN T7 beam in 2002. Period III in the
CERN T11 beam in 2002. Period II is divided into IITa and IIIb according to the
electronics systems used. This thesis is concerned with periods I and IIIb. The

actual data taking occurs in ‘runs’ at particular beam momenta.

PMT Photomultiplier tube (see M64 and M16).

T11 and T7 Designators of two test beams at CERN. The beams are produced
from protons extracted form the PS and focussed onto various targets. The

T11(figure 5.1 beam is the one used for all data presented in this thesis.

TOF Time of Flight. A time of flight counter is used at CalDet for separation of

Protons from relativistic particles.

VA Viking Architecture Chip. Three such chips sit on a mezzanine board on the
VFBs. Each chip is dedicated to reading out a single M16 PMT.

VARC VA Readout Controller. These cards hold the VMMSs that control the readout
of data from the VFBs. Each VARC holds 6 VMMs and so controls 36 VA chips.
The VARC contains two FIFO buffers one of which is filled while the other is

read-out.

VFB Viking Front-end Board. The VFBs hold three VA chips each and are situated
in Faraday cages attached to the MUX boxes. The VFBs also contain two PIN

diodes for monitoring the output of the light injection system.

VMM VA Master Module. The VMMs control the operation of the VA chips and

each contain a single ADC that digitises the data from the VA chips. FEach
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VMM is connected to two VFBs — and so controls a total of 6 VA Chips. If
an above-threshold signal is received from the dynode of a PMT then the VMM
will read-out all channels on the VA chip to which that dynode is connected. If
multiple dynode signals are received from the 6 chips under the control of the
VMM, the triggered chips will be read-out in series. Read-out and digitisation
of a single chip takes about 5us, producing a total possible read-out (and dead)

time of 30us if all 6 chips are triggered.

WLS Wave Length Shifting fibre. A green fibre that is embedded in the scintillator
strips used in MINOS. The fibre collects and carries scintillator light to the ends
of the strips where it is connected to clear fibre within manifolds. In doing so,
the wavelength of the light is shifted from bluish scintillator light to a green
wavelength that the PMTs are more sensitive to. The short (20cm) attenuation

length of the scintillator also necessitates the use of the fibre.

Xvi



Chapter 1

Introduction

1.1 Prologue

High energy particle physics currently stands at a point that history will look back upon
as being a major turning point in our perception of the sub-atomic realm — not unlike
the upheavals made by Quantum theory in the early part of the 20th Century. The
last thirty years of particle physics have concentrated on building the Standard Model.
Much of the progress was made at LEP where parameterisations of the Standard Model
were made. Global fits to these parameters show that that the Standard Model is
remarkably successful in describing the physics of sub-atomic particles [1-3]. With the
prospect of an all encompassing model on the horizon, physicists were highly motivated
(if only on the grounds of job security) to find flaws — aspects which the Standard Model
does not account for. One of the most notable such flaws occurs in studies of neutrino

physics.

The phenomenon of neutrino flux change has in recent years become very well es-
tablished. However, none of the evidence so far discovered can be exclusively attributed
to oscillations. It is to this objective — the discovery of a smoking gun of neutrino os-

cillations — that neutrino beam experiments, and in particular MINOS, have turned.
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1.2 The MINOS experiment and this thesis

MINOS (Main Injector Neutrino Oscillation Search) is a long baseline neutrino oscil-
lation experiment involving the Tevatron at Fermilab, a Near detector also located at
Fermilab and a Far detector 735km away in Minnesota, U.S.. The properties of a neu-
trino beam created at Fermilab and propagated to the Far detector are to be examined,
with particular reference to neutrino oscillations. A third detector in MINOS is the
Calibration Detector (CalDet), located at CERN, Geneva. CalDet forms part of the
calibration procedure for the experiment and is where much of the data examined in

this thesis originates.

This thesis is primarily concerned with the response calibration of hadronic particles
in the MINOS detectors. The bulk of the research presented here details a determi-
nation of the pion and proton response of the MINOS detectors. The main objectives
of this study are to set the relative response of hadrons and muons in the MINOS
detectors and also to evaluate the performance of the MINOS Monte Carlo, GMINOS in

simulating hadronic response.

In the next chapter, an outline of neutrino oscillation physics is given including a

description of experiments preceding MINOS and likely future investigations.

In the Chapter 3, the MINOS experiment and its three detectors are detailed.
The discussion of hardware is continued in chapter 4 where the author’s work on the
photomultiplier tubes used in MINOS — one of the most crucial elements in the detector

— 1is described.

In Chapter 5 the analysis of data from CalDet begins. The use of the CalDet
data sets to produce measurements of the pion and proton response of the MINOS
detectors is discussed. Chapter 6 compares the data results with those obtained from
GMINOS. This leads into chapter 7 which shows how our evaluated performance of

GMINOS impacts on MINOS.



Chapter 2

Neutrino Physics

2.1 Why Neutrinos are interesting

2.1.1 A history lesson

Wolfgang Pauli is credited with first postulating the existence of the neutrino in 1930.
The neutrino’s conception was a result of the need to reconcile measurements of the
beta-decay of radioactive nuclei with energy conservation. Beta decay, in the absence
of a neutrino, would be a two-body decay, the daughter products of which would be
required to be mono-energetic. However, a continuous spectrum of electron energies is
observed, thus requiring a third body in the decay, which must be neutral, low mass

and poorly interacting.

Neutrinos were first observed by Reines and Cowan [4,5], 25 years after Pauli’s
initial postulation . The neutrinos were produced in a nuclear reactor at Savannah

River, North Carolina, U.S., and detected using the inverse beta-decay reaction:

ve+p—n+et (2.1)

The Muon-generation of leptons was first observed in cosmic rays in the 1930s and

3
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v, were directly observed in reactions such as inverse muon decay

vute = ut 4, (2.2)

which have a clear signature in the form of an easily identified muon, making v, perhaps
the easiest of the three generations of neutrinos to detect and identify. It was not until
2001 that v, were observed, in the DONUT experiment [6]. Studies of the Z-boson
width at LEP indicate that these three generations of neutrinos are the only non-sterile

flavours in existence with masses below 45GeV /c? [7].

Clearly data on neutrinos has grown slowly; because of the neutrino’s weakly in-
teracting nature and its low mass. In the minimal standard model (MSM) of particle
physics the neutrino has no mass and so must be in a helicity eigenstate. Further,
since the weak interaction of the MSM maximally violates parity conservation only
neutrinos of a single helicity can exist. In 1958 Goldhaber showed that the helicity
of the neutrino was left-handed [8] implying that only left handed neutrinos exist in

the MSM; in left-handed SU(2) doublets with their respective lepton isospin partners
(e, 1, T).

Measurements reveal that the neutrino is light and more recently that it is almost

certainly not massless [9]. Direct mass measurements give the following results [10]:

m,, <2.2eV  (95% C.L.,from *H —* He + e~ + 77,)
m,, <170keV  (90% C.L.,from " — p* + 1)

my, < 15.5MeV  (95% C.L., from 7 — 57 + v,)

Probes of neutrino mass have also been made using data from observations of su-
pernova and cosmological arguments [8]. However,our main source of understanding
regarding the neutrino comes not from such direct experiments, but rather from inves-

tigations of neutrino oscillations.



Leke  ANVI/U L AIUVLINY Ui 4 I\JIN L 11T /AJ1IUVL J

From the 1960s onwards neutrinos were observed originating from both the sun and
atmospheric interactions of cosmic rays. In 1969 what is now the archetypal neutrino
experiment, the Homestake mine experiment, began taking data [11]. This 610ton
chlorine-based detector found a deficit in the neutrino flux originating from the sun
when this flux was compared to the Standard Solar Model (SSM). The most durable
hypothesis to describe the skewed ratio has been neutrino oscillations. We shall now
discuss the theory behind such oscillations, and why it is important to the Standard

Model. We then go on to describe the further evidence for the oscillations.

2.2 Neutrino oscillation theory

‘Neutrino Oscillations’ refers to the phenomenon whereby neutrinos created as one
flavour can, after propagating through space, have a non-vanishing probability of being
detected as a different flavour. As we shall see, these flavour oscillations are made
possible if neutrinos have mass and if the neutrino mass-eigenstates differ from the

neutrino flavour eigenstates (electron, muon and tau).

v
Vi

Figure 2.1: Two sets of right-handed axes, sharing the same origin may be used to
represent the mass and weak eigenstates. Here we see also the mixing angles 605, 613
and fy3. The presence of such a rotation does not in itself lead to oscillations: the
mass-eigenstates must also be non-degenerate.
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The mass-eigenstates and flavour-eigenstates can each be considered as two sepa-
rate sets of complete axes, sharing the same origin in imaginary space. We refer to
these axes as (1, 15, v3) and (ve, vy, v;) respectively. The difference between the two
sets of eigenstates in this representation is then characterised by a rotation in the

3-dimensional space:

VeL Uel Ue2 Ue3 i
uL = U,ul U/.L2 U/.L?) oL ' (23)
Vrp U’T’l UT2 UT3 V3L

When referring to neutrino oscillations, this rotation is known as the Maki-Nakagawa-
Sakata (MNS) matrix. The effect of the MNS matrix in producing a mixture of leptonic
eigenstates in each mass eigenstate leads to it being referred to as a mixing matrix in
exact analogue with the quark sector. The elements of the MNS matrix can be ex-
pressed in several forms, the most widely used parameterisation is the same as that
found in the quark sector mixing matrix — the Cabibbo-Kobayashi-Maskawa (CKM)

representation [12]:

—1d
C12 C13 512 C13 513 €
— ‘6 6
U= —812 C23 — C12 S23 S13 €' C12 C23 — S12 S23 S13 €' 523 C13 : (2'4)
. s . i6
812 823 — C12 C23 513 € C12 S23 — S12 C23 S13 € C23 C13

Here C;j; = COS gija Sij = sin 91]

The mixing matrix relates the basis v,,,s;; of the eigenstates of the free-particle
Hamiltonian to the basis v, of the gauge group. As can be seen, there are three
independent mixing angles and a CP-violating phase, . In a gauge theory, the mixing
matrix is Hermitian and if CP is conserved the matrix may be chosen to be real (that

is, § = 0).
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In a vacuum, the mass eigenstates are stationary states. When the wave-function
|¥;) is evolved with time, these stationary states simply pick up a phase factor becoming
|W;(t)) = e *Fit|¥,(0)). However, neutrinos are created via the weak interaction as
flavour-eigenstates rather than mass eigenstates. If the flavour eigenstates differ from
the mass eigenstates as described above, then a newly created neutrino will not be in
a stationary state. Rather, the neutrino will oscillate between the stationary states
— the mass eigenstates — with a frequency that is determined by the difference in
energy between the mass eigenstates. This energy difference is, of course, the mass
difference between the neutrino mass eigenstates and must be non-zero to produce a
finite frequency. In effect, for a neutrino of given momentum, the lighter mass states
in the original neutrino travel faster than the heavier ones, thus the various mass
components of the neutrino become out of phase with each other and when superposed,

do not produce the original flavour. We now examine this more rigorously:

A neutrino is created at ¢ = 0 in a flavour eigenstate |v,). Using equation 2.3 we

can express this in terms of the mass eigenstates: |v,) = Uy;|v;)

Each of the mass eigenstates can now be evolved with time according to the Hamil-
tonian, which is easily done since the mass eigenstates are, by definition, eigenstates

of the Hamiltonian (ie. stationary states), yielding a simple phase factor[13]
(7)) = Uy e B (2.5)

where we have also added the spatial phase in order to obtain a full wave-function.
Note that this assumes a mono-energetic neutrino beam. Of course, for a real neutrino
source (such as the sun) the initial position of the neutrino is spatially confined and so
a spectrum of momenta exists: the neutrino exists as a wave packet which somewhat
complicates this discussion. We satisfy ourselves with the current treatment since the
region of neutrino creation (Az(z = 0)) is large and this exhibits the basic phenomena

of the oscillations. A more complete treatment, using wave packets, can be found in

[14].
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Now, the probability-amplitude that the neutrino will have oscillated into flavour

state b after time ¢ is given by the contraction of this new state with (v|:

pva = 1) = (| (t, ) = (|Us;e "t 70 o)
— UbiU:j e_i(Ejt_pjz) <V1j|l/j>

_ - —i(Ejt—p;x) T7*
—_ Ub] e J J UCL]

Hence, the probabilities of oscillations between various flavour eigenstates are given

by the general expression

P(vg =) = |Uyl’|Uy* + ) Re(UyiUpUyiUy;) cos ((E; — Ej)t — (pi — p;))
i#]
+ Y Im(UqUsUniUsy) sin ((E; — Ej)t — (p; — pj)).- (2.6)
i7]

Since in most cases the energy of the neutrino beam is of the order of MeV or
GeV and neutrino masses are known to be of the order of eV or less, we can make the
approximations that p; = p; = p, and E; = (p? + m?)'/2 =~ p(1 + m?/2p?) thus leading

to

P(vy — v) = [Ugi P|Uy* + Y Re(UajUsUiUs;) cos Am?; L/2E
i
+ ) Im(UgUpUnUsy) sin AmZL/2E - (2.7)
i£]
where Amg; = |m7 —m7| and L is the distance from the neutrino source to observer.

Thus we see the oscillatory form of the neutrino-flavour transitions. We also note that:

e If all the neutrino masses are equal (for example, if they are all zero) there is no

oscillation.

e If any flavour eigenstate corresponds exactly to mass eigenstate then this flavour

does not participate in oscillations.
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Hence, for oscillation to occur, neutrinos must have mass and non-trivial mixing. Given

the oscillatory cosine and sine terms, we can also make the following observations:

e A physical neutrino beam has a finite energy spread AE. Thus, if L/2E is too
large (where E is here the mean energy of the beam) the oscillations will be
smeared out by this momentum spread. This effect is further worsened by the
finite energy resolution of detectors. It is still possible to observe the oscillations

indirectly by the observation of a neutrino flavour that did not exist at the source.

e In contrast to the above point, if L/2E is too small, there will be insufficient

mixing produced to be observable.

A simplification to the three generation mixing can be made if the mass splitting

is unequal; two of the neutrino masses are taken to be almost degenerate,
2 2 2 2 2 2
im3 — mi| & |mg —mj3| > |m; —mil. (2.8)

This is the One Mass Scale Dominance (OMSD) hypothesis [15]. For small values of
L/E, the mass difference |m3 — m?| can be ignored and only the large mass difference
matters. In this case, the only couplings of interest are to the neutrino “3”, the

transition probabilities become

P(vg = vg) = 1 — 4U%(1 — U%)? cos (1.27Am?L)/(2E) (2.9)

P(vy — 1) = 4U2%U cos (1.27Am*L) / (2E). (2.10)

Since Ues, the term coupling electron-like neutrinos with neutrino “3”, is small [16],
the transition rate P(v, — v,) is also small. With little cross mixing between v, and
v, we have a predominantly two-neutrino mixing scenario. In this case, the probability

of detecting the original neutrino flavour is rewritten as

P(vy — v) = 1 —sin® 20 cos (1.27TAm?L)/(2E) (2.11)
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Figure 2.2: The survival probability in two neutrino mixing as a function of energy in
the case of maximal-mixing (sin” 20 = 1). The baseline-length of oscillations is set to
735km — the same as MINOS and Am? is 3 x 10~3eV?2. The plot is thus representative
of the neutrino spectrum observed in a perfect detector a distance of 735km from the
neutrino source. The highest energy at which the survival probability falls to zero is
0.9GeV. Observations of this spectrum in a real experiment would be hampered by a
finite resolution — making high frequency dips below 0.9GeV very difficult to observe.

where L is in kilometres, E in GeV, Am? in eV? and the mixing angle amplitude
sin? 20 has been introduced. This survival probability is shown in figure 2.2 where the
parameters have been set to be close to those in the MINOS and K2K experiments. It
is seen that by measuring the energy spectrum of neutrinos after propagation along a
baseline, an oscillatory pattern as a function of energy would be observed. Of course,
in a real experiment there is a finite resolution, and sensitivity usually decreases at the
lower energies, as discussed below, as a result no experiment has yet clearly observed
the oscillations. The places where the survival probability falls to a minimum (the case
shown uses maximal-mixing, meaning that the survival probability completely vanishes
at the minimum) are referred to as dips. One of the objectives of the MINOS experi-
ment is to observe the first dip at 0.9GeV which would provide conclusive evidence for

neutrino oscillations.
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2.3 Why oscillations are important to the SM

The weak sector of the Standard Model maximally violates parity, as a result, massless
neutrinos — for which chirality and helicity are the same quantity — only exist as left-
handed particles (and anti-neutrinos as right-handed). However, if neutrinos have mass,
then they must have a sub-luminal velocity-magnitude. Consequently it is possible to
transform from a reference frame in which a massive neutrino is left handed, to one
in which it is right handed. So, the existence of a neutrino mass forces the existence
of right-handed neutrinos. This is seen more rigorously to be a result of the fact that
non-relativistic particles can not be eigenstates of helicity, and so a massive neutrino
produced in a charged current reaction must contain components of both helicities,
despite the maximally parity violating characteristics of the interaction. Thus, massive
neutrinos produce a contradiction as far as helicity is concerned. Furthermore, if we
allow the existence of both handedness then we must explain why they have not both

been observed.

Despite the Standard Model, there is no fundamental reason why neutrinos should
not have mass and mix. It is generally held that particles are massless only if they
are associated with an exact gauge symmetry - as are photons and gluons ( U(1)
and SU(3) gauge symmetries respectively). Since there is no exact gauge symmetry
associated with lepton number, it seems it should be allowed to be violated. There
are two ways of introducing massive neutrinos to the minimal standard model (MSM):

Dirac or Majorana type neutrinos.

As a Dirac-type particle, neutrinos have a Lagrangian of the same form as other
massive spin—% particles,

LDirac =v (’L’}/ -0 — M) v, (212)

with v and 7 being 4-component spinors. The terms from which mass arises are then

Ly = —M (vpvR + vRyy) . (2.13)

Dirac
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And we see again that the existence of a right-handed neutrino is required to generate
a mass. In order to account for the non-observation of such a neutrino, the Dirac case
introduces the complication of assigning a particularly weak interaction to right-handed

neutrinos in order to account for the fact that they have not been observed.

In the Majorana case the apparent problem of non-observation of right-handed
neutrinos is solved by saying that the neutrino is its own anti-particle; right-handed
neutrinos are anti-neutrinos. The Majorana case also allows for the particularly low
mass of the neutrino using the so-called see-saw mechanism that naturally produces
light neutrinos without having to resort to unexplained weak coupling to the Higgs.
This involves resolving the Dirac neutrino into two non-degenerate Majorana neutrinos,

one with a heavy mass and a second with the observed light mass [10].

2.4 Neutrino oscillations empirically

Neutrino oscillations have been implied by a number of experiments in both neutrinos
originating in the sun and neutrinos from cosmic rays interacting in the atmosphere.
With three generations of neutrinos available, we would expect two possible Am?
values if there are no sterile neutrinos. In general this appears to be the case, solar

and atmospheric experiments have identified two different Am? values with Am?, =<

Am?2,  leading to the following attributions of mixing angles and masses:
2 — 2
ATn’solar = ATn21
Am? . = Amd,
esolar = 021
Oatm = 023

However, the large number of experiments on neutrino oscillations has lead to a very

confusing situation where some individual results may contradict the general pattern —
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LSND being the most prominent example [17,18] . The most recent experiments such
as SNO and Kamland continue to strengthen the generally accepted view described
above — and this is what we shall follow in the descriptions of the situation below. A
description of the experiments observing solar neutrino oscillations is given, followed by
a discussion of investigations into atmospheric-neutrinos. Experiments with man-made
neutrinos are then examined. MINOS is aimed at the atmospheric regime however it is
vital to understand solar oscillations in order to view MINOS in its true context. It is
also the solar-neutrino sector in which the most recent developments have been made,

an in-depth discussion of this topic is therefore important.

2.4.1 Solar neutrinos

Solar neutrino experiments are perhaps best divided into two categories, firstly those
that depend on the Standard Solar Model (SSM) and secondly the Sudbury Neutrino
Observatory experiment (SNO). We begin by describing the production of solar neu-

trinos followed by details of both of these types of experiment.

The sun produces energy via two reaction chains which are termed the pp-cycle
and the CNO cycle. Both of these chains essentially fuse hydrogen nuclei into helium
which also produces electron neutrinos. The most accepted model for solar processes,
that of Bahcall and Pinsonneault [20], is taken by most to be the SSM. The neutrino
flux predicted by the Bahcall-Pinsonneault SSM (BP-SSM) for each of the component
reactions in the pp- and CNO-chains is shown in figure 2.3. We shall give two pieces of
evidence for believing the BP-SSM to be accurate. The first comes from the fact that

the hydrogen to helium fusion process

4p + 2e~ —* He + 2v, + 26.73 MeV (2.14)

is responsible for the vast majority of the Sun’s energy output. Comparing the 26.73MeV

of this process to the Sun’s actual output (2.4 x 103® MeVs!) we obtain a rough guide
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Figure 2.3: The flux of neutrinos from each of the solar reactions according to the
BP-SSM. Also shown by the shaded background and labels at the top of the graph are
the sensitivity regions of the solar neutrino experiments[19].

as to the rate at which this reaction proceeds and hence an approximate value for the
neutrino flux which can be compared to the BP-SSM model. Other reasons include
comparisons of the sound velocity predicted by the BP-SSM and the values measured

by helioseismology[20])

2.4.1.1 Homestake to Super-Kamiokande

The first experiment to find that there was a problem with the understanding of so-
lar neutrinos was the Homestake experiment, in 1968 [11,21]. The results of this
experiment have now been confirmed by GALLEX][22], SAGE[23]|, Kamiokande and
Super-Kamiokande (S-K)[24]. Homestake, GALLEX and SAGE are all radio-chemical

assay experiments whereas Kamiokande and S-K are water Cerenkov experiments.

Homestake consists of a 6 x 10* litre tank filled with C5Cl,. Detection of neutrinos
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uses the reaction

Ve +37Cl = e~ +37 Ar (T2 = 35days) (2.15)

After an exposure time of several months, “He is passed through the detector in order to
extract the argon atoms produced in the neutrino interactions. The extracted argon is
then measured by the electrons produced during the electron-capture of the radioactive
3TAr. The reaction (2.15), has a threshold of 814keV for the incident neutrino and
so is sensitive primarily to the ®B and "Be neutrinos. The measured rate of these
neutrinos is 2.56 £ 0.23 SNU, which is significantly lower than the BP-SSM prediction
of 7.611% SNU.

In contrast to the Homestake experiment, GALLEX and SAGE both use Gallium

as the detection medium, through the reaction

Ve+" Ga— e” +7 Ge(Ty o = 11.43d), (2.16)

which has an energy threshold of 233.3keV. This threshold means that GALLEX and
SAGE are sensitive to the low energy pp neutrinos which are a very clear indicator of
the thermonuclear processes that produce the majority of the Sun’s energy. The lack
of a suitable alternative neutrino source means that the Homestake detector has no
direct calibration. Parts of the experiment are calibrated, for example the proportional
chambers used to count the radioactive Argon are tested with known sources, but the
collection efficiency of the detector tank is found mainly by calculation[21]. Unlike
the Homestake experiment both GALLEX and SAGE are able to use a calibration

technique.

The GALLEX experiment uses 30.3 ton of "*Ga in the form of a gallium chloride
(GaCl; —HCI) solution. Calibration of the detector was made using neutrinos produced
from two 5! Cr sources — each with a known intensity. The response of the detector could
then be calibrated by measuring the ratio of intensities between the two sources and

comparing with the predicted value. A second calibration involved adding a known
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amount of "'Ar into the detector. This isotope decays to "'Ge allowing the assay
technique to be tested with large statistics. The two calibrations are successful and
show that the GALLEX results can not be ruled out by claiming systematic errors in

the procedure.

The SAGE experiment uses the metallic form of gallium in its 57 ton detector. Sim-
ilarly to GALLEX, SAGE was calibrated with a > Cr source with the results confirming

that the extraction process is reliable.

Kamiokande and Super-Kamiokande are both water-Cerenkov detectors situated in
the Kamioka mine, Japan — 1000m underground. Kamokande was originally intended
to study proton decay however the background to such decays — solar and atmospheric
neutrinos — has proved to be arguably more interesting. Kamiokande took data from
1984 until 1997 when it was superceded by Super-Kamiokande. We concentrate our

description on Super Kamiokande since it is essentially a bigger version of Kamiokande.

Super-Kamiokande is a cylindrical tank of pure water, with mass of 50kton. The
tank is divided into two volumes. An inner volume of 16.9m diameter and 36.2m height
is defined by a surface of 11,146 PMTs. Each of these PMTs has a diameter of 50cm,
giving a 40% coverage of the inner surface,. An outer volume is defined by 1,185 PMTs
of a smaller 20cm diameter. The outer volume is used as a veto counter for such things
as neutrons and through going cosmic muons. The fiducial mass is 22.5kton. The
detection of neutrinos is based on the production of Cerenkov light from electrons that

are elastically scattered via the process:

vpte —uvt+e (x=ep,T,). (2.17)

The momentum of the recoil electron produced in such reactions is correlated with the
incident direction of the incoming neutrino allowing the origin of the neutrinos to be
compared with the position of the Sun. In addition to directional resolution, the energy

of the recoil electron, as measured from the intensity of the Cerenkov radiation, can
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also be used to form a lower limit on the energy of the incident neutrino. This method
gives Kamiokande and Super-Kamiokande a threshold of about 5MeV for detecting a

neutrino (determined by the minimum electron energy that is detectable).

Calibration of Super Kamiokande was obtained using electrons from a LINAC in-
stalled at the detector [25], this produced an absolute energy scale for the detector
to within a 1% accuracy. The Kamiokande experiments also showed a neutrino flux
deficit compared to the theoretical predictions. The basic flux results of Kamiokande

are shown in figure 2.4
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Figure 2.4: Comparison of the predictions of the standard solar model with the total
observed rates in six solar neutrino experiments. The measurements from each ex-
periment are shown as blue bars, with cross-hatched areas to indicate uncertainties.
Alongside the measurement result is the predicted result for that experiment in the
case of no oscillations. The prediction is divided into coloured segments showing the
individual contributions to the flux. Since GALLEX and SAGE have the same sensi-
tivity, they are both shown alongside the same model prediction, this is also the case
for the water-Cerenkov experiments[26, 27].

The currently most accepted explanation for the above deficits is that of neutrino

oscillations. Prescribing such oscillations as the explanation is complicated by the fact



L. INVIJU L LIUVLIVY Ui/ AL I\JINY LJIVIELD 11 ui\ o/ 1

that there are a number of different ways by which oscillations may be used to describe
the deficit — even in a restricted two-flavour analysis. We shall place these observed
deficits in the context of neutrino oscillations after discussing the most recent solar

experiment, SNO.

2.4.1.2 SNO

The Sudbury Neutrino Experiment (SNO) [28] consists of three phases in each of which
the detection medium is slightly altered. In contrast to other experiments, SNO is able

to demonstrate the existence of neutrino flavour transitions without referral to the

SSM.

SNO is a 1kton heavy-water Cerenkov detector situated 2km underground at the
Creighton mine in Sudbury, Canada. the detector consists of a spherical acrylic vessel
of 12m diameter which is filled with D,O and suspended in a larger cylindrical vessel.
The cylindrical vessel is filled with ultra-pure H,O which is used as a veto shield. Light
produced in the heavy water is detected by 9,456 PMTs installed on a steel structure

around the vessel.

SNO can detect neutrinos via ES, NC and CC reactions. The ES method of de-
tection uses Cerenkov light as in Kamiokande and Super-Kamiokande, the detection

proceeds via

CC(1.4MeV : veonly)  ve+d—>p+p+e
NC(2.2MeV :allv)  vy,+d—n+p+v,

ES Vpt+e —uv,te

The above reactions remain unchanged throughout the lifetime of the experiment.
However, in each of the three phases the detection method of the neutrinos produced

in the NC reaction is different:
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e Phase I The detector is used with pure D,O in the acrylic vessel. Neutrons
are detected via 6.25MeV photons produced when the neutron is recaptured on
deuterium to produce tritium in a 6.25MeV excited state. The relatively low
neutron-capture efficiency of 25% means that the NC interactions are sparsely
detected; this phase mainly collects data on CC and, to a lesser extent, ES

reactions.

e Phase II two tonnes of NaCl are added to the heavy-water. This enables more
efficient neutron detection via the 8.6MeV produced when the neutron is captured

on ClI (85% efficiency). In this phase detection of NC is therefore enhanced.

e Phase III The salt is now removed and *He proportional counters installed en-

abling direct (45% efficiency) detection of the neutrons.

Now, the NC reaction rate does not depend on the flavour of the incident neutrinos
and hence oscillations should not affect this rate (assuming no sterile neutrinos). How-
ever, the CC reaction is sensitive only to v, since solar v, and v, are below threshold
for the their respective production of 4~ and 77. Thus, oscillations of solar v, into
an other flavour will produce a change in the observed CC rate. The ratio NC/CC
is therefore an acid test for neutrino oscillations. It is the ability to measure NC and
CC reactions separately that makes SNO so unique. Measurement of the NC reaction

determines the flux of 8B neutrinos without being affected by neutrino oscillations.

The first phase of SNO (pure D20 in the vessel) concluded in May 2001 and the
experiment is currently running its second phase, with salt doping. Initial results from
phase I were presented in 2001 [29]. In these first measurements SNO was able to
deduce a total ®B neutrino flux and compare it to the CC flux by extracting CC and
ES rates from the data*. This showed a 1.60 deficit of the CC neutrino flux compared
to the ES-deduced total flux. The results were given more significance by comparison to

the Super-Kamiokande ES flux, which has lower uncertainties, to produce a deviation

*The CC and ES rates were found using by fitting the data to Monte Carlo generated probability-
distribution-functions, for several parameters.
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of 3.30.

In 2002, full data from phase I were presented giving separate measurements of
CC, ES and NC [30]. As with the earlier results individual contributions of the three
interaction types to the observed event rates in the detector were found by making
maximum likelihood fits of Monte Carlo distributions of the three interactions. Three
different distributions were used for the likelihood fits - the reconstructed direction of
the neutrino relative to the sun, the radial position of the event in the detector and the

reconstructed energy of the event. The resultant fluxes are (in units of 10° cm ?s™1):

S = L7658 (stat.) "o (syst.)
B0 = 2.397073(stat.) To 5 (syst.)
N = 509101 (stat.) oS (syst.)

A simple change of variables resolves the data directly into electron (¢.) and non-

electron (¢,,) components

¢ = 1.7673%(stat.) 000 (syst.)

Gur = 3A1T0 2 (stat.)(ie (syst.)
Thus the ¢, is 5.30 above zero, indicating the presence of oscillated neutrino flavours.
The total flux of 8B neutrinos, as measured from ¢y, is also found to be consistent with
the SSM. The results are best summarised by figure 2.5 where the flux measurements
from NC, ES and CC measurements are shown. In the case of no oscillations the CC
red-band and ES green-band would intersect with the blue, NC band along the ordinate
- indicating that only electron type neutrinos exist in the flux. However, we see that
the intersection point implies a contribution to the flux from v, and v,. It is to be
expected that these results will be improved further when the phase II measurements

with their enhanced NC sensitivity are released.



L. INVIJU L LIUVLIVY Ui/ AL I\JINY LJIVIELD 11 ui\ o/ 1

S8
(7))
IE?
o
®C)6~"
o)
. 5
S
ac
3-
2k e
1
O " T
0 1 2 3 4 5 6

#, (10° cm2 s1)

Figure 2.5: Phase I results from SNO. Flux of neutrinos which are p or 7 flavour vs
flux of electron neutrinos. The blue band shows the flux as measured by NC reactions.
The total flux of all neutrino types is a constant and in the case of no oscillations would
be purely electron type. The red band shows the flux measured from CC which is only
sensitive to electron type, and so is a vertical band. The ES flux shown in green is
sensitive to all neutrino types and so is diagonal. The intersection point of the three
bands gives the best fit fluxes for electron and u/7 flavours. The dotted lines indicate
the prediction for total flux based on the SSM [30].

2.4.1.3 Summary: the solar neutrino solution

The observed fluxes of solar neutrinos from the experiments described in the above two
sections provide two general types of solution. Firstly, the neutrino deficit could be
due to oscillations of the neutrinos in the vacuum between the earth and sun. Such a
solution requires that an Astronomic Unit is of the order of the oscillation length and is
hence referred to as the Just-so solution. This accidental coincidence and results from
SNO mean the Just-so solution is heavily disfavoured. The second type of solution
requires oscillations in matter — the MSW solutions [31-33]. There are three possible
MSW solutions referred to as Small Mixing Angle (SMA), Large Mixing Angle (LMA)
and low Am? (LOW). The allowed solutions based only on the measured flux are shown

in figure 2.6.
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CL) from the analysis of the to- of Super-Kamiokande zenith angle
tal event rates only in Chlorine, analysis [34]

Gallium, Super-Kamiokande and
SNO-phasel experiments [34].

In addition to flux measurements Kamiokande is able to make both measurements
of the real-time incident neutrino rate, and of the zenith angle dependence of the flux.
Solar neutrinos detected at night must have passed through the Earth. In the case of
the LMA, the effect of passing through this thickness of matter is significant and would
give rise to a day-night asymmetry. Additionally, the shape of the solar zenith angle
distribution is predicted to be flat for large mixing angles. These two measurements are
shown for Super-Kamiokande in figure 2.8 in which a zenith-angle dependence appears
to be hinted at — favouring the LMA. The solar neutrino experiments described in
this section have delivered the verdict that the flux of neutrinos from the sun exhibits
a lower than expected number of v, with a compensating flux of v, and v,. The
explanation of these fluxes is neutrino oscillations — but questions still remain from
the data provided by these experiments. Despite favouring the LMA MSW solution
[35], the solar observations have been unable to conclusively distinguish between the

several possible oscillation scenarios. For additional confirmation, man-made neutrinos
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Figure 2.8: The day-night and solar-zenith angle variation in neutrino flux as measured
by Super-Kamiokande [36].

must be used, where the baseline-length and neutrino energy-spectra can by controlled.
Such expereiments are discussed in section 2.4.3.1 where it will be seen that recent
measurments from KamLand provide strong evidence that it is the LMA that solves

the solar neutrino problem.

2.4.2 Atmospheric Neutrinos

Neutrinos produced in the Earth’s atmosphere originate from hadronic showers which
are produced when cosmic rays interact with nucleons in the ionosphere. Cosmic rays,
which are composed mainly of protons (80% protons, 15% a-particles and the remainder
heavier particles) lead to the production of neutrinos via the following interactions and

decays:

p+ Nucleon — 75+ X

™ = w4 (7, (2.18)

pro— ei+7/e(’7€)+’7u(”u)

The atmospheric neutrino anomaly arises from a discrepancy in the observed rela-

tive numbers of v, and v,. This is usually expressed via the so-called R ratio, given
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by
N, + N,

R ="t """
N, + N,

2 (2.19)

Although the absolute neutrino flux is affected by such things as geomagnetic effects,
solar activity (affecting the ionosphere), the composition of the primary cosmic rays,
and the exact details of the hadronic shower development, the ratio R is, to first order,
independent of these effects and is known to ~5%. Furthermore, measurements of R
are usually expressed as a ratio-of-ratios, R' = Rpara/Ruc, where Rpara and Ryc
are the measured and Monte-Carlo prediction for R respectively. The measurement of
R’ by a number of experiments has produced a number below unity, implying either
a deficit of muon-like events or an excess of e like events. Such a measurement is not,
in itself, evidence of v-oscillations since a deficit of a particular neutrino flavour could
be the result of various other new physics effects. A signature of oscillations would be
the exhibition of a dependence of R’ on either the neutrino source to detector baseline

distance or on the neutrino energy, as we shall see.

2.4.2.1 Soudan II, Super-Kamiokande and others

Investigations of the atmospheric neutrino flux were initiated by proton-decay experi-
ments, for which the neutrinos were background. IMB, a water Cerenkov experiment
in Cleveland, U.S. first observed the anomaly in 1986, followed shortly by Kamiokande.
However, at that time, two other experiments, NUSSEX, and Frejus were unable o ob-
serve a discrepancy. At first, the conflicting results were thought to be due to system-
atic effects since the two experiments observing R’ < 1 were water-Cerenkov detectors,
whereas those observing no significant deviation from unity were both iron calorime-
ters. The issue was finally resolved when Soudan II [37,38], an iron calorimeter in the
Soudan Mine, Ely, U.S., was able to show a sub-unity value for R'. The results of these
experiments are summarised in figure 2.9 along with Super-Kamiokande. The most re-
cent result from Super-Kamiokande based on 1289 days of data is 0.63870017 4 0.050

for the sub-GeV sample and 0.67570035 4- 0.080 for the multi-GeV sample.
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Figure 2.9: Summary of measurements of the atmospheric neutrino ratio-of-ratios, R
(39].

The two most interesting experiments are Soudan IT and Kamiokande, since not
only have these measured the overall value of R’ but they have also looked at the
zenith angle distribution. Since variations in neutrino flux by zenith angle are caused
by geomagnetic effects as well as being a signature of neutrino oscillations, studying
the known geomagnetic effects provides a useful check on the understanding of the

detector.

The geomagnetic effects, if the models are correct, produce an east-west asymmetry
in the neutrino flux and this is dependent on energy. The effect is most noticeable at
around 10GeV and decreases for higher energies. The measurements of this asymmetry
as made by Super-Kamiokande are shown in figure 2.10 and confirm the experiments

understanding of these effects.

The path length of atmospheric neutrinos varies from around 20km for downward
going neutrinos to ~12000km for upward going neutrinos which have passed through
the diameter of the Earth. In the no-oscillation scenario, the value of R’ should be up-
down symmetric. The angular resolution of Super-Kamiokande and Soudan II are high
enough to be able to investigate how R’ varies with zenith angle. This is equivalent
to varying the baseline length for neutrino oscillations, providing the opportunity to

show very clear signatures of the phenomenon.

The results of Super-Kamiokande zenith angle measurements are shown in fig-



L. INVIJU L LIUVLIVY Ui/ AL I\JINY LJIVIELD 11 ui\ o/ 1

(NN YI(Ng+Ny,)

(NN J(Ng+N,)

Lepton Momentum (MeV/c)

Figure 2.10: East-west asymmetry of neutrino fluxes as measured by Super
Kamiokande. Ng and Ny are the numbers of events from the easterly and west-
erly directions respectively. The asymmetry ratio is shown as it varies with energy of
the neutrino, points represent measurements and hatched boxes show the geomagnetic
model predictions. data and model are seen to agree indicating that Super-Kamiokande
understand both the geomagnetic effects and the detectors ability to measure the zenith
angle of incoming neutrinos [40].

ure 2.11. It is clear that the electron-like events are consistent with unity for both
the sub-GeV and multi-GeV events. However, at both energies, the p-like events show
deviations from the prediction. It should be noted that in the Sub-GeV p-like sample,
the deficit of measured flux occurs over all angles, but is most pronounced for the
longest baseline (cos = —1), and decreases as the baseline shortens and one moves
towards downward going neutrinos. This effect is magnified in the multi-GeV sample
where there is no deficit for downward going neutrinos — the neutrino flux only deviates
from the prediction at the longer baselines meaning neutrinos arriving from below a
zenith angle of cos@ ~ 0.5. Thus is would seem that the depletion is asymmetric in

the multi-GeV case, but somewhat less-so in the sub-GeV case.
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Figure 2.11: Zenith angle distributions of neutrino flux as measured by Super-
Kamiokande for 1289 total days of data. The red line shows the distribution expected
in the case of no-oscillations, the green line shows the best fit to the data in the case
of oscillations of the form v, — v, with maximal mixing and sin® 26 = 2.5 x 10 3eV2.
[41]

2.4.3 Exploring the parameter spaces with man-made neutri-

nos
2.4.3.1 Solar parameter space

Several experiments have been conducted to explore oscillations in the solar-parameter
space using man-made neutrinos. The neutrinos are usually sourced from nuclear
reactors. Most notorious amongst this type of experiment is LSND which claimed
to show a value of Am? inconsistent with both solar and atmospheric oscillations[18]
although later results from NOMAD and others lead to this being heavily disfavoured

(though annoyingly, not ruled-out completely)[42].

The most recent data on this parameter space come form the KamLAND experi-
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ment in which the flux of 7, was measured from a number of distant nuclear reactors.
This liquid scintillator based experiment had typical baselines of the order of 180km
and demonstrated at a 99.95% confidence level the disappearance of v,. For the ex-
periment’s energy and baseline one expects a negligible reduction of 7, flux from the
SMA, LOW and VAC solar neutrino solutions leaving the LMA as the only possible

oscillation solution [43].

2.4.3.2 Atmospheric parameter space

It is the atmospheric parameter space which the MINOS experiment hopes to explore.
There are a number of other experiments which also hope to examine this area: Opera
and ICARUS (using a CERN beam), K2K which is in progress (using the Super-
Kamiokande detector) and MINOS.

MINOS is described in the following chapter; here the discussion concentrates on
the remaining experiments. K2K [44] is perhaps seen as a rival to MINOS, it has
a baseline of 250km and an average neutrino energy of 1.3GeV, giving a maximum
sensitivity to oscillations at Am? ~ 5 x 1073eV2. As with MINOS it has been tuned
towards the low Am? predicted by Super-Kamiokande. Like MINOS, K2K has both a
Far detector (Super-Kamiokande) and a smaller Near detector (a 1kT water Cerenkov
detector). The significant difference is with the beam intensity which for K2K (6 x 102
protons per pulse, 2.2 s period) is lower than MINOS (40 x 10'? protons per pulse, 1.9s
period). In addition to problems with the aluminium target used by K2K, this has
meant a low expected number of neutrino events of ~200 in Super-Kamiokande [44, 45]

— compared to ~1500 v, CC events per year in the MINOS Far detector.

The lower statistics afforded by the weaker beam intensity means that K2K will
be unable to clearly observe the oscillatory dip in the energy spectrum which MINOS
hopes to see (figure 3.7). However in the case of neutrino oscillations K2K is able
to observe distortions in the neutrino energy spectrum. Indeed, initial results from

K2K [46] display a reduction of the v, flux compared to that expected in the absence
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of oscillations, along with a distortion of the energy spectrum.

A further group of experiments use a baseline between CERN and Gran Sasso.
These experiments are complementary to MINOS and K2K in that the CERN experi-
ments aim to measure the appearance of v, — the granularity of the MINOS detector
along with its relative low-energy beam mean that the observation of v, is not really
feasible. The CERN to Gran Sasso Neutrino beam (CNGS) has a relatively high energy
(around 20GeV) so as to produce a large number of v, CC events for the appearance
experiments. The CNGS experiments are OPERA and ICARUS. OPERA uses an
emulsion based detector providing high spatial resolution of the order of 1um. This
enables v, to be identified from the kink produced in the event track by the decay of
the 7. ICARUS consists of a large liquid Argon TPC that allows a three-dimensional
reconstruction of neutrino interactions with high spatial and energy resolution. The
two experiments complement each other since OPERA has a topological approach of
identifying 7 from the decay kink whereas ICARUS will focus more on the different
kinematics of 7 — e compared to backgrounds from v, in the beam. After five years
running each of the two experiments claims to be able to observe about 10 7-events

(with a background of 0.7 events) assuming Amz2, is 2.8 x 10 3eV?

2.5 The future

After the initial solar and atmospheric neutrino experiments indicated neutrino oscil-
lations we are now beginning to tie down the exact parameterisations with man-made
neutrino beams designed to have maximal sensitivity in the desired regions. Figure 2.12
shows the current situation giving the allowed and discovered regions for all neutrino

oscillations.

Neutrino physics is more than just identifying the mass and mixing angles shown in
figure 2.12. Neutrino oscillations and the allied implication of a unitary mixing matrix

mean that neutrinos can undergo all the fascinating physics that the quark sector has
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due to its CKM matrix. Just as the B-factories are starting to pin down the contents
of the CKM matrix; and importantly whether it contains a complex phase leading to
CP violation so too will future neutrino factories allow us to explore the MNS matrix.
In the case of a complex phase in MNS we expect that P(v, — v) # P(vq, — vg).
With reference to this, plans are being developed to produce super neutrino beams [47]

aimed at investigating observables such as

P, —v,) — P(v. = v,)

P(v. — v,) + P(ve = v,) (2.20)

AC’P =

In addition, conventional beams may be used for off-axis studies. One of the most
promising of these uses the NuMI neutrino beam [48] originally designed exclusively
for MINOS. Due to the kinematics of pion and kaon decays involved in neutrino beam
production, an off-axis beam has a very narrow energy spread and vanishingly small v,
contamination. The energy of neutrinos in the beam could also be selected to be below
the 7= production threshold — eliminating a background to v, identification. Studies
with such a beam could observe v, — v, oscillations, determine the neutrino mass

hierarchy and examine the conservation of CP in the neutrino sector.
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Figure 2.12: Summary of current knowledge of neutrino oscillation parameters. Plot
taken from [49] which is an adaption of a similar figure in [50]. Note that the colours
represent the particular experiments as labelled and the line pattern distinguishes the

oscillation mode.
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Chapter 3

The MINOS Experiment

The Main Injector Neutrino Oscillation Search (MINOS)[51] is a long baseline experi-
ment that seeks to firmly establish the existence of neutrino oscillations. The primary
goal of the experiment is the verification of the oscillation hypothesis with the v, — v,
mode as dominant. The disappearance of v, from the beam as a function of energy is
most elegantly exhibited by dips in the measured v, CC energy distribution when this
distribution is shown as a ratio of that observed to that expected for no-oscillations.
It is the observation of this dip and the establishment of a ‘textbook’ example of neu-
trino oscillations that is one of the core hopes of the MINOS experiment. Whereas
MINOS has been tuned towards identifying the energy-spectrum dip, other similar
long-baseline experts are tuned towards other evidence for the oscillations. OPERA,
for example aims to look for the emergence of v, neutrinos: not only an indicator of

oscillations but also a clear indicator of their mode.

We shall now describe the experiment in each of its component parts before going
on to a more detailed discussion of how MINOS will investigate neutrino oscillations,

and what characteristics set MINOS apart from other, similar experiments.

32
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3.1 The neutrino beam

The neutrino beam is created at the Fermilab laboratory near Chicago, USA. The beam
is created using 120GeV protons, extracted (spill duration 8.6us) from the Main Injec-
tor accelerator (MI) [52,53]. The MI is also used to provide protons and antiprotons
to the Tevatron. The MI will produce six bunches of which one will be used to produce
antiprotons for the Tevatron and the remaining five to produce neutrinos for MINOS.
The NuMI extracted protons are directed downwards by an angle of 58mrad — towards
the Far detector — and then impinge on a segmented graphite production target [54].
The anticipated incident flux is 3.8 x 10'2 protons-per-pulse with a repetition rate of
1.9s, producing 3.7 x 102 protons on target per year *. Proton-nucleus interactions
in the target produce secondary particles that are collected and focussed into a beam
by a system of magnetic horns, these secondaries are mainly pions and kaons. After
focusing, the pion-kaon beam passes through a 725m long drift space where some of
the pions decay to produce muon neutrinos. The evacuated decay pipe ends with an
aluminium and copper hadron absorber to stop any primaries and secondaries that
reach the end of the pipe without decaying. A 240m dolomite chamber absorbs the
remaining muons in the beam. These absorbers ensure that the creation of the neutrino
beam is restricted to the 725m drift space - less than 0.1% of the experiment’s base-line
length. The result of this arrangement is a neutrino beam that is predominantly v,,

from decays of the form 7+ — p*v, with a (v, + 7,) contamination of about 1%.

By adjusting the horn positions in the beam line it is possible to alter the energy
spectrum of the neutrino beam. The neutrino energy spectra for the three possible
horn settings are shown in figure 3.1. It can be seen that that the movable horns
provide possible beams with a peak energy as low as ~2GeV, below this point event
rates become much reduced. Horn adjustments are a major undertaking and the beam
has initially been set to its lowest energy setting. This setting was chosen based on the

results from Super-Kamiokande which favour a small Am?2. The 2GeV lower limit of

*This figure is currently the cause of much debate in the MINOS collaboration. The actual value
is almost certain to be lower, and the difference could be up to a factor of two.
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the low energy beam means that MINOS has a sensitivity down to about 0.8 x 10~3eV2.
Although the low energy beam maximises our sensitivity in the SK region, it seriously
damages the ability of MINOS to operate as a v, appearance experiment since the
T-production threshold is 3.1GeV. This, combined with the lack of an emulsion detec-
tor for searching for 7 signatures, means that MINOS is very much a disappearance

experiment.
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Figure 3.1: The three possible beams for MINOS - each beam spectra (right) is obtained
via a different horn positioning (left).

3.2 The MINOS detectors

MINOS uses two iron-scintillator tracking calorimeters; the Near detector located at
Fermilab and the Far detector at the Soudan Mine. Since the basic concept of the ex-
periment is to compare the properties of the neutrino beam at the Near detector with
those at the Far detector, the two detectors are as alike as possible within budgetary and
physical constraints. This similarity of the detectors minimises the systematic uncer-
tainties introduced by using a Monte Carlo to extrapolate the neutrino beam to the far
detector using near detector measurements. Despite these attempts at similarity, the
two detectors do, in fact, have many differences and are described separately. It should
be noted however, that the most important characteristics for determining the detector

response: passive and active material composition; granularity (both transverse and
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Figure 3.2: A map of the MINOS neutrino beam.

longitudinal); and the magnetic field strength, are the same for both detectors.

3.2.1 Far detector

The MINOS Far detector (figure 3.3) has a mass of 5.4kt and is magnetised with a
toroidal field averaging about 1.3T. The field is created by current-carring coil passing
through the detector’s central axis, and returning along the outside. The mass of the
detector is formed from 486 iron plates that are 2.54cm thick. The plates are octagonal
with a face-face distance of 8m. This passive component of the detector is interleaved
with the active medium which comprises of scintillator. The scintillator is mounted on
the rear of each of the passive planes and is composed of 4.1cm wide, 1.0cm thick strips
of polystyrene. The strips of successive planes are mounted perpendicular to each other
in the transverse sense, so as to form a hodoscope. Since the strips on a particular
plane all run in the same direction, they are of differing length, so as to neatly cover

the octagonal cross-section of the detector and to allow for the magnetising coil which
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Figure 3.3: A view of the partially constructed Far detector.

passes through the centre of the detector.

The scintillator strips are produced by co-extrusion with a thin layer of 7¢Oy to
provide a reflective layer for scintillation light within the plastic. Each strip contains a
groove located in the centre of one of its 4.1cm wide sides. The groove is 2mm deep and
1.3mm wide and is occupied by a green wavelength-shifting fibre (1.2mm in diameter)
which is glued in place. The wavelength shifting fibre (WLS) is necessary because the
the scintillator produces blue light and has a short absorption length, of order 20cm.
The WLS carries the scintillation light to a manifold at the edge of the detector. At
these manifolds each WLS fibre is connected to a clear fibre which carries the light to
photomultiplier tubes located in racks nearby. The Far detector uses Hamamatsu M16
photomultiplier tubes. These tubes are each composed of 16 pixels of dimension 4.6mm
by 4.6mm. Each of the 16 pixels on a tube is connected to 8 fibres which originate from
8 different scintillator strips on the same plane. Careful selection of the strips leading

to each pixel, combined with readout of both ends of each scintillator strip, allows
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Figure 3.4: Schematic of a Far detector scintillator module including readout. Each
module contains 24 strips of scintillator of width 4.1cm. The 24 strips are encased in
aluminium. Note the double ended readout of strips.

the use a de-multiplexing algorithm to determining which strips were responsible for a

given charge in a pixel.

We now give a brief description of the readout system used in the MINOS Far
detector [55] in order to familiarise the reader with the terms used later. This system
is also the one used in periods I and IIIb of the calibration detector data-taking.
The electronics uses a simple self-triggering readout architecture (with added external

triggers for CalDet period IIIb).

The photomultipliers are situated in steel, light-tight boxes - three photomultipliers
in each box. Fibres are mounted into position on the face of the tubes using an
optical ‘cookie’ which places 8 fibres against each pixel on a tube. Each tube is read
out using a single Viking-Architecture Chip (VA Chip). The three VA chips for the
PMTs in one box are situated on a ‘Viking Front end Board’ (VFB) which sits in
a Faraday cage attached to the side of each box. The VA chip contains a charge
sensitive preamplifier, a shaper and a sample-hold for each channel. The charge of each
pulse from a channel of the photomultipliers above a threshold of 0.3 photoelectrons is

digitised by the VA chips. The last dynode of the PMT is also read-out by an ‘ASD-
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lite’ amp/shaper/descriminator and used to trigger the read-out of the anodes, and

also to timestamp the event.

Each of the VFBs is connected via several cables to a VA Readout Controller
(VARC) which is situated in a crate several metres away from the MUX box. Signal
digitisation, trigger time-stamping and control of the VA chips are all done via the
VARC. More specifically, the receiving and digitisation of VA Chip output takes place
on a VARC Mezzanine Module (VMM). The dynode signal triggers the VMM to extract
the held signals from the VA chips. The dynode signal also activates a timestamp —
thus all digitised hits from a single PM'T have the same timestamp. Two VMMs are
joined to a single high speed 14bit ADC, meaning that 6 VA chips use the same ADC.
Once digitised by the ADC, digits are passed to a FIFO before being sparsified and
finally stored in one of two buffers on the VARC. Every 50ms, the buffer used to write

data to is swapped, enabling the inactive buffer to be read-out.

The system is temporally synchronised by a Timing Receiver Card (TRC) situated
in the same crate as the VARC and transmitting signals along the back plane of that
crate. The TRCs in each of the many crates required to cover all detector channels are
controlled by a central processor, which in turn is connected to a GPS receiver (at the

head of the mine shaft).

3.2.2 Near detector

As mentioned previously, the Near detector is similar to the Far detector in material
composition. There are a number of differences however, many of which are due to the

much higher event rates anticipated in this detector.

The Near detector can be divided into two logical sections. Firstly, there is the
target section consisting of the first 120 planes and secondly, the spectrometer section
comprised of the following 160 planes. In the target only one in every 5 planes is fully

instrumented. The remaining planes have only a smaller fiducial region instrumented.
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This partial cross-sectional coverage of the upstream part of the Near detector means
that the fiducial region looks at an inner angular portion of the neutrino beam only —

it is this inner portion of the beam which is most similar at the Near and Far detectors.

In the spectrometer region instrumentation is full on 1 in every 5 planes, with no
instrumentation at all on the remaining planes. In contrast to the Far detector, the
light is read out using Hamamatsu M64 photomultiplier tubes. The M64 tube consists
of 64 1.8mm by 1.8mmm pixels. Each pixel in the M64 tubes is connected to a solitary

scintillator strip.

The use of M64 tubes in the Near detector rather than the M16 tubes that are
used in the Far detector is because of the higher event rates experienced in the Near
detector. In the Far detector, event rates are low and so multiple scintillator strips
may be routed to a single PMT channel. In the higher rate environment of the Near
detector event rates are higher and so each PMT pixel must be connected to a solitary
scintillator strip. The cost per pixel of the M64 and M16 is the same. Thus, in the Far
detector M16s are used since they have larger pixels — capable of accepting multiple

fibres. Yet in the Near detctor, for economic use of space, M64s are used.

3.3 Anticipated results

There are three aspects to the analysis of MINOS results [56]. Firstly, it is necessary
to apply a hypothesis test to the data in order to verify the existence of neutrino
oscillations. Secondly, once oscillations are verified one may proceed to measure the
parameters of that oscillation. Thirdly, one can apply appearance tests to the data in

order to verify the results of the first two tests.

The most powerful hypothesis test for neutrino oscillations available to MINOS is
the T-test [57]. The T-test measures the ratio of v, CC events to the total number
of neutrino interactions. The two types of weak-interactions, NC and CC, are shown

schematically in figure 3.5 for the case of a v,. Events are classified as either v, CC
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Figure 3.5: The two basic interactions observed for a v, in the MINOS detectors. CC
events (left) give rise to a muon and a hadronic shower (originating from the proton).
For muons above about 1GeV these are easily identified by the presence of a minimum-
ionising track (the muon) and a hadronic shower (from the proton). In the case of a
Ve, the muon is replaced by an electron giving rise to an electromagnetic shower. For
NC events (right) the only observed result is the hadronic shower resulting from the
neutrinos interaction with a nucleus. These are easily confused with low energy v, CC
events in which the muon track is not obvious.

or ‘other’ according to the shape of the event in the detector. v, CC events contain a
daughter muon and so will be long and track-like when compared to either NC events
which show only hadronic showers, or v, CC which both manifest themselves as an
electromagnetic shower. Most simply, one can count the number of long events, Ny,
as those traversing more than some number of planes — these being the v, CC. The
shorter events, Ng, are then the remaining NC and v, CC or v, events (if above the

tau production threshold). The T-test is then

N

T=—". 3.1
Ny + Ng ( )

The test proceeds by comparing the T-ratio between the Near and Far detectors. In
the presence of oscillations the fraction of v, or v, in the beam will be greater at the
Far detector than at the Near detector. Thus, Ny will be fractionally lower at the Far
detector than at the Near detector. A statistically different value of the T-ratio at the
Near and Far detectors is therefore an indication of neutrino oscillations. This simple
method is surprisingly effective for neutrinos above about 2GeV, but below this energy
more sophisticated methods such as pattern recognition algorithms (eg. the Hough

transform) become necessary to select v, CC events [58].
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Figure 3.6: Sensitivity of the three MINOS beams to neutrino oscillations. Results
from Super-Kamiokande are provided for comparison

In order to extract more detailed parameters we may look at the CC energy distri-
butions. Comparison of CC energy spectra at the Near and Far detectors allows us to
determine the energy spectrum of the missing events. The missing events, of course,
being v, that have oscillated to v;. The size of the depletion allows us to measure
sin?(20) and the energy at which the depletion occurs gives us Am?. In figure 3.7 we
show the situation for three possible Am?. Along the top row of this figure is shown a
series of neutrino specta (based on the MINOS low energy beam spectrum) at different

Am?. Solid lines indicate the expected spectrum at the Far detector in the case of
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no-oscillations. This spectrum would be provided by measurements at the Near de-
tector, combined with our knowledge of the beam. The points indicate the predicted
measured spectrum in the case of oscillations. The ratio of the spectra, shown in the
lower plots, exhibits the dip whose position and size is crucial to the mixing-angle and

mass-difference measurements.

CC energy distributions — Ph2le, 10 kt.yr., sin’(21)=0.9
Am'=0.002 eV ,, Am=0.0035 eV ., Am'=0.005 eV*
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Figure 3.7: Plots showing parameter determination in MINOS for three possible Am?
values. The top row shows the unoscillated (solid histogram) and simulated measured
oscillated (points) neutrino spectra at the Far detector. Below, are plots of the ratio
of the two spectra. The ratio reveals the energy spectrum of missing events, which can
be used to find the mixing angle and mass difference of oscillations. These plots also
serve to show how highly sensitive MINOS is to the energy resolution and calibration
(especially the left hand plot). A reduced resolution would destroy the significance of
the rise in the oscillatory dip. An incorrect energy scale from the calibration would
give rise to the dip occurring in the wrong place giving a false measurement of Am?,
as discussed in chapter 7.

3.4 Calibration of MINOS

The calibration of the MINOS detectors is vital in order to obtain reliable values for
the oscillation parameters. If the relative and absolute calibrations of the Near and Far

detectors are not accurate, then the ‘dip’ in the neutrino energy spectrum will be in the
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wrong place, producing systematic errors in the measurements of Am?. We discuss this
in detail in chapter 8 where we outline the procedure required to set the MINOS energy
scale. In the current section we describe the components of the MINOS experiment
which are involved in maintaining an absolute and relative (channel-to-channel and

detector-to-detector) calibration.

3.4.1 Light injection

The light injection system calibrates MINOS on timescales of the order of minutes.
The system consists of a series of blue LEDs, each monitored by two PIN diodes and
situated in a rack similar to those occupied by the MUX boxes. Each LED is coupled
to 16 clear fibres which are connected to the WLS fibre manifold on the end of each
scintillator module. In this way, the blue LEDs are able to inject light into the WLS at
the point where the WLS joins to the clear fibres that lead to the PMT channels. Two
monitor PIN diodes on the VFBs provide knowledge of the output of the LED; the
charge measured in the injected channels can then be used to calibrate changes in the
response of the parts of the detector on electronics side of the manifolds; principally,

such changes will be due to gain fluctuations in the PMTs.

3.4.2 Cosmic muons

The Near and Far detector obtain relative calibration by the use of cosmic ray muons.
By monitoring the energy deposited by such muons on an individual strip basis, it is
possible to calibrate the relative response of all strips within each MINOS detector.
The large amount of rock above the Far detector means that the cosmic ray rate is
at the level of 1Hz and so, in order to obtain reasonable statistics for each strip, this
calibration must take place on the time scale of one month. It is anticipated that the
response of the scintillator will not change appreciably over this time scale especially

since the Near and Far detector are in a controlled environment.
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By the use of track fitting it is possible to deduce where a particular muon passed
through each strip. This enables studies of the attenuation of light along each strip to
be conducted, this attenuation is also taken into account and included in the MINOS

calibration.

One of the problems with this calibration is that the amount of rock shielding of
the Far and Near detectors differs, meaning that the energy spectrum of cosmic muons
is slightly different at each detector. It is therefore necessary either to perform Monte

Carlo studies to produce a reliable calibration or to use stopping-muons.

3.4.3 Calibration detector

The above two calibrations produce responses in terms of Muon Equivalent Units
(MEUs). That is, the charge observed in any scintillator strip can be given in terms of

the charge expected from a minimum ionising particle (the cosmic-ray muons).

The calibration detector is located at CERN where it is exposed to both cosmic
muons and test beams (comprised of muons, electrons, protons and pions). The cali-
bration detector also has its own light injection system. Cosmic muons are again used
to provide a relative strip-to-strip calibration. The use of a test beam, of known en-
ergy and with Cerenkov and time-of-flight systems to provide particle identification
then allows the absolute response of the calibration detector to be found for protons,
muons, electrons, and pions. This allows us to set an absolute energy scale for the
muon response along with the response function of hadrons relative to muons (the
subject of this thesis). The cosmic muon results can be compared to the Near and Far
detector to show that the behaviour of the calibration detector is the same as each
of these detectors (as it should be, since it is comprised of the same materials). The
absolute calibration of the calibration detector can then be applied to the Near and Far
detectors, providing an absolute calibration for MINOS. The mathematical niceties of

this are given in chapter 7.



Chapter 4

The Hamamatsu M64

Photomultiplier Tube

4.1 Introduction

The MINOS Near detector uses Hamamatsu M64 photomultiplier tubes to detect the
scintillation light in the Near detector (the M64’s cousin — the M16, is used in the
Far detector). The M64 PMT has 64 pixels in a square array, each pixel covers an
area of 2 x 2mm? and has 12 dynodes at electrical potentials determined by the base.
A grid of focusing electrodes runs over the pixels and guides the photoelectrons into
the dynodes. Each pixel has two dynode chains (visible as two rectangles per pixel in
figure 4.10) associated with it which are terminated to a single anode. The cathode

and housing of the tube are at negative potential.

A major responsibility of the Oxford group is to make systematic measurements of
each of the M64 photomultiplier tubes to be used in MINOS. This production testing of
photomultiplier tubes is now in a state of advanced progress. Prior to deciding on the
exact specifications of the M64 tubes required by MINOS it was necessary to conduct

a series of preliminary investigations on the tubes[59-64].

45
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The main requirements of the PMTs to be used by MINOS are

Good single photoelectron (p.e.) sensitivity. We require detection of Minimum
Ionising Particles in the scintillator, from which the light output gives from 2 to

8 p.e. from each strip.

Linearity up to 200 p.e.. Electromagnetic showers in the detector may produce up

to this level of p.e. and so PMTs must be linear up to this range.

Single channel gain above 3 x 10®> and up to 10°. This requirement is based on
the fact that signals must be carried up to 1m away from tubes. In order to
avoid noise signals dominating, we need a sufficient gain. The upper limit is set

by the dynamic range limits of the readout electronics.

Small inter-pixel cross-talk. Cross-talk between the 64 pixels on each PMT results
in ghost hits in our detector. Some cross-talk is inevitable (both optical, within
the glass-face of the PMT, and electrical between the dynodes) but must be kept

to a minimum.

Not significantly affected by magnetic fields up to 5 gauss. As described be-

low, this is necessary since the MINOS detectors are magnetised.

A Dark count rate of less than 3kHz after imposing a 1/3 p.e. threshold All
hits in the Near detector are digitised. The band-width of the data acquisition

system is therefore the limiting factor here.

The very first MINOS PMT tests conducted at Oxford were made in mid 1999[65]
and required pains-taking recabling to test each pixel of the tube individually. In
Autumn 1999 the commissioning of a motorised PMT scanning stage, with all PMT
channels read out simultaneously was begun by the author. This apparatus is still
in use but the bulk of the production testing is conducted on a system built on the

experience of the prototype apparatus.
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The author’s contribution to the PMT work at Oxford was with the commissioning
of the prototype scanning apparatus and use of this apparatus to test the effects of
magnetic fields on the PMTs. After the magnetism tests the author continued to
develop the apparatus, for example, automating the alignment of the photomultiplier
tubes, and assisted with a more comprehensive study of a further 8 tubes. We devote
most of this chapter to the effects of magnetic fields on the tubes and then add a short

summary on the results of the other requirements listed above.

4.2 Magnetic effects on the M64 PMT

In the MINOS detectors, the PMTs are placed in steel housings (used for multiplexing
in the far detector). The housings are situated adjacent to the detector, and so lie
within the fringe fields. The exact strength of these fields remains difficult to accurately
predict in the near detector, but is not expected to exceed ~5 Gauss. Measurements of
the fields in the Far detector show that the flux is at the level of ~5 Gauss within the
MUX boxes and between 10 and 20 Gauss outside the MUX boxes[66—68]. Thus, while
the magnetised detector allows measurements of muon momenta, it may also interfere
with the PMTs. Magnetic sensitivity of the PMTs was therefore a consideration in the
choice between M64s or M16s for the Near detector. Three tubes (reference numbers
GA0023, GA0024 and GA0026) were examined during the magnetic tests. All three

tubes were found to perform in the same way.

4.2.1 Prototype test-stand set-up

The testing apparatus can be considered in two parts. Firstly, those devices concerned
with scanning a light source across the face of a PMT and secondly, the equipment
devoted to data acquisition (DAQ). The two parts are linked via a Pentium III PC

running Windows NT' and LabView 5.1. The setup is summarised in Figure 4.1.
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4.2.2 Scanner set-up

The scanner consists of a dual-axis motorised platform mounted such that motion oc-
curs along axes in the vertical plane. A non-magnetic armature is attached to the
platform, this is used to hold one end of a clear optical fibre. The fibre points hor-
izontally towards the face of the PMT which is mounted in a stationary holder. A
right handed co-ordinate system is defined such that pixels 1-8 lie along the x-axis and
1,9,...,57 along the y-axis. The z-axis then points from the cathode to the anode of the
PMT as shown in figure 4.2.

A magnetic field is provided by a pair of Helmholtz coils of diameter 200mm. These
may be arranged so as to produce a field directed along either of the three axes. The

fields produced are measured with a Hall probe.

There is a gap of ~1mm between the end of the optical fibre and the face of the
PMT. Scans at different field strengths were performed without any adjustment to the
size of this gap. Unfortunately, the setup does not allow us to reproduce the gap width
after either swapping PMTs or changing the field axis. Our data therefore allow us
to make direct comparisons between different field strengths, but care must be taken

when comparing either different field axes or different PMTs because the fibre to PMT

Motor
Pulser | Controller
?
|
!
Logic | Motorised
Computer E Platform
ADCs | puT

Figure 4.1: Schematic of set-up. The optical fibre is shown as a broken line, solid lines
indicate the passage of information between components.
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separation may vary.

The above components are contained in a dark box that has dimensions of 1m X
1m x 2m. All other components involved with both the scanner and the DAQ are
outside the box, with connections to the inside made via a number of feedthroughs

installed on a single panel.

The motorised platform is powered by a SmartDrive SA46 base unit, containing two
D28 drives. The drives are controlled by a Trio Motion Technology Euro205 Motion
Coordinator which is linked to the PC via a serial interface. Algorithms for performing

scans are stored on the controller and initiated by commands sent from LabView.

The Helmholtz coils are supplied with current from a Hewlett-Packard E3631A dc
power supply. This multi-output power supply is also connected to the base of the
PMT through a dc/dc voltage converter circuit. The voltage applied to the PMT is
measured by a Hewlett-Packard 34401A voltmeter. Both the voltmeter and the power

supply are controlled by LabView through a GPIB interface.

R 5900-00-M16
B, KAO0104

PR '00.03

Figure 4.2: Definition of axes for PMT studies.



Toele AVIATINVI/AL A\ 11 1 1/ 4 JLIN L1417 1viUT 1 1Vl 4

Light pulses are provided by a programmable blue-LED pulser which is operated

over a serial connection from the PC.

Light output from the pulser is carried along a clear optical fibre to an attenuation
box. A second fibre carries the attenuated light into the dark box, where it is attached
to the armature described above. The route of the fibre within the dark box results in
minimal bending as it is moved during each scan; the light output therefore remains

constant.

4.2.3 Data acquisition set-up

The 64 anodes of the PMT are connected to LeCroy 2249A, analogue-to-digital convert-
ers (ADCs). Each ADC channel has 10-bits with a sensitivity of 0.25pC/count. They
are read out by a Jorway 73A crate controller which in turn is operated by LabView

using a SCSI connection.

During each scan the fibre is moved, by the motor, to regularly spaced points on the
face of the PMT. The PC ‘handshakes’ with the motor-controller in order to determine
when the fibre is at each point. Once this condition is met, the ADCs are read out
— 10,000 events are taken at each point. The events are built into histograms (one

histogram for each PMT pixel) which are stored offline to be analysed later.

Electrical signals from the pulser, coinciding with the light pulses, are used as gates
for the ADCs. The signals are passed through a logic circuit which, in addition to
shaping the signals, allows LabView to control the rate at which the ADCs are triggered.
Thus, while the pulser produces light and electrical signals at rates exceeding 16kHz,

actual events are only taken at ~2kHz.

Each scan consists of a square array of points across the face of the PMT. Initially a
0.625mm spaced array was used, this was later changed to 0.575mm. The latter spacing
provides an integer number of scan points along the 2.3mm inter-pixel separation. This

ensures that data are taken at the same relative positions on each pixel. Points are
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scanned at a rate of ~6 per minute.

After completing each scan the light output from the pulser is disabled and a further
10,000 events are taken. These data correspond to the ‘pedestals’ (the electrical noise)
at each of the ADC channels. The pedestal data are stored offline in the same form as

the other scan points.

4.2.4 Analysis and results

The three tubes were found to exhibit similar effects as the magnetic field was varied.
We therefore concentrate primarily on GA0023, for which scans were performed with
an integer number of points per pixel. Scans were carried out with the field directed
along the z-axis for all of the tubes. In addition, fields along the y- and z-axes were

tested on GA0024.

N photoelectrons produced at the cathode will be multiplied in number according
to a Poisson distribution which we approximate to a Gaussian (this applies for N 2 10).
Thus, the mean of the pedestal-subtracted charge distribution measured at the PMT

base for a gain G, will be

u=GN. (4.1)

The RMS of the number of photoelectrons at the photocathode, oq is found using the

variance of a Poisson distribution, giving

oo =VN. (4.2)

The RMS of the pedestal-subtracted charge distributrion, ¢ is then approximately
given by [69]
o~ Goy = GVN. (4.3)
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More rigorously, the real measured RMS, oy, is actually given by

Oprue = 04 + 01+ 05 + ...+ Oogq. (4.4)

where the o; are the RMS of the photoelectrons at each of the ¢ dynodes, and 0,4 is
the RMS of the pedestal|[70]. For the purposes of the measurements presented here it
is sufficient to use equation (4.3) with o being defined as the measured charge RMS
with the pedestal RMS subtracted (in quadrature). The remaining o;,7 > 0 terms that
remain unaccounted for produce only a small (less than 5%) effect [70], which will be
irrelevant since the same calculation method will be used consistently and at a constant

gain.

In summary, the number of photoelectrons is therefore given by N = (u/0)?, where
i and o are respectively the pedestal-corrected mean and standard deviation of the

charge distribution. The gain G, is then given by G = u/N.

The incident rate of photons on the PMT is kept constant by the pulser. The
number of photoelectrons is therefore proportional to the collection efficiency of the

first dynode.

The offline analysis first reads in the pedestal data. For each of the 64 pixels, the
mean charge collected in the 10,000 events is found. The drifts of the pedestals are
negligible so the same ones can be used for all points of a scan. The analysis proceeds
by reading in the charge histograms stored by LabView at each point. The pedestals
are then subtracted to leave 64 histograms of the mean charge collected at each pixel.
The histogram with the largest o corresponds to the closest pixel to the fibre position.
The photoelectrons and gain are calculated for this channel and the procedure is then
iterated over all of the points in the scan. In this way, we construct ‘maps’ of the PMT
showing the mean number of photoelectrons and the gain at the closest pixel to the

fibre position as shown in figure 4.3 for fields in the z-direction.

After constructing the contour plots the gain and photoelectrons at the center of
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each pixel are determined. The co-ordinates of the pixel centers are found by placing a
2.3mm grid over the mean-charge contour plot. The grid is aligned by eye with the pixel
centers, whose co-ordinates, as defined by the grid, are then recorded. The grid-fitting
procedure is only performed if the PMT is moved (i.e. whenever the PMT or field
axis is changed). This procedure enabled histograms of the gain and photoelectron
efficiency to be produced at each of the examined field intensities. The histograms

corresponding to the PMT maps of figure 4.3 are given in figure 4.4.

The photoelectron maps show that it is the top and bottom rows of pixels that
are most affected by the magnetic fields. For positive fields (in the cathode-anode
direction) the top row of pixels is most affected while for the opposite polarity, the
bottom row of pixels exhibits the biggest depletion in photoelectron efficiency. The
gain maps of figure 4.3 imply that the gains of all pixels remain relatively unaffected.
The fact that only the efficiency is affected implies that it is only the region of the
PMT prior to the first dynode that is disrupted by the fields — the dynode stages,
and hence the gain, are relatively unaffected. Figure 4.5 summarises the pixel-center
histograms. In this figure the mean of each histogram is plotted with bars indicating
the RMS of the distribution. It is seen that up to a field of magnitude 7 Gauss, there
is less than a 5% effect in the mean photoelectron efficiency, although the widths of
the distributions increase by almost 20%. Above 7 Gauss there is a rapid decrease in
efficiency, dropping by 15% of the null-field value. Both the width and mean value of
the gain remain within 5% of their null-field values. Looking at figure 4.4 we see that
the gain spread of the pixels (ratio of lowest to highest gain) is better than 1:2 for all

fields examined.

The results for fields along the x- and y-axes are shown in figure 4.6. It should be
noted that the light level is not constant between changes of axis (although it is constant
as the magnitude of the field is varied on each axis). We see from the histograms that
both the increase in the width of distributions and the loss of overall efficiency are

much less marked than with fields in the z-direction. The widths and means are shown
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Figure 4.5: Summary graphs of photoelectron efficiency and gain for varying magnetic
fields. The graphs are based on the histograms of figure 4.4 and show the mean value of
each histogram, with the RMS represented as a bar. The Efficiency is seen to drop by
almost 20% of its original value at the maximum field, while gain remains unchanged
within 5%. The PMTs will be subjected to fields of less than 7 Gauss in the MINOS
detectors.

in figure 4.7. We see that in for both axes the widths and means have changed by less
than 5% at 10 Gauss — compared to the 15% drop in efficiency, and 20% increase in

width, seen in the z-field case.

It has been shown that for fields in the z-direction, the gain exhibits effects of less
than 5%, with the gain-spread remaining largely unchanged and well within the 1:3
limits of MINOS. The mean efficiency of the pixels is depleted by 20% at 10 Gauss,
but below this the effects are less severe, with a loss of 5% mean efficiency for central
pixels. However, the weaker edge pixels have lost almost 15% of their efficiency before
a field of 7 Gauss is reached (this is seen by the movement of the smaller peak in the
photoelectron histograms, figure4.4). For fields perpendicular to the z-axis we see very

little (less than 5%) effects on efficiency up to 10 Gauss.

Both this study, and one devoted to M16s [71] have concluded that magnetic fields
reduce the collection efficiency of pixels located along the top and bottom edges of
the PMT. That is, for pixels 1-4 and 13-16 on the M16; and pixels 1-8 and 57-64 on

the M64. The effects achieved a sigificant level (above 10%) only for fields above ~7



ivi 1

AVIMATINVI/ LA\ /0 1 1/ \JIY L4417 1vivuT 1

Tole

poSueyd SI Ay 9} JO apnjiuews 9y} se PIsn SI [9Ad]
JSI[ JURISUOD B IGAIMOT] ‘JUSISJJIP I8 SoXe JUAIIJIP SUO[e P[oy I0] pasn S[oAd] 1YSI[ oY} ‘snjeredde Jur)sa) oY} Jo SUOIIRIIWI] Y} O aN(]
‘Soxe - pue -X 9} U0 Sp[oY deJUFe I0J SI01Uad [oxXId oY) je AousIdle uoIlde[[0d uoId[oloYd oY) FUIMOYSs SureIoISIy :9F oIndIq

09 S5

Gy 07 GE nm

1

=0T

<17

b 41

<17

s (41

b 41

8'G SINY Jor 9'S SINY 3 9'v SINY Jor 9 SINY J L'S SINY Jr
S Uesi\ ssne9 0T S Ues|\ ssheo / 99 Uesi\ sshe9 g 99 Uesiy ssheo ¢ 99 Uesiy ssne9 0
PlaId SIXY-A : SU0J109|9010Ud
H N | AMS L JM= .
4 -1
4 b 4
9 b
8 -1
=0T =01
T -t 1T -1t -1
€9 SINY Jr 79 SINY 3t 79 SINY 31 L'S SINY o TS SINY 4t
¥G  ues|y ssneg 07 GG uealy ssneg / GG uesp ssneg g 95  ueap ssneg ¢ 1S uesp ssneg Q
plald SIXY-X : SU0J1299|9010yd




Toele AVIATINVI/AL A\ 11 1 1/ 4 JLIN L1417 1viUT 1 1Vl 4

Gauss. For M16s both rows of pixels were depleted for fields directed from the cathode
to the anode (the positive z-axis). However, for M64s the row of pixels depends on the
polarity of the field. Pixels 5764 were depleted for positive polarity fields and pixels
1-8 were depleted for negative polarity. Neither the M16 nor the M64 were observed
to be affected by fields directed orthogonally to the cathode-anode axis at a level of

more than 5%.

4.2.5 Explanation of M64 results

For fields in the positive z-direction we see a clear degradation of the efficiency of pixels
57-64 (figure 4.3). In contrast, for the opposite polarity it was found to be pixels 1-8
which are affected. The gain was found to be unaffected up to 15 Gauss, implying that

the effects can be mostly be attributed to the first dynode stage.

Photoelectrons emitted at the photocathode follow trajectories determined by electric-
field lines that are generated by the difference in potential between the cathode and the
first dynode (Figure 4.8). When a magnetic-field is applied, the photoelectrons experi-

ence forces proportional to their velocity-components orthogonal to the magnetic-field

PE vs Y-Field PE vs X-Field
o "°F o "°F
Se65F £ e5F
5 F 5 f
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Figure 4.7: Summaries of the effects of x- and y-axis fields. Mean efficiencies are plotted
with the RMS of the distribution shown as a bar. The overall variation is less than 5%
for both parameters.
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Figure 4.9: Schematic of one cor-
ner of the PMT-tube face. The
broken lines indicate the directions
and relative sizes of the pertur-
bations experienced by the pho-
toelectrons when a magnetic field
is applied along the positive z-
direction.

direction. In this way the photoelectrons’ trajectories are perturbed (Figure 4.9). In
Figure 4.8 we see that photoelectrons emitted at different parts of the photocathode
will have somewhat different trajectories. Those photoelectrons emitted close to the
dynode, travel almost parallel to the z-axis, whilst those emitted further away have sig-
nificant orthogonal components. Clearly, the integrated velocity-component orthogonal
to the z-axis varies according to the emission point on the photocathode. We there-
fore expect a z-axis magnetic field to perturb the photoelectrons by different amounts,
according to where they are emitted on the photocathode (unfortunately, neither the

M16 or M64 tests used a high enough resolution to observe this).

The perturbations described above affect all pixels, rather than just the single rows
we observe to be depleted. The absence of depletion in the majority of pixels is due to

the presence of focusing electrodes along the z- and y-axes of the PMT.

The focusing electrodes can be seen as vertical and horizontal lines across the face

of the PMT in Figure 4.10. We see that pairs of electrodes define pixel boundaries in
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Figure 4.10: The front face of an M64. Pixels are composed of two dynode structures
and separated by pairs of electrodes which are visible as ‘tram-lines’.

the z- and y-directions and single electrodes separate the individual dynode structures
of each pixel. In addition, it can be seen that pixel boundaries at the edge of the tube

are only defined by a single electrode.

The trajectory of a photoelectron perturbed towards a pixel border is in some way
‘corrected’ by the pairs of focusing electrodes running along the x-axis. However, this
correction is less successful at the very edges of the tube where there is only a single
electrode defining the pixel boundary. In Figure 4.9 we see that the perturbations in
Pixels 1-56 will be corrected by the electrodes, but in Pixels 57-64, the photoelectrons
are perturbed towards the PMT edge where the electrodes have reduced effectiveness.
This top row of pixels will therefore experience a depletion of photoelectrons which
will be manifested as a reduction in efficiency. For the opposite field direction to that
shown in Figure 4.9, the perturbations will be in the opposite direction causing pixels

1-8 to be depleted.

It is apparent from Figure 4.3 that those pixels that are affected by the magnetic

field are not depleted homogeneously — the loss of efficiency increases towards the edge
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of the PMT tube. This occurs because the perturbation of the trajectories is towards
the tube edge. Photoelectrons emitted from regions of the pixel close to the tube edge
are therefore lost from the PMT, while those emitted further away from the edge are
still caught by the first dynode, with the collection point being closer to the tube edge

than it would be without a magnetic field applied.

This explanation of the magnetic effects, previously reported in [60] implies that
cross talk will not be affected greatly by magnetic fields. The more naive (and seemingly
incorrect) explanation is that depletion effects are observed in the uppermost row only,
because these are the only pixels without an adjacent row above them from which to
replenish the depletion. And this naive effect is then reversed when the field polarity is
changed. However, this would lead to a dramatic increase in cross talk as the magnetic

field is increased — an observation which is not seen in practice [60].

The gain maps indicate no definite effects to PMT-gain up to 15 Gauss. This means
that only photoelectron collection efficiency has been affected, leading to the conclusion
that the magnetic fields cause most disruption to the first dynode stage. The scans
with the field along the y- and z- axes indicated no observable effects. The PMTs

therefore appear to have most sensitivity to fields along the z-axis.

4.2.6 Conclusions on magnetic effects

The PMTs tested here show little sensitivity to magnetic fields below ~5 Gauss. Up
to this strength of field, mean photoelectron efficiency falls by less than 5%, although
the worst affected pixels (those situated at the edge) see a depletion of 10%. The
gains remain unchanged at the 5% level. However significant decreases in efficiency
are observed for fields directed along the z-axis. Above 7 Gauss, the efficiency drops
significantly bup to 15%. Fields perpendicular to the PMT’s axis show minimal effects

up to 10 Gauss.

Given that the magnetic field strength within the PMT housings is expected to
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be somewhat below 5 Gauss, we conclude that M64 PMTs are suitable for use in
the MINOS experiment. The effects of magnetic fields on M64 and M16 PMTs can be
explained with reference to the arrangement of focusing electrodes. We predict that the
only observable effects are the depletion of collection efficiencies of the pixels situated

on the top and bottom edges of the PMT.

Based on our understanding of how the magnetic effects arise we expect that no ad-
ditional cross-talk will be observed under the application of fields (although this should
be tested experimentally). Thus, although fields above ~7 Gauss produce noticeable
effects on the PMTs it is possible to minimise their impact on the experiment, to do

this:

e In the near detector, offset the fibre positions from the pixel centres of the M64s.

e In the far detector, ensure at least one of the two ends of each scintillator strip

is connected to a non-edge pixel.

4.3 Results from Other Tests

The M64 PMTs satisfied most of the criteria outlined at the start of the chapter[72].
The inter-pixel cross-talk was found to be of the order of 10% with both charge and op-
tical contributions. Dark count rates above the 1/3 photoelectron threshold were found
to be less than 10 Hz per pixel at 20°C[61]. One of the least satisfactory results was
with linearity where significant deviations from the output charge being proportional
to incident light were found at gains of 109[63]. The average tube gain was 1.3 x 10°
at 850V with a ratio of maximum to minimum pixel gain better than 1:3. Variations

in tube efficiency were found to be around 20%.



Chapter 5

Analysis of CalDet Data

The Calibration Detector (CalDet) has been used both to examine cosmic-ray muons
and also to collect data in test beams. The detector became operational in Summer
2001 since when it has been exposed to a test beam three times: Period I — August-
September 2001 (CERN T11); Period II — June 2002 (CERN T7); Period IIIa and IIIb
— September 2002 (CERN T11). A further period is expected for 2003. Periods I, IT
and IIIb were conducted using the same electronics and photomultiplier systems as in
the Far detector. Period Illa was made with a combination of Near and Far detector

electronics.

This thesis is concerned only with the beam data obtained by the Far detector
instrumented CalDet (periods I and IIIb), and we describe only the setup used for
these periods. A number of improvements took place in the year between periods I
and III, resulting in data with a much larger number of useful events in period IIIb.
We will begin by outlining the design of CalDet followed by details of the problems
encountered in period I and the methods used to overcome them. The majority of
the chapter is devoted to discussions of obtaining hadronic particle samples and the
results that they lead to. We close the chapter with a discussion of the calibration of

the calibration detector.

63
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Figure 5.1: The spectrum of the T11 beam used for periods I and IIT [73]. The
momentum byte is 1.5%.

5.1 The calibration detector

CalDet is built using the same materials as the Near and Far detectors. CalDet is
comprised of 60 iron passive-planes, each of which is 25mm thick* (figure 5.2). Inter-
leaved with the passive planes are planes of scintillator. The scintillator has the same
construction as used in the Far detector. Each scintillator plane contains 24 strips of
4cm wide scintillator encased in aluminium (figure 3.4). The planes have square cross-
sections facing the beam, with sides of length 1m. Unlike the Near and Far Detectors,
the calibration detector has a scintillator plane on the front of the first passive plane.
This extra active plane is intended to aid particle selection by providing the opportu-
nity to use it as a pre-shower counter for electrons. However, in the hadronic analysis
discussed here, we treat the front module as a standard plane. The scintillator strips
are read out from both ends with the cabling from the two ends running to opposite

sides of the detector. This leads to us thinking of CalDet and its readout electronics

*The Near and Far detectors use 1-inch thick steel, but only metric sizes were available for the
European-based CalDet, thus the planes are 25mm thick. The difference of 0.4mm is accounted for
where required (for example, in the Monte Carlo simulation).
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Figure 5.2: The calibration detector is built from 5 identical supermodules, each con-
taining 10 planes. On the right [74], three of these supermodules are shown, separated
and ready for building into the detector. The planes are 1m? with the passive-planes
at the ends of each supermodule having extensions that form supporting legs. Also
visible are the bundles of optical fibres emerging from the top and bottom of the scin-
tillator, and coiled awaiting connection to MUX boxes. On the left, we see a GEANT
rendered diagram of the CalDet, with beam arriving from the right. Iron is shown in
red, scintillator in blue. This demonstrates how the supermodules are placed on top of
an iron block, under which are horizontal scintillator planes for cosmic-ray selection.
Notice also the scintillator on the front (right-most plane on this diagram) of the first
plane.

The connection of the scintillator to the photomultipliers on one side of CalDet is
the same as the MINOS Far detector: WLS fibres in the scintillator strips are connected
to clear fibres at the ends of manifolds which are situated at the ends of the strips. The
clear fibres lead to steel boxes (termed MUX boxes) containing photomultiplier tubes.
However, on the other side of CalDet, the clear fibres are replaced with WLS fibre. This
extra use of WLS fibre is intended to help study the attenuation that is experienced
in the Far detector where the scintillator strips (and hence also the embedded WLS
fibre) can be up to 8m long. There are two VARC crates each controlling the readout

of VFBs from one side of the detector. For timing purposes one of these crates is
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Figure 5.3: A plan of the T11 test beam area showing CalDet, the Cerenkov detector
and the positioning of the TOF paddles. Note that the size of the TOF paddles
(1 inch square) has been greatly exaggerated for clarity. The green hatched regions
represent concrete blocks used to shield the beamline. The rectangular objects along
the beamline are magnets used for focusing the beam.

designated as a Master, and it is to this crate that the channels peculiar to CalDet

(TOF for example) are connected.

The spectrometer part of CalDet described above stands on a 30cm thick steel
platform (figure 5.2). Beneath this platform are laid four further scintillator modules.
These modules, called cosmic counters, can be used to select minimum ionising cosmic
muons - useful for calibration purposes. These cosmic counters are read out in the

same way as the other scintillator channels. The flow of data is shown in figure 5.5.

A Time-of-Flight counter (TOF) and Cerenkov counter were also used along with
the main detector, the relative positions of which are shown in figure ??. The TOF
consisted of two scintillator paddles (TOF1 and TOF2 in figure ?? separated by about
8m. Each paddle was of lateral dimensions 2.54cm and thickness of 1cm. One paddle
was placed a few centimetres in front of CalDet, the second some 8m further upstream.

The TOF data were read out differently to the spectrometer channels. The TOF
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Figure 5.4: A simplified schematic of the TOF readout and logic. Output from each
of the two TOF PMTs is split, and sent both to the main CalDet readout as a trigger,
and to a threshold discriminator. The two signals are then split again, passing first to
a coincidence unit and secondly, along a delay loop to the TDC (delay times are shown
in red). If a coincidence is found within a 100ns window, the timer is started, with
the output from TOF1 and TOF2 providing stop signals — the separation of which is
proportional to the time-of-flight.

readout is summarised in figure 5.4. The photomultiplier outputs from the scintillator
paddles were, after passing through a constant fraction discriminator, checked for a
coincidence. In the case of such a coincidence the time delay of each of the two pulses
was passed to a TDC where it was entered into a FIFO buffer which was read out
separately to the rest of the detector. In addition an ‘empty’ hit was sent to the
master VARC crate. Thus, one obtains a set of time-of-flights from the TDC buffer
along with a separate set of events some of which contain TOF empty hits. It is then
a matter of linking the TOF data to those events with a TOF empty hit based on the

fact that the output from the TDC is in temporal order. Of course, this requires that
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Figure 5.5: CalDet data flow schematic. Light from the scintillator strips in CalDet is
converted to charge by the PMTS which is passed to a VARC where it it is digitised
(more precisely, the charge is digitised by one of 6 VMMs situated on each VARC).
The output from the Cerenkov counter is processed in a similar way to regular CalDet
digits, but with special front-end electronics to cope with the higher charge from the
Cerenkov PMT. The TOF data are handled very differently. If a coincidence is detected
by the TOF logic, a coincidence flag is sent to the VARC (single line on diagram). The
flag is then stored with the regular CalDet digits. The actual TOF data are passed to
a Time Digital Converter, (TDC) where they are digitised and stored in a buffer. The
offline triggering is responsible for assigning the data in the TDC buffer to the events
read out from the VARC. The number of events stored in the TDC buffer should equal
the number of TOF flagged events from the VARC — only one in several thousand
events has to be discarded because of an apparent error.

the system behaves well enough that all TOF coincidences entered in the TDC reach
the VARC (and vice-versa). That this is true is not left to chance and a consistency
check is performed during the offline pre-processing of raw data. Any sets of data in

which the number of TOF events in the VARC and in the TDC are found to differ are

discarded. The observed error rate is at a level of one in several thousand [75].
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The Cerenkov detector is somewhat less complex. Using an adapted VFB (adapted
to be capable of dealing with the much higher output from the Cerenkov PMT) the

Cerenkov data are entered in the same way as normal channels.

For Period I data, the CalDet was run without a hardware trigger, but after expe-

riencing unacceptably high rate, a trigger was implemented for Period IIT (2002).

5.2 Data rates and the 2002 trigger

Since the calibration detector’s goal is to calibrate the MINOS systems it is implicitly
required that the Far detector electronics (as described in section 5.1) is used. The
event rates in the Far detector are, however, much lower than expected in a beamline
and this poses problems. Indeed, on assembling the detector at CERN in 2001 it was
found that rates in the detector were above that which could be handled. The high
rates lead to the FIFO on each VMM filling up before buffer swap *. The problem was
found to be mainly due to a large flux of neutron radiation in the detector’s location;
the flux originating from other beam lines; and the PS itself. The neutron flux and
other beam related noise was combated by building a paraffin-block shield in front of
the detector, with a central hole through which the beam could pass. In addition,
a live-dead time cycle was introduced of 300ms:600ms. This ratio was optimised to
maximise live time whilst reducing the occurrence of over-full FIFOs to a small level.
On occasions when a FIFO was filled, the event was tagged with an error. Such events
are ignored in the processing since if the buffer was filled, hits which were part of the

event would have been omitted.

The VA chips produce a deadtime of 30us during their read-out!, this posed major

problems. Despite reducing the beam intensity as much as possible by defocussing the

*Each VARC has two buffers. Buffer swap signals switch input between buffers. Whilst not
receiving input, the buffer is read out

tThe VA chips each have a deadtime of 5us, mostly due to the time it takes to read-out all of the
channels. Since 6 VA chips are connected to a single ADC, a total deadtime of 30us is produced when
all 6 chips need to be read out — since readout is performed in series.
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beam and closing the collimators it was found that the event rate from beam particles
was too high for the chips to cope with. If an event followed-on less than 30us after
a preceding event then the chips used to read out the first event are unrecovered, so
some channels of the detector remain dead. Since hits from beam events tend to occur
in the same region of the detector (front, on central axis) a large number of channels,
in exactly the region of interest of the detector will be unresponsive, and so the event
is useless. To account for this, events which follow-on less than 30us from another are
discarded. Note that there may still be some dead chips in an event caused by the high
noise rate. This noise will, however , produce dead chips in a random fashion whereas
beam events wipe out the specific part of the detector of interest. This 30us leads to

around two-thirds of the events being discarded form the period I (2001) data-set.

For Period I data, the CalDet was run without a hardware trigger. However, an
offline trigger was applied requiring 4 out of 5 adjacent planes to be hit. After ex-
periencing problems coping with high event rates and VA chip deadtimes in Period
1, a hardware trigger was used in Period III. This trigger required a hit in the TOF.
The time delays inherent in the CalDet’s scintillator and PMTs were sufficiently long
to allow the production and passing of the trigger from the TOF to the VARC. In
addition to the trigger a deadtime for the entire detector of 50us was enforced to allow

for the 30us deadtime caused by the VA chips.

5.3 Initial particle identification

This thesis is primarily concerned with the behaviour of protons and pions in the
calibration detector. In this section we shall outline the methods used to produce
samples of these particles for study, the selection procedure is shown as a flow chart in
figure 5.6. The beam events consisting of protons, pions, muons and electrons can easily
be separated into a sample of protons and a second sample with a mixture of pions and

muons. Further reduction of the pion/muon sample into its component particles is, a
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Figure 5.6: A flow chart of the particle identification. The procedure begins with the
Cerenkov detector, which discards electron events. The Time-Of-Flight (TOF) then
separates events into protons or pions/muons. These two sets of events are then passed
through the clustering process in order to remove cross-talk. After clustering, pions
are selected from the pion/muon sample based on the event topology. The remaining
events are then examined to find high quality muon events which are used to perform
a time-drift correction to the pion and proton events previously selected (temperature
changes affect the scintillator response).

we shall see, more demanding. We begin with the initial selection, and then discuss

the methods for pion/muon separation in some detail.

The initial stages of particle identification use the Cerenkov and TOF data. The
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pressure of gas in the Cerenkov chamber is set so that only electrons will be above the
Cerenkov threshold for the beam momenta used. By setting a cut based on the output
of the Cerenkov detector, it is therefore possible to obtain a data sample that is free
from electrons. Figure 5.7 shows the ADC counts recorded from the Cerenkov detector
for events in run 40821 (0.8GeV/c). The distribution of events has a clear primary
peak due to electrons at 425 ADC-counts. A cut is made at 20 ADC counts with all

those events lying below this value accepted into the non-electron sample.
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Figure 5.7: Output from Cerenkov detector for run 40821 (0.8GeV/c). This shows
the complete sample of non-zero Cerenkov hits from the run. In this particular case,
there are no hits below about 60ADCs — somewhat above the 20ADC cut applied to
select non-electron events. This indicates that the purity of the sample with respect
to electron contamination should be almost perfect

Figure 5.8 shows two plots of the TOF TDC value for events of run 40709 (1.4GeV /c).
Only events with more than two digits* in the detector have been included in this plot,
the excluded events are assumed to be noise from the sources previously discussed. The
grey histogram shows the output of the TOF TDC prior to making the Cerenkov veto
cut, the result of this cut is shown as a black overlay (designated as positrons since
this is a positive charge run). The remaining events in the grey background are either

pions, muons (in the near-relativistic peak adjacent to the positrons) or, corresponding

*An interaction in a strip of the detector generates scintillation light and is referred to as a hit.
The scintillation light produces charge in a PMT which is digitised; this is a digit. Each strip may
produce two digits (since strips are read-out at both ends). Hits may therefore produce two, one or
no digits.
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to a much longer time-of-flight, protons.

The near-relativistic pions and muons that survive the Cerenkov cut and occupy
the grey background are more massive than the positrons. Thus, the positron peak is

seen to be offset to the shorter TOF side of the grey background peak.
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Figure 5.8: Effect of Cerenkov veto on TOF of events. The plot shows the measured
TOF of particles producing events in CalDet. The particle beam is momentum selected,
so particles of different mass have different velocities. Two main peaks are seen, a
relatively slow peak due to protons, and a near-relativistic peak comprised of the less
massive pions, muons and positrons. Events removed by the Cerenkov veto (positrons)
are shown in black.
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5.3.1 Performance of the Cerenkov detector

Removing electrons from the sample relies on the Cerenkov detector being efficient.
If electrons pass through the Cerenkov counter without detection, and then go on to
give a relativistic entry in the TOF, they will contaminate the pion-muon sample of

particles.

To find the efficiency we look to low momentum runs where the TOF counters are

able to resolve the relativistic electrons from the more massive pion-muon sample. In
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the left of figure 5.9 all TOF entries for run 40774 (0.4GeV/c, negative charge) are
shown as a black outline. The red foreground highlights those TOF hits that satisfy
the Cerenkov veto (thus, the red foreground is a subset of the black background and
completely obscures the black in parts of the plot). The red peak corresponds to pions,
muons and also those electrons that have not generated a Cerenkov signal (termed

ghost electrons). Thus

Fblack — N, — (1 —¢)N,, (5.1)

Fr“ = N, +(1—¢)N.,. (5.2)

where € is the fractional efficiency of the Cerenkov counter and N, and Ny are the
numbers of electrons, and pions/muons respectively. The ghost electrons will have a
relativistic TOF value and so will lie in the region of the relativistic peak seen in the
black background. Since the tail of the red distribution extending into this relativistic
region is small we can already see that the number of ghost electrons must also be

small.

In order to quantify the numbers of ghost electrons a Gaussian was fitted to the
central portion of the red peak of figure 5.9. A 30 cut is then made either side of the
mean of this Gaussian to leave the residues of the red distribution shown in the right-
hand plot. This right-hand plot has two separate parts. The part on the right (F2)
is sufficiently far from the relativistic peak that it can be attributed purely to pions,
muons and noise (generated by reflections in the signal cables, particles passing through
the TOF phototubes etc. ). The component on the left (F1) lies in the relativistic TOF
region (seen by comparing the position of F2 with the visible black events in the left-
hand plot), so some of these events correspond to ghost electrons, the remainder being

noise and pions or muons.

F1 = N, (5.3)

F2 = Ny, +(1-¢N, (5.4)
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It is assumed that the noise levels in F1 and F2 are the same, along with the numbers
of pions and muons. This assumption is based on the TOF distributions of muons
and pions being Gaussian. This occurs because the beam spread is small, and so the
measurement error is the major component to the width; thus the distribution must
be Gaussian. The assumption is further strengthened by a study of beam muons which
shows that they have a Gaussian range profile[76] — indicating that the momentum

spread of the particles in the beam is also a Gaussian function.

Thus, if the entries in the F2 component are subtracted from those in F1, the

remainder can be identified as ghost electrons.

NEWSt = (1 — ¢)N, = F2 — F1. (5.5)

The ghost electrons are found to constitute 0.2% of the total number of electrons
detected in the TOF. The conclusion is that the Cerenkov detector has an efficiency of

greater than 99%.

5.3.2 Performance of TOF

It is possible for electrons to contaminate the proton sample. Consider a case where an
electron and proton occur in accidental coincidence. Further suppose that the proton
travels down the central portion of the beam line and triggers the TOF counters and
that the electron traverses part of the beam line not covered by the relatively small
cross-section (1 inch-square)of the TOF paddles. In this case, the event would be
classed as a Proton event from the point of view of the TOF data. However, the

output from the detector would contain both the electron and proton events.

Since a Cerenkov veto is applied to the proton events (as well as pion and muon
events), those events containing an electron should be removed. As shown above, the
efficiency of the Cerenkov detector is very high. However, it is still important to show

that the level of overlap is low, since this overlap can also be applied to pion and muon
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Figure 5.9: Both of the above plots are produced with run 40774 (-0.4GeV/c). The left
hand plots shows, in black, all non-zero TOF entries. Overlaid in red (and covering
much of the black histogram) are those TOF entries that pass the Cerenkov veto.
Hence, the black events that remain visible outside of the red overlay are positrons.
The black (electron) events peak at a lower TOF than the red (pion/muon) events
since the electrons have a lower mass. A Gaussian is fitted to the central part of the
red peak and the red events outside three sigma of this Gaussian are shown in the right
hand plot. Events in F2 are sufficiently far away from the peak of visible black events
that it can be assumed F2 contains only pions, muons and noise — with no electrons
that have missed the Cerenkov cut. However, F1 is close to the position of the electron
peak, so if the Cerenkov counter is inefficient, F1 will be contaminated by electrons
that have passed the Cerenkov veto (ghost electrons). Thus F2 contains pions, muons,
noise and ghost electrons. If the pion, muon and noise components of F1 and F2 are
the same, we can attribute any difference in number of events to the presence of ghost
electrons in F1.

events.

As a test of the electron-overlap contamination of the proton sample, figure 5.10
shows the fractional number of proton TOF events that contain a Cerenkov ADC value
above the veto cut. Protons should be well below the Cerenkov threshold at all energies
investigated and should therefore have a Cerenkov ADC of zero, or at least well below
the veto cut. It can be seen that in general less than 0.5% of events contain a Cerenkov
value of greater than the veto. The number of such Cerenkov coincidences increases
at lower beam momenta. This increase reflects the fact that the number of electrons

in the T11 beam rises at lower energies (figure 5.1) — providing more opportunity for
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Figure 5.10: Fractional number of proton events ion coincidence with a Cerenkov trigger
— indicative of contamination of protons with coincident electrons. The scatter in the
points is due to the run setup conditions.

accidental coincidence with protons.

Protons that have a Cerenkov trigger are discarded and so the only remaining elec-
trons events in the proton sample are those electrons which do not trigger the Cerenkov
counter whilst occurring in coincidence with protons.It has been shown in section 5.3.1
that the Cerenkov counter is over ~ 99% efficient. The electron contamination of the
protons, ™" is the product of the Cerenkov inefficiency and the electron-proton

coincidence rate eoverter

gProton _ (1- G)eoverlap’ (5.6)

giving a value of less than 0.005% for the electron contamination. We conclude that
the contamination of proton events with electrons is at a level of less than 5 electrons
per 1000 protons. The same conclusions may be applied to the pion and muon sample

selected via the TOF.

Having established the purity of our proton and pion/muon samples with respect

to electrons we now move on to discuss the separation of the pion/muon sample into
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‘ Particle Sample ‘ Selection Method ‘ Contamination
Protons Cerenkov < 20ADCs <5 electrons per 1000 protons
TOF within 20 of slow peak
Pions/Muons Cerenkov<20ADC <5 electrons per 1000 events

TOF within 2c0f near rela-
tivistic peak

Table 5.1: Summary of initial particle identification.

separate particle types. The results of the initial particle section are summarised in

table 5.1

5.4 Pion and muon identification

The TOF and Cerenkov detectors have produced two particle samples of interest.
Firstly a non-relativistic sample that consists of protons. Secondly a sample of near-
relativistic particles with electrons excluded. Given the beam content of T11, the
second sample must contain only pions and muons. Separation of pions and muons is
then necessary in order to compare the pion and proton responses of the detector. For
energies below 0.5GeV the TOF system has some ability to resolve muons from the
heavier pions. Beyond this energy, however, it is necessary to rely on the characteristics
of the event as observed in the main detector. This method then relies on there being
identifiable differences between the response of the detector to pions and muons. In
general there are two techniques of separating a mixture of particles, firstly on an
event-by-event basis, using a series of parameters calculated from each event (such as
deposited energy, range in detector, event-shape parameters) or secondly on a statistical
basis with the use of Monte Carlo simulations for pure pion and pure muon beams.
Since one of the objectives of this thesis is to evaluate the performance of the MINOS
Monte Carlo, the use of this Monte Carlo in data selection would be ill-advised. We
therefore opt for the former choice. In the process of developing an analysis, attempts
were made to use the Monte Carlo, but as we shall see the Monte Carlo does not

provide a sufficiently accurate representation of the detector response for this to have
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been a viable choice, even if we had wanted to use it.

5.4.1 Clustering: removing cross-talk

Events in the detector are polluted by ghost hits from cross-talk* and external noise
caused by, for example, the high level of background neutron radiation in the beam
area. A clustering algorithm was therefore devised which cleans the event of this
noise and cross-talk. There are several reasons that make it important to clean the
event in this way. Firstly, it was found that clustering aids particle identification by
emphasising the important components of the event; the track produced by a minimum
ionising particle is much easier to identify in a clustered event than in an unclustered
event. Secondly, by removing the effects of cross talk and noise, we may compare our
results to a Monte Carlo irrespective of our ability to model that cross-talk and noise.
To emphasise, there are two main objectives to this thesis in which clustering is used

differently:

Measuring hadronic response of the MINOS detectors Once the particle selec-
tion is completed, the digits discarded during clustering will be added back into
the event in order to determine detector parameters, such as response and reso-

lution (this chapter).

Measuring effectiveness of Monte Carlo To compare the detector parameters to
the Monte Carlo, and ascertain the accuracy of the Monte Carlo (chapter 6), only

the clustered digits are retained to calculate response and resolution.

As mentioned in the previous chapter, both M16 and M64 photomultiplier tubes
are affected by several types of cross-talk between the channels. Cross-talk caused by
photons being mis-directed to an incorrect pixel whilst propagating in the glass face

of the PMTs is the most intrusive as far as the MINOS detectors are concerned. Such

*Crosstalk occurs between the pixels in the PMTs, approximately 5% of the charge in an illuminated
pixel may appear in the other pixels due to cross-talk[77-80].
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Figure 5.11: Plots showing the energy deposited in each cell of the detector (with strip
ends from the same cell summed) from all muons found in run 40717 (2.0GeV/c). On
the left, before clustering and on the right after clustering. The digits removed by
the clustering algorithm are attributed to cross-talk and noise. Note how much of the
structure in the central region remains the same before and after clustering - indicating
that the algorithm is efficient in keeping good hits.

so-called optical cross-talk can lead to the detection of an above threshold charge in
the incorrect channel, producing a ghost hit in the detector. The effects of this cross-
talk are very noticeable in the detector. The mapping of scintillator strips to PMT
channels[80] is such that cross-talk from light produced by a beam particle interacting
in the central region of a plane manifests itself as ghost hits in the outer strips of the
plane. Figure 5.12 shows a beam muon with the associated cross talk. Overlapping
many such events on the same plot serves to emphasise the regions of the detector in
which cross-talk occurs (Figure 5.11). This pattern of cross talk is used in the clustering
algorithm where hits in the central region of a plane are regarded with less suspicion

than those near the edges. We now discuss the algorithm.

The clustering algorithm begins by considering all observed hits in the detector. A
hit is defined as either a double or single-ended readout from a scintillator strip. Each
hit in the detector is awarded a ‘carrot’ rating. Carrots are awarded by the following

criteria, and summed, to find a rating for each digit:

One carrot for double ended hits: The mapping of channels is such that cross talk

from a single channel would be unlikely to produce a ghost double-ended hit in
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another channel. However with many hits in the detector it is possible for a
ghost double-ended hit to be formed from the coincidence of cross-talk from two
separate channels. Therefore, a double-ended readout of a hit does not guarantee
the hit to be ‘real’. We therefore award only a single carrot to hits on the basis of
double-endedness meaning that a further carrot must be gained for double ended

hits to be classed as golden.

that are in the central 5 strips and first 3 planes gain two carrots: This
reflects the pattern of crosstalk (ie. mostly at the edges of the detector). This
rule is particularly important for low energy events. Low energy events produce
small numbers of hits (typically less than 10) making the neighbouring-hit rules
less likely to add carrots (especially since the low scintillation light more often
gives rise to single ended hits). This rule is restricted to the front of the detector
since it is aimed at these low energy events. Higher energy events which pene-
trate deeper into the detector can produce real hits outside of the central region
leading to cross talk in the central strip channels. This rule does, however still
ensure that the early portion of high energy events is more likely to be golden -

producing an initial nucleus about which the remainder of the event is clustered.

Friendly neighbours each add one carrot: If a hit has a neighbouring double-

ended hit then a carrot is awarded.

Hits with at least two carrots are designated as golden hits and accepted by the clus-

tering algorithm. The awarding of carrots is such that these golden hits form the core

of the event.

The algorithm proceeds by further defining silver hits. Silver hits are those hits

which closely neighbour golden hits. A third stage then defines bronze hits as those

neighbouring silver hits. All golden, silver and bronze hits are then accepted as real,

with the remainder attributed to either cross-talk or noise. Thus as one proceeds to

identify the silver and bronze hits, the accepted hits grow around the golden core or
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Figure 5.12: A muon in the CalDet. Prior to clustering (top) and after clustering
(bottom). Hits in crate zero are represented by circles, hits in crate one are crosses.
Vertical and horizontal positions are shown on separate axes. The beam enters from
the left.

the event. For the purposes of clustering, close neighbours are defined as a hit in one

of the eight surrounding strips of the same orientation.

To produce a quantitative idea of the effect of the clustering algorithm we show in

figure 5.13 the response shift RSHFT defined as

UnClus __ pClus
R R

SHIFT __
R - RUnClus (57)

where RUnClus

is the mean response calculated using all observed hits and R is the
mean response calculated using only those hits that survive clustering. For each event,
the response is defined simply as the summation of the calibrated ADC counts observed
in the detector. The mean response is simply the mean of the response distributions
of all events at a particular energy and is calculated using the method described in
section 5.7. We see that RSHIFT differs between particle types, and has a minimum of
5% for muons. This 5% is comparable to charge that appears from cross-talk in M16

[71]. For protons RSMFT is constant across the momentum range at 10%, however for

pions the value drops to 8% from an initial value of more than 12%. The llustering
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Figure 5.13: Response shift, RS"FT produced by applying the clustering algorithm.
Identification of particle type is carried out according to method described in sec-
tion 5.4.2 and is based on the clustered hits for both RV2C!" and RC“S to ensure that
the same event sets are used to calculate both responses.

algorithm therefore produces a relative shift of up to 2% (and more at very low energies)
between pions and protons, the size of this relative shift varies with energy with the

two particle types having the same response shift at 2GeV.

The clustering process is performed both to enable a comparison of data with the
Monte Carlo (which has no cross-talk) and to make it easier to separate pion and
muon events. We can simply use the value RV"CI" to produce the MINOS calibration
constants, and R for the Monte Carlo comparison. The effects of the clustering
algorithm on the Monte Carlo will be discussed in Chapter 6 where we show the

comparison with data.

5.4.2 Selection

The selection technique aims to produce a pure sample of pions. It is accepted that
efficiency may suffer at the expense of purity. The pion selection technique makes use
of the fact that beam muons at the beam energy will be close to minimum ionising.
Thus, as muons pass through the detector, the observed response will be constant
along the length of the muon’s track (with a small rise at the very end). Furthermore,
the ionisation will produce a well defined track-like event. In contrast, pions will

proceed through the detector, losing energy by ionisation, but with an eventual nuclear
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interaction. The interaction length of iron is 131.9g/cm? (density 7.87g/cm?3) [50],
resulting in an interaction length of several planes of CalDet. It is thus expected that
a pion will produce minimum ionisation for the first part of its track, followed by a

hadronic cascade after a segment of the event typified by the nuclear interaction length.

Muons are therefore identifiable by regular, track like events, whilst pions are track
like for the first portion of the event with more distributed hits in the latter part, after

a nuclear interaction has occurred.

Clearly, as the chosen energy of the beam pions is decreased, the ionisation range
will also decrease until it is significantly below the nuclear interaction length. As this
happens the pion selection efficiency will decrease, although the purity will remain
more constant — with a bias towards those pions that have early nuclear interactions.
The low energy sample of pions may therefore be biased towards nuclear interacting
events. Such bias could be removed with the help of the Monte Carlo (assuming the
Monte Carlo model is good). It should be remembered however that the results are
to be taken in the context of calibrating MINOS. Within the MINOS detectors, there
is no way to identify a purely ionising pion as a pion — it would be identified as a
muon. So the selected pion sample is a good representation of those pions that will be

identified in MINOS.

The selection is conducted by calculating several parameters from each event after
clustering has been performed, namely, Trackyness, and the Mean Energy of Digits in
each third of the event length. We now describe each of these parameters and then

describe how cuts using them were developed.

As its name suggests, Trackyness gives an indication of the track-like nature of the

event. Trackyness, T, is defined as

NPLANES

T (5.8)

~ T/DIGITS

Where NFFANES ig the number of planes in which a digit is observed and NPIGITS g
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the total number of digits recorded in the detector.

Each strip in the detector can yield two digits (one from each end) so a perfect
track, perpendicular to the planes of the detector and less than one strip-width wide
would yield two digits for each plane that it passes through. The trackyness of such an
event would be 0.5. Conversely, a particle that showers in the first few planes of the
detector, creating digits in more than 1 strip per plane would produce a low trackyness

— down to a limit of 1/48 (double-ended hits in all strips of every plane in the event).

Tracks from beam muons are generally perpendicular to the detector. Some devia-
tion from a perfect trajectory is expected, but when compared to pions which have a

hadronic shower as part of their event, muons give a higher trackyness than pions.

In order to make use of the eventual hadronic showering of pions and the relative
constancy of muon ionisation we calculate the mean energy of digits in segments along
the event length, MDseg, given by

E
MDseg = ———r— (5.9)

DIGITS
N, seg

NDIGITS

where Ej., is the total energy observed in the segment of an event containing N,

digits. Event segments are defined as group of consecutive planes. The segments used
for the cuts described were based on lengths equal to one-third of the range of the

event in the detector, defined as follows.

After clustering, the range of an event in the detector is identified simply as the
last plane containing a digit. For muons above 2.2GeV /c this is always 60 planes, for
pions, the whole event is almost always within the length of the detector. Using the
calculated range the event is divided into thirds along its length, each third containing
the same number of planes. For the purposes of selection, the Last third is defined as

segment L, and the First two thirds are defined as a single segment, F'.

The mean energy of digits in segment F' of the event is then calculated along with

the same quantity for segment L. Cuts can then be based on the absolute and relative
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value of these quantities.

The detector is calibrated to Muon Equivalent Units (MEU; see section 5.8) so a
muon would be expected to give values close to unity for both MDF and MDL. Pions
would be expected to have a mean digit energy close to unity until a hadronic shower
when the mean would rise. We thus anticipate a relative difference between MDF' and
MDL (since the pions’ hadronic showers would be in the latter part of the event) and

would give in many cases an MDF' of greater than unity.

The final algorithm works by removing muon-like events from the sample of pions

and muons. A muon-like event is defined as having

e Trackyness greater than 0.35.

e Mean digit energy in the first two thirds of the event (MDF') less than 1.5MEU

and greater than 0.6.

e A difference between the Mean digit energy in the first two-thirds of the event to
the last third (M DF — M DL) satisfying —1.4 < [MDF — MDL] < 2.0.

The above cuts will now be justified, first by the use of the range distribution of

events and then by examining the distributions of each of the cut parameters.

5.4.2.1 Range

Other workers are known to be using range-based selection cuts as their predominant
selection mechanism|[81]. Range cuts can be quite effective: muons have a well defined
range that is different to pions. Unfortunately, the muon range and pion range are too
similar below ~ 1.4GeV for effective cuts. Even above this momentum, there is found
to be a long tail in the pion range distribution, that extends into and beyond the much
narrower muon range distribution (from 7 — p). Defining the range also produces
problems. If we are to use the parameter as a selection cut we must understand it well,

and this is difficult both with shower-like events and with bending muon tracks. Finally,
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with a beam aimed at a simple detector, range-definition problems are minimised, but
transferring range cuts from the CalDet to the other MINOS detectors could pose

further problems especially since the Near and Far detectors are magnetised*.

Despite the above concerns, the range of events contained in specific cut samples
was found to be a useful guide as to the effectiveness of cuts (particularly at high
momentum) and played a part in the development of a selection algorithm as shown
in figures 5.14 and 5.15. On plotting trackyness, a shoulder is seen on the side of the
main peak at a value of trackyness around 0.4. The identity of particles in this shoulder
is clearly seen to be muons when we plot trackyness and range as a scatter plot at a
high momentum — allowing a suitable cut on trackyness to be defined. Now, although
the muon and pion range become indistinguishable at lower momentum, it is found
that trackyness is largely independent of momentum, and so the shoulder persists. It
is reasonable to extrapolate to this lower momentum, the conclusion that the shoulder
is produced by muons — and so continue using the trackyness cut. This method is
justified further in section 5.4.2.2 where plots of trackyness are given over a range

momenta from 0.6GeV/c to 3.4GeV /c (figure 5.16).

Having established cuts, it is useful to examine the range distributions of the re-
sulting particle samples. Since the range of the two types of particles is understood,
we are able to gain a good idea of the purity of the particle samples. Even at low
energies where muons and pions have similar ranges, the presence of muons in the pion
sample would be visible as a distortion or secondary peak on top of the pion sam-
ple. Similarly, long tails or distortion to the Gaussian range distribution expected for
muons indicates either a low pion selection efficiency and thus high contamination of
the muon sample with pions or more likely off-momentum muons. The off-momentum
muons are present because muons are the products of pion decays, so decays of pions
in the beamline (after momentum selection) produce a range of muon-momenta. Sim-

ulations of the beamline [82] (released as this thesis was being finalised), using TURTLE

*It should be noted that those muons for which the range is a relevant quantity — stopping muons
— are the muons that are most likely to have a significant curvature from the magnetic field. The more
energetic through-going muons have a larger bending radius.
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Figure 5.14: (left) A simple plot showing the trackyness of the combined muon and pion
sample at 1.8GeV. (right) we plot the trackyness and range of each event as a scatter
chart. This reveals two regions in which particles occur showing that the shoulder on
the histogram is indeed due to muons. At lower energies the range cut is much less
effectiveness than this, but trackyness remains at a similar effectiveness.

[83] indicate that the range of the muons in figure 5.15 (blue histogram) is comparable
to the expected range of muons given the energy-distribution obtained from TURTLE.
In respect of these effects it should be emphasised that more stringent cuts are used
to select muons used in producing the drift calibration of section 5.8 and the muon
response plots of figure 5.26. These extra cuts include requiring the range (and hence
momentum) of the muon to be as expected for the chosen beam-momentum. Events
discarded in this extra process are represented by the question-mark box in figure 5.6.
The muon tail is therefore excluded in all cases where a well defined muon sample is

required.

5.4.2.2 Trackyness Cut

The effect of cuts can be examined with so called excluded-cut plots, of the form
shown in figure 5.16. In these plots, the Trackyness distributions for pions and muons
are shown, where the identification of particle type is made using all cuts ezcluding

Trackyness. Each plot contains a vertical line indicating the position of the Trackyness
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Figure 5.15: The evolution of range and total energy distributions as cuts are made.
In yellow are shown all pion-muon events, highlighted in red are those events satisfying
the trackyness cut and in blue with the addition of the MDF and MDF — MDL cuts.
At the 1.8GeV energy shown, muons have a mean range of 40 planes. Once the cuts
are applied the muon sample is seen to contain particles well below this range. Some
of these short-range particles are contaminating pions but the majority are thought to
be off-momentum muons, as shown by recent beamline simulations|[82].

cut that is applied. The effect of the Trackyness cut is then to move all those muon

events below T" = 0.35 into the pion sample.

The muon distributions of trackyness in figure 5.16 show peaks at 7' = 0.45 which
are particularly well defined above 1.4GeV. At lower energies the pion distribution
widens significantly since at these low energies, the number of pions that do not undergo
a nuclear interaction before ranging out increases. However, the postion of the muon
peak remains constant. The effect of this is to decrease the purity of the muon sample
at low energies. For this reason, when muons are used for the drift point calibration
stage (see figure 5.6 described in section 5.8 only muons satisfying 7' > 0.4 are used

(and additionally, a range constraint is applied).

5.4.2.3 MD Cuts

Shown in figures 5.17 and 5.18 are excluded-cut plots for MDF' and MDF — MDL

respectively. As detailed in the above section, these excluded-cut plots show the dis-
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Figure 5.16: The plots show distributions of trackyness for pions and muons where
particle identification has been made using all cuts ezcluding trackyness. The position
of the trackyness cut is shown as a vertical line. All muons with a trackyness above
the cut survive as muons, those muons below the cut are moved into the pion sample.
It should be emphasised that the labels refer neither to the true particle type or the
final selected particle type — they show the particle identification with all cuts except
trackyness. As mentioned in the text, the cuts are made such that pions are selected
from the pion-muon sample using using a logical OR on the combination of cuts. What
is shown in the green graphs on the above plots are those events that have not been
selected out of the pion-muon sample into the pion sample. The green graphs shows
two peaks (especially above 2.0GeV/c) the lower peak is pions and the upper peak
is the track-like muons. The cut removes the shower-like pions into the pion sample
(where they belong). After the application of the cut all those green events with a
trackyness higher than 0.35 will be classed as muons whilst the final pion sample will
consist of all red events in the figure, plus those green events below 0.35 trackyness.
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Figure 5.17: Excluded-cut distributions for MDF'. The limits of the MDF' cut are
shown as vertical lines. Only muons within these lines remain as muons after the cut
has been applied.

tribution of a given parameter with particle identification based on all cuts excluding

the cut based on the given parameter.

For MDF' — MDL the pion distribution is seen to be much wider than the muon
distribution, with pions extending to both negative and positive values. The peak of
the pion distribution is positive, indicating that the majority of pions produce more
visible energy in the latter part of an event than near the beginning. This is caused
because in the last third, the pion will have begun a hadronic shower and so there will
be multiple particles contributing to the deposited energy — giving a higher mean digit
energy than in the first two thirds of the event. It is understood that the tail into
negative values of MDF' — MDL is caused by pions that shower well inside the first
two thirds of the event. Consider the case where a pion has a nuclear interaction at
half way along the event length (since the nuclear interaction length is ~8planes, this
is possible). In the hadronic shower, the greater part of the pion’s energy will still be
along the event axis. However, a smaller component will be perpendicular to the axis.

This perpendicular component will not reach the last third of the event, so the value
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Figure 5.18: Excluded-cut distributions for MDF' — MDL. The limits of the MDF' —
MDL cut are shown as vertical lines. Only muons within these lines remain as muons
after the cut has been applied.

of MDL will be low (and MDF will be high due to the presence of the shower).

Unlike pions, muons behave much more consistently; they proceed through the
length of the event with a rate of energy loss equal to a minimum ionising particle.
The last few planes of an event will see a rise in the energy loss rate as the momentum
of the muon decreases. This gives a narrow distribution of MDF — MDL for muons
which is peaked at zero, and tails into negative values because of the rise in energy

deposition in the last few planes.

The distributions of MD F' in figure 5.17 show that, as expected, muons have a value

closely peaked around unity, while pions have a more landau-like distribution.

The excluded-cut distributions serve to emphasise the ethos of our selection mech-
anism. Neither of the two distributions produce a clear-cut separation of pions and
muons. However, for both parameters the muons are significantly different to pions
with muons having narrower distributions. By setting generous cuts about the muon

distributions we can be sure of removing all muons from our pion sample. By requiring
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a total of three such cuts to be satisfied for the event to be classified as a muon we

ensure that our efficiency of pion selection does not suffer too greatly.

5.4.2.4 Summary

The methods shown above describe the effectiveness of the cuts in a way that is in-
dependent of the Monte Carlo(MC). Section 5.5 describes the use of the MC as an
additional tuning tool, but in a study which aims to evaluate MC performance, it was
wise not to rely too heavily on the MC itself for optimisation of selection cuts. How-
ever, using data for developing cuts also poses the risk of tuning the results to one’s
own expectations, or perhaps picking up noise in the data. In the current case, this
was avoided by determining the selection algorithm using the period I data. The same
algorithm was then applied to the period IIT data which were used for the final results
(checking, of course that the algorithm is still as effective). The period I data is of a
much poorer quality than period III. A sample of period I data is shown in figure 5.19,
the poor statistics in these data are eveident especially compared to the period II data
in figures 5.24 and 5.23. The relatively small useful-event rate in the period I data
makes accurate calibration difficult (section 5.8) and so the response between different
momenta is difficult to compare. Thus, none of the data used to produce the final

results of this thesis were used in developing the selection cuts.

5.5 Efficacy of particle ID

The main aim of the particle selection has been to produce a pure sample of pions
and protons to be compared with each other. The above selection techniques have
been applied to a Monte Carlo of CalDet (see next Chapter) to determine purity and
efficiency of pion selection. Samples of 10000 events were generated at each of sixteen
momenta from 0.5GeV/c to 3.4GeV/c for pions and muons. Each sample was then

processed in exactly the same manner as the real data — using both clustering and
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Figure 5.19: Proton and pion response distributions from period I data. Comparing
these plots with those of figures 5.24 and 5.23 demonstrates how much better the period
IIT data are. The period I data were, however, useful for developing the selection
algorithms, which could then be applied blindly to the period III data.

particle identification. In this way we were able to determine the fraction of pions that
was correctly identified as pions — a quantity defined as the efficiency. A certain number
of muons are incorrectly identified as pions; the fraction that these false pions form
of the total identified pion sample is considered as the contamination of the selected
pions. Subtracting the contamination fraction from unity yields the purity of a pion
sample (given the imposed conditions of equal numbers of pions and muons). The

results of this procedure are shown in figure 5.20.

In the data, the particle sample does not consist of equal numbers of muons and
pions. The TOF counters sample the CERN T11 beam near its centre. The beam
spectrum at this point contains many more pions than muons, as will be demonstrated
by the relative numbers of muons and pions observed in the results (table 5.2). Thus
the purity of our pion sample is even better than is represented in figure 5.20. In

order to show values closer to the true purity, the relative fraction of pions and muons
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Figure 5.20: Efficiency and purity of both pion and muon selection (given equal num-
bers of pion and muon events).

was calculated at each beam momentum and is shown in figure 5.21(left). In general,
more than one run was taken at each beam momentum and changes in the setting of
collimators and the PS itself result in the muon-pion fraction varying between such runs.
A mean muon fraction is therefore used at each momentum, based on the mean observed
fraction across all runs at a single momentum. The muon fraction is found, not by using
data from table 5.2 (which is already biased by the selection efficiency and purity) but
by the relative size of the pion and muon peaks seen in the range distributions. In
reality, the muon fractions found from the range distributions are seen to be similar to
those in table 5.2. The corrected pion purity is shown in figure 5.21(right) — with the

number of contaminating pions weighted by the muon-fraction at each energy.

5.6 Bias from particle selection

We have previously mentioned that the efficiency of our pion selection is not the im-
portant factor in the selection, provided a pure sample is obtained that is also rep-

resentative of MINOS*. The intention is to select that subset of pions that will be

*The aim of CalDet is to measure the response functions of the MINOS detectors so that these
functions may be applied to events observed in the Near and Far detectors. Provided the same
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Figure 5.21: Purity of pion and calibration-muon sample with particle numbers
weighted by the observed pion-muon fraction in the CERN T11 beam. The left-hand
plot shows the weighting factor — derived from the average pion-muon ratio observed at
each beam momentum. The right-hand plot shows the pion purity when the weighting
is applied.

identified correctly in the real MINOS experiment. However, the measurement of any
bias introduced by the selection is still of of interest, and was part of the considerations
when choosing the selection algorithm. For example, using range-based cuts was best
avoided since this would tend to restrict pions to a certain tracklength and truncate

the response distribution.

In order to investigate the bias MC generated pion events are passed through the
selection algorithm and the response of pions correctly identified as pions (Rgg;) com-
pared with the response of the whole MC pion sample (R4r). The results shown in
figure 5.22 indicate that, as far as the MC is concerned, the bias is less than 10% for
the whole energy range, and less than 2% above about 1.5GeV. The difference formed
was Rarr — Rsgr, so we see that in the lower part of the energy range, the selected

pion sample overestimates the observed energy.

definitions of pions and muons are used in all three detectors, the CalDet response functions will give
an accurate measurement of the energy deposited in the detector. The mis-identification of pions and
muons will therefore give no significant bias as far as energy measurement is concerned (but of course,
correct identification is still a factor in identifying NC and CC events).
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Figure 5.22: Fractional bias introduced by selection. Plotted is the fractional difference
in mean response between a complete set of MC Pions and a set of MC Pions after
passing through the particle selection algorithm.

5.7 Results

Having explained how to obtain samples of pions, protons and muons we now present
the results obtained for each of these particle species. The two parameters of most

interest are the response and resolution of the detector.

5.7.1 Detector response and resolution

The response is simply defined as the total energy observed in an event. The distri-
butions of response observed for eight runs at different energies, each with over 1000
individual events, are shown in figures 5.23 and 5.24 for pions and protons respectively.
The mean each of these distributions is then defined as the mean response at the par-
ticular energy (which is also often referred to simply as ‘response’). The uncertainty on
the mean response is the usual estimator o /v/N, where o is the RMS of the distribution

and N the number of entries.

In figures 5.25 and 5.26 are shown the response functions of each particle. The

hadrons are shown as a function of particle kinetic energy, with a fitted first-order
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| Run Number | Momentum (GeV/c) | Protons | Pions

‘ NonPions ‘ Calibration Muons ‘

40779 0.4 113 3119 | 987 351
40777 0.4 428 11033 | 3444 1171
| 40781 [ 0.6 | 5199 | 16288 | 5073 1234
40813 0.8 1037 3055 | 667 121
40815 0.8 354 1024 [ 271 51

40823 1 15644 | 43153 | 5158 393
40825 1 10188 | 27232 | 4279 675
40829 1 6630 19082 | 3696 630
40864 1.2 6614 15357 [ 2299 329
40862 1.2 10862 | 27981 | 4153 566
40711 1.4 4522 11766 | 1253 236
40709 14 18644 | 48326 | 5306 1080
40817 1.6 8683 20907 | 1924 373
40819 1.6 7971 19659 | 1238 237
40618 1.8 16 30 5 1

40616 1.8 8151 16627 | 2005 433
40720 2 1086 2410 | 200 45
40717 2 17468 | 36601 | 3199 751
40715 2 19788 | 41774 | 3452 812
40789 2.2 10 12916 | 934 237
40786 2.2 18035 | 36793 | 2676 737
40912 2.4 4570 7564 | 683 275
40910 2.4 6368 10636 | 1007 385
| 40922 | 2.8 | 8497 [ 14120 | 959 360
| 40924 E [611 [ 1013 [51 19
40860 3.2 15157 | 22897 | 1232 537
40858 3.2 18994 | 28522 | 1534 640
40856 3.2 19392 | 29428 | 1627 717
40854 3.2 19553 | 29611 | 1664 717
40928 3.6 12395 | 15317 | 663 302
40930 3.6 8898 10849 | 449 196

Table 5.2: The number of each particle-type found in the period ITIb runs used for the
results. NonPion refers to those particles in the muon/pion sample that are not placed
in the pion sample. The NonPions have the the stringent muon cuts applied to them

to give the muon sample, which is then used for the drift point calibration.
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Figure 5.23: Pion response distributions.

polynomial. Each data point corresponds to a single, self-contained run at a particular
beam setting. For period IIT (2002) data these lasted of the order of an hour or
less, whilst for period I (2001) overnight running was required. For all plots except
figure 5.27, the total response is defined as the charge deposited in all digits — after
particle selection is completed, those digits discarded during clustering are added back
into the event so that the full amount of charge generated by each event can be counted.

The exception, which is given for reference, is based only on clustered digits.

A linear fit to the hadronic mean-responses in figure 5.25 yields the results of
table 5.3. The mean response function of pions is much the same as protons — with
a slightly lower mean response for protons. The fits have been made to the linear
region of each function. Both protons and pions appear to display a non linear region
between the origin and 0.6GeV. This low energy kink is also displayed in the Monte
Carlo mean response functions, figures 6.4 and 6.5. The kink is due to the fact that at

0.5GeV, events are only observed in the first active plane. Since this does not have a
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Figure 5.24: Proton response distributions.

passive plane in front of it, the particles do not shower (and are then absorbed in the
following passive plane). Above 0.8GeV there is a sudden change in that now particles
can penetrate through a passive plane, and are more likely to have showered when they

are observed in the following active plane. This is discussed more fully in chapter 6.

The response function of muons shows a linear rise until ~ 2.2GeV/¢ followed by a
plateau. The plateau is caused by the fact that muons of momenta above 2.4Ge/V are
not contained within the 5m length of the detector. Note that the muon plateau occurs
at 140MEU. The detector is calibrated such that a minimum-ionising muon passing
through a single strip produces 2 digits, each of magnitude IMEU. With 60 planes in
the detector it might be expected that a through-going muon would produce 2MEU
per plane, giving 120MEU in total. The observed 140MEU is higher than the naive
expectation because the calibration uses a truncated mean to define mean-response [84]

whilst the results of figure 5.26 use an all-inclusive mean.

The results for the resolution of the observed energy are shown in figure 5.28. In
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Figure 5.25: Mean response function of the detector (with all visible energy). Proton
response of the detector (left) and Pion response (right). Also shown in each plot is a

first-order polynomial fit to the data.

Particle | Gradient | Intercept | x*/NDF
Pion 4494+03|185+04 |24
Proton |41.8+0.3|16.2+0.4 | 1.6
Muon |[78.0+£1.3|—-1.5+1.40.15

Table 5.3: Response functions. Figures for muons refer to energies below 2GeV, for
which events are fully contained within the detector. All fits are straight lines with
kinetic energy(GeV) as ordinate and response (MEU) as abscissa. For protons, data
at 0.2GeV/c has been excluded from the fit; below 0.4GeV/c the response function
appears to become non-linear and tends towards the origin

general the resolution of the energy distribution in a hadronic calorimeter is described

by

R= \/<%)2 + (22)?

where E is the energy of the observed hadron and z; are constants.

(5.10)

xy is usually
expressed as a percentage, and referred to as the resolution of the detector. For hadronic
calorimeters this number is typically 50%. The constant term z, arises from incomplete
shower containment and so-called non-compensation — the loss of low-energy hadronic

energy to nuclear binding energy release.
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Figure 5.26: Mean response function of the detector (with all visible energy) for Muons.
The plateau starting after about 2.2GeV is caused by the fact that muons above this
energy have a range greater than the length of CalDet and so the observed size of the
event remains constant above 2.2GeV.

Equation (5.10) is shown as a fit to the distributions of figure 5.28. The Response
mean and RMS are those of the response distributions described above. The uncer-

tainty on each point is found by combining the uncertainty on the RMS [85]

RMS

ORMS =

N[

with the previously determined uncertainty on the mean response, using the usual
method of combination of errors. It is seen that the measurements deviate below the
fitted function at energies less than 1GeV. This is caused by a constant fraction of
noise in the detector and more significantly by geometry of the detector. At the lowest
energies, events only penetrate a small number of planes into the detector and there
is no opportunity for hadronic showers to develop. In particular, at less than 0.7GeV,
particles do not penetrate past the first active and passive planes. Since the first
active plane has no iron in front of it, there is very little showering and the RMS of
the response distribution is consequently narrow. This is also displayed in the Monte

Carlo and a detailed discussion of the effects seen at low energies is given in chapter 6.
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Figure 5.27: Response of the detector using only clustered digits. Hadronic response
of the detector (left) and response to muons (right).

5.7.2 Negative pions

In addition to the positively charged particles examined above, the CERN T11 beam
also provides negative particles. One expects 7+ to have the same response as 7~ and
we check this using a small number of runs of negative charge. These runs are processed
exactly as the positive runs, but with no heavy hadrons to replace the protons, the
TOF analysis is simplified. Shown in figure 5.29 we see positive pions in red along with

the negatively charge pions.

5.8 Calibration of the calibration detector

Having discussed the results we now describe how the calibration was performed. A
full account of the methods used to calibrate the calibration detector is given elsewhere

([76,84]) and so we confine ourselves to a very brief description.

As with the other two MINOS detectors, the relative calibration of channels oc-
curs in two parts. Firstly, the calibration of the PMTs and readout electronics (and
conversion from charge in ADCs to light in PE — photoelectrons). Secondly the cross-

calibration of the scintillator strips (and conversion from PE to MEU — Muon Equiv-
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Figure 5.28: Response resolutions of the MINOS detectors for protons (left) and pions
(right). The fitted function is equation 5.10.

alent Units). In addition to these two parts, thermal changes in the CalDet * may
affect the scintillator, producing a detector-wide drift as a function of time. The three
components to the calibration for some strip i — pl,,|[M EU/PE], pl..(t)[PE/ADC]
and peins(t) — are combined to give a single calibration parameter for each strip p’(t),

which varies with time ¢ and converts the observed charge to MEU

PIMEUJADC) = pyant(t) X plyyiy [MEU/PE] x piy, () [PE/ADC).  (5.12)

The PMTs and electronics (calibration parameter p,. (t)[PE/ADC]) are calibrated
using the light injection system discussed earlier. This allows frequent calibrations on
the timescale of an hour or less. Any drift in the detector’s response — both channel-
to-channel and detector-wide, caused by changes in the PMTs or electronics is thus

removed from the data.

The cross-calibration of the scintillator strips (calibration parameter pi,..) is de-
termined with the use of minimum-ionising cosmic-muons, selected using the cosmic

counters [84]. The event rate of such cosmics allows calibration on a time scale of

*The Near and Far detectors are in a controlled environment so are unaffected by such effects.
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Figure 5.29: Comparison of the mean response function of negatively charged pions
with positively charged pions.

several hours, however in reality the strip-strip response was calibrated only once for
each year’s data used in this thesis so we can use this initial calibration purely to estab-
lish the relative differences in responses between scintillator strips. Thus, in equation
(5.12), the term pi, . is shown as having no temporal dependence. Although there is
a time-drift in the scintillator response caused by temperature changes it is possible to
remove this medium term drift by using the observed response of muons from the test
beam to give the calibration constant ps.,:(t) discussed below. Hence, this time drift
calibration corrects detector-wide scintillator drift and so the cosmic-muon based cali-
bration is needed only on a much longer time-scale to correct for relative drift between

individual scintillator strips, which is an insignificant effect [84].

The Pim'p and p,,.(t) calibrations described above are applied via parameters stored
in the MINOS MySQL offline database and leaving only the detector-wide drift com-

ponent psini(t) to be found. In order to correct for the drift, psein:(t) must be found
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using the test-beam data, and this is now discussed.

The data for 2001 and 2002 were treated in different ways because runs in 2002
were typically less than 30mins long whilst those in 2002 were taken for periods of

eight hours or more, overnight. We begin with the 2002 calibration.

Beam muons were used as standard candles to measure the detector-wide drift.
Having set the relative strip to strip response it was only necessary to measure the
drift of a small number of strips and apply this to the whole detector. The intention is
to find the average response of these strips to a minimum ionising particle (MIP) — that
is, a beam muon. This MIP response is found for each of the runs taken. The deviation
of the response from unity (since we wish to have our energy calibration in MIPs) is
then an indication of the detector drift, which we term ‘drift value’. For runs where
the detector response has drifted below nominal levels the drift value of the strips will
be sub unity and vice versa. We then take the inverse of the Drift Value to produce a

drift correction (pseins(t)) which can be applied to all digits for that particular run.

In order to find an accurate drift correction it is vital that we are sure that the
particles selected as MIPs really are MIPs. The ‘muons’ selected in section 5.4.2 were
more a by-product of finding a clean pion sample and are therefore not pure enough.
For the purposes of this calibration we therefore apply some stringent extra cuts to the
muon selection in Section 5.4.2. Firstly we make more stringent cuts on trackyness,
requiring a trackyness of greater than 0.45 rather than just 0.35 as used initially. This
ensures that we have a narrow, well defined track (we want to avoid tracks where the
deposited energy is divided over more than one strip). Secondly we examine the range
of the particle. Up to 2.2GeV/c we use a cut on the event’s range in the detector
based on the beam momentum selected. above 2.2GeV, CalDet is insufficiently long
to contain muons so we require that the muons used exit the detector. By defining the
required penetration of the Muon to a narrow range we ensure that it is really a muon
(since the range of pions is always much lower than muons). We also remove from our

sample any muons that curve at a significant angle to the beam line. These curving
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Figure 5.30: Muon response after drift correction (left) and the drift values for each
run(right). In the right-hand plot the drift effect is seen to be at a 5 to 10% level.
Note that different points in the same bin are from seperate runs and so are condition
dependent.

muons deposit a greater than average energy in each strip, since they have longer path
lengths in the strip (along a diagonal) and are best removed from our sample. Above
2.2GeV, the removal of curving muons is less successful, but our cuts are still effective

against pions.

Now, for the drift calibration we use only the digits in planes 1 to 4 (the scintillator
on the front of the detector is plane 0) and in the central portion of each plane (strips
10 to 15). Since even 0.4GeV /c muons penetrate 7 planes into the detector, the choice
of strips ensures that the digits selected are always from the part of a muon’s track

where that muon is minimum ionising.

In order to save on processing time, the drift correction is not applied to individual
digits, since this would require two passes of the data. Rather, the correction is added to
the finally calculated responses (and other affected quantities). We show in figure 5.30
the effect of our drift correction on the data by providing plots of muon response after
correction and a plot of the drift values applied. The drift effects appear to be in the

5% to 10% range so are certainly important.

For period I (2001) data, runs are typically eight or more hours long, a timescale
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during which a significant drift can occur. A drift correction is therefore applied at
regular intervals in each individual run — in addition to the drift corrections described
above. Beam muons are again used as a standard candle, by which the drift is measured.
The events in each run are processed in their original temporal order, every time that
2000 beam muon events are amassed, a calibration constant is found for the period
of time in which these 2000 events occurred. The 80% truncated mean of the muon-
response distribution is used as the calibration constant. Finally, once all events in a
run have been processed, the 80% truncated mean of all muon events in that run is
found. These calibration data are stored in a flat text file for later use. During data
analysis, the digitisations are calibrated first using the MINOS framework calibrator.
A further private calibration is then applied in which the digitisation is corrected
for detector drift using the private beam-muon based constants. This is a ‘private’
calibration because the offical MINOS calibration constants are stored in a MySQL

database which is not suitable for adding individual user’s calibrations.



Chapter 6

Monte Carlo

The MINOS Monte Carlo, called GMINOS, is written in FORTRAN 77 using the GEANT 3.21/13
detector description tool [86]. GMINOS began life as a Monte Carlo of the Near and Far
detectors and has been used for many previous studies of MINOS [58]. The author
of this thesis was responsible for adding a CalDet component to GMINOS. We present
in the current chapter a discussion of the results obtained from the author’s CalDet
adaption of GMINOS. In chapter 7 we evaluate how the GMINOS results affect the MINOS

experiment.

6.1 Why look at a Monte Carlo of CalDet?

The MINOS experiment relies on comparing measurements from the Near detector
with measurements at the Far detector. As will be explained in the following chapter,
part of this comparison relies on the use of an accurate Monte Carlo simulation of the

two detectors.

The calibration detector is built to the same principles as the two major MINOS
detectors. We can therefore evaluate the accuracy of GMINOS by applying the MC to
CalDet, which due to its location at CERN, can be exposed to particle beams of known

momentum and type for comparison. The results from these comparisons can then be
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used both as a guide to improving the Monte Carlo and as an indicator of systematic
effects that will be present in the extrapolation between Near and Far detectors (see

next chapter).

A further motivation for studying a Monte Carlo of hadronic interactions in MINOS
was provided by previous results (using a less sophisticated MC than GMINOS but still
based on GEANT 3) of A. Para [87] which displayed anomalous behaviour by protons at
sub GeV/c momenta.Specifically, the response histograms of protons at momenta close

to 0.6GeV/c were found to exhibit sharp spikes which appeared to be non-physical.

6.2 GMINOS and CalDet

Within the GMINOS framework, the geometry of a detector is defined by building it
from individually described modules. The CalDet adaption of GMINOS uses the same
modular elements (Iron planes, Scintillator strips with embedded WLS fibre etc. )
that build the Far detector. The unique CalDet geometry was obtained by altering the
dimensions of the Far Detector elements and adding several special parts (such as the
cosmic counters). In this way we can be sure that the CalDet adaption is a true test

of the GMINOS components used to simulate the major MINOS detectors.

The simulated readout charge from GMINOS must be tuned to match the calibration
of CalDet before comparison with real data. This tuning is performed using a selection
of beam muons. GMINOS is used to simulate muons from 0.5GeV/c to 1.8GeV /¢ (muons
with a range contained within the CalDet’s length) with 10,000 events at each energy.
A straight-line fit is then carried out on these muons and the gradient compared to
a fit to data muons over the same energy range. All future MC output can then be
scaled by the ratio of the two gradients to give the same effective calibration as the

data. In both cases the fits are found, reassuringly, to pass through the origin.
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Figure 6.1: Total response functions for low energy protons in GMINOS. The spike
occurring in these responses hints at the presence of resonance behaviour or possible
a problem with the MC, warranting further investigation. The measured response
distributions in figure 5.24 appear to indicate that the spike is a real effect.

6.3 Monte Carlo results

6.3.1 Truth

The apparently non-physical behaviour hinted at by Para’s studies was seen to be
reproduced in the GMINOS CalDet MC (figure 6.1). The response distribution of protons
was seen to contain a non-physical looking spike at low energies. Other quantities such
as range were also found to exhibit unexpected features (such as very sharp cut-offs).
These phenomena were investigated by looking at the truth information of interactions
from GMINOS. The usual method of using GMINOS is to examine only the information
that would be available in the real detector — that is, the output from the scintillator.
However, GMINOS can also provide data on what is truly occurring in the detector,
for example the types of particle produced in interactions and there true energy loss

through the detector. It is these quantities that we refer to by the term ‘truth’.

Using this truth information, a simple explanation was found to describe the distri-
butions and it is believed that the phenomena are real and evidenced by the appearence
of similarly sharp distributions in the sub-1GeV proton samples shown in figure 5.24.
We show in figure 6.2 histograms derived from GMINOS truth. The histograms are based
on 5 runs at different beam energies with each run containing 10000 proton events. The

plots show the momentum of protons in the detector as they pass through each of the
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detector’s planes. Each time a proton passes through a plane boundary, the proton’s
momentum is sampled and an entry made in the histogram. The striking feature of
these plots is the presence of what looks like resonance peaks. These peaks have the
same width as the momentum-bite of the incident protons (1.5%) and so are in effect

sharp spikes.

The explanation for the peaks becomes clear when examining the range of the
protons in the detector at the corresponding beam momenta in figure 6.2. Here the
number of peaks in the momentum plots is equal to the number of planes that the
protons traverse in the detector. At the lowest momentum (0.5GeV/c) the protons
are absorbed in the first plane. The momentum histogram therefore shows a spike
at the beam energy, corresponding to protons entering the first plane and little else.
At 0.6GeV/c the protons penetrate into the second plane. The momentum plot now
shows an additional spike at ~0.4GeV/c corresponding to protons passing through
this second plane having lost 0.2Gev/c in the first plane. As the beam momentum
increases the number of planes penetrated increases. Below 1GeV/c, the majority of
protons experience the same form of energy loss (principally by ionisation) and this is
largely proportional to their original energy. The tendency is therefore for all protons
to cause the same amount of overall energy deposition in the scintillator — producing a
sharp spike. One would expect the spike to be most prominent at 0.6GeV/c, (where the
protons are passing through a single plane - and so give very closely the same energy
deposition) and then decreasing in prominence as first, the number of planes passed
increases — and so the opportunity for variation in the energy deposited increases,
and secondly, the energy available for nuclear interactions increases making hadronic
showers more probable. The increasing probability of hadronic showers is marked by
the increasing number of protons observed at the higher energies. At 1.2GeV/c over
16000 protons pass through the third plane. Each of the 10000 events that this plot
represents begins with a solitary proton, the additional 6000 protons are produced in

nuclear interactions.
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6.3.2 Comparison with data

Once the MC had been tuned to the data calibration, the MC digits were passed
through the clustering algorithm of section 5.4.1 just as real data. Although the MC
does not simulate cross-talk, applying the clustering ensures that both MC and data
are subjected to the same possible bias. In order to calculate the response of the
detector only those digits that survive clustering are used to form the observed energy.
The intention is to remove the cross-talk from the data sample so that it may be
compared to the cross-talk free MC. The clustering algorithm is not a perfect method
for removing cross-talk since some real digits will also be removed. This effect is shown
in figure 6.3 where the response shifts defined in equation (5.7) are given for particles
generated in the MC. The response shifts for the data in figure 5.13 are higher than
those in figure 6.3 indicating that the data are cleaned of both cross-talk, and the same
non cross-talk that is removed from the MC. That is, the extra shift induced in the

data is attributed to cross-talk and is at about the expected level of 5% for M16s.
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Figure 6.3: Clustering induced response shift in the Monte Carlo. Response shift is
defined in equation (5.7).

The true particle type was used, except when evaluating the effectiveness of selection

cuts when the same algorithms as the data were used.

There are two particularly important components of an event which the MC must
model accurately for MINOS. Firstly the energy deposited (and its resolution). Sec-

ondly the shape of the event. The effects of inaccuracies in the first of these is discussed
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in chapter 7. The second, shape, is important in order for MINOS to be able to iden-
tify NC and CC events. Although the methods developed in this thesis to separate
muons and pions could prove of some use, the identification of NC and CC is essen-
tially a task of identifying track-like(CC) or shower-like(NC) events. The methods
used for this, most notably the Hough transforms[58] rely heavily on the shape of the
event. Even more simple techniques for separating NC and CC events, such as defining
NC events as ‘short’ and CC events as ‘long’ (also discussed in [58]) can be heavily

influenced by small inaccuracies in the models.

The response of the MC to pions and protons is shown, alongside data in figures 6.4
and 6.5. We see that the MC fails in both respects. Note also, that this is not a simple
constant-fraction shift applied to both particle types — MC response is offset in opposite
directions for the two particle types. There must therefore be a genuine discrepancy,

not just a simple tuning factor.
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Figure 6.4: Comparison of data with Figure 6.5: Comparison of data with
GMINQS for proton response GMINQS for pion response

In order to examine the performance of the MC with respect to the event geom-
etry, a number of simple MC-Data comparison plots have been produced for certain
parameters. In figure 6.8 we plot the energy deposited in each plane of the detector.
The figure shows both the data (points) and the MC prediction. Similar plots, showing

the strip-profile of energy deposited in the detector are shown in figure 6.9. Together,
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Figure 6.6: Comparison of data with Figure 6.7: Comparison of data with
GMINQOS for proton resolution GMINQS for pion resolution

these sets of plots show that the MC models the basic elements of the event shape
rather well — especially compared to the response. Studies of the code that GEANT uses
to generate the response has found errors in the calculations [88] although these do not
correct the discrepancies reported in this thesis, they do show that the code could be
flawed in other respects — perhaps hinting at why the response is modeled less well than
the event shape. It should also be noted that the shape is of the event is produced
primarily by the interactions and showers produced in the passive planes, while the
response is measured in the active planes — although clearly, the number of particles
produced in a shower initiated in a passive plane goes on to affect the response in the

active planes, so the shape and response are in no way independant.
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Figure 6.8: Comparison of GMINOS and data results for the energy-weighted profile of
events along the axis of the detector — all charge observed in each plane is summed and
plotted in a single bin. GMINOS performs rather well relative to its ability to model the
response functions. GMINOS is shown as a histogram, data as points.



U.dJ.

AVIJINV L 17 VALV 1LV L D

1410

PIONS : MC(Hist) and 2002 DATA(points)

Total Energy Weighted Hits / MEU

0.50 GeV/c 0,60 GeVic 1,00 GeVic 1,40 GeVic
22000F il 9000
20000f - 1400 2500
18000 1200
16000 2000
14000 1000)
12000 800) 1500
10000
8000) 600 1000

6000
4000
2000

0

400

500)

10000

8000

6000

4000

2000

20 25
Strip Number

15

20 25
Strip Number

15 20 25
Strip Number

PROTONS : MC(Hist) and 2002 DATA(points)

Total Energy Weighted Hits / MEU

5 10 15 20 5 10 15 5 10 15 20
Strip Number Strip Number Strip Number Strip Number
2,00 GeVic 2,40 GeVic 2 3,40 GeVic
1200
5000
3000
1000}
4000
2500
800
2000 3000
600
1500
2000}
400
1000
sook 1000} 200

15

20 25
Strip Number

0.50 GeVic 0.60 GeV/c 1.00 GeV/c 1,40 GeVic
hoaee 80000
2500
70000
40000
60000 2000
300001~ 50000
1500
40000
20000
30000 1000}
20000]
10000f 500}
10000]
0} 0 0
5 10 15 20 25 5 10 15 20 25 5 10 15 20 5 10 15 20 25
Strip Number Strip Number Strip Number Strip Number
2 2,40 GeVic 3,40 GeVic
140(
3500 5000f

3000

2500

2000

1500

1000|

500

5 10 15 20 25
Strip Number

1200

1000}

800

600

15

20 25
Strip Number

5 10 15 20 25
Strip Number

Figure 6.9: Performance of GMINOSin modelling the event shape
energy weighted profile perpendicular to the beam. Although alternate planes have
perpendicular strip orientations, all planes are entered in the same plot. GMINOS is
shown as a histogram, data as points.
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Chapter 7

Impact of results on MINOS

In the previous chapters we have seen that the GEANT 3 Monte Carlo currently used by
the MINOS collaboration does not provide an accurate representation of the response
of the MINOS detectors to hadrons. In particular, in the MC the response functions
of pions and protons are found to greatly differ, whereas the CalDet data show that
protons and pions in fact have a very similar response function. We now show how
these differences translate into systematic errors in the measurement of muon-neutrino

energies.

7.1 Effect of Monte Carlo errors on MINOS

To determine the effects of MC errors, we must first understand how MINOS will
conduct its calibration. The initial stage in the process is the setting of an energy scale
for observed digits. Studies of cosmics and beam muons in the CalDet allow an absolute
energy scale for minimum-ionising particles to be set. Firstly this requires calibrating
the CalDet channels relative to each other with cosmic-rays, producing a calibration of
digit energies in terms of Muon Equivalent Units. This is shown in equation (7.1) where
R,[ADC], the response of a muon as measured in ADCs in converted to a response in

units of MEU, R,[M EU], by way of the calibration constant determined from cosmic

119
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Truth MINOS
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Figure 7.1: Schematic plots of neutrino spectrum measurements. Left: In red, the
true unoscillated neutrino spectrum, in black, the true oscillated spectrum. Right:
The spectrum of oscillated neutrinos as measured by the MINOS Far Detector. The
relationship between the three functions is given in equations (7.4) and (7.5).

. tri . ..
muons. The conversion constant Cj/ gy, differs for each strip in the detector and so

provides a uniform response across the detector. Secondly, an absolute calibration for
a single strip must be found. The absolute calibration is found using the Bethe-Bloch
equation [50] applied to a beam muon of known energy and it is thought will be accurate
to around 2% [84]. Bethe-Bloch gives the energy that the known particle deposits in the
scintillator, which allows a conversion factor between the observed response R, [MEU]|

(equation (7.1)), and the deposited energy R,[GeV] (equation (7.2)), to be found.

CosmicMuons : R,[ADC|Ci"* = R,[MEU] (7.1)
BeamMuons : R,[MEU]|CL,,, = R,[GeV] (7.2)

The response of the detector to hadrons and electrons will differ from the muon
response and it is in measuring these differences that CalDet is crucial. The results
of this thesis show the response of pions and protons in terms of MEU. Other workers
are also studying the response of electrons [74]. We know the energy of the observed

particles from the beam momentum, so the response functions presented in this thesis
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correspond to knowing the calibration constants CJ,,, where X is the particle type and

in analogy to equation (7.2)

Rem,pﬁ[MEU]ngxfﬁ = Reﬂr,p,v[GeV] (7.3)

and we expect these CZ,, to be all different.

Just as CalDet uses cosmic muons for strip-strip calibration, so too will the Near
and Far detectors. Observed digits will therefore be calibrated into MEUs. Consider
a CC event in the Far detector. The analysis of the event begins by resolving the
components of the observed response into that from the muon and that from hadrons.
The conversion constants are then applied; C%,,, to the muon and Cg2, to the hadronic
shower. Summing the two resulting energies gives us an estimator [85, 89] for the energy
of the original neutrino Ej;[GeV]. This measured energy is a function not only of the
true neutrino energy Er but also of the response of the detector. For a given true
neutrino energy the probability of finding a particular measured energy is given by the

detector response function R(Er — Eyy).

After observing neutrinos in the MINOS detectors, it is possible to construct a neu-
trino spectrum as a function of measured neutrino energy, (dN/dEjs). The neutrino
oscillation parameters must now be extracted from this spectrum. The measured spec-
trum is a result of the true neutrino spectrum (dN/dE7) at the Far Detector, convolved

with the Far detector’s response function:

dN dN
i
- [% p(ET)] ® R(Er — Eu) (7.5)

In equation (7.5) we have taken the extra step of resolving the true neutrino spectrum
at the far detector into its component parts of an unoscillated flux (dN/dE;)? adjusted
by the probability of oscillation P(Er). It is P(Er) that MINOS is trying to measure.
Representations of the three spectra (dN/dEy;), (dN/dEr) and (dN/dEr)* are shown
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in figure 7.1.

In order to determine P(E7) the measured spectrum must be deconvolved from the
response function R. There are two possible ways to do this, the response function can
be found from data collected at CalDet or, the MC could be used. In practice these
two methods are likely to be intermixed and at some point the MC will have to be
used. In this case the true neutrino energy Fr is replaced by the MC neutrino energy
Eyc. However as we have seen, the MC gives the wrong response for protons and
pions. Thus if we calculate the neutrino energy in the MC by summing the hadronic
and leptonic response then since the hadronic energy will be wrong, so too will the
calculated neutrino energy so Fyc = Er 4+ Apce, where Aye is the offset of the
neutrino energy reconstructed from the MC observations to the true neutrino energy.
So, if the MC is used to find the response function R, then R will contain an offset

from E7. The effect of this is to produce an offset in the energy scale of MINOS *.

7.2 Affected MINOS events

Collections of CC neutrino events in the Far detector have been generated by other
workers. The data sets are produced using a utility called NEUGEN that generates
neutrino interaction vertices which can then be used as input for detector simulation
in GMINOS. The interactions are passed to GMINOS where each event is examined in
turn. Firstly, CC events are selected by using both an interaction-type flag generated by
NEUGEN and a further test of the observation of a Muon in the event. The reconstruction
of an event, as would be carried out in the MINOS experiment, is simulated by simply
adding the energies of each of the primary products in the event. For all particles
except protons and pions, the true momentum of the particle is used to calculate the
energy. For protons and pions the predicted response of the detector, as given by the

CalDet MC is found. The data results from CalDet are then used to find what proton

*To see this, consider the very simple case when R is a delta-function. A more realistic R would
be a Gaussian, in which the offset still applies.
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Figure 7.2: Left: The impact for neutrino events in the far detector. Right: the
variation of impact factor with neutrino energy.

energy would be required to give the same response as predicted by the MC. The proton

energy which satisfies this is termed the skewed-energy ES¥®W. Thus

RDATA( ESKEW) _ RCalDetMC ( ENEUGEN)’ (7.6)

where RPATA i the measured response function in CalDet for the relevant particle
(proton or pion) and RC3P™MC jg the corresponding response function measured in the
CalDet Monte Carlo (figures 6.5 and 6.4 for pions and protons respectively). ENFUGEN

is the energy of the particle as given by the NEUGEN interaction (the un-skewed energy).

The skewed energy is then used in the reconstruction of a skewed neutrino energy.
In addition, the neutrino energy is also reconstructed using an unskewed energy for the
proton and pion in order to provide a comparison. The result of these calculation is one
neutrino energy that represents measurements from an ideal detector (the unskewed
neutrino energy) and a second neutrino energy that corresponds to the case where the
MINOS detector has been calibrated using the MC (the skewed neutrino energy). The
difference E — E' of these quantities is defined as the ‘impact factor’, and this is shown

in figure 7.2.
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7.3 Effects on MINOS parameter measurements

We see that there is a small effect. The right-hand plot of figure 7.2 indicates that
the difference is fairly constant across in the region where our neutrino spectrum is
highest. We have seen that a non vanishing value of E — E’ produces a direct change
in the measurement of Am? (section 7.1). Since E — E’ is constant over the interesting

energy region, we use the mean of E — E' to calculate the Am? offset.

Taking a mean value of 0.1GeV for E — E’, we assume that this is the amount by
which the minimum of the neutrino oscillation signature will be mis-measured. Now
if the true Am? is 3 x 1073eV =2, then the systematic error on Am? induced by the
offset is found to be §(Am?) = 2 x 10 %eV2. The MINOS experiment has previously
stated that it wishes to measure Am? to an accuracy of less than 10%. The systematic
effect shown here, of around 5% is approaching the desired accuracy and would be a

significant contribution to uncertainty in the MINOS result.

We have only dealt with Am? here. Of course, MINOS also wishes to determine
sin?26. If the value of E — E' is constant across the neutrino spectrum then sin? 26
would be unaffected. However, if (as is most likely) E' — E’ does vary, then the mea-
sured neutrino spectrum would be distorted in addition to the energy-scale shift. This

distortion would affect sin? 26.

7.4 Summary: the future of the MINOS Monte

Carlo

It is clear that an alternative to GEANT 3.21/13 is required. Other workers [90-92]
have already examined the response functions produced by GEANT 4 [93]. This new
version of GEANT is based on object-oriented code using C'+ + rather than the FORTRAN
routines of GEANT 3.21/13 . Using the geometry logs produced by GEANT 3.21 to

describe the CalDet, automated routines exist to produce a simple representation of
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GEANT 4. These routines reflect only the geometry and do not include contributions
from the electronics as contained in the extensive GEANT 3.21 code. Nevertheless,
the results shown in figure 7.4 indicate that GEANT 4 gives a significantly different
response function for protons, compared to GEANT 3.21. In this figure we see the
response functions for pions and protons as measured in GEANT 3.21 (labelled G3 —
open markers) and GEANT 4 (labelled G4 — solid markers). Also shown are preliminary
CalDet data (taken from period I, 2001) that have been normalised to the same energy
response scale as the Monte Carlos indicating that the GEANT 4 proton response is more
representative of the data. The GEANT 4 results are very much preliminary, however it
has been shown in this chapter that errors in the Monte Carlo response functions lead
to significant systematic errors in the measurement of Am?. The MINOS collaboration
should therefore be highly motivated to continue studies on GEANT 4. In addition to
the incorrect response functions in the Monte Carlo, the work of this thesis has been
complicated by the fact the GMINOS does not contain a simulation of the cross-talk
from M16 and M64 PMTs. This aspect is also being worked upon [94] and will yield

a significant improvement to the usefulness of the Monte Carlo.
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Figure 7.3: Comparison of Response functions produced by GEANT 4 (solid markers)
with those from GEANT 3 (open markers) and CalDet Data (diamonds). The GEANT 4
results are seen to be more representative of the data[90]. There is a large difference
in the response of protons between GEANT 3 and GEANT 4 with the GEANT 4 response
of protons following closely the response function of pions but very slightly lower —
this is exactly what is seen in the CalDet data (figure 5.25) where the proton response
function lies close below the pion response function.



Chapter 8

Conclusions

This thesis has described MINOS and its detectors, setting the experiment in the
context of current knowledge on neutrino oscillations. MINOS will focus on v, — v,
oscillations and has a sensitivity at high Am? down to sin?(20) > 2.5 x 1072 at 90%
C.L. If oscillations are observed, the measurement precision on Am? is anticipated to

be 3 x 10~ %eV? for Am? = 3.5 x 107 3eV?2.

8.1 Photomultipliers for Near detector

An effective means to survey multi-pixel photomultipliers has been developed. The
system was later evolved into a comprehensive test stand for production testing of

PMTs for the MINOS Near detector.

The results of the prototype tests have shown that M64s will cope with magnetic
fields up to 5 Gauss. Although some undesirable effects were noticeable at these mag-
netic field strengths, the performance is satisfactory for MINOS purposes. For fields up
to 7 Gauss along the cathode-anode axis, the mean efficiency of the 64 pixels was found
to decrease by 5%, and the width of the distribution of pixel efficiencies widened by
20%. These effects are caused mainly by changes to the top or bottom rows of pixels,

depending on the polarity of the field. The gain of the tube was unaffected up to a
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level of 5%. Fields in the X- and Y-axis were found to give no effects up to 10 Gauss.
The magnetic field effects combined with observations of the M64’s electrode structure
allowed the formulation of an explanation of the magnetic effects — specifically, the

reason why M64s exhibit efficiency loss in different pixels for different field polarity.

The MINOS Near detector is nearing the start of construction, although ‘magneti-
sation’ is not expected until 2005. It is only then that the true level of fields experienced

by the PMTs will be observed.

The apparatus developed for the magnetism tests was also used in a comprehensive
evaluation of 8 PMTs. The results of these tests have been summarised, with the

conclusion that the M64s fulfil the criteria prescribed by the MINOS collaboration.

Since these initial tests were completed in late 2001, a procurement plan was agreed
with Hamamatsu for over 200 PMT's for use in the Near detector. Testing of these tubes

is currently in progress on a purpose-built apparatus.

8.2 Response measurements

The CalDet datasets from Period 1(2001) have been used to formulate a method by
which to extract samples of protons and pions from the CERN test beam data. The
pion selection method may also be useful for identifying the hadronic component of CC
events in MINOS. Using the period III (2002) CalDet dataset, the selection techniques
were applied to produce a measurement of the proton and pion response in the CalDet.
Since the three MINOS detectors are all built to the same principles, with the major
effects on response being passive and active material composition (which are identical
in the detectors), the response functions presented in this thesis are a measurement
of the ratio of hadronic response to muon response in MINOS. This is a vital step in
the calibration ladder of MINOS outlined in Chapter 7. The data are calibrated in
terms of Muon Equivalent Units, with a Minimum Ionising Muon producing a total

response of 150 &= IMEUs in 60 planes of the detector. The response of pions is found
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to be 18 +£ 0.7MEU/GeV and protons 16 + 0.6MEU/GeV. These figures are based
on the all-inclusive response that uses all energy observed in the detector — including

cross-talk.

The measured detector resolution of 50%/v/E is the same as given in the MINOS

Technical Design Report.

8.3 Monte Carlo studies

It has been shown that the GEANT 3.21/13 based MINOS Monte Carlo, GMINOS, pro-
duces an unrealistic response for pions and protons and that GEANT 4 models protons

and pions considerably more accurately.

This thesis has outlined the calibration procedure that MINOS must use in order
to set an absolute energy scale. The measurement of Am? was shown to depend on the
use of a Monte Carlo in order to deconvolve the detector response function from the
measured neutrino energy spectrum. It was then shown that any errors in the Monte
Carlo response functions could produce significant systematic effects in the MINOS

measurement of Am?.

The systematic error due to Monte Carlo deficiencies was found according to the
CalDet data. The measured offsets of the Monte Carlo from the measured CalDet
response functions were applied to a simple simulation of a MINOS-like experiment.
This showed that the likely systematic error of a Am? measurement induced by the
problems is of the order of 5%. This would significantly affect the MINOS proposed

accuracy of 5 to 10%.

We have presented some of the results obtained by other workers using GEANT 4.
These results appear to indicate that GEANT 4 models pions and protons differently to
GEANT 3. The MINOS collaboration is currently moving towards using the new version

of GEANT and our results support this move.
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