FERMILAB-THESIS-2003-29

A Measurement Of The Ratio
. O'“;i-BT(Wi%eiV)
o,0-Br(ZV—eTe™)

In pp Collisions At /s = 1.96 TeV.

Giulia Manca,
St. John’s College, Oxtford

Thesis submitted in fulfilment of the requirements for the
degree of Doctor of Philosophy at the University of Oxford

Trinity Term, 2003






. At 1z - 5,
A Measurement Of The Ratio R = U;"Zj ;;23%30;)) In pp Collisions
At /s = 1.96 TeV.
Giulia Manca, St. John’s College, Oxford

Trinity Term, 2003

Abstract

The cross-sections of the Z boson decaying into electron-positron pairs and
the W boson decaying into clectron and neutrino are measured using high pr
clectrons. The data were taken by the Collider Detector at Fermilab(CDI)
from March 2002 through January 2003, with a total integrated luminosity
of 72.0 pb~'. These measurements yielded values of

oy Br(Z® —eTe™) = (267.0£23.0) pb
and
ow - Br(W* = e*v) = (2.64+0.18) nb

which agree well with both the theoretical prediction at /s = 1.96 TeV
and the Run Ia measurements when the correction due to the change in the
centre-of-mass energy is made. From the ratio of these cross sections,

ow - Br(W* — e*p)

oz Br{Z" — cte™)
= 9.88 £0.53,

B =

the branching ratio of W in clectron and neutrino and the total width of the
W boson are extracted | giving

L(W* — oty)

(W)
= (9.89 =+ 0.49)%,

Br(Wt — e*y) =

and
(W) = (229+0.12) GeV.

The latter value agrees within 20 of the Standard Model value. In addition,
the CKM matrix clement |V.s| has been extracted, giving

= 1.11 £0.07.

o
¥ o8

This value is consistent with the other measurements in the literature,
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(left) and same-sign events (right). The points are 7°/v* —
ete™ candidates and the histograms are 2/~ — ete™ Monte
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15 smaller.
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Left plot: comparison of the 7777 and eTe™ invariant mass
distribution at generator level for the events from 7/~ —

92
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et~ signal (yellow histogram) and Z° [v* — 7777 — ety 0 v, 1,

background (dots) Monte Carlo as a consistency check before
any cut is applied. The peak ot low values of My is due to the
presence of the v*. In the right plot the invariant mass distri-
bution (af generator level) from the electron pairs coming from
the taus from the Z°/v* — 777 — e'v.pe v, decay chain
s reported for comparison.
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Invariant mass distribution for the events from 2" /~* — ete”
signal (yellow/light shaded histogram) and Z°/~* — 7777 —
ctveie vy background Monte Carlo {red/dark shaded his-
Lagram). s . o v s s s om o s s moa e n s s wonon . .
Transverse energy distribution for the (’n’(J(‘fT ons from the M onte
Carlo simulation for the Z° /v* — eTe™ signal (left) and Z° /~* —
ThrT = et e vy buckground (right). The integrated lu-
minosities of the two samples are the same.

Dependence of the number of QCD background events on thf,
value of the isolation cut(top) and the Bv cut (bottom}[1].

Level-1 (top) and Level-3 (bottom) tracking efficiencies as a
function of n measured by CES/2]. Data from period III were
used., .. ... .. e e e

Ey distribution of electron candzdates from data passing the LZ
pre-scoled trigger used to measure L2 cluster trigger efficiency

(top} and L2 cluster efficiency as a function of Er (bottom)[2)].

The Z coordinate as reconstructed from the CES for all the

clectrons in the cvent{upper plot), for the electrons in the events
passing the fiducial cut (middle plot), and for the events that

fail the fiducial cut (bottom plot). The regions |Zeps| <9 cm

and | Zepg| > 230 cm are excluded as expected (see section 4.2.5
and Tuble 8.1). . . . ... o

Left plot: (E[p) as a function of 7, thFH’ the average hab b(”f,fb

calculated using volues of E /p between 0.9 and 1.1. The dashed
lines represent 1% variation in energy scale. In the right plots,

the distribution observed in the data has been compared with

that in the default Monte Carlo(top plot) and with the Monte

Carlo with the extra material(bottom plot). The lines corre-

spond to the fit with a second order polynomial function. The

increase in the curve in the data is due fo the presence of more

material as the electrons pass through the detector of an an-

gle (and thus bremsstrahlung more). The different shape in

the Monte Carlo is probubly due to wmissing material in the

detector simulation and is currently under study.
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On the left, the pr distribution of the Z boson as reconstructed

from the momenta of the electrons in data (points) and Monte
Carlo (solid histogram). The pr distribution in the data is

a bit broader than the one in the simulation. On the right,

the Monte Carlo distribution has been reweighted toward larger

and smaller values of pp; the histograms are the ones described

in Table 8.5, corresponding to the nominal{solid histogram), a
“hard” (dashed) and a “soft”(dotted) distribution of py. The
number of events in the Monte Carlo sample has been normal-

ized to the number of events in the data. . . . . . . . . . . .. 122
The Erp(left plot) and pr(right plot) distributions for the elec-

trons from the Z° — oo™ default Monte Carlo(yellow solid
histogram) and the Monte Carlo with extra material(blue line).

The arrows indicate the Er cut of 25 GeV oand the pr cut at
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Components of the vector U in the direction parallel to the
electron (ﬁlb on the top left), and perpendicular to the electron
(lj’ | on the top right) in the data (red dots) and Monte Carlo
(solid histogram). In the bottom plot, the magnitude of U is
shown in data and Monte Carlo with the same convention. All
the plots are before any scale correction is applied/1].
Components of the vector U in the direction parallel to the
electron (ﬁl\: on the top left), and perpendicular to the electron
(i UL on the top right) in the data (red dots ) and Monte Carlo
(solid histogram). In the bottom plot, the magnitude of U is
shown i data and Monte Carlo with the same convention. All
the plots are after the scale correction is applicdf1].

Carlo(solid histogram) and in the data(red dots). The top plot
shows the nominal distribution, while the bottom plol shows
the best reweighted distribution/1]. B E B

The do/dy distribution with the default CTEQS)’L PDFS at
1.96 TeV for 7°/~* — ete™ (Z° — pTu™ ) in red-solid(blue-

. 134

. 135
The reconstructed Wiransverse momentum in the default Monte

. 136

dashed), and for WH — etv (W — v ) in pink-dotted({cyan, dot-

dashed) are compared with the 7' — eTe™ Run I dota at
Vs =18 TeV[i].
Distribution of the zy of the track associated to fh() (Jh)(,fcrrm
for the Z° — oo™ candidate cvents selected without the cut al
60 em.

Z — M0 cross section measurements as a function of the
centre of mass energy /s for this measurement (indicated with
the star) compared with other measurements in literature. The

solid line corresponds to the standard model calculation from [5].

143

W* — Fv Cross section measurements as a function of
the centre of mass energy \/s for this measurement (indicated
with the star) compared with other measurements in literature.
The solid line corresponds to the standard model calculation

from [5].
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Measurements of R = %‘ performed in the years between 1991
and 2000 are compared with this measurement. The World Av-
erage is the value reported in the PDG [6], while the Standard
Model prediction is taken from [6/. . . . . . ... ...
Measurements of T (W) performed in the years between 1991
and 2000 are compared with this measurement. The World Av-
erage is the value reported in the PDG [6], while the Standard

Model prediction is taken from [6]. . . . . . .. ... ... ...

In the upper plot, the distribution of the isolation variable in
the sample of Z° /v* — c¢Tc™ events is plotted. The cvents arc
selected applying all the cuts as in the text apart from the cut
on the variable which is plotted ("N-17). In the bottom plot,
the efficiency of the chosen cut is shown as a function of the
variable itself, when all the selection criteria except the one in-
cluding the variable itself are applied (“N-17). The background
for this variable is not shown for two reasons; Firstly, the iso-
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Chapter 1

The Standard Model

In this chapter the Standard Model{(SM) of Particle Physics is outlined;
Quantum Electrodynamics, Electroweak theory and Quantum Chromody-
namics are considered, as is the generation of masses via the Higgs mech-
anism. The experimental status of the Standard Model is briefly reviewed,
and possible extensions to it are discussed.

1.1 The Standard Model

The Standard Model is a quantum ficld theory that describes the fundamental
particles and their interactions. It has his roots in gauge theory and exploits
some of the symmetrics that are inherent in many physical theorics. The
following sections describe some of the different parts of the Standard Model.
For a more comprehensive description of it see for instance [13].

1.1.1 The Standard Model Elements

The matter fields that constitute the Standard Model can be classified into
two groups according to their spins. These are the fermions, which are spin -
% particles and the bosons, which are spin-0 or spin-1. They are described in
the following scctions.
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leptons THass gquarks THass

(

vy, < 0.19 MeV /¢? ¢ 1.0 — 1.4 GeV/e?
105.66 MeV /¢? 80 — 155 MeV /¢?

—
[
el =1

< 3eV/e? u 1.5 — 4.5 MeV /¢?
0.511 MeV /e? 5—83MeV/e?

vy < 18.2 MeV /¢ t 174.3 GeV /¢
1.777 GeV /¢? b 4.0 —4.5GeV/e?

Table 1.1: Ezperimentally measured masses of the fermions, as reported in
the Review of Particle Physics(2002)[6]. In the Standard Model, neutrinos
are defined to be massless.

The Fermions

These particles are characterised by their spin—% nature and are thus gov-
erned by Fermi-Dirac statistics. They can be split into two groups, quarks
and leptons, which are distinguished by the charges associated with them.
They are the six quarks: up (u), down(d), charm(c), strange(s), top(t) and
bottom(b), and the six leptons: electron (e), muon(u) and tau{r) with their
corresponding neutrinos. Quarks carry the colour charge of the strong inter-
actions of Quantum Chromodynamics (QCD) and fractional electric charge',
whereas leptons are colourless and have integer electric charge. In addition,
the fermions can be split into generations which correspond to doublets of
left-handed and singlets of right-handed quarks and leptons of increasing
mass. This separation is based on the cmpirical evidence of the chirality of
the weak interactions and corresponds to massless neutrinos?. Table 1.1 and
1.2 show the fermions and their properties.

The Bosons

There are four known forces which act on matter. Three have a basis within
the SM, electromagnetic, weak, combined in the electroweak interaction, and
strong. The fourth, gravity, is negligibly small at the energy scales at which
the SM is thought to be relevant, and it is not included. The forees are

In units of e, the charge of the clectron.
?There is recent evidence from the Super-Kamiokande neutrino oscillation
experiment[14] and the Sudbury Neutrino Observatory(SNO)[15, 16], showing that neu-

trinos may in fact have mass. This is not accounted for within the SM.
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generation nunber ¢ i i3 y
1 2 3
leptons
— 2 1
e J. o)y i Ii 5
ep MR TR —1 0 0 -2
quarks _
. i 7 i 3
d /., s /. bi 3 5 |
ug Cp tr +a 0 0 e
dg Sk bz -1 0 0 -z
Table 1.2: Quantum numbers of the fermions in the Standard Model, where

q is the charge, t and ts denote the weak isospin and its third component and
y is the weak hypercharge. Members of a given weak isospin multiplet have o
common hypercharge.

mediated by the spin-1 gauge bosons, which arc shown in Table 1.3 along
with their masses.

Althongh the gravitational interaction is not featured in the SM, it is
thought to be mediated by a spin-2 gauge hoson, known as the graviton. For
a possible realisation of Quantum Gravity and the graviton, which constitutes
physics bevond the Standard Model, see for instance [17].

The Standard Model Structure

The Standard Model is based on the local gauge symmetry of the fundamental
SU(2).@U{1)y electroweak and the SU(3)¢ strong interactions in particle
physics,

SU(S)(; 0%¢ SU(?)L & U(l)y. (1.1)

Here C stands for the colour charge carried by the strong interactions, L refers
to the fact that there are only left-handed doublets, 4.¢. no right-handed
neuttinos are allowed, and Y represents the weak hypercharge carried by the
clectroweak interactions, defined as

V= 2(% — ). (1.2)

By demanding local gauge invariance of the Standard Model Lagrangian,
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boson interaction mass of { {3
Vector Bosons

Wt weak 80.423 £ 0.0039 GeV/e2 +1 41 +1

AL clectroweak 911876 £ 0.0021 GeV/e2 0 +1 0

W wealk 80,123 £ 0.0039 GeV/e?2 -1 +1 -1

5 QED 0 0 0 0

g QCD 0 00 0

Scalar Boson
i5 Yukawa = 1144 GeV/e? CL=95% 0 0 0

Table 1.3: Quantum numbers of the bosons in the Standard Model, where g
15 the charge, T and i3 denote the weak tsospin and its third component. The
masses are those reported in the Review of Particle Physics(2002)/6].

massless spin-1 fields, mediating the interactions, are required. However, this
makes the theory inconsistent with experimental observation of the massive
electroweak bosons W+ and Z°. The mechanism that generates masses in
the SM is based on spontaneous symimnetry breaking (SSB) of the electroweak
SU(2),®U(1)y symmetry. This causes the decoupling of the weak and elec-
tromagnetic forces while preserving the local gauge invariance of the whole
theory. A consequence of SSB is the prediction of there being a massive
scalar (spin-0) particle known as the Higgs boson (sce Table 1.3), as yet
undiscovered experimentally?. The following scctions explain the above in
more detail. The electromagnetic interaction, based on the symmetry group
U(l)g, is used as an example of how local gauge invariance requires the
existence of an extra massless vector field, in this case identified with the
photon.

1.1.2  Quantum Electrodynamics: U(1)g

Quantum Electrodynamics (QED) is the gauge theory of electromagnetic

interactions. For a free Dirac field ¥ with spin s = £, mass m and clectric

2
charge e, the corresponding Lagrangian? is:

Liree = B{x) (i, 0" — m)¥(x) (1.3)

*Recent data from LEP taken in 2000 at cnergics up to 209 GeV show a 2o cxcess for
a SM Higgs with mass My ~113 GeV[18].

4The Lagrangian, or more correctly the Lagrangian density, is defined as £ =7 — V,
where T and V are the kinetic and potential energy densities respectively.
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o

and the corresponding equation of motion is the Dirac equation
(iv. 0" —m)¥(x) = 0. (1.4)

The Lagrangian can be seen to be invariant under the global U(1) transfor-
mations as follows:

U 90 W W 9,0 (99,0, (1.3)

where (Jf is the global phase and & is the continuous parameter. Noether’s
Theorem states that if a system 18 invariant under a global transformation,
then there is a conserved current and associated charge. Therefore, the global
U(1) invariance of £ free implics the conservation of clectromagnetic charge,
e(2. and current..J,,

J, = Uv,.eQ¥; 0,J=0; eQ= /ds:rJo(;r.). (1.6)

Now, if we make the global transformation into a local one, i.e., the con-
tinuous parameter £ is allowed to depend on the space-time point x, then
the Lagrangian is now only invariant if a vector ficld A, is introduced. This
transforms under the local gauge transformations as

1
A, —= A, — =0,0(x), (1.7)
e
and it 1s identified with the propagator of the electromagnetic force, the
photon.

In order to complete the expression for the Lagrangian a term has to be
introduced to account for the propagation of the vector field, which must
also be gauge invariant. The so called kinetic term is given in terms of the
field strength tensor,

Fop= Dpdlyy — Dby (1.8)

Thus, the Lagrangian of the Quantum Electrodynamics theory is

i , _ 1
Logp = =V (2)7,(0, + ieQA,) — m¥(x)W{x) — iF}W(:ﬂ)FW(:{:). (1.9)

The addition of a mass term %mzf’l”f’l“ would cause the QED Lagrangian to
change under a local gauge transformation and is therefore not allowed. Thus
the gauge field, the photon, is massless, which is consistent with experimental
observation and ensures that the electromagnetic force has infinite range.
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1.1.3 Quantum Chromodynamics

Quantum Chromodynamics is the gauge theory for strong interactions. It
is based on the symmetry group SU(3)q of phase transformations on the
quark colour ficlds. The quark colour charge, conventionally taken to be
red, blue or green, was originally postulated to preserve the Pauli exclusion
principle for states such as = and A" which would otherwise be described
by symmetric wave-functions. The colour quantum number has since been
shown to accurately describe many other aspects of the strong interaction.
Local gauge invariance of the non-Abelian SU(3) results in the addition of
eight massless vector fields®, the gluons, which themselves carry the colour
charge. The QCD Lagrangian is written in terms of the quark ficlds () and
contains in addition the kinetic term for the gluon ficlds,
; 1

Locp = — Z gla) v (3, — ?,gﬁlﬂta)q(:ﬁ) = Z meg(a)q{x) — lﬂi/(T)Frfu(T)
q

q

(1.10)

The new element with respect to the QED Lagrangian defined in equa-
tion 1.9 is the set of eight SU(3) 3x3 matrices ¢,, numbered by the gluon
index o = 1,...,8. They fulfill the SU{(3} commutation relations

[ts: ta] = iC5.ta, (1.11)
where CF, are the SU(3) algebra structure constants.

The gluon field tensors F°, are defined as

i
Fg= G Apu® —d,AF +CAJAY. (1.12)

The last term in equation 1.12 is responsible for gluon self-interactions, which
accounts for both the agsymptotic freedom of quarks and their confinement
within colour singlet states. Gluon anti-screening of the quark colour charge
causes the strong coupling constant as to decrease with decreasing distance,
such that quarks behave as free particles at high momentum transfers. As a
qq pair is separated ag increases. Field lines stretch into a tube until the field
gains sufficient energy to create a new gq pair; no finite amount of energy
can liberate a single quark. This behaviour is in contrast to the running
coupling constant of QED, the fine-structure constant «, which increases with

®The number of gauge bosons is equal to the number of generators, n, for the group,
i.e. for the group SU(N), n=N* - 1.
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increasing ¢ (the transferred momentumn) due to the lack of self-interactions
between photons.

By means of Deep Inclastic Scattering (DIS) experiments, it has been shown
that the point-like gquarks are the constituents of the nucleons, proton and
ncutron. Indeed it is possible to reconstruct and explain the properties of
the nucleons from the quantum numbers of these constituents. For this
purpose, two different types of quarks are needed, u and d. As the quarks
and the nucleons both have spin 2'
least three quarks: the proton has two u-quarks and one d-quark, while the

the nucleons have to be made of at

neutron has two d-quarks and one u-quark. These three quarks determine the
quanturn nurmbers of the nucleons and are called “valence quarks”. A “sed”
of virtual quark-antiquark pairs, formed by u-d as well as the other quark
flavours, is also present in the nucleon, hut the contribution from charm
and more massive quarks is heavily suppressed.  Their cffective quantum
numbers average to zero such that they don’t alter the quantum numbers of
the nucleon. They are also visible in DIS interactions because of their electric
charge, but they carry a smaller fraction of the nucleon momentum. Quarks
inside the nucleon produce gluons by the process q—q-+g. The sea quarks
are produced by gluon splitting into gg pairs through the process g—qq. The
fractional momentum of the nucleon carried by the valence quarks, sea quarks
and glnons changes as the momentum transfer squared (¢%) of the probe is
increasced. As ¢? increases the fractional momenta carried by the sca quarks
and gluons increase at the expense of the valence quarks. The distribution
of the quarks and gluons in the nuclcons is described by functions called
Structure Functions or Parton Distribution Functions (PDFs). For a more
complete treatment of this subject see [19].

The lepton doublets participating in the weak interaction are the doublets
listed in Table 1.1. In the quark sector, the weak interaction quark doublets
are a linear combination of the strong interaction mass eigenstates. This idea
was first postulated by Cabibbo for uds quarks to accommodate both quark-
lepton universality and the different decay rates of fully leptonic muon decay
and strangeness changing and conserving hadronic decays. The principle
has been extended to a second generation including charm using the GIM
(Glashow, Tliopoulos and Maiani) mechanism in order to explain the absence
of flavour-changing neutral currents and to a third generation incorporating

t : ;
( " ) to account for small CP-violating effects (where C refers to charge

conjugation and P to parity). The 3x3 Cabibbo-Kobayashi-Maskawa (CKM)
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matrix incorporates the mixing terms of this mechanism. It is expressed as

Vi Vie Vg
Vorar = Vaa Ve Va ' (1-13)
Vie Vie Vi

Being unitary, it can be parametrised in terms of three angles and a single
phase. Off-diagonal terms (V] ;.7 # j) describe flavour-changing charged
currents. V4 is the most accurately measured, whereas V,, and V,,, small
but vet non-zero, are the most difficult to measure. The most accurate
measurement of |V | to date has been made by LEP[G].

1.1.4 FElectroweak Theory

The SM clectroweak theory is based upon the symmetry group SU(2) & U(1)y.
which is a local symmetry of the clectroweak Lagrangian. SU(2), is the
isospin group which acts only on the left-handed fermions and U(1)y is the
weak hypercharge group. Within the electroweak formalism the electromag-
netic and weak interactions are unified, and the U(1)g symmetry group of
section 1.1.2 appears as a subgroup of the total electroweak group

U(1)q € SU(2)L @ U(1)y. (1.14)

The local gauge transformations of the electroweak theory are obtained by
combining the local transformations for the U{1) and SU{2) groups, thus:

U = exp{-itodi(@) + SYO @)} (115)

under which the doublet ¥y, and the singlet Up transform,

L o= [

é’,ﬂ _ 5;& (1.16)

R R
here o; are the PPauli spin matrices and Y is the diagonal matrix of the weak
hypercharges, y. of the particles being transformed. These are different for
left- and right-handed components. Performing these local transformations
and demanding gauge invariance generates interactions between the parti-
cles in the form of four vector fields. There are three fields identified with
the SU(2);, transformations—(W W7 W2)— and one field belonging to the
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U(1)y transformations-B,. The electroweak Lagrangian is as follows:

£E1"V = ?:‘j[”}’,u.a‘u'lp
— Uy, (o - WH 4+ 2, IBM)T,
= ‘T’R“:’M%YRB“‘I‘R
o *%WIWW;M/ o %BH.T}B,(H/-

(1.17)

The U(1) gange field, B,,. couples to weak hypercharge with coupling ¢’. The
triplet of gauge fields W} couple to weak isospin with coupling g. As in the
casc of QED in section 1.1.2, gauge invariance is preserved by ensuring that
the ficlds are massless. The massless fields in the above Lagrangian can he
combined to form the physical ficlds of the clectroweak theory. The charged
W bosons are formed from the W# and couple to left-handed chirality states,

Wi = ! (W, W), (1.18)

V2

The Z° and photon couple to both left- and right-handed fermions and
are formed from orthogonal linear combinations of the W and I fields,

Z, = cosOy Wi — sinfy B (1.19)
‘411, = 9111917, ” + (‘O‘-;Hu B .
where ;- 18 the Weinberg or weak mixing angle. It relates the couplings

of the electromagnetic and weak interactions according to

gsinfy = g'cosby = . (1.20)

Ag with QED the addition of a mass terin of the form %rr@g‘[ﬁﬂf’“ for the
bosonic field V' = W or B would break gauge invariance. It is also possible
to express the coupling of the Z® boson to the fermions in terms of the two
coupling constants gy and ga. which can be related to the coupling to left-
and right-handed fermions:

N f G By ) 21, = Uy, (gy — gavs) ZM0.
(Osﬁm Z P m o Qsm H) / 2(0%0]% Z Y (g GA4Ys5)
h=1.1 h=1,1
(1.21)
Thus,
Qv = i3 — 2(2811129”" (1 22)

g4 = i3,

where 73 is the third component of weak isospin for the left-handed field.
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1.1.5 Electroweak Symmetry Breaking: The Higgs Mech-
anism

Electroweak theory predicts the existence of four gauge hosons v, W= and Z°.
These are necessarily massless in order to preserve the local gauge invariance
of the theorv. However, it is known that the W= and Z° bosons of the weak
interaction have mass.

The Higgs mechanism [20, 21, 22] provides a possible explanation of the
origin of the masses through gauge invariant spontaneous symmetry breaking
of the electroweak sector. It is an extension of the Goldstone Theorem which
states that if a Lagrangian has a global symmetry which is not a symmetry
of the vacuum (i.e. the ground state) then there must exist one massless
boson, scalar or pseudoscalar, associated to each generator which does not
annihilate the vacuum. These modes are known as the Goldstone Bosons.In
the Higgs mechanism a weak isospin doublet of complex scalar fields ¢°(z)
and ¢* () is introduced which must belong to the SU(2),®U(1)y multiplets:

0-(50)-w(80180) o

along with the scalar potential V' (¢):
V(o) = péTo + A(dTe), A >0 (1.24)
This gives a contribution to the electroweak Lagrangian:
Litiggs = (DM@)T(D‘L@) — V(o) (1.25)
where the covariant derivative D, is defined as:
D, =0, — ?Ig%ﬂ”“ — iy B, (1.26)

The minimum of V' corresponds to the ground state of the system or vacuum
which is at |¢|=0 for x? > 0, but for the choice g < 0 the minimum shifts

to
L 2 y2

2 -
R = 1.27
o=t =2, (1.27
where v is the vacuum expectation value. The solutions arc now degencrate
and any point satistying the cquation of a circle
2

9 . % o i

(7 + @ + by + &) = 3

6 = 6 — (1.28)

1
2
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circle of minima

Figure 1.1: The Higgs potential V for a complex scalar field with u?> < 0 and
A> 0.

is a ground state.

The perturbation procedure of Feynman calculus starts with fields which are
fluctuations from the vacuum ground state. This leads to the definition of
two new field variables 7, and 75, so that the potential is of the form in
Figure 1.1. They have their origin at an arbitrarily chosen minimum

=% (0). whae s=a=oi=0 si=t
m=¢1—v and T2 = Pa.

The symmetry of the Lagrangian becomes hidden by the choice of a particular
minimum. The Lagrangian expressed in terms of the new fields reveals a
massive scalar particle n; of mass My = V2Mv?, the Higgs boson H, and
three massless Goldstone bosons ¢3, ¢, and 75. These unwanted Goldstone
bosons can be removed by applying a unitary gauge transformation to ¢(zx)
such that only the real Higgs field remains,

1 0
= ) 1.
o) > 000 == (i ) (1.30)
In doing so, the three Goldstone bosons disappear from the theory: their
corresponding degrees of freedom are eaten by the W* and Z° fields which
acquire mass and a third, longitudinal, polarisation state. By invoking the
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Higgs mechanism, expanding the fields about the chosen vacuum ¢y and
gauging away the Goldstone bosons, the gauge boson masses are generated:

. qu . gu
Me=2 =9 . -0 1.31
W g 7 D costy ] t 181

Eliminating gv gives a relation between My and M;y:
ﬂ'fw = J[Z COSQW. (132)

These equations are valid at the Born level and are modified by the inclusion
of radiative corrections, such that

= AT 2
"LIZ cOSs 9‘,-1.’

P £1. (1.33)

The Fermion Masses

As well as coupling to the gauge fields W, and B,, the Higgs field couples
to the fermion matter fields to generate their masses. The coupling of the
Higgs field to a fermion pair is parametrised by an arbitrary Yukawa cou-
pling constant A; = mv/2/v, different for each fermion and proportional to
its mass my. Lepton number conservation is assumed within the SM, giving
a diagonal lepton mass matrix. The lack of quark generation number con-
servation in clectroweak interactions means that the obscrved physical mass
cigenstates of quarks are not cigenstates of weak isospin. The level of quark
mixing is paramctrised in terms of the Cabibbo-Kobayashi- Maskawa mixing
matrix, introduced in section 1.1.3.

1.1.6 Renormalisability

Calculations within the SM have to be performed using perturbative expan-
sions in terms of the strengths of the couplings. This is because loops of
particles can be added to the process without altering the final state. These
scries are infinite and as such the individual terms of the loop can diverge
making calculations impossible. The calculations can be made non-divergent,
in a theory which is renormalisable. The process of renormalisation relates
the physical masses and charges of the calculable theory to experimentally
unohservable “bare” masses and charges which absorb the divergences. It
was shown by t'Hooft and Veltinan[23, 24, 25] that any gauge theory, such
as the SM, is renormalisable.
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1.1.7 Inputs to the Standard Model

The Standard Model theory was developed over a period of years from both
theoretical and empirical discoveries. The theory has predictive power, vet
it still requires 18 empirically determined parameters. These are:

e «g the strength of the coupling of strong interaction.

o g and ¢, the strength of the electromagnetic and weak couplings re-
spectively.

e My the mass of the Higgs boson and # the vacuum expectation value
of the Higgs potential.

e The Yukawa couplings, As, of the nine massive fermions.

e The four parameters of the CKM matrix deseribing the quark mixing.

This large number of free parameters and their arbitrary values is one reason
why it is thought that the Standard Model is not a final theory.

1.1.8 Tests of the Standard Model

The Standard Modcel as described is in very good agreement with current ex-
perimental observations. It has been verified by the discovery of particles that
it has predicted, and by the comparison of direct measurements with indirect
measurements obtained from fits to the SM. As an example, measurements of
the weak mixing angle sin®#y, have provided important tests of the SM. Ini-
tial measurements used ey, scattering, and more recently forward-backward
and left-right scattering asymmetries Arp and A;gr at eTe™ colliders have
improved the precision. The ZY boson parameters, namely its mass and
width, have been very accurately measured by the LEDP experiments|26] by
determining the Z° resonance line-shape by scanning heam cnergics across
the Z peak. The mass and width are then extracted by fitting a Breit-Wigner
resonance to the line-shape accounting for radiative corrections. The error
on the Z° mass is 2.1 MeV/c? and that on the width is 2.3 MeV, while the
weak mixing angle has been measured to a precision of 1.7x 10 %[26].

Partial widths, defined as % are also interesting as they are gensitive to

total

physics bevond the SM.
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The top quark discovery at the Tevatron[27, 28] is a more recent example of a
systematic search for, and discovery of, a particle predicted by the Standard
Model. The measurement of its mass allows constraints on other SM param-
cters to be determined. No significant deviations from the SM predictions
have yet been ohserved®.

1.1.9 Beyond the Standard Model

The Standard Model depends on experimental input; there are no predictions
for the 18 free parameters in the SM. Other unanswered questions include the
presence of three generations of particles, the different treatment of left- and
right-handed states in the electroweak model, the differences in energy de-
pendence of the three coupling constants, the quantisation of charge and the
conservation of lepton and baryon quantum numbers. Although only small
deviations from the SM arc allowed due to its impressive experimental ver-
ification, it is nevertheless still possible that the SM gauge group SU(3)¢ ®
SU(2);, @ U(l)y may be a subgroup of a larger grand unified gauge group.
This would go some way towards answering the remaining questions and
would predict the values of these parameters. In this case the SM becores
an effective field theory valid up to some physical cut-off scale A.

At very high energies the coupling constants may converge to a commaon
value and a single unified ficld may be sufficient to explain clementary parti-
cle interactions. Predictions of these Grand Unified Theories (GUTSs) involve
transitions between quarks and leptons and lead to the possibility of proton
decay, neutrino masses and oscillation, a barvon-antibaryon asymmetry in
the early universe, and of course new particles. The difference between the
scales at which the different symmetry breaking stages of the unified gauge
group occur leads to divergences known as the hierarchy problem. This can
be resolved in three tyvpes of model[13]: compositeness, where fundamen-
tal particle interactions are no longer point-like and the Higgs scalars arve
replaced by a fermion condensate; Supersymmetry(SUSY), where the diver-
genees are cancelled with the introduction of additional particles, and extra-
dimensions. An cxample of the first solution is Technicolour, which is an
extension of QCD. However, it presents several generic problems not least

8There is a recent result from the NuTeV experiment which measured sin®fyy from the
Neutral Current to Charged Currents ratio in deep inelastic v(#)-nucleon scattering to
be[29] sin®fy = 0.2277, which is 3¢’s apart from the SM value.
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the reproduction of fermion masses and mixing, and deviations from the SM
that are much larger than the present experimental accuracy. The SUSY
model is favoured theorctically. Here, transformations hetween bosons and
fermions can occur. Each SM particle has a supersymmetric partner with the
same quantum numbers, but SUSY quatks and leptons have zero spin and
gauginos (the SUSY partners of the gauge bosons) have half integer spin.
The SM survives as a subset of supersymmetry, SUSY must be a broken
symietry, as no supersymmetric particles degenerate in mass with the SM
partners have been observed in nature. The mass spectrum of SUSY parti-
cles depends on the nature of the symmetry breaking. Experimental searches
for SUSY at hadron colliders are based primarily on missing energy signals
from the lightest supersymmetric particle (LSP), which is weakly interacting
and assumed stable in the majority of the models. As well as solving the
hierarchy problem, local gauge invariance of the SUSY Lagrangian plays an
important role in the unification with gravity.

A very different approach to solving the hierarchy problem is the existence
of extra spatial dimensions; in this scenario, gravitational field lines would
spread throughout the full higher dimensional space modifying the behaviour
of gravity. The geometry of these extra spatial dimensions would be respon-
sible for the hierarchy[30, 31].

Active searches for New Physics beyond the SM are currently underway at
the Tevatron and have been presented at the most recent conferences|32, 33,
34, 35].
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Introduction

A measurement of o, - Br(W= — o¢*v), 08 - Br(Z" — ¢*¢™) and the ratio,

aw+ - Br(W* — ¢*p)
oy - Br{Z® — cte—)

R—

precisely tests the W and ZY hoson production cross-sections gy, ow as well
as the total decay width of the W boson, I'(W), within the framework of
the Standard Model of Particle Physics(SM). This analysis is sensitive to
deviations of the branching ratio of (W) at the level of 7% using 72.0 ph™!
of data taken in 2002-2003 (Run IIA) by the Collider Detector at Fermilab
(CDF).

2.1 W/Z production and decay

The production of vector bosons W and 7 at hadron colliders, of the form
fif, =148y, are shown at leading and higher orders in Figure 2.1. The matrix
element for this process has the form|[36]

Mf-i X jiLQ (P\-’)Wj:?m (21)

with ji = £,79*(gy — g47°) f1 and so on. Here g4 and gy, are the vector- and
axial-vector couplings defined in section 1.1.4. The vector-boson propagator
Py has the relativistic Breit-Wigner resonance form

1

P
VST M2 1Dy /My

(2.2)

16
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q(q’) 1(I) q(q) 1(P)
v vV
q 1M q 1v)
q(q’) v 1(D) q(q’)

q(q’)

S p jﬁ Y\ L(P)

1v)

Figure 2.1: Diagrams for production of a vector boson V = W,Z at Leading
(upper left) and Next-To-Leading order(others).

for V.= W or Z, where § is the invariant mass squared of the incident q and
q. For the case of a neutral current interaction involving charged particles,
both v and Z exchange are possible, so there is a y-Z interference term. This
latter term has an energy dependence proportional to the difference (5—M3),
and so changes sign in going from below to above the Z pole. In the case of
hadron colliders, the cross section o(q; + o — V + X) for a vector boson V
= W,Z is given by

7'('|./\/l12|2

STRAl e 2
06— M), (2.3)

Uv(§) =
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where the zero-width approximation has been used. In the above formula
§ = X125, where 2y 5 are the momentum fractions of the proton and an-
tiproton carricd by the quarks and s is the centre-of-mass cnergy squared.
Substituting the value of the matrix clement | M 5]? = ¢? M3, cq. 2.3 becomes

2
Gy (@1, a0) = %5(;’1’:1 @5 — M3) = \EﬁGpﬂ-ﬁd(:m @ys — M3), (2.4)
where the expression (:/% = ﬁ valid at low energies (¢ < Ms,) has been

used. The total cross section nvolves the convolution of the parton cross
sections integrated over the ¢ and ¢ density functions. This formula only de-
scribes the momentum spectra in the longitudinal direction (4.e. the direction
of the incident beams); gluon radiation also produces significant momenta in
the transverse direction, much greater than the intrinsic transverse momenta
of the quarks. A further complication in the cstimate of the W and Z cross-
sections is caused by higher order QCD effects; for a discussion see [13].
The decay vertex involving a vector boson and a fermion-antifermion pair
can be classified as charged or neutral currents, depending on the nature of
the boson.

Charged current interactions involve the W= bosons, and the interaction La-
grangian for the Wff’ vertex has the form

B R Pt 11 -
Lo = 72\7011 p Joes (20)
with
i - 5
joe = V' y"(1 = "), (2.6)

ey (z).
Here V,; are the CKM matrix elements described in section 1.1.3, qi = (c;d,sfb)
and q2 = (u.c,t). This form corresponds to the pure left-handed coupling of
the W to fermions.

where Vi;=1 for (£f") = (¢, %) for leptons and V;; = V5 for quarks (q

The neutral current Lagrangian for the Zff vertex can be written as

4 i =
Lh =——2 7 4 2.7
NC 2costhy plne ( )
with
dve =¥ gv — g4t (2.8)

The photon-fermion coupling for a fermion of charge ¢; has the form

.C?\f(" = —f"f]fA,uj#: (29)
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with

i = i, (2.10)

¥

that is, the left- and right-handed couplings are equal, and there is only a
vector term. For the case of polarised fermions, the left and right-handed
fermion components, i.e. (1 —~%) and (1 + ~°), are used.

More details and specific Born-level calculations in the SM can be found
in [13].

2.1.1 Theory

In 1933 Fermi[37, 38] proposed a new (“weak”) force to explain nuclear j3-
decay, and in 1938 Klein[39] proposed the existence of a massive force carrier,
the W, to explain the weak foree’s short range. The massive W+ and Z° parti-
cles are the intermediate vector bosons which carry this weak force. Together
with the massless photon (), they compose the bosonic ficlds of the unified
electroweak theory proposed by Weinberg|40]|, Salam[41]. and Glashow[42] as
discussed in the previous chapter.

The W* and Z° bosons were discovered in 1983 in the UA1 and UA?2 de-
tectors which were designed and built for this very purpose. The use of the
transverse momentum (pr) distribution in the leptonic {£7;) decay channel
was used to determine the W mass, while the Z boson mass was determined
using again the leptonic channel (£147), but by directly reconstructing the
invariant mass distribution of the lepton pair decay products.

Present experimental measurements of clectroweak paramecters such as the
masses and decay widths of the vector hosons are precise cnough to provide
tests of Quantum Chromodynamics and of the Electroweak part of the Stan-
dard Model beyond just the leading order. These precise measurements not
only test the electroweak theory, but also provide possible windows to sectors
of the theory at mass scales higher than those directly observable at current
accelerator energies. These sectors enter into the electroweak observables
through radiative corrections. While the parameters of the Z° hoson have
been well-studied, the propertics of the charged current carrier, the W, are
known with less precision. In hadron-hadron collisions the W and Z° arc
predominantly produced via the processes illustrated in Figure 2.11: that is,
a quark in one hadron annihilates with an antiquark in the other hadron to

'In the case of Z/~* this process is called Drell-Yan[43].
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Decay mode Partial decay width

of W+ in units of I{(W* — ety)
et + 1, 1
wt+ o, 1
T+ v, 1
ud 3(1+rv,/m)cos?d,
ug 3(1+o /m)sin?f,
c§ 3(1+ag/7)cos*0,
ad 3(1+a, /m)sin?f,

Table 2.1: Known decay modes of the W, and decay rate relative to e-v to
lowest order in the SM and Ofa,) in QCD[8]. All the quark decay channels
cxcept ud and 3 are strongly Cabibbo suppressed, as can be seen from the
sin?l, ~0.05 dependence. Decays to ub and cb are further suppressed and
thus negligible.

produce a vector hoson. Measurcments of the W hoson mass, for example,
by the CDF[44] and D0[45] collaborations have yielded?

My = 80.456 £ 0.059 GeV

[(W) = 2115+ 0,105 GoV. 2

The most recently reported combined measurements from LEP ave[26]:

My = 80.412 +0.042GeV

(W) = 2150+ 0.091 GeV. (2.12)

This thesis presents both the measurcment of the ratio of the cross-scetions,
as defined in the introduction of this chapter, and the extraction of the decay
width of the W boson, I'(W). The W decays with universal coupling to pairs
of fermions within weak isodoublets. The decay modes of the W are listed
in Table 2.1 (the W~ decays to charged conjugate pairs), along with the
decay rates to lowest order in the electroweak theory and to order O(a,) in
QCDI8]. The experimental values are listed in Table 2.2 for both W and Z.
The partial width into fermion pairs is calculated to he[8]

F(] (\V — fF) = H}I’ 21\/%;5}%‘11\&?/487?. (213)

where

2This is the combined measurement from the two papers, which has recently been
submitted to the PRD[46].
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Decay mode Partial decay width (GeV) Branching ratio
W
el v, 0.227 — 0.006 (10,72 4 0.16)%
i+, 0.224 = 0,006 > 0.678+40.011 (1057 +0.22)% ¥ 32.3+0.4 %
TN, 0,227 = 0.007 (10.74 £+ 0.27)%
hadrons 1.433.10.007 (67.96 L 0.30)%
il a < 8x 10 *95% CL
Total 2.118+£0.042
Z!
o 0.0839 £ 0.0001 (3.363 + 0.004)'%
W 0.0839 4+ 0.0002 (1. 2562040.0003 {3.366 = U,UUT)% 10.09+0.11%
FEEE 0.0841 £ 0.0002 {3.370 £ 0.008)%
nvisible 0.199 £ 0.002 {20.00 £ U.U{j)%
hadrans 1.7141 L 0.002 (69.9'] HE (J.Uﬁ)%
Total 2.4952+0.0023

Table 2.2: Measured partial decay width and branching ratios for the W and
7 bosons from the Review of Particle Physics(2002)[6].

e V% is the Cabibbo-Kobayashi-Maskawa (CKM) matrix element for two
quarks and is 1.0 for leptons;

o 1y is the W boson mass:

e g is the W’s coupling to fermions; in the SM it is given by ¢* =
%G 1 MZ., where () is the Fermi coupling constant derived from the
muon lifetime;

e N¢ is the colour factor, which is 3 for quarks and 1 for leptons.

The partial widths for decays into quarks receive an additional QCD cor-
rection due to vertex graphs involving gluon cxchange; implementing these
corrections Nex can be expressed as

Ne =3 {1+ o, (My)/m + 1.409(0, (My)/7)? — 12.77(as(My)/7)°}, (2.14)

where v, (My ) 18 the strong coupling constant evaluated at the vector boson
mass. Using this expression the width to leading order in QCD has been
calculated to bel6]:

Pg(\\v) == {3 + 6(1 + (},’S(i"l’if—w)/ﬂ + 1409(()’9(Jf\x /ﬂ')z

—12.77( (M) /m)*)} " To(WH = ef1)
= 2.0921 + 0.0025 GeV (2.13)
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and
B G M,
6 \/5 T

The W width also receives clectroweak corrections due to next-to-leading

Lo (WE — o) 2 226.4 4+ 0.3 McV. (2.16)

order graphs which alter the effective coupling g at the W-fermion vertex
for all fermions. Within the context of the Standard Model the W width
receives vertex and bremsstrahlung corrections[8] that depend upon the top
quark and Higgs boson masses. The corrections can be summarised in the
equation

C(W > ) g5 = To(W — T [1 + &y + S (0) + 4], (2.17)

where

e 4y (0) is the correction to the width from loops at the W-fermion vertex
involving Z%s or a Standard Model Higgs boson;

e Jy describes the boson self-energies, and

e §, is a correction made necessary when g is parametrized using the W
mass and the value of Gg from muon decay[47, 48].

Since all the corrections are small (~ -0.35%), the measurement of I'(W) is
not very sensitive to higher order electroweak corrections.

A measurement of the ratio is sensitive to all the corrections listed above
and to any new physics process that either changes the W and/or the Z°
production cross-sections or the W — e*y branching ratio. The Wt — etv
branching ratio could be directly affected by new decay modes of the W
boson, such as Supersymmetric decays that do not similarly couple to the
7" boson. Any new resonance at a higher mass scale that decays to W or
7" hosons would dircetly change the production cross-scetions. One example
of a higher mass particle that has been obscrved is the top quark at my =
174.345.1 GeV/e?, which decays to a W boson and a bottom quark[6]. In pp
collisions at /s = 1.8 TeV the production cross-section for tt pairs is 6.57%
pb[27], about 3000 times smaller than the direct W boson production[49].
The decay of top quarks (where there are two W bosons per event because a
tt pair is produced) should change the measured value of R by about 0.07%,
which is well below our sensitivity.
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2.2 Measurement of I'(W) from the W and Z
cross-sections

The width of the W boson may be extracted from the measurement of the
ratio, R, of the cross-sections times branching ratios into clectrons of the W
and the Z° ow - Br(W — cv) and oz - Br(Z" — cc), in proton-antiproton
collisions. This method was first proposed by Cabibbo in 1983 as a method
to determine the number of light neutrino families[50] and has grown into a
method to indirectly measure the branching ratio of Wt — e*r. Theoreti-
cally, R may be expressed as:

ow - Br{W = ev)  ow (W — ev) I'(2")

R = - |
oy - Br(Z° — ee) oy T(ZY — ee) (W)

(2.18)

On the right hand side, the ratio of the W and Z° production cross-sections
may be calculated from the boson couplings and knowledge of the pro-
ton structure. The Z° total width, I'(Z%), and the leptonic partial width,
[(Z" — ce), arc well measured by the LED experiments|[26].

Thus, from eq. 2.18 using the measured value of R it is possible to measure
the branching ratio Br{W+ — ety) = W Substituting the Standard
Model prediction of the partial width W — ew, it is possible to extract the
total width, T{W), of the W boson. By using the same identification criteria
for an electron in WH — efr and Z° — eTe™ events, many of the system-
atic uncertainties associated with the cross-section can be either reduced or
eliminated. The uncertainties due to the luminosity delivered to CDF and
the overall event acceptance due to the location of the pp interaction point
cancel in R because it is the ratio of the cross-scetions. Systematic uncer-
taintics due to the cfficicncy for identifving an clectron, for triggering an
event, with an clectron and uncertaintics in the acceptance are reduced or
eliminated because the same selection criteria are placed on one electron for
both W* — ety and Z° — eTe™ boson events.

2.3 Previous results

Direct evidence for W= and Z° production have been first obtained by the
UAl and UA2 experiments in pp collisions at the CERN SppS collider with
a centre-of-mass energy of 0.56 TeV. Later, at 4/s = .63 TeV, these collab-
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orations performed the first estimate of the production cross-sections times
branching ratios in the electron[51] and muon[52] channels. These results
were used in the measurement of R and the extraction of the total W width.
A summary of the values of the cross-sections, R and the W width is given
in Table 2.3, together with the more recent measurement from the Tevatron
(CDF[9, 10| and D0[53, 54] Run I results) at /s = 1.8 TeV. The most recent

Experiment mode owBr(WT — ¢ #) (nb) o,Br(Z" — ee™) (ph) R I'{w)
UALBL] @ 0.609£105 H8.6E£115 10.44£2.0
UAT[51] s+ 0.570 2.184£0.26
UA2[52] [ 0.660=40 70.4+06.8 9.38+0.86 2.30+0.20
CDr9. 10 & 2.19+£0.12 231£12 1091045 2.064+0.084
DO(Run 1A)[53] @ 2.36£0.15 218+16
DO(Run IA}[33]  etp 10.94£0.49  2.04440.003
DO(Bun 1B)[54] ¢ 2.31£0.11 221411 10.43+0.27  2.17+0.07

Table 2.3: Measurements of the W and Z° production cross-sections times

branching ratios from previous collider experiments, the corresponding value
of R and the extracted value of T{W).

direct, measurement of I'(W) obtained by LEP is 2.130 + 0.091 GeV[55].

2.4 Strategy of this measurement

The signature of high py electrons from W+ and Z° decay is a quite distinctive
signature in the environment of hadron collisions. As such, the decay of W+
and Z° bosons into electrons provides a clean experimental measurement of
their production. Experimentally, the cross-sections times branching ratios
are extracted from:

I\ candidates anﬂkgrmma!
ow - Br(WE — ofr) = , “‘B W
Aw - Ctrig * Crvertexr * €W f Ldt

\‘&fm didales _ Ngaﬂk.ff’mwﬂd

gy Br(Z" — efe”) = —
442 ) 5574:;9 * Crverter " €7 f Ldt

where

o Nigndidales Neandidaics pye the numbers of W and ZY candidates ob-
served in the data;

background w-background
o Ny e NG are the numbers of expected background events

in the W& and Z' candidate sample;



Chapter 2 25

e Aw, Ay are the acceptances for the W* and ZY decays, which include
the efficiency for the kinematic cuts on the leptons and the geometric
acceptance of the detector;

® €fiy- €1rig Are the efficicneices of the trigger sclecting one or two clectrons;
® 6perter 15 the cofficiency of the cut on the primary vertex of the event;

e cw, ey arc the cfficiencies for the W and Z° to pass the lepton identi-
fication criteria, and

| Ldt is the integrated luminosity of the experiment.

In mcasuring the ratio of the cross-sections some of the quantitics above,
together with their errors, will cancel. The strategy of this measurement will
be to select W* and Z° decay events with one or both electrons falling into the
central region of the CDF detector. Since CDF is a cylindrical detector with
calorimetry and tracking system in the central region, and only calorimetry
in the forward, electron identification is more difficult in the latter region.
Choosing the same selection criteria (which appear in the factors ey and
ez) for the clectron common to WE and Z° cvents has the great, advantage
of decreasing the systematic uncertaintics in the measurement of the ratio,
as they almost completely cancel in its computation. These smaller errors
offset the expected increase in statistical error from requiring the presence of
a common central electron.

2.5 Qutline of the thesis

This thesis is organized as follows: in Chapter 3 the accelerator and CDF
detector are described, with particular attention to the CDF subdetectors
essential in the identification of clectrons and neutrinos; Chapter 4 describes
the Monte Carlo and data samples used in this analysis and the crcation
of the W= and Z° candidates samples, which are discussed in more detail
in Chapter 5 and Chapter 6 (respectively); here studies of the background
from QCD and processes such as W+ — 7%y and Z°/+* — 7+ are also
presented. The efficiency for the triggers used and the efficiency of the elec-
tron selection are reported in Chapter 7. In Chapter 8 the calculation of
the acceptances is presented, together with the estimate of the systematic
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uncertainty associated with it. Finally, the extraction of the cross-sections
and the ratio is performed in Chapter 9.
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The Experimental Apparatus

The detector used in Lhis analysis is the Collider Deteclor al Fermilab (CDEF)
located ai the Fermi National Aecelerator Laboratory (Fermilab). in Balavia,
Hlinois {(USA). CDI uses the proton-antiproton collisions generated at the
Tevatron Accelerator complex, whose schematic view is shown in Figure 3.1
Lntil the Large Hadron Collider is completed at CERN, the Tevatron is

M =
WILSON 5T,

SEE EMLARGED MAPS
FOe FIXED TARGET AND
WILLAGE AREAR

j
|
|
|
|
!

-

Fignre 3.1: Ouervicw of the Tevatron aceelerator chain ot Feemiloh,

27



Chapter 3 28

the highest energy collider in the world. In this chapter the Tevatron and
CDF are described in their components and functions, and their recent and
previous performances are illustrated?.

3.1 The Accelerator Chain

The Tevatron is a circular accelerator of about 1 km of radius which collides
bunches of protons and antiprotons accelerated in opposite directions with a
total centre-of-mass energy of 1,96 TeV. This quantity, commonly represented
with the symbol /s in the literature, represents the total energy available
in the centre of mass of the two colliding particles. For a collider such as
the Tevatron the total centre of mass energy, and thus the energy available
for the production of new particles, is /s = E| + Fy, where Ey and Fj
arc the encrgics of the two colliding particles?. By contrast, for a fixed
target experiment, the available centre of mass energy is /s ~ /2Ems for
a projectile of energy E; incident upon a target at rest of mass my. The
centre of mass energy /s is a key parameter in collider experiments, as
the cross-sections of the different processes, as well as the masses of known
and possibly unknown particles which can be created, depend upon its value.
The other essential parameter in collider experiments is the luminosity which
determines the maximum size of the sample which can be collected during a
defined functioning period of the machine (commonly called a “Run”). The
number of events N collected for a process of cross-section o and generated
in a time interval AT is given by the relation

N=o / Ldt =oL. (3.1)
L

The quantity £ is called the “integrated luminosity” and is usually defined
for all the period of data collection of the experiment, as opposed to the
“instantancous luminosity” L, which is the luminosity at a specific time.
In practice, in proton-antiproton collisions L is determined by measuring the

number of inelastic proton-antiproton interactions per second. The units are®

'Most of the information in this chapter is taken from [56] and [57].

2This cxpression is valid only if By = Es; otherwise the formula /s = 2V/E; + Es
holds.

*Ag in the following most of the cross-sections and luminosities will be given in sub-
multiples of barns (b), where 1 h = 107** m? = 107?* em”.
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[L] = [em 2s '] and [£] = [em 2]. The goal of colliding beam experiments
is to keep the luminosity as high as possible, compatible with the technical
capabilities of the analysing experiments. Ag the luminosity increases, the
events become more complicated due to the production of multiple events
at the same bunch crossing, and thus more difficult to analyse. The total
integrated luminosity ineluded the period used in this analysis is shown in
Figure 3.2; here the luminosity is given in units of ph™' [rom the definition

Jan 2002 July 2002 Dec 2002

Total Luminosity (ph-1)

Store Number

Figure 3.2: Tolel inlegraled luminosily delivered by lhe acceleralor and
recorded by CDF in the period from July 2001 untid Janvary 2008, The upper
curve represents the luminosity delivered to the experiment by the Tevatron,
while the lower one i3 the luminosity effectively recorded on tape by CDF.

in the forinula 3.1, wherve g is in ph.
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Figure 3.3: The accelerators involved in the proton-antiproton collisions at
the Tevatron. The Debuncher and the Accumulator are indicated with the
label ’ANTIPROTON SOURCE” in the figure.

In 1996, after a ten year period of data taking (called “Run I”, divided
in Run Ia and Ib), the Tevatron was closed to undergo technical upgrades to
improve both the centre of mass energy, which has been increased from 1.8
to 1.96 TeV, and the delivered luminosity for the new period of data tak-
ing called “Run II”. Some parameters in Run I and Run II are compared in
Table 3.1. The values in the rightmost column indicate the performance ex-
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Run Run Ib Runll Run I1

(present*) | (future)

bunches of p x bunches of p 6x6 36x36 140x 121

p/bunch 23101 | 21107 | 2.7-10™

p/bunch 5.5-10 2.5-101° 3.0-101°

total number of p 3.3-101 9.0-10*! 3.6-10%2

Encrgy (p+p) (GeV) 9004900 | 980+980 | 9804980

L {cm 2 ) 1.6-10% 4.1-10 1.6-10%
Bunch spacing(ns) ~3500 396 132
Number of interactions per collision 2.5 23 1.3

*The values refer to the second best simultaneous performance. The best
individual parameters are higher[58].

Table 3.1: Parameters characteristic of different Runs at the Tevatron. The
leftmost colummn shows the operational performance of Run Ib, terminated in
1996 the middle column shows the current parameters of Run II, whilst the
rightmost column is the performance that the Tevatron would have if there
were 121 antiproton bunches in a 132 ns bunch spacing, instead of the 36
used at the moment. The scenario with 132 ns bunch spacing ts still under
development at the time of this writing.

pected for a scenario where the parameters of the bunches remain the same,
but filling 121 antiproton bunches at a 132 ng bunch spacing instead of the
36 (in 396 ns) that are used at the moment. During the period of data used
for this analysis the accelerator was operating in a 396 ns mode, as the 132
ns mode is currently under development?.

The achicvement of such results has been possible thanks to the combined
improvements of several accelerator systems, which are described in the fol-
lowing sections. A diagram of the Tevatron components is shown in Fig-
ure 3.3.

3.1.1 Production of Protons and the Booster

The first stage of the accelerator is the Cockroft-Walton preaccelerator
which produces the protons. Hydrogen gas is ionised to generate negative

4According to the latest news at the time of this writing, there is a serious chance that
the 132 ns scenario will never be implemented.
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ions, consisting of two electrons and one proton, which are subsequently
accelerated through a positive voltage to reach an energy of 750 keV, from
the initial 25 keV. In the sccond step these ions enter a lincar aceelerator
(the LINAC, in Figure 3.3) about 130 m long, where they are aceclerated
by oscillating clectric ficlds to 400 MeV. At the end of the LINAC tunnel the
ions are passed through a carbon foil and through interactions they lose the
two electrons, giving a pure beam of protons. In the third stage the proton
beam is injected into the BOOSTER., a proton synchrotron of 75 m radius
located about 6 m below ground. Here the protons are circulated until they
acquire 8 GeV, before being collected in bunches of 6 - 10" particles each
for use in the Tevatron, {(or 5 10" for protons used for the production of
antiprotons).

3.1.2 The Main Injector

Finally protons arc sent to the Main Injector, where a further acccleration
takes place, increasing the energy of the protons from 8 to 150 GeV, before
they are sent into the adjacent Tevatron. The main injector, which is a
synchrotron of 3 km in circumference, has been built with the main purpose
of reducing the inefficiency of the antiproton production and use, found in
Run I. In Run IT the antiprotons are produced by randomly selecting protons
from the Main Injector which have reached 120 GeV in energy, and sending
them towards a target of nickel. Among the wide range of collision products
the antiprotons (which arc diffused with an average momentum of about
8 GeV) are sclected and focused through lithium lenses and a dedicated
magnetic field. Subsequently they enter the Debuncher, an accumulator
ring that decreases the momentum distribution of the bunches through the
“stochastic cooling” technique. At the same time this increases their spatial
distribution, producing a continuous beam. At this point the antiprotons
are sent to the Accumulator where they are further cooled and stacked in
bunches. They are then accelerated to 150 GeV, together with the protons,
and sent to the Tevatron for the final acceleration and collision. With the use
of the Main Injector the number of available antiprotons at the beginning of
a new “store”® has increased by a factor of ten with respect to Run I Thanks
to the construction of the Recycler Ring, which shares the same tunncl as

®The period from which the beams enter in the Main Injector ring until they collide in
the Tevatron.
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the Main Injector, the antiprotons which are not utilized in the Tevatron at
the end of the store (which correspond to about 75% of the original quantity)
will not be dumped but collected and undergo the same procedures as hefore
until they will be stacked in bunches of appropriate density and they will
be ready to be sent to the Main Injector and to the Tevatron again. This
recveling procedure will essentially double the luminosity obtainable by the
machine.

3.1.3 The Tevatron

The Tevatron reccives the protons and antiprotons at 150 GeV (the “shot”)
and accclerates them to 0,98 TeV in opposite directions. Once 36 bunches of
protons and 36 of antiprotons (a “store”) arc obtained and they are circulat-
ing in the accelerator, the two beams are focused using quadrupole magnets
in two regions around the ring, where thev collide on average every 396 ns.
These two regions are denominated D0, where the experiment of the same
name is located, and B0, the centre of the CDF experiment. The luminous
region at CDF has a digpersion of about 30 cm in the direction of the beamns
(¢, =~ 30 c¢m) due to the geometric configuration of the bunches. The pro-
file of the heam in the transverse planc is approximately circular and has a
gaussian dispersion o™ ~ 30 pm. At present, the Tevatron is functioning
with an instantancous lnminosity close to 4-10*! em~2s . The goal of Run IT

2

is to reach an instantaneous luminosity of 3-10% cm=2s~! and an integrated

luminosity of 5-10 fb~!, by 2008[58].

3.2 The CDF detector

CDF is a general purpose detector designed to detect the secondary parti-
cles produced in the proton-antiproton collisions and to measure the physics
observables associated with them. As illustrated in Figure 3.4, CDF is a
cylindrical detector with a central barrel region, two end-cap (plug) regions
closing the barrel, and two far-forward detector regions. It features electro-
magnetic (EM) and hadronic (HAD) shower counters arranged in projective
tower geometry, as well as charged particle tracking chambers. The track-
ing chambers are immersed in a 1.4 T uniform magnetic field oriented along

the proton beam direction provided by a 3 m diameter, 5 m long super-
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conducting solenoidal magnet coil. Although not used in this analysis, drift
chambers outside the hadron calorimeters for muon detection cover the re-
gion |5 < 1.5. A detailed description of the detector is published in the CDF
Technical Design Report[59]. In coincidence with the Tevatron operation his-
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Figure 3.4: Longitudinal view of half of the CDE Run II detector.

tory, the CDF experiment had also a first period of data taking called “Run
I (Ia-+1Ib), which officially started at the end of 1985 and lasted for about
ten vears. The amount of data collected in this first stage is summarised
in Table 3.2. During the shutdown between 1996 and 2001 CDF has been
upgraded and several subdetectors have been replaced with more advanced
ones, in order to better handle the increase in luninosity. They are described
in the following.
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Run Year Integrated Luminosity (pb~!)
1987 0.025

Run 0 1988-89 4.5

Run Ia  1992-93 19.4

Run Ib  1994-96 90.4

Run ITa 2001-02 72.0

Table 3.2: Amount of data collected during the different periods of data-taking
at CDF.

3.2.1 Coordinate System

In order to understand the terminology used in the description of the detec-
tor, it is useful to first define the quantities mentioned hereafter. CDF uses
a cylindrical system of coordinates, with the zaxis oriented along the nom-
inal direction of the beams, in the same direction as the incoming protons
and with the origin at the centre of the detector. The coordinates r and
the azimuthal angle ¢ are measured in the plane orthogonal to this direction
(transverse plane) passing by the vertex of the interaction®.

A cartesian system of coordinates is also defined (shown in Figure 3.5), where

Figure 3.5: Coordinate system used at CDF.

the z and y axes, which also lie in the transverse plane, are oriented hori-
zontally away from the detector and vertically upwards, respectively, to form
a right-handed system with the z-axis as previously introduced. The polar

6% is measured in an anti-clockwise direction from the z-axis viewed in the proton
direction.
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angle # 18 measured upwards from the positive z-axis, and is related to z and
r by the expression
z =1 X cosf. (3.2)

The pscudorapidity n, indicated in Figure 3.6 is defined as

i = —log(trm(g)), (3.3)

and depends uniquely on the angle 6.

3.2.2 Magnetic Spectrometer

A 5 meters superconducting solenoidal coil produces a magnetic ficld with
a central value of 1.412 Tesla to enable the measurement of the momenta
of the charged particles. The ficld is uniform to 0.1% in the region |z| <
150 em and |r| < 150 em. The solenoid and cryogenic equipment represent
0.85 radiation lengths (Xy) of material for a particle at 90¢ incidence.

3.2.3 Tracking System

The “integrated tracking system” at CDF, shown in Figure 3.6, involves a
new open cell drift chamber, the Central Outer Tracker (COT), which covers
the region |n| <1 (central region), and the “silicon inner tracker” system,
which provides full coverage up to |n| <2 (forward region).

Silicon detectors

The silicon inner tracker congists of three concentric silicon detectors located
at the very centre of CDF.

The innermost one, Layer 00 (L00), is a single-sided, radiation-hard silicon
layer located at 1.35 em radius, just outside the beampipe (which is located
between the radii of 0.83 and 1.25 cm).

The Silicon Vertex Detector (SVX), placed immediately outside LOO at
the radius of 1.6 cm, is composed of three barrels, each 29 ¢m long, as shown
in Figure 3.7; all together they extend about 45 ¢m in the z direction on
each side of the interaction point. Each barrel is divided into 12 wedges in
¢ (Figure 3.7), and each wedge supports five layers of double-sided silicon
micro-strip detectors between the radii of 2.4 and 10.7 ¢m from the beam line,
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beames, The eeneral layer covers the eonteal rogion || < 1, while the wwo
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Figure 3.7: On the left, view of the three barrels of the SVX silicon detector.
On the right, end view of one barrel showing the 12 wedges with the 5 layers.

the coverage from the COT is incomplete. Each laver is double sided as in
the SVX, and asscmbled in a similar way.

The combined information of the SVX and ISL allows the reconstruction
of three dimensional tracks independently of the COT (stand-alone mode),
thus providing a tool to measure the efficiency of the latter. However, in this
analvsis only central electrons are used and no information from the silicon
systems is used anywhere. Since the silicon was still being commissioned for
a long part of the period of the data used here, requiring the presence of the
silicon would have reduced the amount of data available by a factor 2. The
resolution of the SVX+ISL systems has been estimated by simulations to be’

Opr /D7 ~ 0.4%[GeV/e| ™ o4, = 15 um; o4, = 0.3mrad,

where d is the impact parameter of the track and ¢y is the angle that the
track forms with the z-axis.

Central Outer Tracker

Tracking in the central region is provided by the Central Outer Tracker, an
open cell drift chamber which consists of eight superlayers (Figure 3.8) of

“The resolutions refer to tracks with transverse momentum pr > 10 GeV/c (with
negligible multiple scattering) and 1< |n| <2. For more details see [59], section 7.5.3.
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Figure 3.8: On the left, the endplate slots are shown; in this figure the odd
are stereo and the even are axial superlayers, according to the definition in
the text. On the right, a single cell layout is shown.

cells placed between the radii of 40 and 132 cm from the beam pipe. Each
superlayer is composed of 12 layers of sense wires alternated with potential
wires in a plane, as shown in Figure 3.8. The space between the cells is
filled with a gas mixture of Argon and Ethane in the proportions 50:50,
chosen to ensure a fast drift velocity (~ 100 um/ns) in order to deal with
the expected high luminosity®. Four of the superlayers are axial (for the
measurements in the transverse plane) and the other four are stereo (for the
z measurements), with stereo angles of 2°[60]; the superlayers are alternated
starting with a stereo superlayer. A summary of the COT characteristics is
given in Table 3.3. The ions produced by a charged particle passing through
the COT are collected at the sense wires giving the r — ¢ information on the
position of the hits. The hits from the stereo and axial wires are combined
to obtain the z position. The three-dimensional sequence of hits is fitted
to form a track. The track momentum and charge are determined from the
curvature in the magnetic field. If B is the strength of the magnetic field, the
transverse momentum pg of the track can be obtained by the relationship

pr = Bqr, (3.4)

8This choice has been made to ensure full efficiency of the chamber with 132 ns bunch
spacing, as expected in a later stage of Run II.
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coT

radial coverage 44 10 132 ¢m
number of superlayers 8
sterco angle (¢) +3,0,-3,0, +3,0,-3,0
layers per superlayer 12

drift field 2.5 kV/em
maxitmum <rift distance .88 em
maximum drift time 100 ns
resolution per measurement 180 yamn
rapidity coverage 7] <1
number ol channels 30,240
material thickness 169Xy,

Table 3.3: Design parameters of the Central Outer Tracker at CDF.

where ¢ is the charge of the particle and » is the radius of curvature of
the track. The resolution on the curvature has been studied using detailed
simulation[59] and cosmic ray data and has been found to be 3.6x107°
¢cm™! which corresponds to a momentum resolution of o, /p3. ~ 1.7 x 107
[GeV/c]"!. As more energetic tracks bend less, the curvature, and thus the
momentum resolution of the COT, decreases for higher momentum tracks.
The resolution on the impact parameter dy is about 600 gm, the resolution on
cot @ is ~ 6 x 1072, The COT is a crucial element in the identification of the
electrons in the central region, as electron candidates are formed by clusters
in the electro-magnetic calorimeter matched to a track in the COT, as will
be explained in more detail in section 4.1. In this analysis the momenta of
the tracks associated with the eleetrons are measured using the COT alone.

3.2.4 Calorimeters

Located immediately outside the solenoid, the calorimetry system at CDF
is used to measure the energy of charged and neutral particles produced in
the pp collisions. The calorimeter 18 divided into two physical sections: the

Central (|9 <1), which is the same detector as in Run [, and the brand
new Plug (1.1< |n| <3.64) detector. Each section is subdivided into an
clectromagnetic (CEM,PEM) and hadronic portion (CHA,PHA). The end-
wall hadronic calorimeter(WHA) covers a gap between the central and plug
hadronic sections, as shown in Figure 3.6. The properties of each calorimeter
are summarised in Table 3.4, The central calorimeter is divided at n=0
into two halves; each half consists of 24 wedges in ¢, giving a total of 48
wedges. A wedge, as shown in Figure 3.9, is segmented into ten towers,
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| ‘ CEM | CHA,WHA | PEM ‘ PHA ‘
Euergy
Resolution 14%./E 5%/ VE 16%/VE 80%/vE
Angular
Coverage <1.1 <1.3 11 < || < 36| 1.2<|n <306
(i [}
Scegmentation
(|n] range, < 1.1 1.1-1.8 1.8-2.1 2.1-3.6
Ay 2 Ad) 0.1 % 15° 0.1x7.5% | 0.16x7.5% | 0.2-0.6x13°
Absorber, lead, iron, lead, iron,
Aclive seintil- scintil- scintil- seintil-
Medium laror lator lator lator
TPosition
Resolution 0.2cm x 0.2 cm® | 10cm x 5 cm
(r — & % )@
Longitudinal 19 X5, 1A 4.5A 21 X, 1A TA
Depth

(0) At 50 GeV incident energy  *) Using the CES chambers

Table 3.4: Characteristics of the CDF Runll calorimeters. Xq is the radiation
length and X is the hadronic interaction length.

labeled 0-9, subtending 0.1 in # and 15 in ¢. The CEM is a sampling
calorimeter made of lead sheets interspersed with polystyrene scintillator.
While passing through the calorimeter, particles interact with the material
producing “showers” of photons, clectrons and positrons depending on their
nature. Electrons and photons will start showering carlier and their showers
will be almost completely contained in the EM sections, while hadrons (such
as pions) in the form of hadronic jets will start later releasing a significant
fraction of their energy in the hadronic portions. The photons produced by
scintillation during this process are funnelled to light guides at the edges of
the scintillator, where photo-multiplier tubes (PMT) (two per EM tower) are
used to measure the number of scintillation photons produced in a shower.
The CHA and WHA use acrylie scintillator sandwiched between sheets of iron
with a similar readout scheme to that of the CEM. Proportional chambers
(CES and PES) are cmbedded near the shower maximum in the range 0<
|n| <0.613 and 0.623< |n| <1.1, about six radiation lengths (Xg) deep into
the EM calorimeters. These chambers, two per calorimeter wedge, have
wires in the r-¢ view and cathode strips in the z view to record the three
dimensional position of the shower. This information determines the location
of the incident particle within a tower and allows shower-track matching to
be performed. A second set of proportional chambers, the Central or Plug
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Preradiator (CPR or PPR) is placed in between the front face of the EM
calorimeters and the magnet coil. Acting as shower presampler, this chamber
can be very useful in the pion-photon separation and in the identification of
the clectrons. The characteristics of the CES and the CPPR. are summarized
in Table 3.5. In this analysis only the central calorimeter is used.

CES CPR
(2 per 15° wedge) (2 per 15° wedge)
wires SLTips wires
(r-¢ view) (z view) (r-¢ view)

number of channels 64 64 32
spacing (em) 0.63 1.8 1.0
spatial resolution (cm) 0.2 0.2 0.5
chamber length in z{cm) 115 103
chamber width in &%) 12.4 10.2

Table 3.5: Description of the Shower-Maxz (CES) and the Preshower (CPR)
central detectors.

3.2.5 Muon detectors

If electrons lose most of their energy in the EM calorimeters and hadrons in
the hadron calorimeters, muons are known to penetrate the tracking systems
and the calorimeters leaving very little energy”. For this reason a muon
candidate is created from minimum energy deposited in the calorimeters
matched with a minirmum ionising track in the COT and with hits in the
“muon chambers”, placed outside the CDF detector, which will be deseribed
in the following. For muon detection CDF uses four systems of absorbers,
scintillators and proportional chambers in the detection of muons over the
region |n| <£2.0. They are the Central Muon detector(CMU), the Central
Muon Upgrade detector(CMP), the Central Muon Extension(CMX) detector
and the Barrel Muon Detector(BMU). All four detectors are composed of
layers of single wire drift chambers, of which alternating layers are staggered,
in order to eliminate hits position ambiguities. The creation of a muon object
involves the process of forming a “stub” from hits in the muon chambers, and
matching it to a COT track. An overview of their n and ¢ coverages at CDF
is shown in Figure 3.10[61], and their characteristics are briefly summarized

?Muons from Z decays, for instance, deposit on average about 0.4 GeV in the electro-
magnetic portion of the calorimeter and 2 GeV in the hadronic one.
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in Table 3.6. None of these detectors are used in this analysis.

CMU CMP CMX BMU
pseudorapidity coverage [7] <06 |y <06 06<|p <10 L0<|y <15
drilt tube length 226 cm 640 em 180 cm 363 cm
drifl tube width 6.33¢cm 15 cm 15 cm 8.4 cm
max drift time 800 ns 1. 4us 1 4ps 800 ns
total drift tubes 2304 1076 2208 1728
scintillation counter thickness 2.5 cm 1.5 e¢m 2.5 cm
scintillation counter width 30 cm 30-40 c¢m 17 em
seintillation counter lengths 320 em 180 ¢m 180 em
total counters = 269 324 864
pion interaction length 5.5 7.8 6.2 6.2-20
minimum deteetable muon pr 1.4 GeVie 2.2 GeV/ie 1.4 GeV/e 1.4-2.0 GeV/e
multiple scattering resolution 12 em/p 15 em/p 13 em/p 13-25 em/p

Table 3.6: Design parameters of the CDF II Muon Detectors. Pion inter-
action lengths and multiple scattering are computed at a reference angle of
6 = 557 in CMX, and show a range of values for the BMU.

3.2.6 Trigger systems

The trigger plays a crucial role in hadron-hadron collider experiments. Since
they usually have a high rate of collisions, much higher than the speed with
which these events can be written to tape, it is essential that the trigeer sys-
tem be able to provide as much event throughput as possible in the shortest
time. In Run II the collision rate is, at nominal luminosity, essentially equal
to the crossing-rate, 7.6 MHz, while the tape recording rate is less than 75
Hz. The role of the trigger is to efficiently select the most interesting events
among the large amount of “minimumn bias”'’. Due to the improvements in
the accelerator configuration discussed in section 3.1, all of the trigger svs-
tem needed to be replaced in Run IT to have a higher rejection factor with
respect to Run I and still ensure the maximum cvent recording cfficiency.
The CDF trigger system has a three level architecture, with cach level pro-
viding a rate of reduction sufficient to allow for processing in the next level
with the minimum deadtime. The three levels will be described separately
in the following paragraphs. Figure 3.11 shows a functional block diagram of

L0%e refer to minimum bias as those events which satisfy the minimal trigger conditions,
i.e. some activity at small angle with respect to the beamline.
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the data acquisition system, while the block diagram of the trigger system is
shown in Figure 3.12.
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Figure 3.9:  View of one wedge of the central calorimeter. FEach wedge
covers 1 tower in the azimuthal direction (A¢ = 15°) and ten towers in the
n direction (0< |n| <1.1). The proportional chamber(CES), referred to as
“Strip Chamber” in the figure, can be seen embedded at shower mazimum.
Both edges are uninstrumented in order to leave space for light guides that
connect the scintillator to the photo-multipliers.
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Figure 3.10: Three dimensional view of the CDF detector, where the muon
chambers are indicated with their respective coverage tn pseudorapidity.
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Figure 3.11: The readout functional block diagram. The acronyms have been
already introduced in the text, apart for the following: XFT = eXtremely Fast
Tracker; XTRP = Track Extrapolation module; SVT = SVX track processor
in Level2 trigger system; TSI = Trigger System Interface.
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RUNII TRIGGER SYSTEM
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Figure 3.12: The trigger system block diagram
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Level-1

The first level of trigger selection Level-1(L1) uses custom designed hard-
ware to find physics objects based on a subset of the detector information
and then makes a decision based on sirnple counting of these objects. The
input to the L1 hardware comes from the calorimeters, tracking chambers
and muon detectors. The decision to retain an event for further processing 1s
based on the number and energics of the cleetron, jet and muon candidates as
well as the missing energy in the event, or on the kinematic propertics of few
of these objects. The Level-1 hardware consists of three parallel synchronous
processing streams which feed inputs of the single Global Level-1 decision
unit. One stream finds calorimeter objects (e.g. electrons and jets), another
finds muons and the third finds tracks in the central region. Triggers can be
formed using these streams singularly as well as AND or OR combinations of
them. All elements of the Level-1 trigger are synchronised to the same 132 ng
clock, with a decision made every 132 ns by Global Level-1. In the period
of data taking considered in this analysis the accelerator was operating in 36
bunches mode (396 ns) and the trigger was clocked every 132 ns with the two
intermediate clock cyeles automatically rejected. The maximum L1 aceept
rate is ~ 20 kHz, while the typical onc is ahout 12 kHz.

Level-2

Events accepted by L1 are processed by the second level of trigger Level-
2(L2), which is composed of several asynchronous subsystems. These pro-
vide input data to programmable L2 processors in the Global Level-2 crate,
which determine if any of the Level-2 triggers are satisfied. Processing for
a Level-2 trigger decision starts after the cvent is written into one of the
four L2 buffers by a Level-1 accept. When L2 is analysing the event in one
of the buftfers, that buffer cannot be used for additional L1 accepts. 1f all
the four buffers are full the experiment incurs deadtime. It follows that the
time required for a Level-2 decision needs to be less than about 80% of the
average time between L1 accepts in order to keep the deadtime as low as
possible. For this purpose L2 has been pipelined into two stages each taking
approximately 10 ps, which ig sufficient to keep the deadtime at a minimum,
even if L1 had an accept-rate of 50 kHz. The Level-2 buffers perform a lim-
ited event reconstruction using essentially all the information used in L1, but
with higher precision. In addition, at L2 data from the central shower-max
detector and the SVX are available, which improve respectively the iden-
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tification of electrons and photons and the reconstruction of the secondary
vertices. Furthermore, a jet reconstruction algorithm is provided by the L2
cluster finder. After all of the data are stored in the processors, the event is
examined to check if the eriteria of any of the L2 triggers have been satisfied.
This operation can be performed while the new events are being loaded into
memory, thus not affecting the dead time. The typical L2 accept rate, as of
this writing, is between 100 and 300 Hz, depending on the initial luminosity.

Level-3

The Level-3 (L3) trigger subsystem is composed of two main components,
the Event Builder (EVB) and the Level-3 Farm. Level-1 and Level-2 sys-
tems need to make their decisions at a very high rate which makes it impos-
sible to fully reconstruct cach cvent. While Level-1 and Level-2 algorithms
use small predefined picces of event data to make their decision, the cvent
pieces are stored in the buffers of the 140 Front End crates which constitute
the EVD. After a Level-2 decision is made, the Event Builder assembles all
event fragments from the Front End crates into one data block.

The 16 subfarms which compose the Level-3 farm rcccive event frag-
ments from the EVB and build complete events into the appropriate data
structure for analysis. As it takes about one second for one computer unit to
make a trigger decision on one event, it takes a large farm of 250 Dual Pen-
tium Linux Personal Computers {called “processors™) to ensure the required
input rate. Each subfarm contains between 14 and 18 processor nodes and
one “convertor” node, which acts as “farm input” distributing the data flow
coming from the EVB.

The events are then passed to a trigger algorithm (a different one for each
processor) that categorizes the event and makes the decision as to whether
or not to permanently store it. The selected events are passed to the Data-
Logger subsystem. During the building processing, the event integrity is
checked.  The L3 algorithms take advantage of the full detector informa-
tion and improved resolution unavailable to the lower trigger levels. This
includes full three-dimensional track reconstruction and tight matching of
tracks to calorimeter and muon-system information. Results from the lower
levels are used to drive the algorithms, which are based on the off-line anal-
vsis packages. This is a modular system consisting of a number of general
reconstruction modules and separate filter modules for specific triggers. L3
accepts events with a rate of approximately 75 Hz. More details about the
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Level-3 software used to identify electrons will be given in gection 4.3.

3.3 Generation and Simulation

Based on the known physics of the processes under study, physicists have
developed computer programs which

a) reproduce the kinematics of the physics processes, which in the case of
the physics of elementary particles involves the production and decay
of the examined particles;

b} simulate the effect of the passage through matter (represented by the
detector) of these particles, simulating the amount of energy they will
lose, the direction they will take and so on.

The first step is called “generation” and it is usually performed by sophisti-
cated computer programs called “Monte Carlos”. They asscemble the known
physics of several processes and reproduce their kinematic characteristics,
such as Z production from proton-antiproton interactions. That is, knowing
the energy of the incoming proton and antiproton, they will assign a certain
energy to the Z (according to the the pp Parton Distribution Functions), a
certain boost, and so on.

After the gencration is performed, these data are passed through the
“simulation” program. This reproduces the physics of the interaction of the
generated particles through the matter of the detector, their consequent de-
cay and the amount of energy they deposit in each subdetector. In CDF a
GEANT[62] parameterization of the detector is used, which contains all the
information regarding the amount of material in the detector and the geome-
try of its components. The output of the simulation program has exactly the
same striucture as the actual data taken from real interactions, consisting of
a scrics of hits in the COT or encrgy depositions in the ealorimeters or in the
muon chambers. To reproduce the real event coming from a pp interaction,
many different physics concepts have to be introduced and coded into the
simulation program, such as bremsstrahlung, to realistically reproduce the
behaviour of the particles passing through the detector. Once the simulated
data have been processed, they are analysed by the same analysis code used
to analyse the collision data; the agreement of the two gives confidence that
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both the physics and the detector response are well understood and under
control. Any inconsistencies between the data and the simulation is indica-
tive of lack of knowledge or deficiencies in the code, and thus needs to he
investigated.

Details on the generation and simulation of the samples used as reference
for this analysis are described in section 5.1.

3.4 Object-oriented software

All the reconstruction and data acquisition system at CDF is built upon
a C++ infrastructure. C++ is an object-oriented software language which
makes use of “objects’, intended as separate self-existing structures of a gen-
eral nature identifying all entities of the same kind. An object defining a
certain category will contain by definition all the properties and links to the
quantities common to that particular category. In CDF these objects are
the most basic physics quantities such as a track, or the more sophisticated
onecs such as clectrons and muons and jets. According to this philosophy,
a scparate picee of software exists to identify cach separate physics object.
Once the basic requirements to form a physics object are fulfilled, the latter
can be filled with links to all the physics properties or quantities which can
help to better identify it. As an example, a “jet object” will contain a certain
value for the energy measured in the hadronic calorimeter, one for the EM
energy, the coordinates of itg position in the detector, and so on. In general,
for each object only one quantity of a kind is chosen to be associated with it.
In this way the user who has access to the object will obtain the energy or the
pscudorapidity value which has been uniquely associated to it by seleetion
criteria defined “a priori”. More information on the ercation of the “clectron
object”, essential for this analysis, will be given in section 4.2.1.
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Electron and Neutrino
identification

This analysis scarches for Z° bosons decaying to clectrons and positrons
(Z° — ¢ ) and W bosons decaying to clectrons and neutrinos (W — etr),
In this chapter the detection of electrons and the presence of a neutrino
through missing transverse energy is described. This includes the proce-
dure to create electron and neutrino candidates in the CDF detector (de-
scribed in section 3.2), and the variables used to identify high transverse
momentum (pr) electrons and neutrinos in this analysis. Electrons are iden-
tified by means of the calorimeters and the magnetic spectrometer, while
neutrinos arc found by looking for missing transverse energy (£1) using only
the calorimeters.

The starting point in the creation of an clectron candidate is a cluster in the
EM calorimeter, through a procedure described in section 4.1. The creation
of an electron candidate, after making further requirements on the cluster, is
described in section 4.2. Here the corrections applied are also discussed, to-
gether with the definition of the variables used in the electron identification.
In section 4.3 how these variables are used in the trigger selecting high pr
electrons is described. Finally, the procedure of identifying neutrinos through
the missing Er variable 18 described in section 4.4.
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4.1 Electron clustering

The ercation of an clectron object[63] begins in the calorimeter. The scarch
for an clectromagnetic (EM) shower in the calorimeter begins with all the
towers which have more than 3 GeV of EM transverse energy. These are
defined as seed towers'. The list of seed towers is ordered in transverse energy
from the highest to the lowest. The towers adjacent in 7 to the highest E;
seed tower (“shoulder towers™) form a cluster in the Central Electromagnetic
calorimeter together with the seed tower itself if they have at least 100 MeV
of EM or hadronic energy. The shoulder towers have to be within the same
wedge in 5 as the seed tower; this means that the cluster has to be contained
in a single wedge and can consist of, at most, the sced tower and its ncarest
neighbours in % on cither side of it. The maximum cluster size is 3 towers in
n and 15 in ¢. If the seed tower is cither in the outer or in the innermost
region of the CEM (called “tower 0” and “tower 9”7, corresponding to the
annular region including all towers? with the same value of 5 ), then only
“tower 17 or “tower 8" is added to the cluster, and no towers of a cluster
are allowed to cross a region boundary or the centre of the detector. Ouly
electromagnetic energy is used to determine the centroid and the total energy
of the cluster.

Any tower chosen to be in a cluster is removed from the sced tower list,
climinating the possibility of overlapping clusters. For this analysis it is
required that clectron or photon candidates have greater than 5 GeV of
energy in the cluster. Also, the energy in the hadronic towers corresponding
to the towers of the electromagnetic cluster must be less than 1/8 of the
total electromagnetic energy, to reduce the background coming from hadronic
events(jets). If these two criteria are satisfied the cluster is considered to be
an electron or photon candidate (a “CdfEmObject”)?. More information is
required to define the cluster as an electron.

'"The standard calorimeter corrections discussed in the following sections are applied
at this point.

20n this occasion the CDF nomenclaturc can be misleading; the terms “sced tower”
and “shoulder tower” refer to a specific region in the calorimeter corresponding to (.11
units in v and 15%; the term “tower &, with ¢ any number between 0 and 9, refer to a
region of 0.11 units in p and 3607 in ¢, meaning the all annular region including all the
towers with the same value of 5. Below, cvery time the term tower is used it indicates the
single tower of 0.11 n times 15° in ¢, unless a number is specified after it. In this latter
cage it will indicate the annular region as just described.

*If the total electromagnetic energy of the cluster is greater than 100 GeV, the cluster
is accepted independently of any other selection criteria.
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4.2 Central Electron Identification

4.2.1 Creation of an electron object

If a valid EM cluster is found, a series of other objects, if they are defined to
match, arc added to the CAfEmObject to form an clectron. These include a
track, a shower-max(CES) cluster and a pre-radiator(CPR) cluster.

For cach CdfEmObject, cach track is in turn iteratively extrapolated to the
plane of the CES for the wedge containing the associated EM cluster®. The
final extrapolated track is required to be within 25 ¢m in z-¢ (where x is
the local z from the CES) and 38 ¢m in 2 from the centre of the EM tower
seeding the cluster. This provides a region in the CEM that covers slightly
more than three physical towers. Among the tracks which fulfill these rve-
quirements, the “best matching” one 18 chosen to be the highest pr track
located within the sced tower or not more than 5 cm bevond the sced tower
boundary in the z direction, which passes some “Quality Cuts” requiring a
minimum number of COT axial and sterco hits.

The next objects checked for association with the CAfEmObject are shower-
max clusters. In the central calorimeter there are two CES cluster collec-
tions; an “unbiased” collection which is created from a list of wires or strip
seeds over a threshold energy, typically used in the creation of photon objects,
and a “track based” collection that nses the wire or strip nearest an extrapo-
lated track as a seed: the latter is used in electron analyses. Among the CES
clusters belonging to the unbiased collection, a subset is created, requiring
the clusters to be in the same wedge as the EM cluster previously found,
and to which they are potentially being associated. The best matching one
is taken to be the one with the highest energy. For the “track-based” CES
clusters, the track seeding each CES cluster is required to belong to the col-
lection of tracks which have been found to matceh the CdfEmObject. Among
these CES clusters, the “best matching” one is chosen to be the one seeded
by the best track previously determined. This is the CES cluster which will
be used in this analysis. The association of the pre-shower clusters is per-
formed in a similar way to the CES clusters, although thig information 18 not
used in this analysis.

4Extrapolation is performed assuming the particle follows a helical path in a solenoidal
field oriented parallel to the negative z-axis in the global CDF coordinate system {as
described in section 3.2.1).



Chapter 4 56

In thig analysis, the presence of a track and a CES cluster, seeded by the
same track, is required for the electron to be created.

4.2.2 Corrections

In this section, the corrections applied to the central clectron variables in
the data arc introduced. Plots shown in this scction are from 72" — e¢te¢™
data and Monte Carlo samples, deseribed in chapter 5. The sclection criteria
applied to the electrons are described in section 6.1.

a) Vertex Correction

The clectron transverse cnergy in EM Objects is calculated assuming the
interaction point is located at z = 0. We recalculate the transverse cnergy
Er using z of the track [64] associated to the clectron as the event interaction
point, and the angle of the track as the direction of the electron.

b) CEM Energy Corrections

In order to tune the central clectromagnetic calorimeter, the CEM response
needs to be determined and corrected. This procedure includes individual
tower gains, local x and z position dependent mapping corrections, time
dependent corrections, and attenuation of the light passing through the scin-
tillator. They are discussed in the following text.

e The corrections for the tower-to-tower gain variations have been de-
termined using a calibration electron sample collected during the first
stage of Run IT data-taking[65]. The gains are defined as the average
E/p for each tower in the window 0.8-1.25; their distribution can be
observed in Fig. 4.1°. Correcting CEM encrgies for this effect results
in approximately 5% improvement in the energy resolution.

e CEM gain changes with time. These time-dependent corrections, ex-

®Here E is the energy measured in the CEM and p is the momentum measured in the
COT (beam constrained). For more information see section 4.2.3.
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Figure 4.1: Distribution of the tower-to-tower gain variations for central
electrons. The inverse of these values are used in the correction to the central
electron energy.

tracted by plotting® (E/p) as a function of time’, have been imple-
mented in the data. This includes the overall scale correction to make
the peak of the di-electron invariant mass be at 91 GeV. Figure 4.2
demonstrates that the corrections are made properly.

e The CEM response is dependent on local x and z coordinates within a
tower. These corrections, called “face corrections”, are extracted from
the test-beam data taken in 1994 and are applied [67] to both data and
simulation. Corrections for the attenuation of light passing through
the scintillator towards wavelength shifters and other corrections are
also applied at this stage.

Despite these corrections, about 7% variation was observed when (E/p) was
plotted as a function of the local  position (CES-z). In order to make a flat
distribution of (E/p) versus CES-z, the following correction factor is applied
to the CEM energy:

1.015
(1+ 0.000157 x 22)’

f:v:

SHere and in all the following the average of E/p, written as (E/p), is calculated using
values of E/p in the range between (E/p) = 0.9 and (E/p) = 1.1.
"Work done by Larry Nodulman[66].
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Figure 4.2: (E/p) as a function of run number. Here E is the corrected E
and p has the corrections described in section 4.2.2¢). The average of E/p is
calculated in the range between 0.9 and 1.1.

where z is measured by the CES. The corrected CEM energy is then
Eeorr = fo X E.

The correction factor and (E/p) as a function of CES-z after that the cor-
rections are applied are shown in Figure 4.3.

After the corrections the response is flat. The scale is then set by com-
paring the peak of the Z° — eTe™ invariant mass distribution to a Monte
Carlo simulation. The ratio of the central values from each fit is used to scale
all electron energies.

The isolation variable in the calorimeter, as defined in section 6.1, has
been corrected for leakages to the neighbour calorimeter towers. The correc-
tions are described in [68].

c) Beam Constrained COT Tracking

Tracking resolution tends to dominate the E/p resolution once the energy
has been tuned. The raw COT resolution can be substantially improved by
imposing a beam constraint[69], that is forcing the track fit to go through
the beam-spot. All the tracks used in this document are beam constrained
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Figure 4.3: The CEM enerqy correction factor applied to the data (left) and
(E/p) as a function of CES-z after the corrections (right). The average of
E/p is calculated using values of E/p in the range between 0.9 and 1.1.

“COT-only” tracks.

As shown in Figure 4.4 (E/p distributions for electrons and positrons), there
is a systematic bias in momentum measurements in the data as a function
of the azimuthal angle ¢. No bias is observed in the Monte Carlo simula-
tion and none is expected. The bias is removed by recalculating the signed
curvature [66], Q/pr, where @ is the charge of the track and pr is the COT
beam-constrained transverse momentum:

Q — 9 0.00042 = 0.00116 x sin(6 +0.3).

pr pr

No corrections are needed to the polar angle, 8, of tracks. Figure 4.5 demon-
strates that most of the bias is removed by these corrections. The correspond-
ing plots from the Z° — e*e~ Monte Carlo sample without the corrections are
shown in Figure 4.6. A dip of about 2%, near |CES-z| ~ 20 cm (Figure 4.6
bottom left), is not yet understood.

d) Summary on corrections

The corrections applied to the energy measured in the calorimeter and to the
momentum measured in the COT have been described. Note that the CEM
energy corrections are the standard ones applied automatically in the pro-
cessing of the data, and thus common to all analyses using high pr electrons
at CDF. On the other hand, the momentum corrections have to be applied
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Figure 4.4: The E/p distributions for electrons and positrons (left) and (E /p)
as a function of track ¢ (right) in the Z° — eTe™ data before the curvature

corrections are applied. The average of E[p is calculated in the range between
0.9 and 1.1.

separately as there is no automatic procedure at present.

Figure 4.7 compares the invariant mass distributions between the Z° — ete™
data (after the corrections) and the Z° — ete™ Monte Carlo sample®. The
good agreements in the mass peak location and width demonstrate that the
CEM energy scale and resolution are in good shape for this analysis. Rea-
sonable agreements between the data and Monte Carlo are also observed for
the E//p distribution (see Figure 4.8) and (E/p) as a function of the n and ¢
of the electron tracks (see Figure 4.9).

4.2.3 Central Electron Variables

The variables used in the selection of the central electrons are summarized
in the following paragraphs.

e FElectromagnetic(EM) cluster and Er
An electron cluster is formed from a seed EM tower and a number
of shoulder EM towers, which are added to the seed tower until the

8The distributions will be analysed in more detail in chapter 5 and 6, where the presence
of same sign events will be discussed.
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maximum cluster gize is reached as explained in section 4.1. This is
defined by two towers in pseudo-rapidity (An ~ 0.3) and one tower
in azimuth {A¢ ~15%). The transverse clectromagnetic energy Fp is
calculated as the EM cluster energy times sin#, where 4 is measured
using the COT track associated with the clectron.

o Hud/EM

This variable is the ratio of the total energy in the hadron calorimeter
to the total energy in the EM calorimeter for the towers included in
the EM cluster. In this analysis the value of Had/EM will be scaled by
a Tactor (0.0045) multiplied by the total energy of the cluster”. This
is done to compensate for the logarithmic dependence of the hadronic
energy deposition by an electron. This cut has a flat efficiency up to
175 GeV oas observed in test-beam data|70].

o [solation
This variable is defined as the ratio Ei°/ESsr: here

iso 04 cluster
< _ET' —EE 3

where EX? is the energy in a cone of radius AR = /A2 + A¢? < 04
around the electron cluster excluding the clectron cluster, and E{f”m’"
is the energy in the clectron cluster. AR is defined between the cluster
centroid and the centre of a candidate tower.

L thrr)p? Xﬁ)i-re
The pulse height shape in the Central Electromagnetic Shower-Max
(CES) detector is compared to the one obtained with test-beam data

using a x” test. The variable x7, . is the y* of the fit between the energy

2
strip
deposited on each of the 11 strips in z in the CES shower and the shape
obtained using test beam data. An energy dependent correction is used
in the calcnlation of the y?%, where the total energy of the cluster is the
scale factor. A similar variable ¥2 ., tests the encrgy deposition on the
wires in the r-¢ view. The latter is not used in the sclection of the

cvents as it is largely affected by bremmstrahlung emission.

b Lsh'r
The purpose of this quantity is to provide some discrimination of elec-
trons and photons from hadronic showers faking these particles in the

?For a chosen cut value, the equation of the sliding cut is Had/EM < Had/EM(cut
value) + 0.0045x E.
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central electromagnetic calorimeter. This is done by comparing the ob-
served sharing of energy deposition between towers in the CEM to that
cxpected for a “true” clectromagnetic shower, taken with test-beam
data and recorded in the database. The Lshr (Lateral Shower Sharing
variable) represents the amount of lateral sharing and it is defined as

adj expected

Ly = 0.143 )
\/ (0.14VE)? + (AESTeeh)2

where the sum is only over towers in the electron cluster, not extending
across region boundaries or nn = 0, and

— E' is the measured energy (in GeV) in a tower adjacent to the
seed tower,

— Bl is the expected energy (in GeV) in the adjacent tower,

calculated using a parametrisation from test beam data,
— 0.14v F (E in GeV) is the error on the energy measurement, and

— AEFPted g the error on the energy estimate.

e E/pandpy

These quantities involve the momentum of the track associated with
the electron. The track is selected as the beam-constrained COT track
with the highest momentum pointing to the electron cluster. During
the passage through the material up to the COT active volume the
clectron might radiate a photon (external bremsstrahlung), which is
collincar with the clectron and generally deposits energy in the same
calorimeter cell as the clectron, thus not much affecting the value of
E; (which is still the original energy of the electron). However, the
momentum measured in the COT after the bremsstrahlung radiation
will be smaller. This causes a long tail in the distribution of £/p above
the value of one.

L Zt:e'rtm:
This variable is the z; coordinate of the interaction vertex where the
electron has originated. The z of the electron track is used in this
context.

e AX and AZX
These variables are the differences between the & and 2z coordinates of
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the track extrapolated to the CES and the value of z and z as measured
by the CES itself. AX is the separation in the » — ¢ view , while AZ
is the separation in the z view. The cut on AX has been multiplied by
the sign of the charge of the electron and it is asymmetric in » — ¢, to
account for photons emitted in bremsstrahlung radiation, which distort
the CES cluster towards one direction depending on the charge. Both
quantities are corrected for the CES and COT alighments wedge-hy-
wedge.

o Track quality cuts
To ensure that the track associated with the electron is a good quality
reconstructed track, we ask that the track has been reconstructed in
the COT in 3 axial and 3 sterco super-layers with at least 7 hits in
cach.

e Fiduciality
This variable ensures that the electron is reconstructed in a region
of the detector which is well instrumented. The electron position in
the CEM is determined using either the value determined by the CES
shower (“CES-based”) or by the extrapolated track (“track-based”),
and it must satisfy the following requirements:

— the electron must lie within 21 em of the tower centre in the r — ¢
view in order for the shower to be fully contained in the active
region; this corresponds to the cut [ Xeops| < 21 em, where Xeps
is the local coordinate of the calorimeter tower;

— the electron should not be in the regions | Zeps| < 9 em, where the
two halves of the central calorimeter meet, and |Zqpug| > 230 cm,
which corresponds to the outer half of the last CEM tower (tower
9), prone to leakage into the hadronic part of the calorimeter;

— the electron should not be in the region immediately closest to the
point of penetration of the cryogenic connections to the solenocidal
magnet (the “chimney”), which is un-instrumented. This corre-
sponds to 0.77< n <1.0, 75° < ¢ <90° and |Zers| > 193 cm.

In addition, the region 1.05< |5 <1.10 is excluded because of the
smaller depth of the clectromagnetic calorimeter.
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4.3 Central Electron trigger

The data used in thig analysig are selected with a trigger path which requires
the three levels of the trigger, as described in section 3.2.6, to have fired.
The requirements for cach level are listed in the following.

e At Level-1 a COT track has to be found by the eXtremely Fast
Tracker(XFT)[71], with transverse momentum above 8 GeV. In addi-
tion, a tower in the central calorimeter with transverse energy above 8
GeV and Had/EM less than 0.125 (for By <14 GeV) has to be matched
to this track.

e At Level-2 shoulder towers are added to the eentral sced tower found
at Level 1 if they have Er > 7.5 GeV. An XFT track has again to
be found, matched to the sced tower of the central cluster. The total
energy of the cluster has to be above 16 GeV, and the ratio Had/EM
has to be less than (0.125.

e There is no threshold on the minimum energy of the shoulder towers
at Level-3, where the cluster has to be found with transverse energy
of 18 GeV and Had/EM less than 0.125. The track has to be found by
the 3-D COT reconstruction algorithm, with pr > 9 GeV.

4.4 Neutrino Identification

The calorimeter response to the total activity in the event determines the res-
olution on the measurement of the neutrino py, which is inferred by invoking
momentum conservation. A noninteracting neutrino in the CDF detector is
detected by the presence of a large transverse momentum imbalance (“miss-
ing Er” or Fr). The missing Er is calculated from

Fo=|-38

(4.1)

where E'is a vector whose magnitude is the transverse energy energy in
a calorimeter tower and whose direction points from the event vertex to
the center of the calorimeter tower. The sum involves all towers with total
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energy (hadronic and electromagnetic) above 0.1 GeV within the region <
3.6, corresponding to the all central and plug calorimeter. The direction is
corrected for the vertex of the clectron track; no other correction factor is
applicd. Events with perfect momentum balanee and no resolution effects
would have F1 = 0. The smearing about 0 on cach component {x and y) of
Fr is Gaussian and grows with the Zﬁt in the calorimeter. The ZEt 18
the scalar sum of E; over all towers in the calorimeter, corresponding to the
region of n < 3.6. At the > E, typical of W events, the resolution on £ is
of the order of 3 GeV, while the neutrino py is of the order 20-40 GeV.
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Figure 4.5: The E/p distributions for electrons and positrons (top plots) and
(E/p) as a function of CES-z (bottom left) and of track ¢ (bottom right) in
the 7° — e*e™ data after the curvature corrections are applied. In the upper
section, the plot on the right is the blow-up of the plot on the left in the region

0.5 < (E/p) < 1.5.
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Figure 4.7: The Z° — eTe™ (CC) invariant mass distribution of data (dots)
and PYTHIA Monte Carlo (solid histogram). The top plot shows the events
with two electrons of opposite sign (0S), while the bottom plot shows the
events where the electrons have the same sign (SS) electric charge. The
number of events in the Monte Carlo sample has been normalized such that
the number of OS events in the MC sample is equal to the number of OS
events in the data. The arrows in the top plot indicate the invariant mass
cut applied for this analysis.
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Monte Carlo and Data Samples

In this section the samples used in this analysis are described. They include
the Monte Carlo samples, signal and background, and the sample of data
collected with the CDF detector.

5.1 Monte Carlo Samples

Monte Carlo' was used to estimate the detector acceptance and background
contributions to both W* and Z° production. The Monte Carlo samples
were generated with PYTHIA 6.203([72], using Parton Distribution Functions
CTEQ 5L[73]. The pyTHIA Monte Carlo gencrates Z° and W hosons at
leading order(LO) with the pr parametrised to closely match the next-to-
leading order(NLO) caleulation[72]. A full detector simulation is used to
model the behaviour of the CDF detector. The Monte Carlo samples used
for this analysis are:

1.) A sample of 320,000 Z°/+* — e’e  events, with minimum invariant
mass of the dielectrons of 30 GeV. This sample is used for the detector
acceptance and background studies;

2.) A sample of 1.4M W* — o®v cvents, used for the detector acceptance
and background studics;

! Details of the Monte Carlo simulation of data from the CDF detector are given in
section 3.3.



Chapter 5 72

3.) A sample of 196,000 Z°/v* — eTe” and W — etv events, generated
and simulated with exactly the same procedure as in 1.) and 2.),
but with an additional extra material, consisting of 0.515 cm thick
silicon cylinder (corresponding to 5.5% Xg) placed between the bheam-
line and the COT inner radius. This sample will be used for studying
the systematic uncertainties on the acceptance;

4.) A sample of 238,000 Z°/~* — 7777, generated with minimum 7+7~
invariant mass of 30 GeV, and 500,000 W* — 751 events, used for the
background studies.

No restrictions were placed at generation level on the transverse momentum
of the final state leptons or on their pseudorapidity. Initial and final state
radiation were turned on, so were multiple interactions and fragmentation
and decay. In order to generate Monte Carlo which modelled the data, the
beam energy used was set to 980 GeV/c¢* and the vertex parameters were
adjusted to match the data. This means that the vertex parameter mean
was sct to 3 cm in z, and the gaussian spread to 25 cm.

5.2 Data Sample

For the measurement of R we use a dataset that containsg events with high
energy electrons from two sources, W& — e*r and Z° — ete™ decavs. The
global data sample requires that events have one electron in the central region
that passes clectron identification cuts. Additional criteria are used to form
two datascts, one with missing transverse encrgy Kr, containing decays of W
bosons, and the other with a second electron, containing decays of Z° bosons.

5.2.1 Good Run List

A “Good Run List” database is maintained by the CDF experiment, which
contains the amount of luminosity written to tape and the status of all detec-
tor components for the period of data taking from March 2002 until January
2003. All periods of continuous data taking with more than 10 nb~' of
data written to tape are included, and the parts of the run when any de-
tector component other than the silicon vertex detector were not properly
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functioning are excluded. As stated above, the subset of data used in this
analysis corresponds to an integrated luminosity of 72.0 pb1.

5.2.2 Luminosity Measurement

The total integrated luminosity is derived from the rate of the inelastic pp
events measured with the luninogity monitor Cerenkov Luminosity Counters
(CLC)[7T4], Rys, the CLC acceptance, ey, and the inelastic cross section,
i, at 1,96 TeV, according to the expression:

I = RI)I_)

COLC T Tin

The CLC acceptance was estiiated using data and simulation through the
formula

N(CLC East — West coincidence) N(CLC + Plug tagged inelastic)
N(CLC + Plug tagged inelastic) N(inelastic)

CorLe =

(5.1)
where N(CLC + Plug tagged inelastic) is the number of inelastic events tagged
by the CLC and the plug calorimeter, N(CLC East — West coincidence) is a

subset of those including the events which pass the online selection criteria.
N(CLCH4Tlug Lagged inclastic)
N{inelastic)
s N{CLCliast—West colucidence) . | - BT DR S R T
ratio GroT.C oy Plug tagged melastic) 15 measured from data. The acceptance calcu-
lated in this way is estimated to be (60.2 &+ 2.4)%[75].
The inelastic cross section 61.7 mb is obtained by scaling the CDF meagure-
ment o, = 60.4 £ 2.3 mb at /s = 1.8 TeV to 1.96 TeV[76]. Using these
nutnbers; and requiring the run to belong to the “Good Run List” described

in scction 5.2.1, the total luminosity is estimated to be

is extracted from simulation while the

The fraction

(72.0 &£ 4.3) pb™".

The 6% quoted uncertainty is dominated by the uncertainty in the absolute
normalization of the CLC acceptance for a single pp inelastic collision. The
complete list of systematic uncertainties, including uncertainties from the
inelagtic crogs-section and from the luminosity monitor, can be found in
Table 5.1.
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[ Effect [ Uncertainty Estimate |

inclasiic cross-scetion (CLF measurement) 2.5%
CLC acceplance 4.4%

Detector instahility < 2%

Detector calibration < 1.5%

Ou-line (o oll-line wransler < 1.0%
non-linearity at high-lnminesity (> 10%%) 1.2,

Total Uncertainty ~0. 7%

Table 5.1:  Systematic uncertainties in the luminosity coleulation using the
CLC and the CDF measurement of the inelastic cross-section.

5.2.3 Inclusive Electron Sample

Inclusive high pr electrons are produced in hadron collisions in decays of the
electroweak bosons, such as W — eFv, 2% — ete™, or Z%/+* — 777~ and
W+ — 711, where one of the taus decays to an electron. High pr electron
clusters are also produced in QCD processes, where the electron is ermbedded
in a high pr jet of hadrons. The processes in which hadronic jets ean produce
an clectron cluster are:

1) electrons which come in eTe™ pairs, either from photon conversious or
Dalitz decays?;

2) semileptonic decays of heavy quarks, c.g. b — cer or ¢ — sev,

3) fake clectron clusters which are really hadron showers that pass our
clectron identification cuts.

The types of hadrons which would pass our electron identification cuts are
overlaps of 7% and 7" showers, which thus produce a charged track and an
electromagnetic cluster, and pion “charge exchange”, 75 + N — 7% + N/
which can occur in the calorimeters.

Among the 72.0 pb™'

of data described in section 3.2.1, we select events
satisfying the trigger described in section 4.3. The “Inclusive Electron Sam-
ple” subset is then created by requiring each event to fulfill the requirements
listed on Table 5.2, where the variables have the same meaning as defined in
scetion 4.2.3. After this selection we have 2,027,335 events in the Inclusive

Electron Sample.

“For more information about Dalitz decays see [77).
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[ Cut | value |
EM Ey. > 18 GeV
Had/Em < 0.125

Lshr < 0.3

Pr > 9.0 GeV/e
E/p < 4.0
AX < 5.0 cm
AZ < 3.0 cm

Table 5.2: Criteria used in the creation of the Inclusive Electron sample.

5.2.4 Tight Central Electron Sample

From the inclusive electron data sample, additional selection criteria are ap-
plied to obtain a sample of events with electrons which is referred to as a
“tight” central electron sample. Requiring tight cuts on a central electron

Variahle Tight Central Cut
Ey = 25 GeV

Fiduciality {CLS based)

Had/IEM < 0.055 + 0.001ax 00
o pr > 10 GoV/e
E/p E/p <2.0(*)

Track Quality Cuts || at least 3 Axial and 3 Stereo
Sl with al least 7 hits cach

Zoerte 2] 60,0 e
e <0.2
N <10.0
QAX =30 Q-AX < 1.hem
|[AZ] <3.0 v

Table 5.3: Criteria for electron candidates used in the selection of the “tight
central” electron sample.
(x) The E/p cut is released for electrons with Ep >50 GeV/c*.

scrves three purposes. First, this well-understood central region has added
information from the tracking and the strip chambers that can be used to
suppress background from other physics processes. Sccond, the tight cuts
on the central electron allow loose, highly efficient cuts to be placed on the
second lepton (the neutrino in the case of W decays and the second electron
in the case of Z° decays). Third, and perhaps most importantly, selecting
both W and Z° candidate events from such a common sample of inclusive
electrons cancels several systematic uncertainties in the ratio of the W and
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7" cross sections. The criteria® used in this process are listed in Table 5.3.
Electrons from W* — e*r and Z° — eTe™ decays are produced without
other particles nearby, characteristic of an clectron with low isolation. Elec-
trons produced by QCD processes are not expected to have low isolation
c.g. from QCD jets faking an clectron and semi-leptonic decays of heavy
quarks. All electrons which satisfy the selection criteria in Table 5.3 are also
required to have isolation (as defined in section 4.2.3) less than 0.1. A total
of 139.293 events pass the tight central electron event selection criteria in an
exposure of 72.0 pb™'. A total of 95277 of these events also pass the isolation
requirement”’. Figure 5.1 summmarises the division of the inclusive electrons
and gives details about the relative sizes and selection cuts used to create
cach subsample. The Er spectra of the clectrons in the inclusive, tight and
isolated samples arc shown in Figure 0.2. A peak from the Jacobians of the
W and Z° is alrcady apparent.

5.2.5 7 sample selection

Z s ete” events are selected starting from the tight central isolated elec-
tron sample, with a “tight” electron selection as described in the first column
of Table 5.4, and also requiring the presence of another electron, the “loose”
electron, satisfving the selection criteria listed in the rightmost column of
Table 5.4. The tight euts on the first clectron are sufficient to ensure the
sclection of Z events. Consequently, the criteria on the selection of the loose
clectron have been on purpose relaxed to accept more signal. For more de-
tails about the cfficicney of the tight and loose set of cuts sce chapter 7.

The electron variables are the same described in section 4.2.3. In this analy-
sis only electrons falling in the central region of the detector have been used.
Using these selection criteria we find 1830 Z' — eTe™ candidates with op-
posite sign (OS) charge requirement and 22 with same sign (SS) (as shown
in Figure 4.7). Estimation of the background in this sample is discussed in
chapter 6. The i and ¢ distributions for the candidate events are shown in
Figure 5.3 (top), while in Figure 5.3 (bottom) the value of the sced tower
(“iEta”) is shown. Also shown is the signal Monte Carlo, which is normalised
to the number events in the data. In Figure 5.4, Figure 5.5 and Figure 5.6

*These are the standard criteria at CDF for the high py electrons analyses; for more
information and motivation of each of these see Appendix A and [7].
4Plot of the isolation variable for the tight central electrons can be found in Figure 5.4.
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2002—-2003 CDF
Data Run Ila
72.0 pb—1

Table 5.2

Inclusive Electron Sample

2,027,335 events

Table 5.3

Tight Central Electron
Sample
139293 events

Table 5.3 + iso < 0.1

Tight Central Isolated
Electron Sample
95277 events

Table 5.4 AE, > 25GeV
Z Boson Candidates W Boson Candidates
1830 events 38628 events

Figure 5.1: Flow Chart of events in the R analysis. The labels next to the
arrows refer to the selection criteria used to create each subsample.

the electron variables used for selecting the Z° — ete™ candidate events are
compared with the signal Monte Carlo. The agreement is overall very good®.
In Figure 5.7 the CES local Z and X distributions are shown for Monte Carlo
and data.

>The disagreement for the bin at zero in the Lshr distribution is due to a problem in
the simulation and it is currently under study.
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Figure 5.2: Transverse energy distribution for all electrons in the Inclusive
sample, in the tight sample and the tight isolated electrons.

5.2.6 W sample selection

The W* — e®v events are selected requiring a tight central isolated elec-
tron, as described in Table 5.3 and missing energy, Fr > 25 GeV. Using
these selection criteria 38628 W* — e*v candidate events are found[1]; an
estimation of the background in this sample can be found in chapter 6. Fig-
ure 5.8 shows the Fr and pr distributions for the electrons from the W,
while Figure 5.9 shows the distribution of Er versus It for these events; the
W+ — eFv signal events are distributed along the diagonal. In Figure 5.10
the distribution of the Isolation fraction as defined in section 4.2.3 is plotted
versus the missing energy; the W* — e®v signal events are visible in the
region of an isolated electron with large missing energy. For the W events it
is not possible to construct the e*r invariant mass because the neutrino is
not directly detected. Hence another variable is chosen, the Transverse Mass
M, which is defined as

My = \/peTp%(l — COSP). (5.2)

Here p% and p?% are the transverse momenta of the electron and neutrino
respectively, while ¢® is the separation angle between the two. Figure 5.11
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Variable Tight Central Loose Central
Eyp > 25 GeV = 25 GeV
Fiduciality CES based CES based
Had/EM < 0,085 + 0.0045% £ < 0.055 + 0.0045x £
1 i < 0.1 < 0.1
P pr =10 CeV /e pr >10 GeV /e
Efp E/pp <2.0{x)

Track Quality Culs || at least 3 Axial and 3 Stereo || al least 3 Axial and 3 Suerco
SL with at least 7 hils cach | SL with al least 7 hits cach

Lrnerten |zgfeeon] < 60.0 cm [2&Fon] 60.0 cm
Lispr <0.2
Xﬁm;a <10.0
OAY 30<0Q-AX < 1hem
|AZ <3.0 cm

I 66 < M,, < 116 GeV /e ”

Table 5.4: Criteria for electron candidates used in this analysis. The energy
and momentum are corrected for data only. The central-central Z° — ete~
candidates require at least one tight electron and at least one loose electron
in the invariant mass window between 66 and 116 GeV/c?. (%) The E/p cut
is released for electrons with Er >50 GeV/c*.

shows the transverse mass for these data, while Figure 5.12 and Figure 5.13
show the transverse cnergy of the clectron from the W boson and the missing
FEy respectively®. The disagreement between the data and the Monte Carlo
in these plots can be due to the calorimeter calibration (which would affect
the missing £y calculation), and to a poor understanding of the missing
E7r resolution and of the hadronic recoil energy. There is work in progress
at the moment on all these issues.  The gignal MC histograms have been
normalised to the number of background subtracted candidate events ob-
served in the data, and the background histograms were normalized to the
estimated background events (sce chapter 6). The shape’ of the QCD back-
ground was taken from non-isolated cvents in the data. In making the Py
plot the Ft cut has been removed and the isolation cut has been replaced
with an anti-isolation cut F%° > 0.3 to obtain the shape of the QCD back-
ground. As the £y and My plots were made after applying the f£) cut the
number of QCD-type events is very small after applying the anti-isolation
cut. Hence, for these plots some of the electron ID cuts have been removed

In all the plots the bluc dots arc the data, the red histogram is PYTHIA signal Montc
Carlo, the magenta is the QCD background, the green is Z% — e*e™ background Monte
Carlo and the cyan is pyTiia W — 7=» background Monte Carlo.

"The estimate for the number of QCD background events is given in chapter 6.
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(Lshr, AX AZ x7,,,), the anti-isolation cut has been loosened to EZ° > 0.1,
and an anti Had/Em cut has been applied, in order to obtain the shape of
the QCD background for these distributions. The agreement between the
data, the Monte Carlos and the QCD background is reasonable. In addition,
Figure 5.14 shows the ¢ and 5 distributions for the W& — o*v candidate
events in the data. For the distributions of the electron ID variables see

Figure 5.4 and 5.5,
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Figure 5.3: Then and ¢ defined by the track associated with the tight and loose
electrons for Z° — ete™ candidates (top and middle), and the distribution
of the n tower index in the central region of the calorimeter for Z° — ete~
candidates. Points are data and histogram is the Monte Carlo simulation. It
can be seen that the last tower, “tower 97, is excluded. The number of Monte
Carlo events is normalised to the number of events in the data.
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Figure 5.4: The electron variables used for the selection of the events. The
tight electrons in the Z° — eTe™ candidates events (dots) and in the signal
Monte Carlo (solid histogram) are used; for each variable all the selection
criteria, but the one including the variable itself, are applied. The number of
Monte Carlo events is normalised to the number of events in the data. The
disagreement in the central bin of the Lshr distribution is due to a problem
in the simulation which is not currently understood. The arrows show the
value at which it has been cut to obtain the sample. For Had/EM the cut is a
sliding cut that depends on the energy of the cluster, and thus is not shown.
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Figure 5.5:  The electron variables used for the selection of the events. The
tight electrons in the Z° — eTe™ candidates events (dots) and in the signal
Monte Carlo (solid histogram) are used; for each variable all the selection
criteria, but the one including the variable itself, are applied. The number of
Monte Carlo events is normalised to the number of events in the data. The
arrows show the value at which it has been cut to obtain the sample. The
variable x2,,..(as defined in section 4.2.3) has not been used in the selection
of the sample.
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Figure 5.6: Distribution of Ep and pr for the tight electrons from Z° — ete™
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Figure 5.7: The CES local Z and X distributions for Z° — eTe™ candidates
(dots) and signal Monte Carlo (solid histogram). The number of Monte Carlo
events is normalised to the number of events in the data.



Chapter 5

5000

4000

3000

2000

1000

e Data
O Pythia MC

2.0.0.0.0! |

o

N
o

30 40 50 60 70 80 90
E, (GeV)

100

4000

3500

3000

2500

2000

1500

1000

500

oo ® Data
o Pythia MC

- HH‘HH‘HH‘HH‘\H\‘HH‘HH‘HH‘HH

o

Figure 5.8: Distribution of Ep and pr for the electrons from W — e

20 30 40 50 60
P, (GeV)

candidate events[]].

70 80 20

100

86

+

14



Chapter 5 87

Electron E_ vs. E_

=]
o

EOF-Rapll Preliminary .

~
o

D
o

S
o

(2]
o

Electron Transverse Energy (GeV)
3
TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘

P P P P P L
30 40 50 60 70 80
Missing Transverse Energy (GeV)

N
o
°4

Figure 5.9: Distribution of electron Ep vs. Ky for the W& — e*v candidate
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candidate events[1].



Chapter 5

Transverse Mass

1000

500

Figure 5.11: Distribution of My for W= — e*v candidate events[1].

- CDFRunll
L Preliminary

JL =72 pb”

- Mar 2002 - .

« Data
1 38628 W — e v Candidates
— Signal MC + Bkgs

= Signal MC

= QCD Bkg (from Data)

« Z2/y - e*e MC

N
S

W

T S
PP

T S

40 60 80 100 120 140
M. (GeV)

88



Chapter 5 89

Electron Transverse Energy
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Figure 5.12: Distribution of Er for electrons in W* — e*v candidate
events[1].
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Figure 5.13: Distribution of v for W& — e*v candidate events[1].
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Backgrounds

Many physics processes can mimic the signature of Z and W events in the
CDF dctector, cither because other objects are misidentified and mistakenly
reconstructed as electrons, or because the event presents a similar topol-
ogy. In this chapter the sources of backgrounds to real Z and W events are
analvsed, and the estimates for these backgrounds are given.

6.1 DBackgrounds to the Z events

7" — ete candidates present the very distinctive signature of an isolated,
tight central electron and a second isolated electron, selected according to the
criteria described in section 5.2.5 and Table 5.4. Very few physics processes
can mimic this signature, with the QCD quark-antiquark production being
the dominant onc. Smaller contributions come from the Z°/+* — 777~ and
Wjets processes. All of these constitute background to Z° — c¢te™ cvents
and as such will be analysed in the following sections.

6.1.1 Background from Hadron Jets

Processes which contain a real electron (such as a semi-leptonic decay of a
quark or conversion of photons) or which can fake one (such as QCD jets or
di-jets events) are included in the QCD background analysed in this section.
As there is no reason for these kind of events to be preferentially positively
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or negatively charged, they are expected to be charge symmetric; that is,
the number of opposite sign(OS) and same sign(SS) QCD background events
should be the same. Thus, it is possible to use the number of SS sign events
to estimate the number of QCD background events in the OS sample.
In this analysis the number of events in the data that pass all the event selec-
tion criteria, but fail the opposite sign requirement, is first corrected for the
number of real Z° — eTe™ events (which can mimic SS events as discussed
below) using the Monte Carlo predictions. The remaining number is then
used as an estimate of the QCD background in the OS sample. The number
of OS events in the data is 1830, and the number of SS sign events is 22;
their invariant mass distributions are shown in Figure 4.7. The number of
tracks pointing to the EM cluster and the difference in z, between the two
electron tracks for the OS and SS samples are compared between the data
and the simulation in Figure 6.1 and Figure 6.2.

As can be observed from the invariant mass distributions, both the Monte

1600~ F1
1400| —‘ 10|
1400
1200| 19 10) 8 [Same Sign
. . Opposite Sign
1000F Opposite Sign 1000 of Same Sign
8001 800 9
o
600) 600 4
o
4001~ 400|
P 9
o - ‘lz:umm i
uuhmwmdmw ol T PN PR FETEE RS PN UTEY AT P
05 1 15 2 25 3 35 4 45 5 55 05 1 15 2 25 3 35 4 45 5 55 05 1 15 2 25 3 3.5_4 45 5 55 05 1 15 2 25 3 35 4 45 5 55
# of tracks per tight e # of tracks per loose e # tracks per tight e # tracks per loose e

Figure 6.1: The number of tracks pointing to electron clusters for the OS
events (two left plots) and for the SS events (two right plots). The points
are Z°/v* — eTe™ candidates and the histograms are Z°/v* — eTe™ Monte
Carlo events; the number of events in the Monte Carlo is normalised to the
number of opposite sign events in the data. The presence of clusters with two
or three tracks associated with it in the SS sample is due to trident events,
as described later in the text.

Carlo and the data same sign distributions show a peak around 91 GeV,
the mass of the Z boson. The events in the peak are the so called “tri-
dent” events (an example of a trident event is given in Figure 6.3). They
are Z°/v* — eTe™ events where one electron from the Z radiates a high Er
photon while passing through the material; the photon then converts into an
electron and a positron in the material.
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Figure 6.2: Az between the two electron tracks for opposite-sign events (left)
and same-sign events (right). The points are Z°/v* — ete™ candidates and
the histograms are Z°/v* — eTe~ Monte Carlo events.

If the positron from the photon conversion is chosen as the track associated to
the electron cluster, the two tracks will have the same sign charge. As these
are real Z°/v* — ete™ events, they should not be removed from the sample.
In order to account for this effect, the number of SS events in the data is
corrected subtracting the number of same sign events in the Monte Carlo
(which gives an estimate of the number of tridents in the data), normalised
to the number of OS events in the data. As already stated, there are 22 SS
events in the di-electron data sample with invariant mass between 66 GeV
and 116 GeV, and 13.3 SS events are found in the Z°/7* — e*e~ Monte Carlo
sample (see Figure 4.7 bottom). Thus, the QCD background is estimated to
be 8.7 + 4.7(stat.), where the statistical uncertainty is on the number of SS
events in the data. The invariant mass distribution of SS events, after the
13.3 Monte Carlo SS events are subtracted, is shown in Figure 6.4 (top).

The dominant source of systematic uncertainty on the QCD background is
expected to come from the uncertainty on the amount of material between
the beam-line and the COT inner cylinder, as this affects the probability that
an electron emits a photon by bremsstrahlung. This effect has been studied
using an ad-hoc sample with an extra 5.5% X, of the material added to the
default geometry database, as described in section 5.1. Figure 6.5 shows the
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Figure 6.3: Sketch of a “trident” event as described in the text. The green
bands represent the layers of material in the detector.

E/p distribution of electrons in the Z°/v* — eTe™ data compared with the
default simulation (shaded histogram) and the simulation with the extra ma-
terial (open histogram). The number of SS events in the mass region between
66 GeV/c? and 116 GeV/c? changes from 13.3 to 15.7 when the extra mate-
rial is added (Figure 6.4 bottom). The difference between these two values is
taken as a systematic uncertainty on the number of QCD background events
in the OS Z°/~* — e*e™ sample. The QCD background is thus estimated to
be 8.7+ 4.7(stat.) £2.4(syst.) = 8.7+5.3, where the total uncertainty is cal-
culated by adding the statistical and systematic uncertainties in quadrature.
More studies on the material are discussed in chapter 8.
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Figure 6.4: The same sign invariant mass distribution in the data subtracted
by the same sign invariant mass distribution obtained with the Z°/v* — e*e™
Monte Carlo sample with the default geometry (top) and with the added 5.5%
Xo extra material (bottom). As expected, in the Monte Carlo with the extra
material the number of SS events (coming from tridents) is higher than in
the default Monte Carlo, thus the difference with the data is smaller.
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Figure 6.5: The E/p distributions for electrons in OS Z° — ete™ events (top)
and invariant mass distributions of SS events (bottom) for data (points) and
Monte Carlo (histograms). The shaded histograms represent simulation with
the default geometry and the open histograms represent simulation with an
extra 5.5% Xy of the default material.
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6.1.2 Background from Z°/~* — 77~

The production of Z°/y* — 777~ can sometimes be background to Z°/v* —
ete” events when both taus decay via 7 — ev,v,, and if the electrons form
an invariant mass between 66 and 116 GeV/c?. The Monte Carlo sample de-
scribed in section 5.1 has been used for this study. In the left plot of Figure 6.6
the invariant mass distribution of the di-electron pairs in the MC Z°/y* —
ete” signal sample is compared with the invariant mass from the di-tau pairs
at the generator level . The right plot of Figure 6.6 shows the invariant mass

> >
) )
() ()
- cpooo
%oooo_ 3
L <l et
> >
11} Ll
- 8000
40000
30000 6000p
20000~ 4000
10000 2000
-||||M|L G-||||||||||||| N NI T
20 40 60 80 100 120 140, 20 40 60 80 100 120 140,
M, (GeV/c’) M, GeV/c

Figure 6.6: Left plot: comparison of the 777~ and e*e™ invariant mass dis-
tribution at generator level for the events from Z°/v* — eTe™ signal (yellow
histogram) and Z°/v* — 771 — eTv.v.e Vv, background (dots) Monte
Carlo as a consistency check before any cut is applied. The peak at low val-
ues of My is due to the presence of the v*. In the right plot the invariant
mass distribution (at generator level) from the electron pairs coming from
the taus from the Z°/v* — 7717~ — etv.pe v, decay chain is reported for
COmparison.

distribution from di-electron pairs in Z°/v* — 777~ — ety e 7,1, events
at the generator level. The reconstructed invariant mass distribution of the
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electrons from the Z°/v* — eTe™ and Z°/v* — 777~ — etv.p,e v, sam-
ples is shown in Fig. 6.7 for the whole range of invariant masses. It can be
seen that the majority of the electrons from the tau decays have low invariant
masses and would be already rejected by the invariant mass window cut at
66-116 GeV/c?. In Fig. 6.8 the reconstructed Er distributions for the elec-
trons from the two samples are shown. After normalising to the luminosity

4
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.

1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1
80 100 120 140 160 180 200
M. (GeV/c)

22}
o

Figure 6.7: Invariant mass distribution for the events from Z°/v* — eTe™
signal (yellow/light shaded histogram) and Z°/v* — 75177 — ety v.e v,
background Monte Carlo (red/dark shaded histogram).

of the signal Monte Carlo sample, ten events pass the selection criteria. As-
suming lepton universality, the number of Z°/v* — 777~ background events
can be written as

; T
stgnal TT
Nytpe = NPignal 17
Tee

where :
. Nesig;ﬂ“l is the number of Z°/y* — eTe™ events in the data, thus

signal candidates
Ne+e— — “Vete— - NT+T— - NQCD - NO,
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Figure 6.8: Transverse energy distribution for the electrons from the Monte
Carlo simulation for the Z°/v* — ete™ signal (left) and Z°/v* — v~ —
et v e vev, background (right). The integrated luminosities of the two sam-
ples are the same.

where N,, is the number of Z°/v* — 777~ background, Ngcp is the
number of QCD background! and Ny is the sum of all other back-
grounds. The last is found to be negligible (see section 6.1.4 for de-
tails);

® 7. is the number of the Z°/y* — ete™ Monte Carlo events passing
the selection criteria, normalised to the luminosity of the signal Monte
Carlo sample, and

e 1., is the number of the Z°/y* — 777~ Monte Carlo events passing
the selection criteria, normalised as before.

The number of Z°/v* — 777~ background events found is 1.0 & 0.2, corre-
to 777 /Tee = (0.05 £ 0.01)% contribution to the Z° — ete™ events.

sponding

!See section 6.1.1 for the calculation of the QCD background in the Z°/y* — ete~

sample.
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source of background fraction of the sample | number of events
QCD (0.5£0.3)% 8.7=53
A e (0,05 £ 0.00)% 1.0+0.2
\ total \ (0.6 £0.3)% \ 9.7+ 53 \

Table 6.1: Sources and amounts of backgrounds to the Z°/+v* — eTe ™ signal.

6.1.3 Background from W+jets

The process of W production, where the W decays into an electron and neu-
trino, can mimic Z°/v* — ete™ decays if the W is produced in association
with a hadron jet that showers in the EM calorimeters and the W clectron
and the jet together fall in the 66-116 GeV/¢? invariant mass window. This
background is accounted for in the hadron jet background, since many of
the second, misidentified cleetrons would be non-isolated. Using the Run [
prediction[10] for the estimation of this background, it is found to be negli-
gible(i.e. << 1 event) for the value of luminosity considered in this analysis.

6.1.4 Summary of Z Candidates and Backgrounds

The total number of background events in the Z' — eTe™ sample in the
invariant mass range of 66 GeV /c? and 116 GeV/c? is estimated to be 9.7+£5.3
events. The main source of background and the number of background events
for each source are summarised in Table 6.1.

6.2 Backgrounds to the W Boson

The signature for W boson events used in this analysis is a single isolated
central electron with missing transverse energy, as deseribed in seetion 5.2.6.
This signature can be mimicked by the same type of events which are back-
grounds to the Z°/v* — c*e™ cvents, with the missing energy signaturce
reproduced by QCD jets mismeasurements or by particles falling into unin-
strumented regions of the detector. For instance, the decay of a W boson
to a 7 lepton or the loss of an electron in a Z°/v* — ee ™ event produce
indistinguishable backgrounds. This section discusses the determination of
the sizes of all backgrounds to the W boson.
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6.2.1 Background from Hadron Jets

The high encrgy clectrons produced through decays of heavy quarks and
processes that fake clectrons are grouped into the QCD background sample.
Real electrons are produced by heavy quarks which decay semileptonically,
pair production by photons and Dalitz decays. QCD hadronic jets can lead
to background to the W signal if the hadron jet containing the electron
fluctuates so that the electron is isolated in the calorimeters, and if the other
jet falls into an uninstrumented region of the detector, creating Er.

The sum of these backgrounds is estimated by extrapolating?® the isolation
variable for the clectron from a region away from the W signal, into the
W signal region. This method does not identify the individual background
contributions, but the sum of all the processcs.

The motivation of the method is that electrons from hadron jets are generally
produced embedded in a jet of other particles which will cause them to have
a higher value of the isolation variable. If the fluctuation that caused the
electron to be isolated is independent of the fluctuation that caused the other
jet to be mismeasured, then the isolation and £r variables are non-correlated
in QCD events. This lack of correlation would imply that the shape of the
isolation variable at low FEt1 may be extrapolated upward in Fr towards
the W signal region. Figure 5.10 shows the manner in which the hadron
backgrounds contaminate the signal region. The isolation fraction of the
central clectron in a high pr clectron event versus the Fr in the event is
plotted. Four regions are identified within the plot:

Region A, defined by having isolation > 0.3 and Fr < 10 GeV;
Region B, dcfined by having isolation < 0.1 and £t < 10 GeV;
Region C, defined by having isolation > 0.3 and # > 25 GeV;

Region D, the signal region, defined by having isolation < 0.1 and
Y > 25 GeV;

The background in the signal region is estimated from the equation:

W background ~ #Eventsin Region B
4 Fventsin Region (' #Eventsin Region A
*This method was first used in [78].

(6.1)
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Region A | Region B | Region C Background Purity {%)

6041 28379 286 1344 1 82(slal) L672{syst) | 96.5L10.2(slal.)

Table 6.2: QCD background estimates in the W sample. The last column
shows the purity of the sample.

Using the 38,628 candidate cvents in the W= — ¢Fv sample (as stated in
section 5.2.6), and the events in regions A,B and C as reported in Table 6.2,
the amount, of QCD background cvents is estimated to be 1344482, where
the uncertainty is the statistical uncertainty on the number of events. The
last column of Table 6.2 shows the purity of the sample, estimated ignoring
the other backgrounds. In order to estimate the systematic uncertainty as-
sociated with this technique, the location of the upper isolation value and of
the lower Fr value used to identify the regions A and B have been varied and
the background has been recalculated for each value. Figure 6.9 shows the
number of QCD background events as a function of the isolation (top) and
Fr (bottom) values chosen to define the control regions. The background
estimate seems to be independent of the value of the Fr cut, but highly de-
pendent on the location of the isolation eut. Using the difference between the
highest and the lowest values in the upper plot of Figure 6.9, the systematic
uncertainty was estimated to be 50%, corresponding to 672 events[1].

6.2.2 Background from Z°/~* 4 ete~

Z'/+* — efe” cvents can also mimic the W — ot

v signal when one of
the clectrons falls into an uninstrumented region of the detector, creating
missing encrgy. The cstimate of this background has heen performed using
the Z°/v* — efe” MC sample described in section 5.1. 7716 survived the
selection criteria described in section 5.2.6. Following the same procedure
as in section 6.1.2, the number of Z°/v* — ete™ background events can be
written as
Ngo o _ o negnel U s i
[v"—ete WEoty T
Fwt ety

where:

o Ninel g the mumber of WE — et events in the data, thus

Wt ety
arsignal _ ageandidates AT AT B
Nyt oty = VW sty — Nzojpsere — Nwt s, — Noop
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with Nwz_,,+, and Ngop being the number of W+ = 7tp and QCD
background events respectively. The estimates for these events can be
found in sections 6.2.1 and 6.2.3;

® Iy o=, is the number of the W& — ety Monte Carlo events passing
the selection criteria, normalised to the luminosity of the signal Monte
Carlo sample,

® 70/psete 15 the number of the Z°/+* — ete” Monte Carlo events
passing the W — e selection criteria, normalised as before.

34417 background events are found, corresponding to 770 fye ete /TwE ety =
(0.95 + 0.05)% contribution to the signal events[1].

6.2.3 Background from W — v

WT = 7 is a source of background events to the W+ — e®w signal when
the 7 decays leptonically to an electron and neutrinos, creating a high pr
electron and missing energv. The W* — 7ty MC sample described in sec-
tion 5.1 has been used in this study. 2166 events survive the selection criteria
deseribed in section 5.2.6. Following the same procedure of scctions 6.1.2
and 6.2.2, the number of W — 7%y background cvents can be expressed as

N _ arsignal TwE rty
IYWE Sy = SVt ey, T
Pwa ety

where:

o Nl i the nmumber of WE — efv events in the data, thus

W ety
ATSignal _ arcondidates 7 7 A7
Nyt ety = Nwtoety, — NVwtorty — Nyopys sete- — Noon

(see sections 6.2.1 and 6.2.2 for the estimates of Noep and Nyo e ete- )i

® = .=, is the number of the W& — ety Monte Carlo events passing
the selection criteria, normalised to the luminosity of the signal Monte
Carlo sample,

® ryw=_,,+, is the number of the Wt — 7% Monte Carlo events passing
the W* — e gelection criteria, normalised as in section 6.2.2.

This procedure leads to 768 + 22 background events, corresponding to
Pt Sty [Tt ety = (2.12 4 0.06)% contribution to the signal events[1].



Chapter 6 104

| source of background | fraction of the sample ‘ number of events ‘

QCD (3.7 +1.9)% 1344 + 677
ZO/“;'* — oo {0.95 £ 0.05)% 3444+ 17
W — Ty (212 £+ 0.06)% T68 £ 22
tota : 1.9) 7% 245 7

1 6.8+ 1.9Y% 2456 £ 678

Table 6.3: Sources and amounts of backgrounds to the W= — c*v signal,

6.2.4 Summary of W Candidates and Backgrounds

The total number of background events to the W* — e*v signal is

2456 + 82(stat.) + 673(syst.). The main sources and the relative contribu-
tions are reported in Table 6.3. A separate evaluation of the systematic errors
on the Z°/4* — eTe™ and the W* — 7= backgrounds has not been made
as these are covered by that on the QCD background, which is conservative.
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Background dependence on Iso value

A

w»
(=}
(=}
o

N
a
(=]
o

AR BRI ARANLARRS LAY AR
4

N
(=]
(=]
o

# QCD Bkg evts using Iso vs. Met Method

1500 ++
+—+——+——+—‘+‘_+_
1000
500
0:|IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
o o1 02 03 04 05 06 07 08 09 1

Iso cut value

Background dependence on E. value

e
——

- - - -
o N & (=2}
(=] (=] (=} (=]
(=) o o o

800

600

# QCD Bkg evts using Iso vs. Met Method
S
(=]
o

N
(=]
o

5 10 15 20 25 30 35
E, cut value (GeV)

oO

Figure 6.9: Dependence of the number of QQCD background events on the
value of the isolation cut(top) and the B cut (bottom)[1].
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Central Electron Efficiencies

The cross section estimation has to be corrected for the cfficiency of finding
an clectron. This includes the efficiency of the trigger finding the electron,
the COT tracking efficiency and the efficiency of the criteria used to select
the events, as listed in Table 5.4. The calculation of these efficiencies is
discussed in the following sections.

7.1 Central Electron Trigger Efficiencies

This analysis uses samples triggered by the high pp clectron trigger described
in scction 4.3. The efficiency of the triggers has been studied in detail in [2],
and the results are briefly summarized in this section. As explained in sec-
tion 4.3, the high py electron trigger consists of track triggers, involving the
XFT at Level-1 and Level-2 and the COT at Level-3, and calorimeter trig-
gers at Level-2 and Level-3. In order to estimate the efficiency of this trigger,
each component has been tested separately and the correspondent efficiency
calculated at each step.

To find the cfficiency of a single part of the high pr clectron trigger, a “back-
up” trigger has been used, where no requirement has been made about the
quantity which will be tested. The same criteria applied in the trigger are
then applied on the variable which is being tested, finding the efficiency of the
criteria. The “back-up” triggers used in this procedure are listed hereafter.

e The XFT and COT tracking efficiencies have been calculated using the
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1

1

1

Table 7.1: Trigger requirements for the physics and back-up triggers.

The

Wnotrack NoL2 trigger has been pre-scaled of a factor 50 at Level-2 to main-

tain the desired trigger event rate with the higher luminosity.

“Wnotrack” trigger, which demands the same calorimeter requirements

used for the high pr clectron trigger. but does not require tracks asso-

ciated with the EM clusters. Since the Level-1 track trigger definitions
have been changed|79] twice over the period of data taking considered
for this analysis', the track efficiencies have been calculated separately
for these three periods, I, II and III, corresponding to: before July
2002, between July and September 2002, and between September 2002
and January 2003 respectively.

e The calorimeter trigger efficiency at Level-1 has been calculated using

the inclusive muon triggers. which sclect a sample with hits in the

miton chambers but have no requirements on the calorimeter quantitics.

e Finally, the L2 calorimeter cluster trigger efficiency has been tested us-

ing the “Wnotrack NoL2” trigger, which is the same as the “Wnotrack”

trigger, but without any requirement at Level-2 (“Level-2 Auto Ac-
cept”). The efficiency has been calculated applying these requirements
off-line.

The requirements for the high py clectron trigger and the back-up triggers
arc listed in Table 7.1. The track triggers’ efficiencies arc found to be
independent of p, for tracks with py > 10 GeV/e, but dependent on n for
both the Level-1 and Level-3 triggers, as shown in Figure 7.1. The efficiencies
measured in the three periods are:

!This has been done in order to optimize trigger rates and efficiencies and minimize
fake rates with the increase in ingtantaneous luminosity.
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L1 : the average efficiencies at Level-1 are (96.76 + 0.25)% in period 1,
(98.99 + 0.14)% in period IT, and (96.6 + 0.1)% in period ITL.

L3 : the average efficiencies at Level-3 are (99.539+0.09)%, (98.94+0.14)%,
and (99.24 £ 0.10)%, respectively.

The n dependence of track trigger efficiencies can be written as
o
Po n
Eiracking (Ll) =1 ; i EXp(—‘ Py
e pie] 202)

where py = 0.0541 + 0.0038 and ¢ = 0.297 + 0.023, and

Elracking(Lg) =po+mp- |T]| + ps - |‘T/‘2:

where py = —3.83 £ 0.12, py = 11.24 + 0.14, and p, = —6.53 + 0.13. The
Level-2 track triggers are 100% efficient.

The Level-1 calorimeter trigger has been studied using a sample of
inclusive muons and removing any activity in the plug. The probability for
electrons with 20< Ep <25 GeV to fail the L1 trigger is found to be less
than 1% x 0.46% = 0.006%; thus, the L1 calorimeter trigger efficiency for
electrons with Er > 20 GeV is estimated to be 100%.

The Er dependent Level-2 calorimeter trigger efficiency as shown in Fig-
urc 7.2 is measured to he

Er:alo-rimeter(Lz) =1- Po - ("Xp(*Pl . ET):

where py = 134.2 + 186.6 and py = 0.412 £ 0.071. As the Level-3 clustering
algorithm is identical to the one used offline, the calorimeter trigger cfficiency
is estimated to be 100%. Possible inefliciencics due to different scale factors
and the tower-to-tower gain corrections (which are not applied at L3) are
currently under study.

As the L1 and L3 calorimeter triggers are fully efficient, the electron
trigger cfficiency is just the tracking trigger cofficiency, averaged over the
three periods. The average tracking-trigger efficiency for triggering a single
electron in the event is calculated by multiplying the values described in the
previous paragraphs in each period (see Table 7.2 for the average tracking
trigger efficiencies), and weighting them by the integrated luminosities in the
three periods. Its value is measured to be (¢f.;,) = 96.6 = 0.1%. In the
selection of the Z° — eTe™ events, because there are two chances to fire
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Period 1 11 111
Int. Luminosity 9.9 pb™! 18.5 pb™! 43.6 pb™!
gt (96.4+03)% | (97.94+0.2)% | (96.1+0.2)%

Table 7.2: Averages of total track trigger efficiencies for the three time peri-
ods.

the trigger, the average tracking trigger efficiency for at least one of the Z°
electrons to fire the trigger is estimated to be

<E§:Lq> - Eftj'rig + (]‘ - E;r".:‘_q)ﬁgr'ig - E?’r'ig(g - fsf'ig) - (9991_8%)0/6

7.2 Central Electron Tracking Efficiency

The tracking efficiency in the central region is mainly the efficiency of the
COT algorithins used to reconstruct the track. This efficiency has been
studied[80] both in Monte Carlo, using the true information, and data, using
events selected with the “Wnotrack” trigger, described in section 7.1, and
the silicon information. In the calculation of the cross sections for the ratio
the tracking efficiency enters cither in the selection of the events {data) or in
the calculation of the acceptance (Monte Carlo). As the tracking cfficiency
in the data eﬁ‘g‘,} appears in the numerator and the tracking efficiency in the
Monte Carlo e/45; is in the denominator in the cross sections formulae, the
nutber used in this analysis is the ratio of these two[80)]

Eduta
R coT
cor — MO
CcoT

S il

The COT tracking algorithm can thus be considered 100% efficient.

7.3 Central Electron ID Efficiencies

In this section the efficiencies of the cuts used to select the Z and W events
are estimated using the tight central electron data sample described in sec-
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Figure 7.1: Level-1 (top) and Level-3 (bottom) tracking efficiencies as a func-
tion of n measured by CES[2]. Data from period III were used.

tion 5.2.4. As there are two selection criteria for the tight and loose electron,
a tight and a loose efficiency will be calculated.

7.3.1 Selection of the events

To calculate the efficiencies of the cuts listed in Table 5.4, events are selected
from the tight central electron data sample requiring a tight electron and
a second cluster in the central region. The criteria for this selection are
described in Table 7.3; the invariant mass window 75 < M., < 105 Ge\//c2
has been used, to reduce the number of background events in the sample.
The distributions of the electron variables can be found in Figure 5.4 and
Figure 5.5. The sample consists of 1933 events with one tight electron and
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Figure 7.2: Ep distribution of electron candidates from data passing the L2
pre-scaled trigger used to measure L2 cluster trigger efficiency (top) and L2
cluster efficiency as a function of Er (bottom)[2].

one second central cluster. These events are used to calculate the electron
1D efficiencies.

7.3.2 Electron ID Efficiencies

For the case of the W events selection, the efficiency ey appearing in the
formula of the cross-section on page 24 is just the efficiency of the tight
electron selection, er, as it is the only electron in the event. In the case of
the Z events, the efficiency €z in the formula on page 24 is a function of the
two efficiencies, one for the tight electron selection, ey, the same as for the
W, and the other for the loose electron selection, €, as listed in Table 5.4;
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Variable Tight Central 2" central cluster
Eyp > 25 GeV = 25 GeV
7l <1.1 (CEM) <11 {CEM)
Fiduciality CES based Track based
pr pr > 10 GeV/e pr > 10 GeV/e

Track Quality Cuts

at least 3 Axial and 3 Stereo
SL with at least 7 hits each

at least 3 Axial and 3 Stereo
SL with at least 7 hits each

Lerter |25 4] <60 ¢ |zEredk | <60 e
Had/EM < 0,05 4+ 0.00456x E
FEX°IEy < 0.1
i+ /p 19/p < 2.0 (%)
Toii <03
Xoirip <10.0
QAX —30<Q-AX <1b5cm
|AZ <34 em

Th < M. < 103 GeV/ie?

Table 7.3: Criteria for the selection of the initial sample to be used in the
central electron efficiency coleulation. The tight electron cuts are the same
as listed on Table 5.4.

(x) The E/p cut is released for electrons with Ep >50 GeV/c .

that is?,

€y = ffl‘(zEL = 6'1').

Starting with the Noeo = 1933 OS events with one tight electron and one
central cluster, selected as described in the previous section 7.3.1, all the cuts
arc applied in turn to the sccond cluster. The efficiency is measured for cach
of them according to the expression:

J— Nrr + Ny
Neeo + Nerp'

where Npr is the total number of tight-tight events and Ny is the number of
events satisfying the tight cuts on one leg and the i-th ID cut on the second
leg. These numbers are corrected for the QCD background coming from the
SS events (see section 6.1.1), as explained in the next paragraph. For the
total cfficiency, when both legs pass the tight cuts, this formula becomes

_ 2Ngr
Neoo + Npr

?See appendix B for a derivation of all the following formulae.

€y




Chapter 7 113

for the tight electron efficiency and

Nrr+ Npy,

€t = =
Nee + Ny

for the loose efficiency, where Npp is the total number of tight-loose events.
The number of OS and SS events together with the number of expected SS
events from the Z° — eTe Monte Carlo sample are reported in Table 7.4.
The electron identification efficiencics arc corrected for the QCD background

i~th Variable # of OS events | # of S5 events | # of S8 events
{data) {data) {MC)
Starting sample (Nee) 1933 66 16.4
[Tad/EM< 0,05 + 0.0045x I 1877 29 15.5
Efp <20 1688 38 11.1
ER By < 01 1813 25 13.3
Ly <0.2 1879 37 15.2
—30 <@ -AX <15 em 1886 3 15.7
|AZ] <3.0 em 1901 35 15.0
Xy <100 1816 39 14.9
Track Quality Cuts 1918 64 15.5
Total (Light ecntral electron) 1373 11 7.0
| Total (loose central electron) H 1691 18 | 11.7

Table 7.4: Number of events passing i-th variable cut (in oddition to the CC
selection) for both O8 and SS events in dota and for the expected number of
58 events from 7' — eTe™ Monte Carlo simulution.

in three different ways; one by subtracting SS events observed in data, one by
subtracting the “real” QCD background (which is the number of SS events
in data minus the number of SS events in MC, scaled to the number of OS
events in the data}, and one without SS event subtraction (see Table 7.3).
The “real” QCD subtraction method is taken as default method and the
efficiency difference between the S5 subtraction and the QCD subtraction
mcthod is taken as a systematic uncertainty. The total cfficiencies for the
tight and loose central clectron identification cuts are found to be

er = 84.2+ 0.7(stat.) + 0.2(syst. )% = (84.2 + 0.7)%

and
er, = 93.9 £ 0.5(stat.) £ 0.1(syst.)% = (93.9 +0.5)%.

The efficiency for the selection of the loose electron, ¢, needs to be cor-
rected for the efficiency eqggyigere of the CES fiducial cut, which is applied
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~th Variable

efficiency, ¢

(A1l SS sub) | (QCD sub)

| (no SS sub)

Track Quality Cuts

97.6 £+ 0.3%

97.5 £ 0.3%

97.3 £ 0.3%

Tlad/EM< 0.05 + 0.00045x I

99.4 + 0.3%

99.4 + 0.3%

98.3 £ 0.2%

By < 0.1

97.6 + 0.1%

97.5 + 0.1%

96.1 + 0.3%

E/p <20 9331 05% | 93.24+05% | 92.6+0.5%
Lpr <0.2 99.24+0.3% | 99.24+03% | 98.4=02%

Xopip <10.0

97.2 4+ 0.4%

97.2 +0.4%

96.5 + 0.3%

114

(@« AX >-3.0 cm, <1.5 ¢ 98.9 & 0.2% 98.9 4+ 0.2% | 98.6 = 0.2%
|AZ] <3.0 em 99.3 4+ 0.2% | 99.3£0.2% | 99.0 £ 0.2%
€T 84.4+0.7% | 84.2+0.7% | 83.1+0.7%
€1, 94.0 + 0.5% | 93.9 £ 0.5% | 92.7 £ 0.5%
Table 7.5: Efficiency (¢') of each identification variable and total efficiency

er and €5, for the tight and loose central identification cuts using 7° — ete™
events with 88 event subtraction, QCD background subtraction, and no back-
ground subtraction.

in the selection of the events (see Table 5.4) but not in the selection of the
second leg used for the calculation of the efficiency (Table 7.3). To calculate
€C RS fidele, CVONS arc sclected with one tight clectron and a seccond cluster
which satisfics the cuts in Table 7.3%, plus the loose identification cuts:

e Had/EM< 0.05 + 0.00045x E

o E°/Ep <01,

Among these events, indicated with Nrgrg rigere, & subset is created with those
which are also fiducial in the CES, Neggpigee- The efficiency of the CES
fiducial cut will then be

_E\r‘r.‘r‘-'i(’éf y
S CESfidele _ (99.92 +0.01)%.

ECES —
Nrri Fidele

Based on these results, the total selection efficiency of Z° — ete™ events,
consisting of one tight electron and one loose electron, is

€z = €r(2€cps fidete * €1 — €r) = (87.1 £ 0.9)%.

*The cuts on the local coordinates for the track fidele requirement have been tightened
to be [X| < £18 ¢m and 18 < |Z] < 190 em (see section 4.2.3), to avoid the inclusion
of events on the borders of the wedges which are mistakenly considered fiducial for the
smearing due to COT tracking resolution.
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The efficiency for the selection of W — eTp events is

ew = er = (84.2 £ 0.7)%.
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Z and W Boson (Geometric and
Kinematic Acceptances

In this chapter the kinematic and geometric acceptances Az and Ay are
calculated using the Z°/~* — cte” and W= — ¢tr Monte Carlo samples
described in section 5.1. The kinematic component includes the transverse
energy threshold for the electrons and the missing transverse energy threshold
used to select events with a W boson. The geometric component is the
probability that an electron falls within the fiducial volume of the detector.
The estimates of the acceptances and their uncertainties are discussed in this
chapter.

8.1 Z Acceptance Calculation

The acceptance for the geometric and kinematic cuts in Table 5.4 was de-
termined using the MC sample of Z°/+* — eTe™ events described in sec-
tion 5.1. As stated there, the generated events have been simulated and have
gone through the same reconstruction algorithms as the data. Events in this
sample were sclected by requiring:

1. The z position of the primary vertex at generator level to lie within
+60 c¢m of the proton-antiproton interaction point at z = 0: and the

116
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' with the following characteristics®:

presence of at least 2 electrons'
2. The cluster contained no towers in the Plug calorimeter.

3. The region “tower 977 was excluded.

4. The cluster was in the fiducial region (according to the CES variables)
as shown in Figure 8.1 (sce seetion 4.2.3 for the definition of the fiducial
volume).

5. The p; as measured by the beam-constrained COT tracking was greater
than 10 GeV/ec.

6. Er was greater than 25 GeV.

7. The reconstructed invariant mass of the electrons was within 66 and
116 GeV /¢,
The acceptance is

A number of events passing cuts 1. to 7.
Az =

gen

number of events with 66 < ME™ < 116 GeV/e2? and

LHET
4uertew

| < 60 cm’

The effect of each cut is summarized in Table 8.1. The effect of reweighting
the z primary vertex distribution has been studied at an earlier stage of the
analysis/81] and found to be negligible. The effect of the reweighting of the
pr distribution will be discussed in section 8.1.1.

The acceptance is found to be
Az =11.49 + 0.07(stat. )%,

where the uncertainty is the statistical error of the Monte Carlo simulation
sarnple. As a cross check, a calculation of the acceptance has been performed
with the same cuts as defined in the Run T analyses [10, 82] and the details
can be found in [81].

!Events with no reconstructed clectron were discarded.

?The selection criteria are applied to the quantities ohtained after passing through the
entire reconstruction chain.

#See section 4.1 for the definition of the “tower 97 region.
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Figure 8.1: The Z coordinate as reconstructed from the CES for all the elec-
trons in the event(upper plot), for the electrons in the events passing the
fiducial cut (middle plot), and for the events that fail the fiducial cut (bottom
plot). The regions |Zcgs| < 9 cm and |Zcops| > 230 cm are excluded as
expected (see section 4.2.3 and Table 8.1).

8.1.1 Systematic Uncertainties on the Acceptance

The systematic uncertainties on the calculation of the acceptance include
several elements. Their single contributions are analysed in the following
sections. In each case the input parameters of the Monte Carlo responsible
of the effect (corresponding to the variable) under investigation are varied
and the change in acceptance is examined.

Systematics from the E; scale and resolution

The cut on the Er of the electrons can be affected by the Ep scale and
resolution correction factors applied in the data, as explained in section 4.2.2.
The systematic uncertainties on these cuts was evaluated by varying the
CEM energy scale and resolution separately and evaluating the change in
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Selection Default +5.5 % Xy Material
# of events ‘ Acceptance Acceprance
generated 295 ] <60 ¢ 309445
= | CdfFulbject SOTGET
first electron
no plug towers 227543 95.75% 95.75%
o gead in Lower 9 215306 G2.28% 92.11%
ficdueial:

@] < 21 vang 9«7 |2| <230 cm 187393 TB.BA% TR.ORY

no “chimney™; uo “lower 97:
pr =10 GeV/e 162127 68.35% 66.39%
For >25 GeV 118742 19.96'% 18.82%

second electron
no plug Lowers 59086 24 86'% 24.34%
no seed in tower 9 H5188 23.35% 22.77%
fidueial:

| = 21 em; 9< |2] <230 cm 38010 15.90% 15.87%

oo “chimney”™; o “lower 97:
pr =10 GeV/e 31006 153.06% 12.51%
Hr =25 ey 28336 11.92% 11.38%;
66 < M, < 116 GeV /2 27208 11.49% 10.95%

[ Total Acceptance Ay | [ (L1LA3E0.07)% | 10.953% I

Table 8.1:  Effect of cach geometric/kinematic cut on electrons and events.
The numbers in the middle columns are originated from the default 7° —
ete” Monte Carlo simulation and the numbers in the right column ure orig-
mated from the simulation when the extra material is added. The fractions
are with respect to the number of events with 66 < M <116 GeV/c* and
|20 s <60 cm, which is equal to 237652.

werles

acceptance. The CEM energyv scale was varied by 1%; in Figure 8.2, where
the £/p variable is plotted as a function of #, it is shown that a variation of
1% contains most of the data and Monte Carlo points and thus it is suitable
for this purpose. This variation corresponds to a change of Ay = 0.03%
in acceptance. In Table 8.2 the cnergy scale variation up to 2% and the
corresponding acceptances are given. A variation of £1% is used in the final
calculation of the uncertainty.

The energy resolution has been moved up to 2%, resulting in a change of
dAy = 0.02% in acceptance. In Table 8.3 the variations in resolution with
the corresponding acceptances are summarised. The different values of the
width of the gaussian from the fit to the dielectron’s invariant mass are also
reported for the different resolution values, in the default Monte Carlo and
in the data. The value of +2% is used in the estimation of the uncertainty.
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Figure 8.2: Left plot: (E/p) as a function of n, where the average has been
calculated using values of E/p between 0.9 and 1.1. The dashed lines repre-
sent 1% variation in energy scale. In the right plots, the distribution observed
in the data has been compared with that in the default Monte Carlo(top plot)
and with the Monte Carlo with the extra material(bottom plot). The lines
correspond to the fit with a second order polynomaial function. The increase
in the curve in the data is due to the presence of more material as the elec-
trons pass through the detector at an angle (and thus bremsstrahlung more).
The different shape in the Monte Carlo is probably due to missing material
in the detector simulation and s currently under study.

‘ Energy scale change ‘ Ay ‘ 0Az ‘
+2% 11.54% | +0.05%
+1% 11.51% | +0.02%

Default 11.49% -
-1% 11.46% | -0.03%
-2% 11.42% | -0.07%

Table 8.2: Effect on the acceptance due to the CEM energy scale variation.

Extra smearing of energy in MC o (M) Ay 0Az
+4% 4.426 GeV 11.45% | +0.04%
+2% 3.441 GeV 11.47% | +0.02%

Default 2.965 GeV 11.49% -
DATA (2.873 +0.109) GeV - -

Table 8.3: Effect on the acceptance due to the energy resolution variation.
The width of the invariant mass at Z peak, o(M,.), is extracted from the
Gaussian fit in the range 86 < M,. < 98 GeV for the MC samples with the
variation in resolution. They can be compared with the value measured from
the data.
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Systematics from the track pr scale

In the same way as in the previous section, the correction for the track py
scale can affect the selection of the electrons through the py variable, This ef-
fect has been studied by scaling the track momentum by £1%, corresponding
to dAy = 0.01%, as reported in Table 8.4.

pp scale change | Ay dAz
+1% 11.48% | 40.01%
Default 11.49%
1% 11.50% | -0.01%

Table 8.4: Effect on the acceptance due to the scale of the track pr.

Systematics from the pr of the Z boson

The distribution of the pr of the Z° boson in the Monte Carlo directly affects
the acceptance as it changes the momenta and angular distributions of the
electrons., In the Monte Carlo the py of the Z boson is modelled according
to a particular choice of input parameters; the systematic uncertainty as-
sociated with this choice is studied by reweighting the default distribution
(“nominal”, shown in Figure 83, compared with the data) towards higher
(“harder”) and lower (“softer”) values of pr using simple linear functions.
The acceptances recalculated for each of thege distributions are listed in Ta-
ble 8.5, where the ¥? between cach reweighted distribution, and the one
obscerved in the data, is also shown. The difference between the acceptance
of the reweighted distribution which fits better the data and the nominal
value is taken as a systematic uncertainty. This results in a dAz = 0.01%
variation in acceptance.

Systematics from the detector material

An important source of systematic uncertainty is the amount of material
in the detector simulation. As this amount is not known with precision at
present, different studies are in progress to determine the amount of material
between the ISL and the COT inner c¢vlinder and to correct the simulation
accordingly. In this analysis the Z°/+* — ete” Monte Carlo sample with
an extra 5.53% Xy of material (a (.515 cm thick silicon cylinder) described
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Figure 8.3: On the left, the pr distribution of the Z° boson as reconstructed
from the momenta of the electrons in data (points) and Monte Carlo (solid
histogram). The pr distribution in the data is a bit broader than the one in the
simulation. On the right, the Monte Carlo distribution has been reweighted
toward larger and smaller values of pr; the histograms are the ones described
in Table 8.5, corresponding to the nominal(solid histogram), a “hard” (dashed)
and a “soft”(dotted) distribution of pr. The number of events in the Monte
Carlo sample has been normalized to the number of events in the data.

in section 5.1 is used to determine the effect of the extra material on the
acceptance.

Acceptance decreases quite significantly when the extra material is added,
as shown in Table 8.1, where the acceptance is calculated after each cut for
both Monte Carlo samples. This decrease in acceptance is mainly due to the
increase of external bremsstrahlung resulting in a lower pr of the electrons
(see Figure 8.4). Figure 6.5(top) and Figure 8.5 show the E/p distributions of
the data, the default simulation, and the simulation with the extra material,
as this quantity is directly affected by electron bremsstrahlung especially
in the tail at higher F/p. Figure 8.6 compares the E/p distributions in
various regions of 2o(r—10.6), where 2o(r=10.6) is the z position of the track
at the radius of 10.6 cm?, corresponding to the silicon outermost radius of

4Calculated as

20(R=10.6) = 2% 110.6 x (cos(87 ) /sin(8F)).
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pr distribution | x2/dof A, 0AZ
Dotted histogram | 62.6/41 | 11.505% | +0.019%
Solid histogram | 38.8/41 | 11.496% | +0.010%
Default 62.3/41 | 11.486% -
Dashed histogram | 80.3/41 | 11.484% | -0.002%

Table 8.5: x? per degree of freedom between the data and Monte Carlo sample
and acceptance values for various pr distributions as shown in Figure 8.3.
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Figure 8.4: The Er (left plot) and pr(right plot) distributions for the electrons
from the Z° — e%e™ default Monte Carlo(yellow solid histogram) and the
Monte Carlo with extra material(blue line). The arrows indicate the Ep cut
at 25 GeV and the pr cut at 10 GeV/c applied in the acceptance calculation.

the silicon. The regions correspond to the different barrels of the silicon
vertex detector SVX. The difference in behaviour of the three distributions
in the region 1.5 < E/p < 2.5 is indicative of the amount of material in the
detector, as E//p in the tail is sensitive to the radiation length.

In Figure 8.7 the ratios of the number of electrons with 1.5 < E/p < 2.5 to
the total (taken from the histograms in Fig. 8.6) are shown as a function of
the four regions in 2o(g=10.6), while Figure 8.2 (right) shows the effects of the
extra material in (F/p) between 0.9 and 1.1 as a function of 7.

In Figure 8.2 the rise in the data at high n is due to the electron passing
through the material at an angle, thus losing more energy. The different
shape in the Monte Carlo is probably due to missing material in the detector
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Figure 8.5: E/p distributions for default MC(top plot) and MC with extra
material(bottom plot) compared with data for the region 0.5 < E/p < 1.5.

simulation and is currently under study (as explained in the caption). All of
these studies indicate that the data points lie somewhere between the default
simulation points and the points with the extra 5.5% Xy material, closer to
the extra material points. Further studies are in progress to extract the
exact radiation length. For the purposes of this analysis, the difference in
acceptance between these two materials is taken as a systematic uncertainty.

Systematics from the PDFs

The choice of Parton Distribution Functions in the Monte Carlo has an effect
on the acceptance as it changes the angular distribution of the electrons, and
the detector had limited angular coverage. As described in section 5.1, the
PyTHIA Monte Carlo used in this analysis uses Leading Order(LO) cross
sections and Leading Log (LL) PDFs (CTEQ5L) and parton showering. The
estimate of the uncertainty on the acceptance using the standard prescription
involves a NLL calculation and is therefore impossible with this Monte Carlo.
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| Ecorr/Pcorr of Z electrons, Izl<20cm
LY

[Ecorr/Pcorr of Z electrons, 20<Izi<40cm |
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[Ecorr/Pcorr on electrons, 40<Izl<600m | | Ecorr/Pcorr of Z electrons, 60<Iz|<80cﬂ____
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Figure 8.6: E/p distribution for different regions of the track zy at the radius
of 10.6 cm, for default Monte Carlo(yellow solid histogram), Monte Carlo
with extra material (blue line) and data (red dots). The regions in zy are
chosen to represent the different barrels of the Silicon Vertex Detector(SVX).
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Figure 8.7: The ratio of the number of electrons in the region 1.5 < E/p < 2.5
to the total for the default MC simulation(squares), extra material
MC(triangles) and data(dots) as a function of zor=106). The values on the
x axis have been slightly shifted to avoid overlapping.

As the boson rapidity distribution do/dy is a measure of the underlying
parton flux, changes in the PDFs will have an effect on do/dy and thus on
the acceptance. Following the procedure described in [83], the systemat-
ics related to the choice of the Parton Distribution Functions (PDFs) have
been studied using the standard PDF's error sets to find the corresponding
variation in do/dy. A +1o variation, estimated using the Run I rapidity
measurement[84], has been applied as generator level cross section reweight-
ing factors to the default MC sample, generated with CTEQ5SL, and the
acceptance recalculated. The reweighting factors have been arbitrarily nor-
malized by setting do/dy = 1 for |y| = 0, as only the shape of the distribution
is relevant to the acceptance calculation. Figure 8.8 shows the rapidity dis-
tributions at the generator level, corresponding to the default PDFs and
+10 variations, compared to Run I data corrected for acceptance and resolu-
tion, and Figure 8.9 shows the reconstructed rapidity distributions with Run
IT events passing the selection criteria. The acceptance values in the three
cases are listed in Table 8.6. This method leads to a net acceptance variation
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d0A7=0.34%, corresponding to the difference between the default value and

the value with the =10 variation.

E m Z— ee Run | data
7000+ { { } { o Z— ee MC (default)

LH—L ------ Z— ee MC(-1 o)
6000 LH‘U_{ Z — ee MC (+1 0)
5000 ~¥‘H—.
4000 }_H

=]
3000 _¥
2000 }ﬁ
1000 =4
=8
o i;i-{‘l._l |
0 05 1 1.5 2 25 3

Figure 8.8: Rapidity distribution of the Z for Run [ Z° — e%te™ data (squares)
and Monte Carlo signal events (at generator level) generated with \/s=1.96
TeV with default CTEQS5L PDFs (yellow solid histogram), and + 1 o varia-
tion (green solid line and dashed blue line).
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Figure 8.9: Rapidity distribution of the Z for Run I Z° — ete™ data(dots)
and Monte Carlo signal events (after simulation) generated with \/s=1.96
TeV with default CTEQS5L PDFs (yellow solid histogram), and + 1 o varia-
tion (green solid line and dashed blue line).

variation in rapidity ‘ Ay | 0Az ‘
minus 1 o 11.824% | +0.338%
Default 11.486% -
plus 1 o 11.170% | -0.316%

Table 8.6:  Difference in acceptance due to the reweight of the rapidity dis-
tribution at generator level.
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Summary on systematic uncertainties

The systematic unecrtaintics are summarized in Table 8.7. The total sys-

source | variation | AA; [AAL/A, |
E% scale 1% variation 0.03% 0.3%
E%. resolution | 2% extra smearing | 0.02% 0.2%
P scale 1% variation 0.01% 0.1%
- modelling 0.01% 0.1%
Material 5.5 % X, 0.54% 4.7%
PDFs reweighting of vy | 0.34% 2.9%

| overall | [064% | 35% |

Table 8.7: Summary of the systematic uncertainties on the Z acceptance.

tematic uncertainty on Az is 3.5%, with the main contributions coming from
the modeclling of the material and the PDFs.
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8.1.2 Removing Drell-Yan Contributions from +* Ex-
change

A correction needs to be applied to the number of Z° — eTe™ candidates
to account for the fact that some of the eTe™ pairs in the considered in-
variant mass window come from the continuum pp — +* —ete™ or the in-
terference term between ~v* and Z°, and not from Z° resonant production.
The correction factor is obtained by the computation of the integrals I, =
[P 170 4 y2dM and Ty = [°|Z°2dM at \/5=1.96 ToV using the PYTHIA
fr—f = 1.003 is obtained, which is consistent with the
most recent theoretical calculation at NNLO|[83]

generator; the number

%
— =1.00440.001.
I

The ratio 12 = 1.004 + 0.001 will be multiplied by the total number of Z° /~*
signal ev entb.

8.2 W Acceptance Calculation

The acceptance for the geometric and kinematic cuts was determined using
the W* — et Monte Carlo sample described in section 5.1. The same se-
lection criteria as in the calculation of the Z boson acceptance (section 8.1.2)
have been used on the highest energy clectron in the event®; in addition. the
missing transverse energy in the event, calculated using the zp of the clectron
‘rmck is quunod to be greater than 25 GeV. The energy recoil of the W,
—El — E%.. was compared for data and Monte Carlo in Figure 8.10. To
improve the matching of U in Monte Carlo with the data, the MC || was
scaled up b\ 5%. Conbequenth the HllelIlg transverse energy was recalcu-
lated as | — Ultasnidy— o) | where E i) 15 the electron transverse energy
corrected for the z; of the electron track as described beforehand.
The comparison between data and the corrected Monte Carlo U is shown in
Figure 8.11. All the cuts applied to the sample are summarised in Table 8.8.
The acceptance is found to be 24.62+0.04%. where 0.04% is the statistical
error on the number of events in the Monte Carlo sample.

Events with no reconstructed electron were discarded.
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Selection Default
# of events Acceptance
electron
generated |zion..| <60 cm 1443131
= 1 CdfEmObject 1381540 95.73%
no plug towers TORG633 19.10%
fiducial:

| < 21 em; 9< |z] <230 em H6O009 38.81%
no “chimney”: no “lower 97:

o >10 GeV/e 507138 35.14%
£y =25 GeV 381719 26.46%
missing energy
B > 25 GeV 353320 24.62%
[ Total Acceptance Ay | | (24.6220.00)% |

Table 8.8:  Effect of cach geometric/kinematic cut on the WE — v events
using the defoult W= — ot Monte Carlo simulation. The fractions are
with respect to the number of events with |20, .| <60 em, which is equal to
1445131,

8.2.1 Systematic Uncertainties on the Acceptance

The determination of the systematic uncertainties on the acceptance of the
W boson events has been calculated([1] in the same way as for the Z, analysing
the same source of uncertainties and following the same method, in order to
reduce the systematics on the calculation of the ratio. The procedure and
the results are briefly reported in the following sections.

Systematics from the Energy Scale and Resolution and Momentum
Scale

The cnergy scale and resolution in the cut of the cnergy of the clectron in
the event are studicd as sources of systematic uncertainty by varving these
quantities by 1% and 2% (as done in section 8.1.1). The variations in the
results are dAyw = 0.15% and dAw = 0.01% respectively. In addition, the py
of the track associated with the electron has been varied by £1% to study the
systematic uncertainty from the track pr scale. This results in an uncertainty
A w=0.02%.
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Systematics from the pr of the W boson

The systematic uncertainty from the choice of the Monte Carlo input pa-
ramcters which determine the pp of the W bhoson has been studied as in
section 8.1.1, rewcighting the pr distribution using linecar functions built in
the same way. Figure 8.12 shows the reconstructed pp spectrum in the Monte
Carlo overlaid on the py spectrum observed in the data. A different method
is currently under study to improve the agreement between data and MC,
giving a more precise estimate of the systematic uncertainty. Using this
method results in a systematic uncertainty on the acceptance dAw=0.04%.

Systematics from the U} scale

The effect of the 5% scaling factor applied to |f
|ﬁcorr\ by +10%, corresponding to twice the applied correction. The result-
ing change in acceptance, dAw=0.17%, has been taken as the systematic
uncertainty on this procedure. Figure 8.10 and 8.10 show the distribution of
|[7 before and after the corrections are applied. The level of agreement be-
tween the plots is still poor and makes a sensible estimate of the systematic
error very difficult. Work is in progress to use a x? fit between the data and
the MC, including the signal and the other backgrounds. The preliminary

was studied by varying

results are more satisfactory than the method used here.

Systematics from the detector material

The systematic uncertainty from the amount of material in the detector
has been studied with the same procedure as used for the Z (section 8.1.1).
The W* — ¢ Monte Carlo sample with an extra 5.5% X, of material,
as described in section 5.1, has been used in this study. The difference
dAw=0.29% between the value of the acceptance obtained with the default
simulation and the simulation with the extra material is taken as a systematic
uncertainty.

Systematics from the PDFs

The effect of the choice of the PDFs on the acceptance of W events has
been studied using the same method described in section 8.1.1 and [83]. In
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Figure 8.13 the rapidity distributions for Z and W in the electron and muon
channels are compared with the Run T Z® — ete™ measurement[84]. The
systematic uncertainty determined is d 4w = 0.58%.

Summary on systematics uncertainties

The systematic uncertaintics on the W boson acceptanee are summarized in
Table 8.9. The total svstematic uncertainty on Aw is 2.8%. with the main

| source | variation | 0Aw | AAw /Ay |
ES. scale 1% variation 0.15% 0.6%
% resolution | 2% extra smearing | 0.01% 0.04%
P scale 1% variation 0.02% 0.08%
U scale 10% variation 0.17% 0.7%
p modelling 0.04% 0.16%
Material 3.5 % Xq 0.29% 1.2%
PDFs reweighting of vy | 0.38% 2.4%
overall | [ 0.69% | 2.8% |

Table 8.9: Summary of the systematic uncertaintics on the W acceptance.

contributions coming from the PDFs and from the modelling of the material.
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Figure 8.10: Components of the vector U in the direction parallel to the
electron ((jH, on the top left), and perpendicular to the electron (UL on the
top right) in the data (red dots) and Monte Carlo (solid histogram). In the
bottom plot, the magnitude of U is shown in data and Monte Carlo with the
same convention. All the plots are before any scale correction is applied[1].
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Figure 8.11: Components of the vector U in the direction parallel to the
electron ((jH, on the top left), and perpendicular to the electron (UL on the
top right) in the data (red dots) and Monte Carlo (solid histogram). In the
bottom plot, the magnitude of U is shown in data and Monte Carlo with the
same convention. All the plots are after the scale correction is applied[1].
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Figure 8.12: The reconstructed W transverse momentum in the default
Monte Carlo(solid histogram) and in the data(red dots). The top plot shows
the nominal distribution, while the bottom plot shows the best reweighted
distribution/1].
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Figure 8.13:  The do/dy distribution with the defoult CTEQS5L PDFs at
1.96 TeV for Z° /v — ete™ (Z° = ptp ) in red-solid{blue-dashed), and for
Wt = ety W+ — ptv) in pink-dotted(cyan,dot-dashed) are compared with
the ZY — eTe™ Run I data at /s =1.8 TeV/1].
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8.3 Z Vertex Corrections

The luminosity correction for the |zyerer| < 60 cm for both the Z and the W
acceptances is estimated via the pp beam luminosity function [85]

Ll exp(—2z?/20?)
d_ - NO Z—Zmin \2 ’
where 2 is the z,epez, No 1S a normalization factor and the rest are the beam

parameters. The details of this measurement are described in [1]; using this
procedure the result for €,,erter (as introduced in chapter 2, page 25)

Exverter = 95.1 £ 0.1(stat.) £ 0.5(syst.)%

is obtained [3], which is to be compared with the Run I result of (95.5 +
1.0)% [85]. The agreement between the z,e, distribution in data and sim-
ulation is shown in Figure 8.14.
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Figure 8.14: Distribution of the zy of the track associated to the electron for
the Z° — ete™ candidate events selected without the cut at 60 cm.
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Results and Conclusions

In this chapter all the clements estimated in the previous sections are com-
bined in the calculation of the Z and W eross scctions, in sections 9.1 and 9.2.
In section 9.3 the components of the calculation of the ratio are determined
and its value is calculated; and from it the value of the width of the W is ex-
tracted in section 9.4. Finally, comments and future prospects are discussed
in section 9.5.

9.1 Z Cross Section Estimation

The cross section o{pp — Z°) times the branching ratio Br(Z" — efe ) is
calculated using the expression given in section 2.4

candidales -background
I NG — By

g B(ZY = et )= 2
z ( ) I AZ ) <Ef?[:zg> CCaperter C€x f Lt

where

Ng’;ﬁ-}fi“"‘f“ = 1830 + 43(stat.);
* Ngack,qroumt — 974+ 53‘

o Ay = (1149 + 0.64)% ;

139
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® Coperter = (95.1 %+ 0.5)%;
o ey = (87.1£0.9)%;
e [Ldt = (72.0£4.3) pb™

° i—i = 1.004 £+ 0.001.

Substituting these values

oz Br(Z’ —ete™) = 267.046.3(stat.) + 15.2(syst.) &+ 16.0(lum.) ph
= {267.0 +23.0) ph.

In Table 9.1 these values are compared with those obtained in Run la, where
the luminosity is taken from [9] and the other quantities are taken from [10].
The uncertainty on the luminosity measurement is dependent on the uncer-
tainty on the pp inclastic cross scction. The two measurcments of this cross
section differ from cach other of about 6%; to be conservative, in Run 11
the uncertainty on the luminosity has been increased to cover this number;
in Run I the CDF measurement was used[86]. which results in a smaller
uncertainty. An update from Run Ia and Run Ib, but without a detailed
breakdown of the systematic errors, is given in [84]. The measured Run
Ta+1Ib value is

oz Br{Z" — eTe”) = (233 £+ 4(stat. + syst.) + 10(lum.)) pb
— (253£11) pb;

scaling this value up by 9% for the /s dependence, it becomes
oy Br(Z" —eTe”) = (276 £ 12) pb,

which is consistent with the measurement reported here.

W. James Stirling ef al.[11] have worked on an improved caleulation of
the W — or and Z° — cte™ cross-sections, including the higher colliding
energy at the Tevatron. The predicted value at /s = 1.96 TeV with NNLO
corrections is (250.5 & 3.8) pb for Z° — e'e {where the uncertainty comes
primarily from the uncertainty on the PDF calculation) which agrees well
with the measurement reported here and with the more recent theoretical
caleulation [83] of {252 £ 9) pb. The calculation of the cross sections in this
paper is based on the zero-width approximation approach described in [87,
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Variable Run Ia Run IIa
L{pb™") 197 £ 0.7 72.0 £ 4.3
l\'?nd-idates (CC) in
66< M, <116 GeV/e? 529 1830
N;ackg-rau-nd (CC) i
66< M. <116 GeV/e? 1+£1 9.7+£53
ALY (15.2 £ 1.2)% || (11.49 + 0.64)%
€r (84.5 + 1.2)% (84.2 + 0.7)%
€y, (91.7 £ 0.8)% (93.9 £ 0.5)%
€1rig (89.2 + 0.3)% (99.9701%
s (95.5 £ 1.1)% (95.1 £ 0.5)%
Vs(pp) 1.8 TeV 1.96 TeV
oy Br{Z" — eTe™) (ph) 248 + 25 267 + 23

Table 9.1: Parameters involved in the Z' — ete™ cross-section calculation
in Run fa [9, 10/ and Run Ila. Note that the kinematic cuts in Run Ia are
looser than in the ones in Run Ila.

88]. The estimation of the uncertainty from the PDFs on these total cross
sections has been performed with the NLL CTEQ6 and MRST2001E error
PDFs sets according to the prescriptions in [89, 90], obtaining the relative
uncertainties of 3.5% and 1.1% respectively. To be conservative, the CTEQS
errors are used. Table 9.2 shows the recent calculations of Stivling et ol. [11]

Corrections | /s (TeV) || oz - Br(Z" — eTe }{ub)
L.O 1.80 0.1609 £ 0.0024
NLO 1.80 0.2202 £ 0.0033
NXNLO 1.80 0.2298 = 0.0034
L.O 1.96 0.17G5 = 0.0026
NLO 1.95 0.2406 £ 0.0036
NXNLO 1.96 0.25056 = 0.0038

Table 9.2: Improved colculation of Z¥ — eTe™ cross-section by W.James
Stirling et.al. for both /s = 1.8 and \/s = 1.96 TeV [11]. The uncertuinties
reflect the 1.5% uncertainty on the calculation of the PDFs [12].

for /s = 1.8 TeV compared to /s = 1.96 TeV. The higher energy increases
the Z° cross section by ~ 9%. The uncertainties reflect the 1.5% uncertainty
on the calculation of the PDFs [12]. The other parameters have been updated



Chapter 9

142

since the previous caleulation [5] to incorporate the latest results from LEP.

For a complete list of the parameters used in this calculation see Table 9.3.

Figure 9.1 shows this measurement compared with the other measurcments

Parameter value
Br{Z" — ete™) 0.033638
Br(WY = ev ) 0.0168
Mw 80.4230
My 91.1876
singw 0.23143
Gr 1.16639
W coupling: /2 - Gp - M3, ves
W coupling: 7 - mfé no
7 coupling: v2 - Gy - ﬂi‘%‘ ves
Z coupling: 7 - W . cosgw no
CKM elements:
Vi 0.9734
Vs 0.2196
Vb 0.0036
\ 0.224
Vs 0.996
Vo 0.0412

Table 9.3: List of parameters used in the theoretical calculation of the NNLO
Z° — cTe and W — oty cross sections[11].

in the literature and with the theoretical predictions from Stirling ef.al..

9.2 W Cross section estimation

The cross section o(pp — W) times the branching ratio Br{W* — e*v) is
calculated using the expression given in section 2.4

where

aw * BI(\Vi —3 eir/) =

-~ cands background
l\cn'ndzdates — NYa
W W

Ay - Gfr?;g " Cyerier T EW j Ldi
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Figure 9.1: Z — (70~ cross section measurements as a function of the centre
of mass energy /s for this measurement (indicated with the star) compared
with other measurements in literature. The solid line corresponds to the
standard model calculation from [5].

o Nggndidates — 38698 + 197(stat.);

o Nypchoround — 2456 + 678;

Ay = (24.62 £ 0.69)% ;

(€6.15) = (96.6 £ 0.1)%;

Exvertes = (95.1 £ 0.5)%;

ey = (84.2 +0.71)%;

e [Ldt = (72.0+£4.3) pb™!;

Substituting these values

ow - Br(W* — e*v) = 2.6440.01(stat.) £ 0.09(syst.) & 0.16(lum.) nb
= (2.6440.18) nb.

The theoretical value[5] at /s = 1.96 TeV with NNLO corrections is (2.687+
0.040) pb, where the considerations stated for the Z apply. This value agrees
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well with the measurement reported here and with the recent theoretical cal-
culation [83] of (2.688 £ 0.094) pb. Table 9.4 shows the recent calculations of

Corrections | /s (TeV) || oy - Br(WE — o=v)(nb)
1L.O 1.80 1.736 £ 0.026
NLO 1.80 2.369 £+ 0.036
NNLO 1.80 2,501 £ 0.038
LO 1.96 1.909 £+ 0.029
NLO 1.96 2,594 £ 0.039
NNLO 1.96 2.687 + 0.040

Table 9.4: Improved caleulation of W= — e~y cross-section by W.James
Stirling et al. for both \/s = 1.8 and \/s = 1.96 TeV [11]. The uncertainties
reflect the 1.5% uncertainty on the caleulation of the PDFs [12].

Stirling et al. [11] for /s = 1.8 TeV compared to /s = 1.96 TeV. The higher
energy increases the W cross section by ~ 9%. The uncertainties reflect the
1.5% uncertainty on the calculation of the PDFs [12]. The parameters used
in the calculation are as in Table 9.3. The Run la measurement|9] reported
the following value

ayr - Br(W"i — ciu) = {(2.49 = 0.12)nb;
scaling this value up by 9%, it vields to
ow - Br(W* — e*v) = (2.76 £ 0.13) nb;

which is consistent with the measurement reported here. Figure 9.2 shows
this measurcment comparced with the other measurements in literature and
with the theoretical predictions from Stirling ef.ol..

9.3 Calculation of R = oy /oy

Ag alrcady stated in section 2.2, the ratio of the W and Z cross scctions can
he expressed as

R = (ow-BW = ev))/(0- B(Z" = eTe™)) =

-candidates background trig 1D
_ Il I\W, — NW' ‘42 FZ . € (9 1)

G AT background = A4__  _iri D
1y l\gzandtdatea _ NZ(I( groun flﬂ, 61’1{79 €11
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Figure 9.2: W% — (v Cross section measurements as a function of the
centre of mass energy /s for this measurement (indicated with the star)
compared with other measurements in literature. The solid line corresponds
to the standard model calculation from [5].

where all the symbols have the same meaning as in sections 9.1 and 9.2.
Table 9.5 is a summary of their values. The quantities presented in this
table, and summarised in sections 9.1 and 9.2, are used to extract the ratio
of cross sections. The systematic uncertainty on R is dominated by the
systematic uncertainties on the acceptances, Ay and Az. The effects of the
various systematic effects on the ratio Az /Ay have been analysed, following
the same procedure as in section 8.1.1 and 8.2.1. The results are reported
in Table 9.6.
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Systematic dAw dAg 6(Az/Aw)
Energy Scale 0.15 0.03 0.0016
Encrgy Resolution 0.01 0.02 0.00006
Eloctron pr Resolution 0.02 0.02 0.00003
pr Boson 0.04 0.01 0.0004
W Recoll Encrgy 0.17 - 0.0032
PDE’ 0.58 0.34 0.0029
Material 0.29 0.54 0.0166

\ Total |Aw = 24622 0.69% | Az = 1149 £ 0.64% | Az/Aw = 0.4667 £ 0.0172 |

Table 9.6: Systematic uncertainties in W, Z acceptances and on the ratio of
acceptances.

As already anticipated, many of the svstematic uncertainties in the ac-
ceptances cancel in the ratio. The dominant source comes from the variation
in the amount of material in the detector used in the simulation, which is

currently under investigation.

Using the numbers in Table 9.5 and substituting in the expression 9.1

R = 9.88 + 0.24(stat.) + 0.47(syst.) = 9.88 £ 0.33.

This quantity can be compared with the value obtained with CDF Run II
data in the muon channel, 10.69+0.27(stal.)£0.33{syst.)[91].

The value published in Run I for the electron channel is 10.90+0.43 [10].
The NNLO calculation at /s = 1.961 TeV, R = 10.66 4 0.05 [83] agrees
with the value measured here within 1.5¢. In this calculation, the largest
theoretical nncertainty on the W and Z cross sections comes from the choice
of the PDFs; for CTEQG6 it is assigned to be 3.5%, which results in a 0.5 %
fractional error on the ratio. This number can be compared with the value
10.92 obtained by Stirling [3], using the cross sections given in Table 9.4
and 9.2. In Figure 9.3 the measurement obtained here is compared with

other measurements in the literature.

!The measurement is compared to the calculation in [83] since the propagation of the
theoretical uncertainties on the ratio of the cross sections is unknown for the calculation
in [3].



Chapter 9 147

9.4 Extraction of Br(W= — etv)

From the formula
R o(pp = W) (W = cv) [(Z)
" o(pp—=7) T(Z —ete ) T(W)

(9.2)

the branching ratio of the W boson into electron and neutrino, Br(W* —

cv) can be extracted. Using:

e the theoretical value of (L(Fp%:%) = 3.361 £ 0.024, where the central

value comes from the ratio of the cross sections
o(pp — W+ X) = 25.173 nb [83]
and
o(pp — Z + X) = 7.4891 nb [83],

The error is calculated adding in quadrature the PDFs error of 0.5%
with the error due to the Electroweak coupling parameters (CKM ma-
trix and sin®fy ), estimated to be 0.5%;

e the measurement of I'(Z — ete)/I[(Z) = 3.3658 &+ 0.0023 % [6, 92].

The value of Br(W* — ¢*v) is measured to be:
D(W* — etp)
(W)
= (9.89 £ 0.24(stat.) = 0.42(syst.) £ 0.07(ext.syst.))%
= (9.89 + 0.49)%.

Br(W* —e*v) =

where the systematic uncertainty includes the svstematic uncertainty on R,
and the external systematic uncertainty includes the uncertainties on the
I'(Z — eTe”)/T(Z) measurement and on the ratio of cross sections.

This value is within 1o from the PDG value of 10.724+0.16 GeV [6] and the
theoretical prediction of 10.82+0.18 GeV [6].

9.5 Extraction of ['(W)

Proceeding as in the previous section, from the formula 9.2 the total width of
the W boson I'(W) can be extracted. Using the values quoted in section 9.4
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and the theoretical value of [(W — er) = 226.4 = 0.3 MeV ?, the value of
(W) is measured to be:

(W) = 2294 0.06(stat.) £ 0.10{syst.) £ 0.02(ext.syst.)GeV
— 2294 0.12GeV,

where the systematic uncertainty includes the systematic uncertainty on R,
and the external systematic uncertainty includes the uncertainties on the
I'(Z — ¢7c¢)/I'(Z) measurement, on the theoretical value of T(W — o)
and on the ratio of cross scctions.

This value agrees with the PDG fit of 2.118 £ 0.042 GeV [6] and the theoret-
ical prediction of 2.0921 £ 0.0025 GeV [6]. In Figure 9.4 this measurement
of T{W) is compared with other measurements in the literature [6].

9.6 Extraction of V.,

Using the formula 2.13, the Br(W= — %) can be expressed as[36]

1 i
— 3 - 1; 2:
Br(WE 5 o0) + foop %J Vil

Vi; is the CKM matrix element, with ¢, j = u,d.c,s,b, and foep is a QCD
form factor equal to

fQ(jD = 3- (]. -+ (}f(q(ﬂ'fmf)/ﬂ + 1409(04?()‘1”,)/??)2 + ) —
= 3.122,

where the value of a,(My) = 0.121 £ 0.002 has been used. From this ex-
pression, using the value of the Br(W= — e*v) as measured in the previous
section, the sum of the squares of the elements of the CKM matrix can be
extracted. This is found to be

S IVul? = 2281016
ij
Using the experimental value for the sum of all elements except | V%, namely
1.0477+0.0074[6], the value

V| = 1.11=x0.07
?See [6], page 010001-103 formula 10.47a.
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can be extracted. In this, the input CKM uncertainty is 4+ 0.004, and that
from o, (M) is negligible. This value is more precise than the direct mea-
surement at LED, |V = 0.97 & 0.11[6], but not as precise as the combined
value from LEP and Run I at the Tevatron, |V | = 0.998 + 0.013[36].

9.7 Conclusions

The cross-sections of the Z boson decaying into electron-positron pairs and
the W boson decaying into electron and neutrino are measured using high
pr clectrons. The data were taken from March 2002 through January 2003,
with a total integrated luminosity of 72.0 pb~!. These measurements yielded
values of

oy Br(Z" > eTeT) = (267.0£6.3(stat.) = 15.2(syst.) = 16.0(lum.)) pb
= (267.0+23.0) ph

and

o - BriW® = efy) = (2.64 + 0.01(stat.) + 0.09(syst.) + 0.16(lum.)) nb
= (2.64 % 0.18) nb

which agree well with both the theoretical prediction at /s = 1.96 TeV

and the Run la measurements when the correction due to the change in the
centre-of-mass energy is made. From the ratio of these eross sections,

ow - Br(W* — e*p)
oz - Br(Z" = cte™)
= 9.8+ 0.24(stat.) = 0.47(syst.) = 9.88 £ 0.53,

R

the branching ratio of W in clectron and neutrino and the total width of the
W boson are extracted, giving
T(W* = etr)
(W)
= (9.894+0.49)%, and
W) = (22940.12) GeV.

Br(W* —ew) =

The latter value agrees within 2o of the Standard Model value, as shown in
Figure 9.4. In addition, the CKM matrix element |V, has been extracted,
giving

V.| = 1.1140.07.
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This value is consistent with the other measurerments in the literature.

9.8 Future Prospects

Improvements on the R measurement can be made with higher statistics and
a better understanding of the systematic effects.

With 1 fb~! of data expected by the end of 2004, the statistical error can
be reduced by roughly a factor four. A further improvement will come from
the inclusion of events in the EM plug calorimeter, which will essentially
double the sample and reduce the uncertainty on the acceptance. The main
systematic uncertainty on the measurement of R comes from the 20% uncer-
tainty on the amount of material in the detector simulation. Several studies
arc currently underway, involving comparison of photon conversion cvents
in data and Monte Catlo, to preciscly quantify this cffect. To reduce this
uncertainty to the same order of the statistical one, the amount of material
needs to be known to a 3% level, which seems achievable. The second largest
error comes from the uncertainty on the calculation of the QCD background
in the W sample. Several different methods are being explored at present
to confirm the number obtained with the method described in section 6.2.1;
they include studies of QCD events in data and Monte Carlo. This will allow
to reduce the conservative estimate associated with this method from 50%
to better than 15%, resulting in a 1% uncertainty on R. As other sources of
uncertaintics (as the choice of PDFs) can be reduced with the collection of
more data and the inclusion of events in the Plug EM calorimeter, it scems
reasonable to expect an overall precision of about 1% on the measurement

of R in Run II.
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W’s Z’s

Candidates 38628 1830
Backpground :

QCD 1341 + 677 8.7 + 1.7

20t 77 ~ 1.0 + 0.2

ZV = eTe” 344 + 17

W — 7 768 + 22 =
Total Background 2156 + 678 9.7+ 5.3

Signal

Acceptance :

Awz

A 7 / A W

ID Efliciencies :
er

€L

Cer s fidete

1w,z

E'/./Ew

Trigger Efficiencies :
CW, 2

Drell-Yan corvection(f; /1)
Luminosity

Vertex cut efficiency

o - 3{no lum error)

36172 £197 40 £ 678,40

1820.3 42 8,10 = 5350

21,62 +0.00500 + 0.6, % LLAY +0.07 0 + 0,515 %

0.467 £ 0.020

84.2 + 0.7% 84.2 4+ 0.7%
93.9 £ 0.5%
99.92 + 0.01%
87.1 + 0.9%
1.034 + 0.013

81.2 + 0.7%
96.6 £0.1 % 99.9 101 9

1.004 + 0.001
72.0 & 4.2 ph~!

85.1 = 05 %

264 £0.00,00e + 0,09, 0.267 £0.006 g0 + 0,015,

a(pp = W = ev)/o(pp — Z" — co)

9.88 + 0.24,,,, + 0.47.,

Table 9.5: Summary of the results from the W and Z cross section results.
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R

Figure 9.3: Measurements of R = (;—VZV performed in the years between 1991
and 2000 are compared with this measurement. The World Average is the
value reported in the PDG [6], while the Standard Model prediction is taken

from [6].
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1.8 1.9 2 21 22 23 2.4 25 2.6 2.7 2.8

I'(W)

Figure 9.4: Measurements of T'(W) performed in the years between 1991
and 2000 are compared with this measurement. The World Average is the
value reported in the PDG [6], while the Standard Model prediction is taken

from [6].



Appendix A

Baseline Selection Criteria for
Tight Central Isolated
Electrons

In this appendix the selection eriteria deseribed in chapter 5 are discussed[7].
The valucs chosen for cach variable shown in Table 5.3 arc motivated. and
more details are given on the procedures used in choosing them.

A.1 Method

The decision on the values of the different variables to cut on is based on
studies of the efficiecney versus the background rejection of the single vari-
ables.

The efficiency of cach quantity is cstimated using a subset of the tight
central isolated clectron sample described in chapter o5, collected between
March and October 2002. This is a sample of Z°/+* — ¢t~ cvents, sclected
in a slightly different way than in the analysis (described in section 5.2.5), in
order to obtain an unbiased sample. For each event, an electron candidate
passing the kinematic selection criteria! is selected “at random”? and subse-
quently tested through the central tight isolated electron criteria (as defined
in Table 5.3). If it satisfies the criteria, the second electron in the event is

!They are those based on the Er,pr and the fiduciality selection.
Meaning without requiring it to be the highest energy cluster or any other prereguisite.
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taken as unbiased with respect to the identification variables. If it fails the
central tight electron criteria, the event is discarded.

The rejection of the background is found using the W cleetron sample,
collected in the same period as the Z°/~+* — eTe™ sample with the same trig-
ger. The W sample is taken as a representative sample with non-negligible
background contamination. Hence the background fraction in the W sample
is taken as the figure of merit for the background rejection.

For cach variable the distribution for the Z°/~+* — ¢'¢™ sample is re-
ported, for which the background is assumed to be negligible. The number
of events for which the considered variable has a value that is higher than
the chosen value are counted (Np;pe-). The ratio of Ny, divided by the
total number of events (N ) is defined as the efficiency for electrons: that
s,

- (A1)
—‘N:’.otal
The background for the W sample is calculated once the selection criteria
have been applied to see the effect on the backgronnd fraction®. The valucs
of the variables are chosen such that they reject the most background whilst
maintaining intact a high fraction of the signal.

A.2 Variables

The variables used in the sclection of the tight central isolated clectron sam-
ples are described in chapter 4 and summarised in Table 5.3. Both the Z°
and W samples are subsamples of this sample. All the corrections described
in chapter 4 are applied here. All the variables will be described in turn,
and the choice of the proposed value assigned to them will be discussed and
motivated.

¢ Electron Energy E;.
The proposed cut for this variable is 25 GeV. Both the values of 20 and
25 GeV have been studied using the W electron sample. Moving from
25 to 20 the QCD background, which is the main source of background,

*See section 6 for details on the background caleulation in the W sample.
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grows from 3%" to 6%; as the systematic uncertainty on this number
is about 30% (see section 6.2.1), an error of 6% would reflect in a 3%
systematic crror on the cross-section measurcment, which means that
it. would be the dominant systematic uncertainty. As moving the cut
to 25 GeV reduces the signal by about 14%, but significantly improves
the background rejection, the value of 25 GeV is adopted.

e Electron Track pr.
The proposed cut for this variable is 10 GeV. As the cut at the trigger
level is 9 GeV, cutting at 10 GeV gives a safety margin above the trigger
value. Because, at trigger level no Beam Constrained tracking is used,
cutting at the same pr might bias the calculation of acceptances and
cfficiencics.

e Calorimeter Isolation EZ°/pduster
The proposed cut for this variable is 0.1; as it can be seen in Figure A1,
placing the cut at this value hag the advantage of having high efficiency.

e E/p.

The application of an upper cut on the ratio of E/p is made in order to
keep the events where electrons have undergone bremsstrahlung (which
appear in the tail at 1< E/p <2}, and still reject the background which
will contaminate the region E/p > 2. Thus, the cut chosen for £/p is
E/p<2.

This choice is supported from the distributions of efficiency and back-
ground in Figure A.2. In addition to an upper cut on E/p, some other
CDF analyses have imposed a lower cut, such as F/p > 0.5. This
hasn’t been done in the inclusive tight isolated sclection for two rea-
sons. Firstly, the cut becomes unrcliable for very large values of pr.
A second reason for not imposing the cut is more philosophical; the
rate for good electrons with E/p < 0.5 should be zero, and so the cut
should not remove any significant number of events. However, track-
ing errors, including alignment problems and database mistakes, will
move events around in £ /p, with some showing up in this region where
no events are expected. Consequently, this region can be used as a
sensitive measure of one class of tracking problems and a measure of
non-Gaussian tails on the tracking resolution due to them. Cutting out

4See section 6.2.1 for the estimate of the QCD background in the W sample.
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Figure A.1: In the upper plot, the distribution of the isolation variable in the
sample of Z°/v* — ete™ events is plotted. The events are selected applying
all the cuts as in the text apart from the cut on the variable which is plotted
("N-17). In the bottom plot, the efficiency of the chosen cut is shown as
a function of the wvariable itself, when all the selection criteria except the
one including the variable itself are applied (“N-17). The background for this
variable is not shown for two reasons; Firstly, the isolation is used to calculate
the background and thus changing the cut will change the background itself;
secondly, the background considered depends on the kind of physics processes
analysed. The value of the efficiency for the chosen value is given[7].

a very small number of events doesn’t have much effect, and only can
hide such problems.

e Had/EM.
The leakage of electromagnetic showers into the hadron compartment
was measured in a test beam of electrons during Run I. Beam energies
ranged from 10 to 150 GeV. A fit to the points up to Had/EM (cut) =
A + B * E(GeV)/100 describes the data reasonably well, although due
to pedestal noise the 10 and 15 GeV data fit less well. A logarithmic
dependence seems to give much worse agreement. The parameters are
as shown in Table A.1. Thus, the chosen cut is Had/EM < 0.055 +
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Figure A.2: In the upper plot, the distribution of the E /p variable in the sam-
ple of Z°/v* — ete™ events, selected as in the text, is plotted. In the bottom
plot, the efficiency of the chosen cut is shown as a function of the variable
itself, together with the background contamination from the W sample, as ex-
plained in the text. Both plots are made when all the selection criteria,except
the one including the variable itself, are applied(“N-1"). The value of the
efficiency for the chosen value is given[7].

Electron Eff. A B
0.98 .053 | .043
0.95 .039 | .029
0.90 .030 | .021
0.85 .025 | .018

Table A.1: The parameters in the linear fit to the cut in Had/EM to maintain
the efficiency in column 1[7].

0.045 E (GeV)/100. Figure A.3 shows the inefficiency of a fixed cut
of Had/EM = 0.05 for electrons from a W sample selected with the
running cut of Had/EM = 0.055 + .045 E (GeV)/100. The inefficiency
grows with Er, as expected from the test beam data.

e Lshr.
Based on the plot in Figure A.4, which shows the efficiency and back-
ground rejection of the cut, the chosen cut is Lshr < 0.2.
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e CES-Track Matching.
The proposed cut on AZ is |[AZ| < 3.0 em, while that on ) - AX is
-3.0em < Q- AX < 1.5 em. These choices are justified by the plots in
Figure A5 and Figure A.6.

2
)(-slrips

The chosen value of x < 10 keeps most of the signal and rejects a
large fraction of the background, as shown in Figure A.7.

5
strip

e The choice on the two remaining variables, Fiduciality and Track Qual-
ity Cuts, is explained in more detail in [7].

Distributions of the variables described in this appendix are shown in
Chapter 3 using the all set of data available for this analysis.
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Figure A.3: Top Left: Had/Em vs. Er for tight electrons with Er > 25 GeV
in events with K > 25 GeV. Top Right: the fraction of events that pass the
running Had/EM cut that fail the fized cut of Had/EM <0.05 as a function
of the value of the cut on Er . Bottom Left: the Er spectrum of events with
Had/EM <0.05. Bottom Right: the Eg spectrum of events with Had/EM
>0.05[17].
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Figure A.4: In the upper plot, the distribution of the Lshr variable in the
sample of 7Z°/v* — ete™ events, selected as in the text, is plotted. In the
bottom plot, the efficiency of the chosen cut (left-hand scale) is shown as a
function of the wvariable itself, together with the background contamination
from the W sample (right-hand scale), as explained in the text. Both plots
are made when all the selection criteria, except the one including the variable
itself, are applied ("N-1"). The value of the efficiency for the chosen value

is given|7].
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Figure A.5: In the upper plot, the distribution of the AZ wvariable in the
sample of Z°/v* — eTe™ events, selected as in the text, is plotted. In the
bottom plot, the efficiency of the chosen cut (left-hand scale) is shown as a
function of the wvariable itself, together with the background contamination
from the W sample (right-hand scale), as explained in the text. Both plots
are made when all the selection criteria, but the one including the variable
itself, are applied ("N-1"). The value of the efficiency for the chosen value

is given|7].
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In the upper plot, the distribution of the AX wvariable in the
events, selected as in the text, is plotted. In the

bottom plot, the efficiency of the chosen cut (left-hand scale) is shown as a
function of the wvariable itself, together with the background contamination
from the W sample (right-hand scale), as explained in the text. Both plots
are made when all the selection criteria, but the one including the variable
itself, are applied ("N-1"). The value of the efficiency for the chosen value

is given[7].
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Figure A.7: In the upper plot, the distribution of the x? variable in the sam-
ple of Z°/v* — eTe™ events, selected as in the text, is plotted. In the bottom
plot, the efficiency of the chosen cut is shown as a function of the variable
itself, together with the background contamination from the W sample, as
explained in the text. Both plots are made when all the selection criteria but
the one including the variable itself are applied. The value of the efficiency
for the chosen value is given[7].



Appendix B

Electron Efficiencies using
7V — ete™ data

In this appendix the formulae used to caleulate the efficiencics in section 7.3.2
arc derived. Z° — c¢te™ data arc used in this caleulation, since they have a
very clean signature and thus are ideal for this kind of study.

B.1 Method

Starting with a sample of cvents with at least onc tight central isolated
clectront, the following variables are defined:

ep = the efficiency of one leg passing the tight central electron requirements:
¢;, = the efficiency of one leg passing the loose central electron requirements:
P = the probability that one electron passes the tight central electron cuts;
P; = the probability that one electron passes the loose central electron cuts
but not the tight requirements;

The quantities Pr and P;, can be written as

PT - tr, (Bl)
PL = (EL—ET) (B.Q)

'See section 5.2.4 for the definition of the tight central isolated electron sample.
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Using the expressions B.1 and B.2, the probability for a Z to pass the central
tight-central loose selection can be written as

¢2 = Pr-Pr+Pr-P,+ P Pr
= Pr-Ppr+2Pr P
€2 + 2 [ey (ep — ep)]
= Z2eper — e
= er-(2¢p —€7), (B.3)

as already stated in section 7.3.2.
The numbers of events introduced in section 7.3.2 can be written as

Neo = [der-(l—e)+e]-N

= er - (2—er) - N; (B.4)
Nyy = € N; (B.5)
Fai = e (g —ep) s T, (B.6)

with:

N = the total number of events in the data;

Ny = the number of events with both legs passing the tight central electron
cuts in Table 7.3:

Ny, = the number of events with one leg passing the tight and the other
passing the loose central electron cuts;

Nee = the number of events with only one leg passing the tight selection cri-
teria and the other leg passing the cuts in the rightmost column of Table 7.3.
Solving for er and ¢y,

S =5
€, = —————

Neo + Npp’
while the efficiencies of the single cuts are

i Ny + Noppe
Neg + Ny

as stated 1n section 7.3.2.
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