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Abstract 

The cross-sections of the Z boson decaying into electron-positron pairs and 
the \V boson decaying into electron and neutrino a.re measured using high Pr 
electrons. The data. \Vere taken by the Collider Detector at Fermilab(CDF) 
from l\Ia.rch 2002 through January 2003, with a total integrated luminosity 
of 72.0 pb- 1

• These measurements yielded values of 

CJz · Br(Z0 ---+ e+e-) = (267.0 ± 23.0) pb 

and 

which agree well with both the theoretical prediction at VS = 1.96 TeV 
and the Run Ia. measurements when the correction due to the change in the 
centre-of-mass energy is ma.de. From the ratio of these cross sections, 

R 
CJw · Br(\V± ---+ e±v) 
(Jz · Br(Z0 ---+ e+e- ) 

9.88 ± 0.53, 

the branching ratio of \,V in electron and neutrino and the total width of the 
\V boson are extracted , giving 

and 

f(\V± ---+ e±v) 

r(iV) 
(9.89 ± 0.49)%, 

r(iV) = (2.29 ± 0.12) GeV. 

The latter value agrees within 2CJ of the Standard .ivlodel value. In addition, 
the CKJ\I matrix clement [i~s [ has been extracted, giving 

I 1~~.s I = i.11 ± o.o7. 

This value is consistent with the other measurements in the literature. 
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Chapter 1 

The Standard Model 

In this chapter the Standard l\fodel(STvI) of Particle Physics is outlined; 

Quant.um Electrodynamics, Electroweak theory and Quantum Chromody­
namics are considered, as is the generation of masses via the Higgs mech­
anism. The experimental status of the Standard l\fodel is briefly revie\ved, 
and possible extensions to it are discussed. 

1.1 The Standard Model 

The Standard Model is a quantum field theory that describes the fundamental 
partidcs and their internet.ions. It has his roots in gauge theory and exploits 

some of the symmetries that arc inherent. in many physical theories. The 
follmving sect.ions describe some of the different parts of the Standard Tvlodcl. 

For a more comprehensive description of it see for instance [13]. 

1.1.1 The Standard Model Elements 

The matter fields that constitute the Standard l\fodel can be classified into 
two groups according to their spins. These arc the fermions, which arc spin -
~ particles and the bosons. which a.re spin-0 or spin-1. They arc described in 
the following sect.ions. 

1 
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leptons mass quarks mass 

( lie ) < 3 eV /c2 

( ll ) 1.5 - 4.51\TeV / c2 

c 0.511 McV /c2 d 5 - 8.5 :\1cV /c2 

( J)/1· ) < 0.19l'vicV/c2 ( c ) 1.0 - 1.4 GcV / c2 

/1 105.66 :\·faV/c2 fl 80 - 15.S :\fa V / c2 

( ) 
. ') / . I ,, 

( t ) -4:iCV/ 2 
lly < 18.-1\Ie\ c- 11 · .• _,e : c 

1 --,.., C V/ 2 b 4.0 - 4.5 CeV / c2 T . f ( 1 ,e c 

Table 1.1: E:rperimentally measured rn,as8e8 of the f ermions, a8 reported in 
the Rc1riew of Part·icle Phyi-iic.<>(2002)[6}. In the Standard Model, nentrino8 
are defined to be rnw-;sle8s. 

The Fermions 

These particles a.re characterised by their spin-~ nature and a.re thus gov­
erned by Fermi-Dirac statistics. They can be split into two groups, quarks 
and leptons, ·which are distinguished by the charges associated \Vith them. 

They are the six quarks: up (u), dmvn(d), charm(c), strange(s), top(t) and 
bottom(b), and the six leptons: electron (e), muon(p) and tau(T) ·with their 
corresponding neutrinos. Quarks carry the colour charge of the strong inter­
actions of Quantum Chromodynamics (QCD) and fractional electric charge 1

, 

·whereas leptons are colourless and have integer electric charge. In addition, 
the fermions can he split into generations ·which correspond to doublets of 
left-handed and singlets of right-handed quarks and leptons of increasing 
mass. This separation is based on the empirical evidence of the chira.lity of 
the \Veak interactions and corresponds to massless neu trinos2

. Table 1.1 and 
1.2 shmv the fermions and their properties. 

The Bosons 

There are four known forces vvhich act on matter. Three have a basis within 
the SJvI, electromagnetic) weak, combined in the electroweak interaction, and 
strong. The fourth, gravity, is negligibly small at the energy scales a.t. which 
the STvI is thought. to be relevant, and it is not included. The forces arc 

1 In units of e, the charge of the electron. 
2There is recent evidence from the Super-Karniokande neutrino oscillation 

experiment[14] and the Sudbury I\eutrino Observatory(S~0)[15, 16], showing that neu­
trinos may in fact have mass. This is not accounted for within the SlVI. 
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generation n'Umber t t3 y 
1 2 3 

leptons 

( ~· ) L ( )L 
0 1 

( V11) VT 1 +2 -1 ll L T -1 2 1 
2 

PR /IR TR -1 0 0 -2 

quarks 

( ~~ ) L 
( c) 

( ~) L 

+~ 1 + l 1 1 2 

S L 
2 l 3 

3 2 

tR 2 0 0 +1 llR CR +3 :~ 

dR SR bR 
1 0 0 2 
3 3 

Table 1.2: ()uantum numbers of the fermions in the Standard Model, where 
q is the charge7 t and ta denote the weak isospin and 'its tlvird cornponent and 
y ·i.s the weak hyperdiarge. Mernber.s of a g·iven weak isospin rn'Ult·iplet have a 
cornrnon hypercharge. 

mediated by the spin-1 gauge bosons. ·which arc shown in Table 1.3 along 

\vith their masses. 

Although the gravitational interaction is not featured in the S~vI, it is 
thought to be mediated by a spin-2 gauge boson, known as the graviton. For 

a possible realisation of Quantum Gravity and the graviton, which constitutes 
physics beyond the Standard \fodel, see for instance [17]. 

The Standard Model Structure 

The Standard 1viodel is based on the local gauge symmetry of the fundamental 
SC(2)r,@C(l)y electrmveak and the SU(3)c strong interactions in particle 
physics, 

SU(3)c@ SU(2)r.@ U(l)y. (1.1) 

Here C stands for the colour charge carried by the strong interactions, L refers 
to the faet that there a.re only left-handed doublets, i. e . no right-handed 
neutrinos arc allowed, and Y represents the weak hypcrchargc carried by the 

clcctrmvcak interactions, defined as 

y = 2(Q - t:~). 
e 

(1.2) 

By demanding local gauge invariance of the Standard \fodel Lagrangian, 
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boson interaction mass q /3 

Vector Bosons 
w+ weak 80.42:~ ± 0.00:~9 GeV/c2 +1 +1 +1 
zu d<:<:tn>wcak 91.1876 ± 0.0021 Gc~V/c2 I) +1 0 
w- \veak 80. ·12.'l ± 0.0039 CeV/ c2 -1 +l -1 

"'/ QED 0 0 0 0 
g QCD 0 0 0 0 

Scalar Boson 
H Yukawa > 111.il GeV / c2 CL= %% () () () 

Table 1.3: quantum numbers of the bosons in the Standard Model, where q 
is the charqe, t and ta denote the weak isospin and its third component. The 
masses are those reported in the Review of Particle Physics(2002)[6). 

massless spin-1 fields, mediating the interactions, are required. However, this 
makes the theory inconsistent \Vith experimental observation of the massive 
electrmveak bosons \V± and z0

• The mechanism that generates masses in 
the SI\-1 is based on spontane<m.s .'Jyrnmetry breaking (SSB) of the electroweak 
SC(2)r,@C(l)y symmetry. This causes the decoupling of the \veak and elec­
tromagnetic forces vvhile preserving the local gauge invariance of the ·whole 
theory. A consequence of SSB is the prediction of there being a massive 
scalar (spin-0) particle known as the Higgs boson (sec Table 1.3), as yet 
undiscovered cxpcrimcntalli~. The following sections explain the above in 
more detail. The electromagnetic interaction, based on the symmetry group 

C(l)Q, is used as an example of how local gauge invariance requires the 
existence of an extra massless vector field. in this case identified vvith the 
photon. 

1.1.2 Quantum Electrodynamics: U(l)Q 

Quantum Electrodynamics (QED) is the gauge theory of electromagnetic 
interactions. For a free Dirac field W vvith spin s = ~, mass rn and electric 

charge cQ, the corresponding Lagrangian4 is: 

Lfree = \]'J(:r)(i""(11CW - rn)w(:r) (1.3) 
3 Recent data from LEP taken in 2000 at energies up to 209 GeV show a 2u excess for 

a S:tvl Higgs \vit.h ma.ss :.VI11 c:::115 GeV[18]. 
4The Lagrangian, or more correctly the Lagrangian density, is defined as L = T - V, 

where T and V are the kinetic and potential energy densities respectively. 
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and the corresponding equation of motion is the Dirac equation 

(1.4) 

The Lagrangian can be seen to be invariant under the global l"(l) transfor­
mations as follmvs: 

(1.5) 

·where Q(J is the global phase and (J is the continuous parameter. Noether'.s 
Theorern states that if a system is invariant under a global transformation, 
then there is a conserved current and associated charge. Therefore, the global 

l" (1) invariance of £free implies the conservation of electromagnetic charge, 
r;Q, and current,J/1, 

(1.G) 

I\ow, if we make the global transformation into a local one, i.e., the con­
tinuous parameter (J is allmved to depend on the space-time point :r, then 
the Lagrangian is now only invariant if a vector field AJJ is introduced. This 

transforms under the local gauge transformations as 

(1.7) 

and it is identified \vith the propagator of the electromagnetic force , the 
photon. 

In order to complete the expression for the Lagrangian a term has to be 
introduced to account for the propagation of the vector field, \vhich must 
also be gauge invariant. The so called kinetic term is given in terms of the 
field strength tensor, 

F{LV = a,LA.ll - DvAw (1.8) 

Thus, the Lagrangian of the Quantum Electrodynamics theory is 

The addition of a mass term ~m2AµAµ vvould cause the QED Lagrangian to 
change under a local gauge transformation and is therefore not allowed. Thus 
the gauge field , the photon, is massless, ·which is consistent with experimental 
observation and ensures that the electromagnetic force has infinite range. 
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1.1.3 Quantum Chromodynamics 

Quantum Chromodyna.mics is the gauge theory for strong interactions. It 
is based on the symmetry group SU(3)c of phase transformations on the 
quark colour fields. The quark colour charge, conventionally ta.ken to be 

red, blue or green, \Vas originally postulated to preserve the Pauli exclusion 
principle for states such as n- and ~ ++ ·which ·would othenvise be described 
by symmetric ·wave-functions. The colour quantum number has since been 
slwwn to accurately describe many other aspects of the strong interaction. 
Local gauge invariance of the non-Abelian SU(3)c results in the addition of 
eight massless vector fields 5

, the gl'Uon.s, \vhich themselves carry the colour 
charge. The QCD Lagrangian is ·written in terms of the quark fields q(:1;) and 

contains in addition the kinetic term for the gluon fields, 

1 
.Cqcv = - L q(:T)"/p(op. - igA~ta)q(:r) - L mq<I(:T)q(:r) - 4:~~,(:T)F):v(:T). 

q q 

(1.10) 

The ne\v element ·with respect to the QED Lagrangian defined in equa­

tion 1.9 is the set of eight SU(3) 3x 3 ma.trices ten numbered by the gluon 
index a = 1, ... ,8. They fulfill the SU(3) commutation relations 

(1.11) 

·where C.31' arc the SU(3) algebra structure constants. 

The gluon field tensors Fi~~/ are defined as 

F n - ~ 4 ·1 n ~ 4n + en 4r1 4· ~1 µ.v - Up" n J, - u,,, ti /h ·" µ." v· (1.12) 

The last term in equation 1.12 is responsible for gluon self-interactions, which 
accounts for both the asymptotic freedom of quarks and their confinement 
·within colour singlet states. Gluon anti-screening of the quark colour charge 
ca.uses the strong coupling constant as to decrease \Vith decreasing distance, 
such that quarks behave as free particles at high momentum transfers. As a 
qq pair is separated ns increases. Field lines stretch into a tube until the field 
gains sufficient energy to create a new qq pair; no finite amount of energy 
can liberate a. single quark. This behaviour is in contrast to the running 
coupling eonstant of QED, the fine-structure constant o:, which increases \vi th 

5The number of gauge bosons is equal to the number of generators, n, for the group, 
i.e. for the group SU(N), n=N~ - 1. 
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increasing q2 (the transferred momentum) due to the lack of self-interactions 
between photons. 
By means of Deep Inelastic Scattering (DIS) experiments. it has been shown 
that the point-like quarks a.re the constituents of the nucleons, proton and 
neutron. Indeed it is possible to reeonstrnct and explain the properties of 
the nucleons from the quantum numbers of these constituents. For this 
purpose, two different types of quarks are needed, u and d. As the quarks 
and the nucleons both have spin ~, the nucleons have to be made of at 
least three quarks: the proton has two u-quarks and one d-quark, ·while the 
neutron has two d-quarks and one u-quark. These three quarks determine the 
quantum numbers of the nucleons and are called "valence q'1wrb(. A '~.sea" 

of virtual qua.rk-a.ntiquark pairs, formed by u-d as \vell a.s the other quark 
flavours, is also present in the nucleon, but the contribution from charm 
and more massive quarks is heavily suppressed. Their effective quantum 
numbers average to zero such that they don't alter the quantum numbers of 
the nucleon. They a.re also visible in DIS interactions because of their electric 
charge, but they carry a smaller fraction of the nucleon momentum. Quarks 
inside the nucleon produce gluons by the process q---+q+g. The sea quarks 
are produced by gluon splitting into qq pairs through the process g---+qq. The 
fractional momentum of the nucleon carried by the valence quarks, sea quarks 
and gluons changes as the momentum transfer squared (q2

) of the probe is 
increased. As q2 increases the fractional momenta carried by the sea quarks 
and gluons increase at the expense of the valence quarks. The distribution 
of the quarks and gluons in the nucleons is described by functions called 
Structure Functions or Parton Distribution Functions (PDFs). For a more 
complete treatment of this subject see [19]. 
The lepton doublets participating in the weak interaction are the doublets 
listed in Table 1.1. In the quark sector, the weak interaction quark doublets 
are a linear combination of the strong interaction mass eigenstates. This idea 
\Vas first postulated by Cabibbo for tlds quarks to accommodate both quark­
lepton universality and the different decay rates of fully leptonic muon decay 
and strangeness changing and eonserving hadronic decays. The principle 
has been extended to a second generation including charm using the G HvI 
(Glashow, Iliopoulos and Ivia.iani) mechanism in order to explain the absence 
of flavour-changing neutral currents and to a third generation incorporating 

( i, ) to account for small GP-violating effects (where C refers to charge 

conjugation and P to parity). The 3x3 Cabibbo-Kobaya.shi-l\fa.skmva (CKlVI) 
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matrix incorporates the mixing terms of this mechanism. It is expressed as 

(1.13) 

Being unitary. it can be parametrised in terms of three angles and a single 

phase. Off-diagonal terms (li,J, i # j) describe flavour-changing charged 
currents. l·~ud is the most accurately measured, whereas \1~:b and Vu1)) small 
but yet non-zero, are the most difficult to measure. The most accurate 

measurement of ll~:sl to date has been made by LEP[6]. 

1.1.4 Electroweak Theory 

The S:VI electroweak theory is based upon the symmetry group SU(2)L0 U(l)y, 
·which is a local symmetry of the electroweak Lagrangian. SU(2)L is the 

isospin group which acts only on the left-handed fermions and U ( 1) y is the 
·weak hypercharge group. \Vithin the electroweak formalism the electromag­
netic and ·weak interactions are unified, and the U(l)Q symmetry group of 
section 1.1.2 appears as a subgroup of the total electrovveak group 

U(l)Q c SC(2)L 0 U(l)y. (1.14) 

The local gauge transformations of the electrovveak theory are obtained by 

combining the local transformations for the C(l) and SC(2) groups, thus: 

under which the doublet '1f r, and the singlet '1f R transform, 

w' L 

w' R 

uwL 
U'lfR; 

(1.15) 

(1.16) 

here (Ji arc the Pauli spin matrices and Y is the diagonal matrix of the ·weak 
hypercharges, y, of the particles being transformed. These are different for 

left- and right-handed components. Performing these local transformations 
and demanding gauge invariance generates interactions bet\veen the parti­
cles in the form of four vector fields. There are three fields identified with 
the SC(2)r, transforrnations-(lV~,iri7:TV:)- and one field belonging to the 
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"C(l)y transformations-Bw The electroweak Lagrangian is as follows: 

£EH' 

(1.17) 

The "C(l) gauge field, Bµ, couples to ·weak hypercharge ·with coupling g'. The 
triplet of gauge fields iv: couple to ·weak isospin vvith coupling g. As in the 
case of QED in section 1.1.2, gauge invariance is preserved by ensuring that 

the fields arc massless. The massless fields in the above Lagrangian can be 
combined to form the physical fields of the electroweak theory. The charged 
\V bosons are formed from the W?' and couple to left-handed chirality states, 

Hl ± = ~ (Hl 1 =f Hl 2
) . 

µ ·V'i µ µ 
(1.18) 

The z0 and photon couple to both left- and right-handed fermions and 
are formed from orthogonal linear combinations of the W and fl fields, 

cosOn· lV; - sin8vv B1i 

sinHw· H71~ + cosHw· B1i, 
(1.19) 

where 81r is the \Veinberg or weak mixing angle. It relates the couplings 
of the electromagnetic and \veak interactions according to 

g sinHiv = g' cosfhv = c. (1.20) 

As with QED the addition of a mass term of the form ~m2 1'~\,'ti for the 
bosonic field F = lV or B ·would break gauge invariance. It is also possible 
to express the coupling of the z0 boson to the fermions in terms of the two 
coupling constants g, .. and gA., which can be related to the coupling to left.­
and right-handed fermions: 

Thus, 
.9v = t3 - 2Qsin2 0~v 
9A. = i;~, 

(1.22) 

·where t3 is the third component of weak isospin for the left-handed field. 
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1.1.5 Electroweak Symmetry Breaking: The Higgs Mech-. an1sm 

Electroweak theory prediets the existence of four gauge bosons "!, \V± and z0 . 

These are necessarily massless in order to preserve the local gauge invariance 
of the theory. Hovvever, it is known that the \V± and z0 bosons of the ·weak 
interaction have mass. 

The Higgs mechanism [20, 21 , 22] provides a possible explanation of the 
origin of the masses through gauge invariant spontaneous symmetry breaking 
of the electrmveak sector. It is an extension of the Goldstone Theorem \Vhich 
states that if a Lagrangian has a global symmetry which is not a symmetry 
of the vacuum (i.e. the ground state) then there must exist one massless 
boson, scalar or pseudoscalar, associated to each generator which does not 
annihilate the vacuum. These modes are known as the Goldstone Bosons.In 
the Higgs mechanism a weak isospin doublet of complex scalar fields </J0 ( x) 
and ¢+(;r) is introduced which must belong to the SU(2)L@U(l)y multiplets: 

(1.23) 

along ·with the scalar potential V ( ¢): 

(1.24) 

This gives a contribution to the electroweak Lagrangian: 

(1.25) 

·where the covariant derivative 'Dµ is defined as: 

1J11. = 811 - ig~ TVP - ig' Bw (1.26) 

The minimum of V corresponds to the ground state of the system or varnnm 
·which is at [¢[=0 for µ2 > 0, but for the choice µ2 < 0 the minimum shifts 
to 

(1.27) 

·where v is the vacuum expectation value. The solutions arc nmv degenerate 
and any point satisfying the equation of a circle 

(1.28) 
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Higgs mechanism, expanding the fields about the chosen vacuum ¢0 and 
ga'Ug'irig away the Goldstone bosons: the gauge boson masses are generated: 

a·v ri.1 = ,':} . 
· z 2 e ' cos vv 

(1.31) 

Eliminating g'u gives a relation between rvhv and _\Iz: 

Af w = 1\I1, cosew. (1.32) 

These equations are valid at the Born level and are modified by the inclusion 
of radiative corrections, such that 

(1.33) 

The Fermion Masses 

As ·well as coupling to the gauge fields W µ and Bµ the Higgs field couples 
to the fermion matter fields to generate their masses. The coupling of the 
Higgs field to a fermion pair is parametrised by an arbitrary Yukmva cou­
pling constant >..I = rn r/2 /'o: different for each fermion and proportional to 
its mass n11 . Lepton number conservation is assumed within the Sl'vI, giving 
a diagonal lepton mass matrix. The lack of quark generation number con­
servation in clcctrmveak interactions means that the observed physical mass 
eigenstates of quarks arc not eigenstates of weak isospin. The level of quark 
mixing is parametrised in terms of the Cabibbo-Kobayashi-:'viaska.wa mixing 
matrix. introduced in section 1.1.3. 

1.1.6 Renormalisability 

Calculations ·within the S_\I have to be performed using perturbative expan­
sions in terms of the strengths of the couplings. This is because loops of 
particles can be added to the process without altering the final state. These 
series a.re infinite and as such the individual terms of the loop can diverge 
ma.king ea.lculations impossible. The calculations can be made non-divergent 
in a theory \vhich is renormalisable. The process of renormalisation relates 
the physical masses and charges of the calculable theory to experimentally 
unobservable ''bare" masses and charges >vhich absorb the divergences. It 
'\Vas shown by t'Hooft and Veltman[23, 24, 25] that any gauge theory, such 
as the Sl'vI, is renormalisable. 
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1.1.7 Inputs to the Standard Model 

The Standard \fodel theory \Vas developed over a period of yea.rs from both 
theoretical and empirical discoveries. The theory has predictive power, yet 
it still requires 18 empirically determined para.meters. These a.re: 

• n 8 the strength of the coupling of strong interaction. 

• g and g' , the strength of the electrcnnagnetic and weak couplings re­
spectively. 

• }IH the mass of the Higgs boson and v the vacuum expectation value 

of the Higgs potential. 

• The Yukavva couplings, Af, of the nine massive fermions. 

• The four parameters of the CKtvI matrix describing the quark mixing. 

This large number of free parameters and their arbitrary values is one reason 
why it is thought that the Standard }Iodel is not a final theory. 

1.1.8 Tests of the Standard Model 

The Standard l'viodel as described is in very good agreement \vith current ex­
perimental observations. It has been verified by the discovery of particles that 
it has predicted, and by the comparison of direct measurements with indirect 

measurements obtained from fits to the S~vI. As an example, measurements of 
the \Veak mixing angle sin26lw have provided important tests of the S\L Ini­
tial measurements used ez;11 scattering, and more recently forward-bachvard 
and left-right scattering asymmetries AFR and A.r, R at e+e- colliders have 
improved the precision. The z0 boson parameters, namely its mass and 
width, have been very accurately measured by the LEP cxpcrimcnts[26] by 
determining the z0 resonance line-shape by scanning beam energies across 

the Z peak. The mass and width arc then extracted by fitting a Breit-\Vigner 
resonance to the line-shape accounting for radiative corrections. The error 

on the z0 mass is 2.1 1foV /c2 and that on the width is 2.3 IVIeV, while the 
·weak mixing angle has been measured to a precision of 1.7x10-4 [26]. 
Partial widths. defined as rrrl""o.v . are also interesting as they are sensitive to 

' t o t a l ' '"' 

physics beyond the S\L 
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The top quark discovery at the Tevatron[27, 28] is a more recent example of a 
systematic search for, and discovery of, a particle predicted by the Standard 
1-fodcl. The measurement of its mass allows constraints on other S~vI para.m­

eters to be determined. I\ o significant deviations from the SIVI predictions 
have yet been obscrved6

. 

1.1.9 Beyond the Standard Model 

The Standard _\fodel depends on experimental input; there are no predictions 
for the 18 free parameters in the S:\L Other unansvvered questions include the 

presence of three generations of particles; the different treatment of left- and 
right-handed states in the electrmveak model, the differences in energy de­
pendence of the three coupling constants; the quantisation of charge and the 
conservation of lepton and baryon quantum numbers. Although only small 
deviations from the Sl'vI a.re allowed due to its impressive experimental ver­

ification) it is nevertheless still possible that the Sl\iI gauge group SU(3)c ® 
Sl:(2)L ® U(l)y may be a subgroup of a larger grand unified gauge group. 

This ·would go some ·way towards ans-wering the remaining questions and 
·would predict the values of these parameters. In this case the S_\J becomes 
an effective field theory valid up to some physical cut-off scale A. 
At very high energies the coupling constants may converge to a common 
value and a. single unified field may be sufficient to explain elementary parti­

cle interactions. Predictions of these Grand Unified Theories (GCTs) involve 
transitions between quarks and leptons and lead to the possibility of proton 

decay, neutrino masses and oscillation, a. ba.ryon-antibaryon asymmetry in 
the early universe, and of course ne\v particles. The difference between the 

scales at which the different symmetry breaking stages of the unified gauge 
group occur leads to divergences knmvn as the hierarchy problem. This can 
be resolved in three types of model[13]: cornpositenes.s; where fundamen­
tal particle interactions are no longer point-like and the Higgs scalars are 
replaced by a fermion condensate; Snpersyrnrnetry(SUSY), where the diver­
gences arc cancelled ·with the introduction of additional particles, and e:rtra­

dfrnensions. An example of the first solution is Technicolo11r, \vhich is an 

extension of QCD. However, it presents several generic problems not least 

6There is a recent result from the l\uTeV experiment. which measured sin2Bw from the 
l\eutral Current to Charged Currents ratio in deep inelastic v(D)-nucleon scattering to 
be[29] sin2 Bw = 0.2277, which is 3cr's apart from the Sl\I value. 
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the reproduction of fermion masses and mixing, and deviations from the SivI 
that are much larger than the present experimental accuracy. The SUSY 
model is favoured theoretically. Herc, transformations betvvecn bosons and 
fermions can occur. Each S:\'1 particle has a supersymmetric partner with the 
same quantum numbers, but SUSY quarks and leptons have zero spin and 
gauginos (the SCSY partners of the gauge bosons) have half integer spin. 
The SJVI survives as a subset of supersymmetry. SUSY must be a broken 
symmetry, as no supersymmetric particles degenerate in mass ·with the S:tvl 
partners have been observed in nature. The mass spectrum of SUSY parti­
cles depends on the nature of the symmetry breaking. Experimental searches 
for SCSY at hadron colliders are based primarily on missing energy signals 
from the lightest supersymmctric particle (LSP), which is weakly intcraeting 
and assumed stable in the majority of the models. As well as solving the 
hierarchy problem, local gauge invariance of the SCSY Lagrangian plays an 
important role in the unification \vith gravity. 
A very different approach to solving the hierarchy problem is the existence 
of extra spatial dimensions; in this scenario, gravitational field lines \vould 
spread throughout the full higher dimensional space modifying the behaviour 
of gravity. The geometry of these extra spatial dimensions would be respon­
sible for the hierarchy[30, 31]. 
Active searches for I\ evv Physics beyond the SivI are currently underway at 
the Tevatron and have been presented at the most recent conforenccs[32, 33, 
34, 35]. 
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Introduction 

A measurement of a~, · Br (YV± ---+ e± u), a~ · Br (Z0 -+ e+ e-) and the ratio, 

R = aw± · Br(\V± ---+ e±u) 
azo · Br(Z0 ---+ e+e-) 

precisely tests the \V and z0 boson production cross-sections azo, a,v as well 

as the total decay width of the \V boson, r(\V), within the framework of 
the Standard l\fodcl of Particle Physics(SM). This analysis is sensitive to 
deviations of the branching ratio of r(\V) at the level of 7% using 72.0 pb-1 

of data. taken in 2002-2003 (Run IIA) by the Collider Detector at Fermilab 
(CDF). 

2.1 W /Z production and decay 

The production of vector bosons \V and Z at hadron colliders, of the form 
fif2 ---+f:~f~, are shmvn at leading and higher orders in Figure 2.1. The matrix 
element for this process has the form[36] 

M .·ft ( n ) ·v Ji ;x J12 1 V 11.v.J:;,j ; (2.1) 

·with .Ji2 = £21µ(gv - .9A.''/5).f1 and so on. Here gA. and gv, are the vector- and 
axial-vector couplings defined in section 1.1.4. The vector-boson propagator 

Pv has the relativistic Breit-\Vigner resonance form 

1 
Pvcx ~ 2 ·A/ s - Afv + zsfv A1v 

(2.2) 

16 
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·where the :;i;ero-width approximation has been used. In the above formula 
.§ = :i; 1 :r:28, vvhere :r: 1,2 are the momentum fractions of the proton and an­
ti proton carried by the quarks and s is the cent.re-of-mass energy squared. 

Substituting the value of the matrix clement 1Md2 = g2 111~., eq. 2.3 becomes 

;;. (x· 'l ' )- 11g2;;;(.,-. 'l ' "' ~f-2) _ f;::,211G ~-1·2;;;(x· 'l ' "' ~f-2) vv ·1,. ·2 - 4u ,,. -1. ·2"' - ii· v - v L 1 p i 1· v<J ·1. ·2"' - ii· v , (2.4) 

·where the expression Ji = 8,t1~,, valid at lmv energies ( q2 « Af{;v) has been 
used. The total cross section involves the convolution of the parton cross 
sections integrated over the q and q density functions. This formula only de­
scribes the momentum spectra in the longitudinal direction (i. e. the direction 
of the incident beams); gluon radiation also produces significant. momenta in 

the transverse direction, much great.er than the intrinsic transverse moment.a 
of the quarks. A further complication in the estimate of the \V and Z cross­

sections is caused by higher order QCD effects; for a discussion see [13]. 
The decay vertex involving a vector boson and a fermion-antifermion pair 
can be classified as charged or neutral currents, depending on the nature of 
the boson. 
Charged current interactions involve the \V± bosons, and the interaction La­
grangian for the \Vff' vertex has the form 

£ -... - _ _!!__ n·- ·11 -(,(; -
2
J2 fl. }(,'(;l (2.5) 

with 
·fl· Tc fl' .fl(l ·"')f .Jee = '1-iJ "i - "( ' (2.G) 

where l~j=l for (f,f') = ( f -, De) for leptons and Yij = l~q for quarks ( ql, <b.). 
3 3 

Here l~q_ are the CK:\I matrix elements described in section 1.1.3, q_t_ = ( d,si b) 
3 

and Q.£ = (uic,t). This form corresponds to the pure left-handed coupling of 
3 

the \V to fermions. 
The neutral current Lagrangian for the Zff vertex can be written as 

rZ _ g z -µ 
J..,,vc - - 2 . ,() 11.11vc' 

COS H! 
(2.7) 

with 

.J~<'C = fr/L(,9i-· - .9A"/)f. (2.8) 

The photon-fermion coupling for a fermion of charge q1 has the form 

(2.9) 
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·with 

(2.10) 

that is, the left- and right-handed couplings a.re equal, and there is only a 
vector term. For the case of polarised fermions, the left and right-handed 
fermion components; i.e. (1 - 'y5 ) and (1 + ; 5 ); are used. 
l\fore details and specific I3orn-level calculations in the SM can be found 
in [13]. 

2.1.1 Theory 

In 1933 Fermi[37; 38] proposed a new ( '\veak';) force to explain nuclear fJ­
decay; and in 1938 Klein[39] proposed the existence of a massive force carrier, 
the \,V, to explain the \veak forcc;s short range. The massive \V± and z0 parti­
cles a.re the intermediate vector bosons which carry this weak force. Together 
with the massless photon (-y), they eomposc the bosonic fields of the unified 
electrnweak theory proposed by \Veinberg[40], Salam[41L and Glashmv[42] as 

discussed in the previous chapter. 
The \V± and z0 bosons \Vere discovered in 1983 in the CAl and UA2 de­
tectors which ·were designed and built for this very purpose. The use of the 
transverse momentum (pr) distribution in the leptonic (f'D.e) decay channel 
·was used to determine the \V mass; while the z0 boson mass was determined 
using again the leptonic channel ( £+ £-), but by directly rcconstrueting the 
invariant mass distribution of the lepton pair decay products. 
Present experimental measurements of cleetroweak parameters such as the 
masses and decay widths of the vector bosons arc precise enough to provide 
tests of Quantum Chromodynamics and of the Electroweak part of the Stan­
dard :\fodel beyond just the leading order. These precise measurements not 
only test the electrmveak theory, but also provide possible ·windmvs to sectors 
of the theory at mass scales higher than those directly observable at current 
accelerator energies. These sectors enter into the electrmveak observables 
through radiative corrections. \Vhile the parameters of the z0 boson have 
been ·well-studied, the properties of the charged current carrier, the \V, arc 
known with less precision. In hadron-hadron collisions the \V and z0 arc 
predominantly produced via the processes illustrated in Figure 2.1 1 : that is, 
a quark in one hadron annihilates \Vith an antiquark in the other hadron to 

11n the case of Z/;* this process is called Drell-Yan[43]. 
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Decay mode 
of y,ir+ 

e+ +lie 

JJ,+ +I/µ 

T+ + V; 

ud 
us 
cs 
ca 

Partial decay width 
in units of r(\V± ~ e±z;) 

1 
1 
1 

3(1+a8/7r )cos2Br: 
3(1 +08 /H )sin2 fJc 
3(1 +os/H )cm;20c 
3(1 +o"'/H )sin2fJc 

20 

Table 2.1: Known decay modes of the w+, and decay rate relative to e± v to 
lowest order in the SM and O(as) in QCD{Bj. All the quark decay channels 
except ud and cs are strongly Cabibbo sv,ppressed, as can be seen from the 
sin2 (;}c ,.._, 0. 05 dependence. Decays to uh and ch are further suppressed and 
thns neghg,ible. 

produce a vector boson. 1-foasurements of the \V boson mass, for example. 
by the CDF[44] and D0[45] collaborations have yielded2 

Af w 
f(\V) 

80.456 ± Cl.059 GeV 
2.115 ± 0.105 GeV. 

(2.11) 

The most recently reported combined measurements from LEP are[26]: 

Afv./ 
r(\V) 

80.412 ± 0.042 GeV 
2.150 ± 0.091 GeV. 

(2.12) 

This thesis presents both the measurement of the ratio of the cross-sections, 
as defined in the introduction of this chapter, and the extraction of the decay 
·width of the \V boson, f(\V). The \V decays with universal coupling to pairs 
of fermions vvithin ·weak isodoublets. The decay modes of the \V+ are listed 
in Table 2.1 (the \V- decays to charged conjugate pairs), along ·with the 
decay rates to lowest order in the electrmveak theory and to order 0 (as) in 
QCD[8]. The experimental values are listed in Table 2.2 for both \V and Z. 
The partial width into fermion pairs is calculated to be[8] 

(2.13) 

·where 

2This is the combined measurement from the tv.ro papers, which has recently been 
submitted to the PRD[46]. 
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w 

zo 

Decay mode 

e I Vi• 

p.+1111. 

·/-l/T 

liadro11s 

Total 

c <.' 

µ jl 

T T 

invisible 
J1<1dr<HIS 

Total 

Partial decay width (GeV) 

0.227 = O.OOG } 
O.~~: = fl.00~ O.H78±0.llll 
(L21 =(1.001 

·1 .4.301-0.007 
0 

2.ll8HU142 

0.0839 ± 0.0001 } 
0.0839 ± 0 0002 0.2f>20±1l.lJ()():.l 
fl.0841 ± 0.fJ002 

o.rnu ± 0.002 
U 11 1- IUJ02 

2.4952±0.0023 

Branching ratio 

(10.72 ± O.lG)% } 
( 10.57 ± 0.2.2)%. :12.:H(U 9i. 
(10.71 ± 0.27)\'{ 

(67.96 J_ 0.3.1)% 
< 8 x 10 5 95% CL 

{:3.363 ± 0.004)% } 
(~ 3~G ± 0.00'.JY' 10.0!J±O.ll'X 
(3.3i0 ± (J.(108),1 

(20.00 ± O.lloJ% 
((;(U)J 1- O.lloJ% 

Table 2.2: Mea.snred partial decay width and branching rnt'io.s for· the Wand 
Z boson.s from the Review of Particle Phy.sio;(2002)[6}. 

• Vir1 is the Cabibbo-Kobayashi-Niaskmva. (CKl\'I) matrix element for two 
quarks and is 1.0 for leptons; 

• Afw is the \V boson mass; 

• g is the \V's coupling to fermions; in the S:\I it is given by g2 = 

~GyiU~v' ·where Gl" is the Fermi coupling constant derived from the 
muon lifetime; 

• Ne is the colour factor, which is 3 for quarks and 1 for leptons. 

The partial \Vidths for decays into quarks receive an additional QCD cor­
rection due to vertex graphs involving gluon exchange; implementing these 

corrections 1\Tc can be expressed as 

·where Cl'8 ( Afv) is the strong coupling constant evaluated at the vector boson 
mass. L'sing this expression the width to leading order in QCD has been 
calculated to be[6]: 

ro(\V) {3 + 6(1+0:8 (Afv,,)/11 + l.409(as(A11v)/7r) 2 

-12.77(o:8 (.iV!w)/7r)a)}- 1 
• f 0(\V±---+ e±1/) 

2.0921 ± 0.002;5 GeV (2.L5) 



Chapter 2 22 

and 

(2.16) 

The \V width also receives electroweak corrections due to next-to-leading 
order graphs \vhieh alter the effective coupling g at the \V-formion vertex 
for all fermions. \Vithin the context of the Standard :\Iodcl the \V width 
receives vertex and bremsstrahlung corrections[8] that depend upon the top 
quark and Higgs boson masses. The corrections can be summarised in the 
equation 

(2.17) 

where 

• <hv(O) is the correction to the width from loops at the \V-ferrnion vertex 
involving Z0 's or a Standard l\fodel Higgs boson; 

• 6v describes the boson self-energies, and 

• 61, is a correction made necessary when g is parametrized using the \V 
mass and the value of Gp from muon decay[47, 48]. 

Since all the corrections are small (""'"' -0.35%) i the measurement of r(\V) is 
not very sensitive to higher order electroweak corrections. 

A measurement of the ratio is sensitive to all the corrections listed above 
and to any new physics process that either changes the \V and/or the z0 

production cross-sections or the \V± ---+ e± v branching ratio. The \V± ---+ e± 11 

branching ratio could be directly affected by ne·w decay modes of the \V 
boson, such as Supersymrnetric decays that do not similarly couple to the 
z0 boson. Any new resonance at a higher mass scale that decays to \V or 
z0 bosons would directly change the production cross-sections. One example 
of a higher mass particle that has been observed is the top quark at mt = 

174.3±5.1 GeV/c2 , which decays to a \V boson and a bottom quark[6]. In pp 
collisions at JS= 1.8 TeV the production cross-section ford pairs is 6.5~i:~ 
pb[27], a.bout 3000 times smaller than the direct \V boson production[49]. 
The decay of top quarks (\vhere there a.re t\vo \V bosons per event because a 
tt pair is produced) should change the measured value of R by about 0.07%, 
·which is ·well belmv our sensitivity. 
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2.2 Measurement of r(W) from the W and Z 
cross-sections 

The width of the \V boson may be extracted from the measurement of the 
ratio, R of the cross-sections times branching ratios into electrons of the \V 
and the z0 , av,' · Br(\V ---+ c1,1) and oz· Br(Z0 ---+ cc), in proton-antiproton 
collisions. This method was first proposed by Cabibbo in 1983 as a method 
to determine the number of light neutrino families[50] and has grmvn into a 
method to indirectly measure the branching ratio of \V± ---+ e±v. Theoreti­
cally, R may be expressed as: 

R = _o\_ro.,r_· _B_r_(\_.\_r -+_e_.v_) 
· crz · Br(Z0 ---+ ee) 

cr,v f(\V --7 ev) r(z0
) 

crz r(Z0 ---+ ee) f(\V) · 
(2.18) 

On the right hand side, the ratio of the \V and z0 production cross-sections 
may be calculated from the boson couplings and knowledge of the pro­
ton structure. The zo total width, r(Z0 ), and the lcptonic partial ·width, 
r(Z0 ---+cc), arc well measured by the LEP cxpcrimcnts[26]. 
Thus, from cq. 2.18 using the measured value of R it is possible to measure 
h b h .. . · I3 (\\T± ± ) r (W±-+e±I/) S b · · h S d d t e ranc mg ratio r ·· .· ---+ e 11 = T' (W) . u st1tutmg t e tan ar 

1fodel prediction of the partial \vidth \V ---+ ev, it is possible to extract the 
total vvidth, r(\V), of the \V boson. I3y using the same identification criteria 
for an electron in \\r± --7 e±v and z0 ---+ e+e- events manv of the svstem-

' 1.I ,, 

atic uncertainties associated ·with the cross-section can be either reduced or 
eliminated. The uncertainties due to the luminosity delivered to CDF and 
the overall event acceptance due to the location of the pp interaction point 
cancel in R because it is the ratio of the cross-sections. Systematic uncer­
tainties due to the efficiency for identifying an electron, for triggering an 
event vvith an electron and uncertainties in the acceptance arc reduced or 
eliminated because the same selection criteria are placed on one electron for 
both \V± ---+ e±11 and z0 ---+ e+e- boson events. 

2.3 Previous results 

Direct evidence for \V± and z0 production have been first obtained by the 
CAl and CA2 experiments in pp collisions at the CERI\ SppS collider with 
a centre-of-mass energy of 0.56 TeV. Later, at y1S = 0.63 T~V, these collab-
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orations performed the first estimate of the production cross-sections times 
branching ratios in the electron[51] and muon[52] channels. These results 
\Vere used in the measurement of R and the extraction of the total \V \vidth. 

A summary of the values of the cross-sections, R and the \V width is given 
in Table 2.3. together with the more recent measurement from the Tcva.tron 

(CDF[9, 10] and D0[53, 54] Run I results) at JS= 1.8 TeV. The most recent 

Experiment mode O\vBr(\V'f--+ c-v) (nb) a 1,Br(Z0 -+ c+c-) (pb) R l'(\V) 
UA1[51] e O.G0!.1±10;~ fi8 .fi±lL5 10.4±2.0 
UA1[5 1] e+11 9.6+L\ 2.18±0.26 
UA2[52] c O.GG0=40 70.4±G.8 !l.38±0.SG 2.:30±0.20 

CDf'l!J, 10 e 2.·19±0.12 231±1 2 10.91±0.115 2.061±0.08'1 
DO(Run L\)[53] e 2.3G±O 15 218±1G 
Dll(TI.nn IA)[•"i:I] e+11 10.9±11.49 2.044±0.09:) 
DO(H.un Ul )[.:i4] c 2.31±0.11 221±11 10.43±0.27 2.17±0.07 

Table 2.3: Measurements of the W and 2f! production cross-sections times 
branching ratios from previous collider experiments, the corresponding value 
of R and the e:r:tracterl value of r(\V). 

direct measurement of f(\V) obtained by LEP is 2.150 ± 0.091 GeV[55]. 

2.4 Strategy of this measurement 

The signature of high p1 · electrons from \iV± and zo decay is a quite distinctive 
signature in the environment of hadron collisions. As such, the decay of \V± 
and z0 bosons into electrons provides a clean experimental measurement of 
their production. Experimentally, the cross-sections times branching ratios 
are extracted from: 

r.;can didates _ Nbackgrmm d 

aw· Br(\V± ---+ e±u) = w w 
Aw . E~r ig . fzv er lex . fy1,r • .{ Ldt 

~~~andidales _ r.;background 

a, · Br(Z0 ---+ e+e-) = z z 
Z ,1 ee JLlt I 1.Z · flr ig · fzverteJ: · fz · (,, , 

·where 

• N candidal.e.s >Jcandidales are the munbers of \V± and zu candidates ob-w ' - z 
served in the data; 

N buckgr·ound 1'-backqruund } 1 . . f . · t, l 1 · k l t · • w · , 1' z · are t ie num wrs o expec w Jae grourn even .s 
in the \V± and z0 candidate sample; 
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• Aw, A7. are the acceptances for the \V± and z0 decays, vvhich include 
the efficiency for the kinematic cuts on the leptons and the geometric 
acceptance of the detector; 

• t?rig, t:7;,ig arc the efficiencies of the trigger selecting one or two electrons; 

• Ezvertex is the efficiency of the cut on the primary vertex of the event; 

• E\v , Ez arc the efficiencies for the \iV± and z0 to pass the lepton identi­
fication criteria.. and 

• .f Ldt is the integrated luminosity of the experiment. 

In measuring the ratio of the cross-sections some of the quantities above, 
together 'With their errors, \vill cancel. The strategy of this measurement vvill 
be to select \V± and z0 decay events with one or both electrons falling into the 
central region of the CDF detector. Since CDF is a cylindrical detector with 
calorimetry and tracking system in the central region, and only calorimetry 
in the fonvard, electron identification is more difficult in the latter region. 
Choosing the same selection criteria (which appear in the factors E\v and 
fz) for the electron common to \iV± and z0 events has the great advantage 
of decreasing the systematic uncertainties in the measurement of the ratio, 
as they almost completely cancel in its computation. These smaller errors 
offset the expected increase in statistical error from requiring the presence of 
a common central electron. 

2.5 Outline of the thesis 

This thesis is organized as follows: in Chapter 3 the accelerator and CDF 
detector are described, \vith particular attention to the CDF subdetectors 
essential in the identification of electrons and neutrinos; Chapter 4 describes 
the l\fontc Carlo and data samples used in this analysis and the creation 
of the \V± and z0 candidates samples, 'vhich arc discussed in more detail 
in Chapter 5 and Chapter 6 (respectively); here studies of the background 
from QCD and processes such as \iV± ---+ T±v and z0 h·* ---+ T+T- are also 
presented. The efficiency for the triggers used and the efficiency of the elec­
tron selection are reported in Chapter 7. In Chapter 8 the calculation of 
the acceptances is presented, together with the estimate of the systematic 
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uncertainty associated with it. Finally; the extraction of the cross-sections 
and the ratio is performed in Chapter 9. 



Chapter 3 

The Experimental Apparatus 

The deledor used i 11 Lhis a11alysis is I.lie Col I ic.ler I )eLed.or at. F'er111i lab (Cl )F) 
lorat.t:>d al. the Fermi f\11.1 innal Acc.1:>leratnr Labor11.1ory (Fermil::i.b), in Bal.avia. 

Illinois (USA). CDP user; t.he proton-ant.iproton eollir;ions generated at the 
T<.~vatrou Ac<:dcrator complex, who!:le rodwmatil'. view iro ~hown in Figure 3.1. 
L; nt.il I.lie Large Hadro11 Collider is c::o111ple1.ed aL CERI\, I.lie Tevalro11 is 

Fignrc :~.l: <hcrvicw of the Tr.vatron a.ccdcrn.tor chain at Fr.rmilo/J. 

27 
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the highest energy collider in the \vorld. In this chapter the Tevatron and 
CDF are described in their components and functions, and their recent and 
previous performances arc illustrated 1. 

3.1 The Accelerator Chain 

The Tevatron is a circular accelerator of about 1 km of radius ·which collides 
bunches of protons and antiprotons accelerated in opposite directions ·with a 
total centre-of-rrw88 energy of 1.96 TeV. This quantity: commonly represented 
·with the symbol vs in the literature, represents the total energy available 
in the centre of mass of the t:wo colliding particles. For a collider such as 
the Tcva.tron the total centre of mass energy, and thus the energy available 
for the production of new partides, is vs = E 1 + E 2 , where E 1 and E 2 

arc the energies of the t\vo colliding partidcs2
. By eontrast. for a. fixed 

target experiment the available centre of mass energy is vs '.:::::'. y'2E1 m 2 for 
a projectile of energy E 1 incident upon a target at rest of mass m2 . The 
centre of mass energy VS is a key parameter in collider experiments, as 
the cross-sections of the different processes, as ·well as the masses of knmvn 
and possibly unknown particles ·which can be created, depend upon its value. 
The other essential parameter in collider experiments is the lmninoi:J'ity which 
determines the maximum size of the sample which can be collected during a 
defined functioning period of the ma.chine (commonly called a "Run"). The 
number of events N collected for a. process of cross-section rT and generated 
in a time interval 6..T is given by the relation 

N = CJ { Ldt = CJ L. 
J C:.T 

(3.1) 

The quantity £ is called the "integrated luminosity': and is usually defined 
for all the period of data collection of the experiment. as opposed to the 
"instantaneous luminosity" L, which is the luminosity at a spccifie time. 
In practice: in proton-antiproton collisions L is determined by measuring the 
number of inelastic proton-antiproton interactions per second. The units are3 

11\iiost of the information in this chapter is ta.ken from [56] and [57]. 
2This expression is valid only if E 1 = E 2 ; otherwise the formula Js = 2yf E 1 + E 2 

holds. 
a As in the following most of the cross-sections and luminosities will be given in sub­

multiples of ha.ms (b), where 1 b = 10-28 m 2 = 10-24 cm2
. 
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[L] = [cm 2s 1
] and [..CJ = [cm 2

]. The goal of colliding beam experiments 
is to keep the luminosity as high ai; possible, compatible with the technical 
capabilities of the analyi;ing experiment~. A8 the hnnino~ity increai;e~; the 
event8 become more complicated due to the product.ion of multiple event8 
at die same bunch erossi11g, a11d tlms more difficult to analyse. Tl1e total 
integrated luminofihy included Uic period used in 1.hifl analysis is shown in 
Figure :1.2; here the luminosit,y is given in units of pb- 1 from the definition 

Jan 2002 Julv 2002 ., ~ .,, Dec 2002 
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Figure ;1.2: 1'olal inlcgmtcd htminosily delivered by the accdcraJor and 
recorded by GDF in the period from July 2001 until January f!008. The upper 
cu.rvt! repre:;nds the lnminosity ddivt!red to the t!:t:periment by the Tevatron, 
while the lower one is the lmninosit:11 e.ffectively recor·ded on tape by CDF. 

i11 t.he forrnu la ;3.-1, where (l is i11 pb. 
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Run Run lb Runll Run II 
(present*) (future) 

bunches of p x bunches of p 6x6 36x36 140x121 
p/bunch 2.3·1011 2.1·1011 2.7·1011 

p/bunch 5.5· 1010 2.5·1010 3.0· 1010 

total number of p 3.3·1011 9.0·1011 3.6·101'.2 
Energy (p+p) (GeV) 900+900 980+980 980+980 

L (crn-2s- 1) 1.6·1030 4.l·lO:ri 1.6· 10:32 

Bunch spacing(ns) rv3;)0Q 396 132 
~umber of interactions per collision 2.;) 2.3 1.3 

*The values refer to the second best simultaneous performance. The best 

individual parameters are higher[58]. 

Table 3.1: Parameters characteristic of different Runs at the Tevatron. The 
leftmost column shows the operational performance of Run lb, terminated in 
1996; the middle column shows the current parameters of Run II, whilst the 
rightmost column is the performance that the Tevatron would hrwe if there 
were 121 antiproton bunches in a 132 ns bunch spacing, instead of the 36 
'lt.'>ed at the rnornent. The scenario with 132 ns bunch spacing i.s .still under 
development at the frrne of thi.s wr'iting. 

pected for a scenario \vhere the parameters of the bunches remain the same: 
but filling 121 antiproton bunches at a 132 ns bunch spacing instead of the 
36 (in 396 ns) that are used at the moment. During the period of data used 
for this analysis the accelerator was operating in a. 396 ns mode, as the 132 
ns mode is currently under development4 . 

The achievement of such results has been possible thanks to the combined 
improvements of several accelerator systems, which a.re described in the fol­
lovving sections. A diagram of the Teva.tron components is shown in Fig­
ure 3.3. 

3.1.1 Production of Protons and the Booster 

The first stage of the accelerator is the Cockroft-Walton preaccelerator 
·which produces the protons. Hydrogen gas is ionised to generate negative 

4 According to the latest news at the time of this writing, there is a serious chance that 
the 132 ns scenario will never be implemented. 



Chapter 3 32 

ions; consisting of two electrons and one proton, which are subsequently 
accelerated through a positive voltage to reach an energy of 750 keV, from 
the initial 25 kc V. In the second step these ions enter a linear accelerator 
(the LINAC, in Figure 3.3) about. 150 m long, where they arc accelerated 
by oscillating electric fields to 400 l\foV. At the end of the LIN AC tunnel the 
ions are passed through a carbon foil and through interactions they lose the 
two electrons, giving a pure beam of protons. In the third stage the proton 
beam is injected into the BOOSTER, a proton synchrotron of 75 m radius 
located about 6 rn belmv ground. Here the protons are circulated until they 
acquire 8 GeV; before being collected in bunches of 6 · 10 10 particles each 
for use in the Tevatron: (or 5 · 10 12 for protons used for the production of 
anti protons). 

3.1.2 The Main Injector 

Finally protons a.re sent. to the Main Injector, ·where a further acceleration 
takes place, increasing the energy of the protons from 8 to 150 GeV, before 
they are sent into the adjacent Tevatron. The main injector, which is a 
synchrotron of 3 km in circumference, has been built with the main purpose 
of reducing the inefficiency of the antiproton production and use; found in 
Run I. In Run II the antiprotons are produced by randomly selecting protons 
from the \Jain Injector vvhich have reached 120 GeV in energy, and sending 
them towards a target. of nickel. Among the ·wide range of collision products 
the antiprotons (which arc diffused with an average momentum of a.bout 
8 GcV) arc selected and focused through lithium lenses and a dedicated 
magnetic field. Subsequently they enter the Debuncher, an accumulator 
ring that decreases the momentum distribution of the bunches through the 
"stochastic cooling" technique. At the same time this increases their spatial 
distribution, producing a continuous beam. At this point the antiprotons 
are sent to the Accumulator where they are further cooled and stacked in 
bunches. They are then accelerated to 150 GeV, together with the protons; 
and sent to the Tevatron for the final acceleration and collision. \\Tith the use 
of the l\fain Inject.or the number of available a.nt.iprot.ons at. the beginning of 
a new :'storc:' 5 has increased by a. factor of ten with respect. to Run I. Thanks 
to the construction of the Recycler Ring, which shares the same tunnel as 

5The period from which the beams enter in the !\fain Injector ring, until they collide in 
the Tevatron. 
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the l'viain Injector, the antiprotons vvhich are not utilized in the Tevatron at 
the end of the store (which correspond to about 75% of the original quantity) 
·will not be dumped but collected and undergo the same procedures as before 
until they ·will be stacked in bunches of appropriate density and they will 
be ready to be sent to the :\Iain Injector and to the Tcvatron a.gain. This 
recycling procedure will essentially double the luminosity obtainable by the 
machine. 

3.1.3 The Tevatron 

The Tcvatron receives the protons and anti protons at 150 Ge V (the "shot") 

and accelerates them to 0.98 TcV in opposite directions. Once 36 bunches of 
protons and 36 of anti protons (a. "store") arc o btaincd and they arc circulat­

ing in the acceleratori the two beams are focused using quadrupole magnets 
in tvvo regions around the ring, \Vhere they collide on average every 396 ns. 
These two regions are denominated DO, ·where the experiment of the same 
name is located, and BO, the centre of the CDF experiment. The luminous 
region at CDF has a dispersion of about 30 cm in the direction of the beams 
(az ~ 30 cm) due to the geometric configuration of the bunches. The pro­
file of the beam in the transverse plane is approximately circular and has a 
gaussian dispersion azeo.m ~ 30 /Hll. At present, the Tcvatron is functioning 
·with an instantaneous luminosity close to 4· lO:u cm-2s-1 . The goal of Run II 

is to reach an instantaneous luminosity of 3· 10:32 cm-2s-1 and an integrated 
luminosity of 5-10 fb- 1

, by 2008[58]. 

3.2 The CDF detector 

CDF is a general purpose detector designed to detect the secondary parti­
cles produced in the proton-antiproton collisions and to measure the physics 
observables associated with them. As illustrated in Figure 3.4, CDF is a 

cylindrical detector with a central barrel region, two end-cap (plug) regions 
closing the barrel, and tvw far-forward detector regions. It features electro­

magnetic (E:\I) and hadronic (HAD) shmver counters arranged in projective 
tuwer geometry, as well as charged particle tracking chambers. The track­
ing chambers are immersed in a 1.4 T uniform magnetic field oriented along 
the proton beam direction provided by a 3 m diameter, 5 m long super-
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conducting solenoidal magnet coil. Although not used in this analysis, drift 
chambers outside the hadron calorimeters for muon detection cover the re­
gion 1111 < 1.5. A detailed description of the detector is published in the CDF 

Technical Design Report[59]. In coincidence with the Tevatron operation his-
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Figure 3.4: Longitudinal view of half of the GDF Run II detector. 

tory, the CDF experiment had also a. first period of data ta.king called "Run 

P: (Ia+ lb), which officially started at the end of 1985 and lasted for a.bout 
ten years. The amount of data collected in this first stage is summarised 

in Table 3.2. During the shutduwn betvveen 1996 and 2001 CDF has been 
upgraded and several subdetectors have been replaced with more advanced 
ones; in order to better handle the increase in luminosity. They are described 
in the following. 
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angle () is measured upwards from the positive z-axis, and is related to z and 
r by the expression 

z = r x case. (3.2) 

The pseudorapidity r7, indicated in Figure 3.6 is defined as 

(3.3) 

and depends uniquely on the angle (). 

3.2.2 Magnetic Spectrometer 

A 5 meters superconducting solenoidal coil produces a magnetic field with 
a central value of 1.412 Tesla to enable the measurement of the momenta. 
of the charged particles. The field is uniform to 0.1 % in the region lzl < 
150 cm and lrl < 150 cm. The solenoid and cryogenic equipment represent 
0.85 radiation lengths (X0 ) of material for a particle at 90° incidence. 

3.2.3 Tracking System 

The "integrated tracking system:' at CDF, shown in Figure 3.6, involves a 
new open cell drift chamber, the Central Outer Tracker (COT), which covers 
the region I r7 I < 1 (central region), and the "silicon inner tracker': system, 
·which provides full coverage up to 1171 < 2 (forward region). 

Silicon detectors 

The silicon inner tracker consists of three concentric silicon detectors located 
at the very centre of CDF. 
The innermost one, Layer 00 (LOO) : is a single-sided, radiation-hard silicon 
layer located at 1.35 cm radius, just outside the beam pipe (which is located 
between the radii of 0.83 and 1.25 em). 
The Silicon Vertex Detector (SVX), placed immediately outside LOO at 
the radius of 1.6 cm, is composed of three barrels, each 29 cm long, as shown 
in Figure 3.7; all together they extend about 45 cm in the z direction on 
each side of the interaction point. Each barrel is divided into 12 \vedges in 
rb (Figure 3.7), and each \vedge supports five layers of double-sided silicon 
micro-strip detectors bet:ween the radii of 2.4 and 10.7 cm from the beam line, 
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111 ('11.sn re men 1. 011 one sic It: wi I Ii a ')0" s1.en:o mt :asu re111 ('Ill. 011 1. h" o 1 lu :r. 'I 'he 

n•111;.1ining two l;.1ycr·~ co111bi11e the ·t-rj> mem;1.11·ernc11t~ on one ~i1.k, with a ~mall 
~tci-co ;.mgle of ·1.~" <.111 tile other. Tile ~tCT'CO m1g;lc iuformati<.m from all tl1e 
l11yer~ b combined to form a three dimeu~ional track. A lli!l;hly parallel fiber­
based data acqui~ition ~y~tem read~ out the entire detector in approximately 
10 ~is. 
The Intermediate Silicon Layer (ISL) consi~t$ of three silicon layers 
plnccd n.1 radii '.21), 2'.2 and 28 cm r(',;pc<'1 i'('ly from l.h<' pro1 on-an1 iprnt.on 

benm,;. Th" c"mrnJ layer co' <·rs 1.he cent.ml region I 11 I < L w hil<' 1.he 1. wo 
ou 1 rr hwr.r~ covr.r 1.hc f'orwar<l rrgi on rMrr.spon1.I in g t.(, I < I 11 I < 2, where 
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Figure 3. 7: On the left, view of the three barrels of th e S VX silicon detector. 
On the right, end view of one barrel showing the 12 wedges with the 5 layers. 

the coverage from the COT is incomplete. Each layer is double sided as in 
the SVX, and assembled in a similar ·way. 
The combined information of the SVX and ISL allmvs the reconstruction 
of three dimensional tracks independently of the COT (stand-alone mode), 
thus providing a tool to measure the efficiency of the latter. Hmvever, in this 
analysis only central electrons are used and no information from the silicon 
systems is used anyvvhere. Since the silicon was still being commissioned for 
a long part of the period of the data used here, requiring the presence of the 
silicon would have reduced the amount of data available by a factor 2. The 
resolution of the SVX +ISL systems has been estimated by simulations to be7 

·where d0 is the impact parameter of the track and (/Jo is the angle that the 
track forms with the :r-axis. 

Central Outer Tracker 

Tracking in the central region is provided by the Central Outer Tracker, an 
open cell drift chamber which consists of eight superlayers (Figure 3.8) of 

7 The resolutions refer to tracks with transverse momentum PT > 10 GeV /c (with 
negligible multiple scattering) and l < [r7[ <2. For more details see [59], section 7.5.3. 
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COT 
radial coverage 
number of superlayers 
stc~rco angle (") 
layers per superlayer 
drift field 
maximum drift cfoitancc 
maximum drift Lime 

resolution pl:r measurement 
rapidity coverage 
number or channels 
material thickness 

44 to 132 cm 
8 

+a, o, -a. o, +:~. o. -:~, o 
12 

2 . .SkV/ crn 
0.88 cm 
100 ns 

180 /trll 

hi < l 
30,240 

l.6%Xo 

Table 3.3: Design parameters of the Central Outer Tracker at GDF. 

40 

·where q is the charge of the particle and r is the radius of curvature of 
the track. The resolution on the curvature has been studied using detailed 
simulation[59] and cosmic ray data and has been found to be 3.6x 10-n 
cm- 1 vvhich corresponds to a. momentum resolution of aPT/p} '.::::::'. 1.7 x 10-3 

[GeV/cJ-1
. As more energetic tracks bend less, the curvature, and thus the 

momentum resolution of the COT, decreases for higher momentum tracks. 
The resolution on the impact parameter d0 is about 600 pm, the resolution on 
cote is rv 6 x 10-3 . The COT is a crucial element in the identification of the 
electrons in the central region, as electron candidates are formed by clusters 
in the electro-magnetic calorimeter matched to a track in the COT, as will 
be explained in more detail in section 4.1. In this analysis the momenta of 
the tracks associated vvith the electrons arc measured using the COT alone. 

3.2.4 Calorimeters 

Located immediately outside the solenoid, the calorimetry system at CDF 
is used to measure the energy of charged and neutral particles produced in 
the pp collisions. The calorimeter is divided into two physical sections: the 
Central (lr1I <1), which is the same detector as in Run I, and the brand 
new Plug (1.1< [rJ[ <3.64) detector. Ea.ch scetion is subdivided into an 
electromagnetic (CE:\11,PEl\1) and hadronic portion (CHA,PHA). The end­
·wall hadronic ca.lorimeter(\VHA) covers a gap between the central and plug 
hadronic sections, as shmvn in Figure 3.6. The properties of each calorimeter 
are summarised in Table 3.4. The central calorimeter is divided at J]=O 

into two halves; each half consists of 24 wedges in q), giving a total of 48 
·wedges. A wedge, as shown in Figure 3.9, is segmented into ten tmvers, 
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CEM I CHA,WHA I PEM PHA 

Energy 
Rcsolnt.ion 14%/ ./E 7Go/r,. / ./E 1G%//E 80%/ ,/E 

Angular 
Coverage <1.1 <1.3 L1 < 1111 < 3.G ·1.2 < 1111 < 3.G 

(iu 1111) 
Scgnwntation 

(hi range, < ·u ·1. ·1-l .8 I 1.8-2.1 I 2.1-3.G 
!::.·11 x !::.. q'1) 0.1x15° D.lx7.5° f 0.16x7.5° f 0.2-0.6xl5° 
Absorber, lead. iron, lead. iron, 

AcUve scinLil- scinLil- scintil- scinLil-
l'vlcdiurn lat or lat or la tor lat.or 
Position 

Rc~ol ution 0.2 nn x 0.2 c:rn(b) lOcrn x 5 cm 
(r - dl X z)(a) 

Longitudinal 1!) Xu, L\ 4.5.A 21 X0 , L\ 7,\ 

Depth 

(a.) At 50 GeV incident energy (b) Using the CES chambers 

Table 3.4: Characteristics of the GDF Run!I calorimeters. X0 is the radiation 
length and >. is the hadronic interaction length. 

labeled 0-9, subtending 0.1 in T/ and 1;)0 in (/J. The CK'vI is a sampling 
calorimeter made of lead sheets interspersed \vith polystyrene scintillator. 
\Vhile passing through the calorimeter, particles interact with the material 
producing "shmven;;:' of photons: electrons and positrons depending on their 
nature. Electrons and photons will start showering earlier and their showers 

·will be almost completely contained in the E:\11 sections: while hadrons (such 
as pions) in the form of hadronic jets ·will start later releasing a significant 
fraction of their energy in the hadronic portions. The photons produced by 
scintillation during this process are funnelled to light guides at the edges of 
the scintillator, \vhere photo-multiplier tubes (PivIT) (two per E:\I tower) are 
used to measure the number of scintillation photons produced in a shower. 
The CHA and \VHA use acrylic scintillator sarnlwiched between sheets of iron 
·with a similar readout scheme to that of the CEl\t Proportional chambers 
(CES and PES) arc embedded near the shower maximum in the range 0< 

lnl <0.613 and 0.623< lr1I <1.1, about six radiation lengths (Xo) deep into 
the E.\I calorimeters. These chambersi tvvo per calorimeter vvedgei have 
·wires in the r-¢ vie\v and cathode strips in the z vievv to record the three 
dimensional position of the shower. This information determines the location 
of the incident particle within a tower and allows shower-track matching to 
be performed. A second set of proportional chambers, the Central or Plug 
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Preradiator (CPR or PPR) is placed in between the front face of the K'vI 
calorimeters and the magnet coil. Acting as shower presampler: this chamber 
can be very useful in the pion-photon separation and in the identification of 
the electrons. The characteristics of the CES and the CPR arc summarized 
in Table 3.5. In this analysis only the central ca.lorimctcr is used. 

nurn her of channels 
spa.cinp; (cm) 

spatial resolution (cm) 
chamber length in z(cm) 

chamber width in r:'J( 0
) 

CES 
(2 per 15" wedge) 
wires 

(r-r/1 view) 
G4 

O.G3 
0.2 

115 
12.4 

strips 
(z view) 

G4 
1.8 
0.2 

CPR 
(2 per 15" \Vedge) 

wires 
(r-rp view) 

32 
1.0 
0.5 
103 
10.2 

Table 3.5: De.scription of the Shower-Ma:i; (CES) and the Pre.shower (CPR) 
central detectors. 

3.2.5 Muon detectors 

If electrons lose most of their energy in the E.ivl calorimeters and hadrons in 
the hadron calorimeters, muons are knmvn to penetrate the tracking systems 
and the calorimeters leaving very little energyB. For this reason a muon 
candidate is created from minimum energy deposited in the calorimeters 
matched ·with a minirmun ionising track in the COT and ·with hits in the 
"muon chambers", placed outside the CDF detector: which will be described 
in the following. For muon detection CDF uses four systems of absorbers, 
scintillators and proportional chambers in the dctcetion of muons over the 
region lnl ::;:2.0. They arc the Central :\foon dctcctor(C:~v!U), the Central 
JVIuon Upgrade detector(CivIP), the Central l\'Iuon Extension(CJVIX) detector 
and the 13arrel :\foon Detector(ff[vIU). All four detectors are composed of 
layers of single \Vire drift chambers, of \vhich alternating layers are staggered: 
in order to eliminate hits position ambiguities. The creation of a muon object 
involves the process of forming a '~stub" from hits in the muon chambers, and 
matching it to a COT track. An overview of their 'f/ and G) coverages at CDF 
is slwwn in Figure 3.10[61], and their characteristics arc briefly summarized 

91\Iuons from Z decays, for instance, deposit on average about 0.4 Ge V in the electro­
magnetic portion of the calorimeter and 2 Ge V in the ha.dronic one. 



Chapter 3 43 

in Table 3.6. >Jone of these detectors are used in this analysis. 

CMU CMP CMX BMU 
pscudorapidity coverage lr1I < o.6 l'//I < 0.6 0.6 s; 1111 s; 1.0 1.0 s; lnl s; L) 

clril'l t.ube lcngt.h 226 cm 640 cm 180 cm 35;3 cm 
dri[L lube width 6.3.Jcm 15 cm 15 cm 8.4 cm 
max drifr time 800 ns l.4;1s l.4;1s 800 ns 

total drift. tubes 2304 1076 2208 1728 
scintillation counter thickness 2.5 cm 1.5 cm 2.5 Clll 

scintillat.ion conn1.er width :rn cm :30-40 cm 17 cm 
scintillation counter lengths 320 cm 180 cm 180 cm 

total counters 269 ;)24 864 
pion interaction length .5.5 7.8 6.2 6.2-20 

minimum detectable muon Pr ·1.4 GeV/c 2.2 GeV/c L4 GeV/c L4-2.0 GeV /c 
multiple :-;catt.ering resolution 12 cm/p 15 cm/ p 1:3 cm/p 13-25 cm/ p 

Table 3.6: Design parameters of the GDF II Muon Detectors. Pion inter­
action lengths and multiple scattering are computed at a reference angle of 
e = 55° in CMX, and 8how a range of values for the EMU. 

3.2.6 Trigger systems 

The trigger plays a crucial role in hadron-hadron collider experiments. Since 
they usually have a high rate of collisions, much higher than the speed \vith 

which these events can be written to tape, it is essential that the trigger sys­
tem be able to provide as much event throughput as possible in the shortest 
time. In Run II the collision rate is, at nominal luminosity, essentially equal 
to the crossing-rate, 7.6 .\IHz, \vhile the tape recording rate is less than 75 

Hz. The role of the trigger is to efficiently select the most interesting events 
among the large amount of (~minirmun bias" 10

. Due to the improvements in 

the accelerator configuration discussed in section 3.1, all of the trigger sys­
tem needed to be replaced in Run II to have a higher rejection factor with 
respect to Run I and still ensure the maximum event reeording efficiency. 
The CDF trigger system has a three level architecture, ·with ca.ch level pro­
viding a rate of reduetion sufficient to allmv for processing in the next level 
·with the minimum deadtime. The three levels ·will be described separately 
in the follmving paragraphs. Figure 3.11 shmvs a functional block diagram of 

10·we refer to minimum bias as those events \Vhich satisfy the minimal trigger conditions, 
i.e. some activity at small angle with respect to the beamline. 
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the data acquisition system; ·while the block diagram of the trigger system is 
slwwn in Figure 3.12. 
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1J = 0.6 ..... 

1J = , .o • .. 
· . .. 

1J = , .3 ·. 

1J = l .5 ....... . 

Figure 3.10: Three d'irnensional view of the GDF detector, where the muon 
chambers are indicated with their respective coverage in pseudorapidity. 
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Level-1 

The first level of trigger selection Level-1(L1) uses custom designed hard­
·ware to find physics objects based on a subset of the detector information 
and then makes a decision based on simple counting of these objects. The 
input to the Ll hanlware comes from the calorimeters, tracking chambers 
and muon detectors. The decision to retain an event for further processing is 
based on the number and energies of the electron, jct and muon candidates as 
well as the missing energy in the event, or on the kinematic properties of few 
of these objects. The Level-1 hardware consists of three parallel synchronous 
processing streams which feed inputs of the single Global Level-1 decision 
unit. One stream finds calorimeter objects (e.g. electrons and jets), another 
finds muons and the third finds tracks in the central region. Triggers can be 
formed using these streams singularly as well as AND or OR combinations of 
them. All elements of the Level-1 trigger are synchronised to the same 132 ns 
dock; with a decision made every 132 ns by Global Level-1. In the period 
of data taking considered in this analysis the accelerator was operating in 36 
bunches mode (396 ns) and the trigger was clocked every 132 ns with the hvo 
intermediate clock cycles automatically rejected. The maximum Ll accept 
rate is rv 20 kHz; while the typical one is a.bout 12 kHz. 

Level-2 

Events accepted by Ll are processed by the second level of trigger Level-
2 (L2), vvhich is composed of several asynchronous subsystems. These pro­
vide input data to programmable L2 processors in the Global Level-2 crate; 
·which determine if any of the Level-2 triggers are satisfied. Processing for 
a Lcvel-2 trigger decision starts after the event is vvrittcn into one of the 
four 12 buffers by a. Lcvel-1 accept. \Vhcn L2 is analysing the event in one 
of the buffers, that buffer cannot be used for additional Ll accepts. If all 
the four buffers are full the experiment incurs deadtime. It follows that the 
time required for a Level-2 decision needs to be less than about 80% of the 
average time between Ll accepts in order to keep the deadtime as lmv as 
possible. For this purpose L2 has been pipelined into two stages each taking 
approximately 10 11s, which is sufficient to keep the deadtime at a minimum; 
even if Ll had an accept-rate of 50 kHz. The Level-2 buffers perform a lim­
ited event rcconstruetion using essentially all the information used in Ll, but 
with higher precision. In addition; at L2 data from the central shower-max 
detector and the SVX arc available, which improve respectively the iden-
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tification of electrons and photons and the reconstruction of the secondary 
vertices. Furthermore, a jet reconstruction algorithm is provided by the 12 
cluster finder. After all of the data. a.re stored in the processors, the event is 
examined to check if the criteria of any of the 12 triggers have been satisfied. 
This operation can be performed while the nc"\v events arc being loaded into 
memory; thus not affecting the dead time. The typical 12 accept rate, as of 
this vvriting; is between 100 and 300 Hz, depending on the initial luminosity. 

Level-3 

The Level-3 (L3) trigger subsystem is composed of two main components; 
the Event Builder (EVB) and the Level-3 Farm. Level-1 and Level-2 sys­
tems need to ma.kc their decisions at a very high rate "\vhich makes it impos­
sible to fully reconstruct each event. \Vhilc Lcvcl-1 and Lcvcl-2 algorithms 
use small predefined pieces of event data to make their decision; the event 
pieces are stored in the buffers of the 140 Front End crates \Vhich constitute 
the EVI3. After a Level-2 decision is ma.de, the Event Builder assembles all 
event fragments from the Front End crates into one data block. 

The 16 subfarms which compose the Level-3 farm receive event frag­
ments from the EVB and build complete events into the appropriate data 
structure for analysis. As it takes a.bout one second for one computer unit to 
make a trigger decision on one event, it takes a large farm of 250 Dual Pen­
tium Linux Personal Computers (called "processors") to ensure the required 
input rate. Each subfarm contains between 14 and 18 processor nodes and 
one "convertor;' node, which acts as "farm input'; distributing the data flmv 
coming from the EVB. 

The events a.re then passed to a trigger algorithm (a different one for ea.ch 
processor) that categorizes the event and makes the decision as to whether 
or not to permanently store it. The selected events are passed to the Data.­
Logger subsystem. During the building processing, the event integrity is 
checked. The 13 algorithms take advantage of the full detector informa­
tion and improved resolution unavailable to the lmvcr trigger levels. This 
includes full three-dimensional track reconstruction and tight matching of 
tracks to calorimeter and muon-system information. Results from the luwer 
levels are used to drive the algorithms, which are based on the off-line anal­
ysis packages. This is a modular system consisting of a number of general 
reconstruction modules and separate filter modules for specific triggers. 13 
accepts events with a rate of approximately 75 Hz. .More details about the 
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Level-3 software used to identify electrons ·will be given in section 4.3. 

3.3 Generation and Simulation 

I3ased on the known physics of the processes under studyi physicists have 
developed computer programs which 

a) reproduce the kinematics of the physics processes: which in the case of 
the physics of elementary particles involves the production and decay 
of the examined particles; 

b) simulate the effect of the passage through matter (represented by the 
detector) of these particles, simulating the amount of energy they 1.vill 
lose, the direction they vvill take and so ori. 

The first step is called "generation" and it is usually performed by sophisti­
cated computer programs called "Monte Carlo.<(. They assemble the known 
physics of several processes and reproduce their kinematic characteristics: 
such as Z production from proton-antiproton interactions. That is, knowing 
the energy of the incoming proton and antiproton, they will assign a certain 
energy to the Z (according to the the pp Parton Distribution Functions), a 
certain boost , and so on. 

After the generation is performed, these data arc passed through the 
"simulation" program. This reproduces the physics of the interaction of the 
generated particles through the matter of the detector, their consequent de­
cay and the amount of energy they deposit in each subdetector. In CDF a 
GEAl\"T[62] parameterization of the detector is used, which contains all the 
information regarding the amount of material in the detector and the geome­
try of its components. The output of the simulation program has exactly the 
same structure as the actual data taken from real interactions, consisting of 
a series of hits in the COT or energy depositions in the calorimeters or in the 
muon chambers. To reproduce the real event coming from a pp interaction, 
many different physics concepts have to be introduced and coded into the 
simulation program, such as bremsstrahlung) to realistically reproduce the 
behaviour of the particles passing through the detector. Once the simulated 
data have been processed, they are analysed by the same analysis code used 
to analyse the collision data; the agreement of the two gives confidence that 
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both the physics and the detector response are 1.vell understood and under 
control. Any inconsistencies behveen the data and the simulation is indica­
tive of lack of knowledge or deficiencies in the code, and thus needs to be 

investigated. 

Details on the generation and simulation of the samples used as reference 
for this analysis are described in section 5.1. 

3.4 Object-oriented software 

All the reconstruction and data acqms1t10n system at CDF is built upon 

a C++ infrastructure. C++ is an object-oriented soft\vare language \Vhich 
makes use of '' obJ·ects'', intended as separate self-existing structures of a gen­
eral nature identifying all entities of the same kind. An object defining a 
certain category vvill contain by definition all the properties and links to the 
quantities common to that particular category. In CDF these objects are 
the most basic physics quantities such as a track, or the more sophisticated 
ones such as electrons and muons and jets. According to this philosophy, 
a separate piece of software exists to identify each separate physics object. 
Once the basic requirements to form a. physics object arc fulfilled, the latter 
can be filled ·with links to all the physics properties or quantities ·which can 
help to better identify it. As an example, a "jet object" will contain a certain 

value for the energy measured in the hadronic calorimeter, one for the K'vI 
energy, the coordinates of its position in the detector, and so on. In general, 
for each object only one quantity of a kind is chosen to be associated with it. 
In this way the user who has access to the object will obtain the energy or the 
pseudorapidity value vvhich has been uniquely associated to it by scleetion 
criteria. defined "a priori". l\forc information on the creation of the "electron 
object", essential for this analysis, will be given in section 4.2.1. 
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Electron and Neutrino 
identification 

This analysis searches for z0 bosons decaying to electrons and positrons 
(Z0 --+ c+c-) and \V bosons decaying to electrons and neutrinos (\V±--+ c±u). 
In this chapter the detection of electrons and the presence of a neutrino 
through missing transverse energy is described. This includes the proce­

dure to create electron and neutrino candidates in the CDF detector (de­
scribed in section 3.2): and the variables used to identify high transverse 
momentum(JJT) electrons and neutrinos in this analysis. Electrons are iden­
tified by means of the calorimeters and the magnetic spectrometer: while 
neutrinos arc found by looking for missing transverse energy (~T) using only 

the calorimeters. 
The starting point in the creation of an electron candidate is a cluster in the 

El\J calorimeter, through a procedure described in section 4.1. The creation 
of an electron candidate, after making further requirements on the cluster, is 
described in section 4.2. Here the corrections applied are also discussed, to­
gether vvith the definition of the variables used in the electron identification. 
In section 4.3 how these variables are used in the trigger selecting high PT 

electrons is described. Finally: the procedure of identifying neutrinos through 
the missing Er variable is described in section 4.4. 
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4.1 Electron clustering 

The creation of an electron object[63] begins in the calorimeter. The search 
for an electromagnetic (E:\I) shmver in the calorimeter begins with all the 

tmvers vvhich have more than 3 Ge V of E1-l transverse energy. These are 
defined as seed tmvers1 . The list of seed tmvers is ordered in transverse energy 

from the highest to the lowest. The towers adjacent in r7 to the highest ET 
seed tower ("shoulder tmvers") form a cluster in the Central Electromagnetic 
calorimeter together with the seed tower itself if they have at least 100 Ivie V 
of E1-1 or hadronic energy. The shoulder towers have to be within the same 
·wedge in TJ as the seed tower; this means that the cluster has to be contained 
in a single wedge and can consist of, at most, the seed tower and its nearest 
neighbours in r7 on either side of it. The maximum cluster size is 3 towers in 

r7 and 15° in </>. If the seed tower is either in the outer or in the innermost 
region of the CEM (called "tower ()'' and "tower 9'', corresponding to the 

annular region including all towers2 \vi th the same value of 17 ) , then only 
"tower l" or "tmver 8" is added to the cluster, and no towers of a cluster 
are allowed to cross a region boundary or the centre of the detector. Only 
electromagnetic energy is used to determine the centroid and the total energy 
of the duster. 
Any tower chosen to be in a cluster is removed from the seed tower list, 
eliminating the possibility of overlapping clusters. For this analysis it is 

required that electron or photon candidates have greater than 5 Ge V of 
energy in the cluster. Also, the energy in the hadronic towers corresponding 

to the tmvers of the electromagnetic duster must be less than 1/8 of the 
total electromagnetic energy, to reduce the background coming from hadronic 

events(jets). If these tvw criteria are satisfied the duster is considered to be 
an electron or photon candidate (a '~CdfEmObject"r1 . _\fore information is 
required to define the duster as an electron. 

1 The standard calorimeter corrections discussed in the following sections are applied 
at this point. 

20n this occasion the CDF nomenclature can be misleading; the terms "seed tmver" 
and "shoulder tower" refer to a specific region in the calorimeter corresponding to 0.11 
units in T/ and 15°; the term '"tmver P', with i any number bet.ween 0 and 9, refer to a 
region of 0.11 units in r7 and 360° in rb, meaning the all annular region including all the 
towers 'vith the same value of ll· Below, every time the term tmver is used it indicates the 
single tower of 0.11 T/ times 15° in c/J, unless a number is specified after it. In this latter 
case it will indicate the annular region as just described. 

au the total electromagnetic energy of the cluster is greater than 100 Ge V, the cluster 
is accepted independently of any other selection criteria. 
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4.2 Central Electron Identification 

4.2.1 Creation of an electron object 

If a valid E.rvI cluster is found, a series of other objects: if they are defined to 
match, a.re added to the CdfEmObject to form an electron. These include a 
track, a. showcr-max(CES) cluster and a pre-ra.diator(CPR) cluster. 
For each CdfEmObjcct, each track is in turn iteratively extrapolated to the 
plane of the CES for the ·wedge containing the associated ElvI cluster4 • The 
final extrapolated track is required to be within 25 cm in x-<b (-where x is 
the local x from the CES) and 38 cm in z from the centre of the E:\I tmver 
seeding the duster. This provides a region in the CEM that covers slightly 
more than three physical tcnvers. Among the tracks vvhich fulfill these re­
quirements: the "best matching" one is chosen to be the highest Pr track 
located vvithin the seed tower or not more than 5 cm beyond the seed tower 
boundary in the z direction, which passes some "Quality Cuts" requiring a 
minimum number of COT axial and stereo hits. 
The next objects checked for association with the CdfEmObject arc shower­
max clusters. In the central calorimeter there are t\vo CES cluster collec­
tions; an "unbiased" collection \Vhich is created from a list of \Vires or strip 
seeds over a threshold energy, typically used in the creation of photon objects, 
and a "track based" collection that uses the wire or strip nearest an extrapo­
lated track as a seed; the latter is used in electron analyses. Among the CES 
dusters belonging to the unbiased collection, a subset is created: requiring 
the clusters to be in the same wedge as the E:\I cluster previously found, 
and to which they a.re potentially being associated. The best matching one 
is taken to be the one with the highest energy. For the "track-based:' CES 
clusters, the track seeding each CES cluster is required to belong to the col­
lection of tracks which have been found to match the CdfEmObject. Among 
these CES clusters, the "best matching': one is chosen to be the one seeded 
by the best track previously determined. This is the CES cluster which will 
be used in this analysis. The association of the pre-shower clusters is per­
formed in a similar way to the CES clusters, although this information is not 
used in this analysis. 

4Extrnpolation is performed assuming the particle follows a helical path in a solenoidal 
field oriented parallel to the negative z-axis in the global CDF coordinate system (as 
described in section 3.2.1). 
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In this analysis, the presence of a track and a CES duster, seeded by the 
same track , is required for the electron to be created. 

4.2.2 Corrections 

In this section, the corrections applied to the central electron variables in 
the data arc introduced. Plots shnwn in this section arc from z0 ---+ c+c­
data and :'viontc Carlo samples, described in chapter 5. The selection criteria 
applied to the electrons are described in section 6.1. 

a) Vertex Correction 

The electron transverse energy m El'vI Objects is calculated assuming the 

interaction point is located at z = 0. \Ve recalculate the transverse energy 
ET using z0 of the track [64] associated to the electron as the event interaction 

point and the angle of the track as the direction of the electron. 

b) CEM Energy Corrections 

In order to tune the central electromagnetic calorimeter, the CEIVI response 
needs to be determined and corrected. This procedure includes individual 
tuwer gains, local .r and z position dependent mapping corrections, time 

dependent corrections, and attenuation of the light passing through the scin­
tillator. They are discussed in the follmving text. 

• The corrections for the tmver-to-tmver gain variations have been de­
termined using a calibration electron sample collected during the first 
stage of Ilun II data-taking[65]. The gains are defined as the average 
E/p for each tower in the windmv 0.8-1.25; their distribution can be 
observed in Fig. 4. f'. Correcting CE~vI energies for this effect results 
in approximately 5% improvement in the energy resolution. 

• CEJ\I gain changes ·with time. These time-dependent corrections, ex-

5 Here Eis the energy measured in the CEl\I and pis the momentum measured in the 
COT (beam constrained). For more information see section 4.2.3. 
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maximum cluster si:;;e is reached as explained in section 4.1. This is 
defined by two towers in pseudo-rapidity (.6..r1 r---: 0.3) and one tower 
in azimuth (.6..~b '"'-'15°). The transverse electromagnetic energy Er is 
calculated as the ErvI duster energy times sin H, ·where H is measured 
using the COT track associated with the electron. 

•Had/EM 
This variable is the ratio of the total energy in the hadron calorimeter 
to the total energy in the E.ivl calorimeter for the tuwers included in 
the E:\I cluster. In this analysis the value of Had/E.ivI \Vill be scaled by 
a factor (0.004;5) multiplied by the total energy of the cluster9

. This 
is done to compensate for the logarithmic dependence of the hadronic 
energy deposition by an electron. This cut has a fiat efficiency up to 
175 GeV as observed in test-beam data[70]. 

• Isolation 
This variable is defined as the ratio E!f 0 / E;j;11 ·~ter; here 

where EJA is the energy in a cone of radius .6..R = ..,/ .6..n2 + .6..<? ~ 0.4 
a.round the electron cluster excluding the electron cluster, and Ef/;11ster 

is the energy in the electron cluster . .6..R is defined between the cluster 
centroid and the centre of a candidate tmver. 

2 2 
• Xstrip' Xwire 

The pulse height shape in the Central Electromagnetic Shmver-1fax 
(CES) detector is compared to the one obtained with test-beam data 
using a x2 test. The variable x:trip is the x2 of the fit betvveen the energy 
deposited on each of the 11 strips in z in the CES shower and the shape 
obtained using test beam data. An energy dependent correction is used 
in the calculation of the x2 , where the total energy of the cluster is the 
sea.le factor. A similar variable x;virc tests the energy deposition on the 
wires in the r-c/; vievv. The latter is not used in the selection of the 
events as it is largely affected by bremmstrahlung emission. 

• Lshr 

The purpose of this quantity is to provide some discrimination of elec­
trons and photons from hadronic shmvers faking these particles in the 

9 For a chosen cut value, the equation of the sliding cut is Had/E:M < Had/E:'vI(cut 
value) + 0.0045xE. 
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central electromagnetic calorimeter. This is done by comparing the ob­
served sharing of energy deposition betvveen towers in the CEivI to that 
expected for a "true'; electromagnetic shower, ta.ken "\vith test-beam 
data. and recorded in the data.base. The Lshr (Lateral Shower Sharing 
variable) represents the amount of lateral sharing and it is defined as 

\Vhere the sum is only over towers in the electron cluster, not extending 
across region boundaries or T/ = 0, and 

B;·dJ is the measured energy (in GeV) in a tower adjacent to the 
seed tower, 

E expected ' th t d (. G \r) , th d' t t i is e expec e energy m :re ; m e a .J acen . ovver, 
calculated using a parametrisation from test beam data, 

0.14VE (E in GeV) is the error on the energy measurement, and 
AEexpecteil · } l · u i is t ie error on t ie energy estnnate. 

• E/p and PT 
These quantities involve the momentum of the track associated with 
the electron. The track is selected as the beam-constrained COT track 
with the highest momentum pointing to the electron duster. During 
the passage through the material up to the COT active volume the 
electron might radiate a. photon (external bremsstrahlung), "\vhich is 
collinear with the electron and generally deposits energy in the same 
calorimeter cell as the electron, thus not much affecting the value of 
Br (which is still the original energy of the electron). However, the 
momentum measured in the COT after the bremsstrahlung radiation 
\Vill be smaller. This causes a long tail in the distribution of E /JJ above 
the value of one. 

• Zvertea: 

This variable is the z0 coordinate of the interaction vertex where the 
electron has originated. The z of the electron track is used in this 
context . 

• ~x and ~z 
These variables are the differences between the x and z coordinates of 
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the track extrapolated to the CES and the value of :r: and z as measured 
by the CES itself. 6.X is the separation in the r - (/J vie\v , while 6.Z 
is the separation in the z vie\v. The cut on 6..X has been multiplied by 
the sign of the charge of the electron and it is asymmetric in r - ~?, to 
account for photons emitted in bremsstrahlung radiation, which distort 
the CES duster tmvards one direction depending on the charge. 13oth 
quantities are corrected for the CES and COT alignments \vedge-by­
\Vedge. 

• Track qnality cuts 
To ensure that the track associated ·with the electron is a good quality 
reconstructed track, we ask that the track has been reconstructed in 
the COT in 3 axial and 3 stereo super-layers with at least 7 hits in 
each. 

• Fidnciality 
This variable ensures that the electron is reconstructed in a region 
of the detector \vhich is \Vell instrumented. The electron position in 
the CEJVI is determined using either the value determined by the CES 
shower ("CES-based") or by the extrapolated track ("track-basecr'), 
and it must satisfy the following requirements: 

the electron must lie ·within 21 cm of the tower centre in the r - 6 
view in order for the shower to be fully contained in the active 
region; this corresponds to the cut IXcEsl < 21 cm, where XcEs 
is the local coordinate of the calorimeter tmver; 

the electron should not be in the regions [ Zc1'Js [ < 9 cm, \vhere the 
two halves of the central calorimeter meet , and IZcBsl > 230 cm) 
·which corresponds to the outer half of the last CE:vI tmver ( tmver 
9), prone to leakage into the hadronic part of the calorimeter; 

the electron should not be in the region immediately closest to the 
point of penetration of the cryogenic connections to the solenoidal 
magnet (the ':chimney"), ·which is un-instrumented. This corre­

sponds to 0.77< r1 <1.0, 75° < ¢ <90° and [ZcBs[ > 193 cm. 

In addition, the region 1.05< [r7[ <1.10 is excluded because of the 
smaller depth of the electromagnetic calorimeter. 
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4.3 Central Electron trigger 

The data used in this analysis are selected \vith a trigger path vvhich requires 
the three levels of the trigger, as described in section 3.2.6, to have fired. 
The requirements for ca.ch level a.re listed in the following. 

• At Level-1 a COT track has to be found by the eXtremely Fast 
Tracker(XFT) [71], with transverse momentum above 8 Ge V. In addi­
tion, a tower in the central calorimeter with transverse energy above 8 
GeV and Had/ ErvI less than 0.125 (for Er < 14 GeV) has to be matched 
to this track. 

• At Level-2 shoulder towers a.re added to the central seed tower found 
at Level 1 if they have Er > 7.5 GeV. An XFT track has a.gain to 
he found, matched to the seed tower of the central duster. The total 
energy of the duster has to be above 16 GeV, and the ratio Had/ E:lvl 
has to be less than 0.125. 

• There is no threshold on the minimum energy of the shoulder towers 
at Level-3, where the cluster has to be found with transverse energy 
of 18 GeV and Had/ E.\I less than 0.125. The track has to be found by 
the 3-D COT reconstruction algorithm, with Pr > 9 GeV. 

4.4 Neutrino Identification 

The calorimeter response to the total activity in the event determines the res­
olution on the measurement of the neutrino p1 ·, \Vhich is inferred by invoking 
momentum conservation. A noninteracting neutrino in the CDF detector is 
detected by the presence of a large transverse momentum imbalance ("miss­
ing Er" or iJT). The missing Er is calculated from 

( 4.1) 

·where Etis a vector ·whose magnitude is the transverse energy energy in 
a calorimeter tower and whose direction points from the event vertex to 
the center of the calorimeter tmver. The sum involves all towers \vith total 
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energy (hadronic and electromagnetic) above 0.1 GeV vvithin the region 'IJ < 
3.6, corresponding to the all central and plug calorimeter. The direction is 
corrected for the vertex of the electron track; no other correction factor is 
applied. Events with perfect momentum balance and no resolution effects 
·would have J/T = 0. The smearing a.bout 0 on each component (:r and y) of 
!£T is Gaussian and grmvs with the L Et in the calorimeter. The L Et is 
the scalar sum of Br over all towers in the calorimeter, corresponding to the 
region of 17 < 3.G. At the L Et typical of \V eventsi the resolution on JtT is 
of the order of 3 GeV, while the neutrino Pr is of the order 20-40 GeV. 
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Monte Carlo and Data Samples 

In this section the samples used in this analysis arc described. They include 

the :\Iontc Carlo samples, signal and background, and the sample of data. 
collected \Vith the CDF detector. 

5.1 Monte Carlo Samples 

l'vionte Carlo1 ·was used to estimate the detector acceptance and background 
contributions to both \\T± and z0 production. The .Monte Carlo samples 
·were generated ·with PYTHIA 6.203[72], using Parton Distribution Functions 
CTEQ 51[73]. The PYTHIA 1viontc Carlo generates z0 and \V bosons at 
leading ordcr(LO) with the Pr parametrised to closely match the next-to­

leading order(KLO) cakula.tion[72]. A full detector simulation is used to 
model the behaviour of the CDF detector. The l\/Ionte Carlo samples used 
for this analysis are: 

1.) A sample of 320,000 z0 h'* --+ e+e- events, with minimum invariant 
mass of the dielectrons of 30 GeV. This sample is used for the detector 
acceptance and background studies: 

2.) A sample of 1.41\I \V± --+ e±v events, used for the detector acceptance 
and background studies; 

1 Details of the :\fonte Carlo simulation of data from the CDF detector are given in 
section 3.3. 

71 
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3.) A sample of 196;000 z0 j~( ---+ e+e- and \V± ---+ e±v events, generated 

and simulated with exactly the same procedure as in 1.) and 2.); 
hut with an additional extra material, consisting of 0.515 cm thick 

silicon cylinder (corresponding to 5.5% X0 ) placed between the bcam­
line and the COT inner radius. This sample ·will be used for studying 
the systematic uncertainties on the acceptance; 

4.) A sample of 238,000 z0 h'* ---+ T+ T-, generated ·with minimum T+ T­

in variant mass of 30 GeV, and 500,000 \V± ---+ T±v events, used for the 
background studies. 

I\ o restrictions ·were placed at generation level on the transverse momentum 
of the final state leptons or on their pseudorapidity. Initial and final state 
radiation ·were turned on, so \Vere multiple interactions and fragmentation 
and decay. In order to generate Tvionte Carlo which modelled the data, the 
beam energy used was set to 980 Ge V / c2 and the vertex parameters \Vere 
adjusted to match the data. This means that the vertex parameter mean 
was set to 3 cm in z, and the gaussian spread to 25 cm. 

5.2 Data Sample 

For the measurement of R ·we use a dataset that contains events vvith high 
energy electrons from two sources, \V± ---+ e±v and z0 ---+ e+e- decays. The 
global data sample requires that events have one electron in the central region 
that passes electron identification cuts. Additional criteria arc used to form 
two datasets, one \vi th missing transverse energy J/T, containing decays of \V 
bosons, and the other \Vi th a second electron, containing decays of z0 bosons. 

5.2.1 Good Run List 

A "Good Run List" database is maintained by the CDF experiment, which 
contains the amount of luminosity \\Tit ten to tape and the status of all detec­
tor components for the period of data taking from IVIarch 2002 until January 
2003. All periods of continuous data taking with more than 10 nb- 1 of 
data written to tape are included, and the parts of the run when any de­
tector component other than the silicon vertex detector were not properly 
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functioning are excluded. As stated above, the subset of data used in this 
analysis corresponds to an integrated luminosity of 72.0 pb-1 . 

5.2.2 Luminosity Measurement 

The total integrated luminosity is derived from the rate of the inelastic pp 
events measured with the luminosity monitor Cerenkov Luminosity Counters 
(CLC)[74L Rpf>; the CLC acceptance; Ecr,c, and the inelastic cross section; 
(Jin, at 1.96 TeV, according to the expression: 

L = __ R_,_Pf_J -

The CLC acceptance vvas estimated using data and simulation through the 
formula 

1\ ( CLC East - \Vest coincidence) 
fCLC = , ·· N(CLC +Plug tagged inelastic) 

~(CLC +Plug tagged inelastic) 

~(inelastic) 
(5.1) 

·where N ( CLC + Plug tagged inelastic) is the number of inelastic events tagged 
by the CLC and the plug calorimeter; N ( CLC East - \Vest coincidence) is a 
subset of those including the events which pass the online selection criteria. 
Tl f t' . N (CLC+Plug ca.ggcd i nclasLic) · t t l f . · . 1 t' . } · 1 tl le rac .ion N(ineJastic) is ex .rac .ec nnn s1mu a .ion w 11 e . le 
.. . N(CLCEast-Westcoincidence) ·, . . l f·· . . l· t· Tl . · · t· · .. l · 

I c1.tl0 N(C'LC '+Pl t· d. l · ·t· ·) 18 mea.surec I Olll ( a ·cl. le clCCep ·clilCe Cc1. CU-, · , ng .agge me aH .1c 

lated in this way is estimated to be (60.2 ± 2.4)%.[75]. 
The inelastic cross section 61.7 mb is obtained by scaling the CDF measure­
ment ain = 60.4 ± 2.3 mb at vs = 1.8 TeV to 1.96 TcV[76]. Csing these 
numbers, and requiring the run to belong to the "Good Run List" described 
in section 5.2.1, the total luminosity is estimated to be 

(72.0 ± 4.3) pb- 1 . 

The 6% quoted uncertainty is dominated by the uncertainty in the absolute 
normalization of the CLC acceptance for a single pp inelastic collision. The 
complete list of systematic uncertainties, including uncertainties from the 
inelastic cross-section and from the luminosity monitor; can be found in 
Table ;).1. 
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Effect II Uncertainty Estimate II 
inelastic cross-section (CDF measurement) Vi% 

CLC acr:epLiu1ce 4.4% 

Detect.or in~ta.bility < 2% 
Detector ca.libration < 1.5% 

011-liue to off-line transfer < 1.0% 
noIL-liuearity at high-lnminosity(> 10"~ ) 11.<-L 

Total Uncertainty ~5.7% 

Table 5.1: Systematic 'ltncerta'int'ie8 in the lnrnino8ity calculation 'U8ing the 
CLC and the GDF rnew-Jnrernent of the inela8t'ic cro8.s-8ection. 

5.2.3 Inclusive Electron Sample 

Inclusive high PT electrons are produced in hadron collisions in decays of the 
electroweak bosons; such as vv± ---+ e±u; z0 ---+ e+e-' or z0 j~( ---+ 7+7- and 
\V± ---+ T±u, vvhere one of the taus decays to an electron. High PT electron 
clusters arc also produced in QCD processes, where the clcetron is embedded 
in a high Pr jct of hadrons. The processes in which hadronic jets can produce 
an electron cluster arc: 

1) electrons ·which come in e+ e- pairs, either from photon conversions or 
Dalitz dccays2

; 

2) scmilcptonic decays of heavy quarks, e.g. b---+ ce1,; or c---+ scv, 

3) fake electron dusters which arc really hadron shmvcrs that pass our 
electron identification cuts. 

The types of hadrons ·which would pass our electron identification cuts are 
overlaps of IT± and Ko showers, which thus produce a charged track and an 
electromagnetic cluster, and pion "charge exchange", K± + N ---+ Ko + J.V' 

which can occur in the calorimeters. 

Among the 72.0 pb- 1 of data described in section ;).2.1, we select events 
satisfying the trigger described in section 4.3. The :'Inclusive Electron Sam­
ple'' subset is then created by requiring each event to fulfill the requirements 
listed on Table 5.2, where the variables have the same meaning as defined in 
section 4.2.3. After this selection ·we have 2,027,335 events in the Inclusive 
Electron Sample. 

2 For more information about Dalit;,, decays see [77]. 
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Cut value 
E}.1 E1 > 18 GeV 

Had/ Em < 0.125 
Ls hr :::: 0.3 

Pr 2 D.IJ GcV/(; 
E/ p < 4.0 
.6.X :::: 5.0 cm 
.6.Z < 3.0 cm 

Table 5.2: Criteria 11.sed in the creation of the Inclusive Electron sample. 

5.2.4 Tight Central Electron Sample 

From the inclusive electron data sample, additional selection criteria are ap­
plied to obtain a sample of events ·with electrons vvhich is referred to as a 
~'tight" central electron sample. Requiring tight cuts on a central electron 

Variable 

E r· 
Fidncia lit.y 

Had/EM 

P1 
E /p 

Track Qu ality CutH 

[~Z[ 

Tight Central Cut 

> 2.'i GeV 
(CES based) 

< 0.030 + 0.00Ei x .lo' 
J>l' >IO GcV/c 

E / p <2.0(*) 
at leaHt .1 Axial and 3 St ereo 
SL wi t.h al leas\. 7 hit.sea.ch 

<10.0 
-:3.0 <CJ · 6.X < I .5 cm 

<3.0cm 

Table 5.3: Criteria for electron candidates used in the selection of the "tight 
central ': electron sample. 
( *) The E /p cut is released for electrons with Er >50 Ge V/c2• 

serves three purposes. First, this ·well-understood central region has added 
information from the tracking and the strip chambers that can be used to 

suppress background from other physics processes. Second, the tight cuts 
on the central electron allmv loose, highly efficient cuts to be placed on the 

second lepton (the neutrino in the case of \V decays and the second electron 
in the case of z0 decays). Third, and perhaps most importantly, selecting 
both \V and z0 candidate events from such a common sample of inclusive 
electrons cancels several systematic uncertainties in the ratio of the \V and 
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z0 cross sections. The criteria.a used in this process are listed in Table ;).3. 

Electrons from \V± --+ e±u and z0 --+ e+e- decays are produced without 
other particles nearby, characteristic of an electron "\vith low isolation. Elec­
trons produced by QCD processes a.re not expected to have low isolation 
e.g. from QCD jets fa.king an electron and scmi-lcptonic decays of heavy 
quarks. All electrons vvhich satisfy the selection criteria in Table 5.3 are also 
required to have isolation (as defined in section 4.2.3) less than 0.1. A total 
of 139,293 events pass the tight central electron event selection criteria in an 
exposure of 72.0 pb- 1

. A total of 9;)277 of these events also pass the isolation 
requirement~. Figure ;).1 summarises the division of the inclusive electrons 
and gives details about the relative sizes and selection cuts used to create 
ca.ch subsample. The Er spcetra of the electrons in the inclusive, tight and 
isolated samples a.re shown in Figure 5.2. A peak from the .Jacobians of the 
\V and z0 is already apparent. 

5.2.5 Z sample selection 

z0 --+ e+e- events are selected starting from the tight central isolated elec­
tron sample, with a ':tighe' electron selection as described in the first column 
of Table 5.4, and also requiring the presence of another electron, the :'loose" 
electron, satisfying the selection criteria listed in the rightmost column of 
Table 5.4. The tight cuts on the first electron arc sufficient to ensure the 
selection of Z events. Consequently, the criteria on the selection of the loose 
electron have been on purpose relaxed to accept more signal. For more de­
tails about the efficiency of the tight and loose set of cuts sec chapter 7. 
The electron variables are the same described in section 4.2.3. In this analy­
sis only electrons falling in the central region of the detector have been used. 
l:sing these selection criteria we find 1830 z0 --+ e+e- candidates ·with op­
posite sign (OS) charge requirement and 22 with same sign (SS) (as shown 
in Figure 4.7). Estimation of the background in this sample is discussed in 
chapter 6. The r1 and (/J distributions for the candidate events are shown in 
Figure 5.3 (top) , '.Vhilc in Figure 5.3 (bottom) the value of the seed tower 
( ':iEta") is shmvn. Also shown is the signal I\fontc Carlo. which is normalised 
to the number events in the data. In Figure 5.4, Figure 5.5 and Figure 5.6 

:~These are the standard criteria at CDF for the high Pr electrons analyses; for more 
information and motivation of each of these see Appendix A and [7]. 

4Plot of the isolation variable for the tight central electrons can be found in Figure 5.4. 



95277 events

Tight Central Isolated
Electron Sample 

2002!2003 CDF 
Data Run IIa

72.0 pb!1

Inclusive Electron Sample

2,027,335 events

Table 5.3

Table 5.2

Table 5.4

1830 events

Z Boson Candidates

38628 events

W Boson Candidates

Table 5.3 + iso < 0.1

Tight Central Electron 
Sample 

139293 events

 E   >  25 GeV
T



CEt_DT_corrPt
Entries  595965
Mean    35.32
RMS     13.06

 (GeV)TE
0 20 40 60 80 100 120 140 160 180 200

1

10

102

103

10
4

10
5

CEt_DT_corrPt
Entries  595965
Mean    35.32
RMS     13.06

rec Et electrons

Inclusive electron sample
Tight central electron sample
Tight central isolated electron sample



Chapter 5 

Variable 

fiducialit)' 
Had/ E!vl 

PT 
E /p 

Track quality Cuts 

Lsh-r 

Q·'-'< '( 
l'-'<Z 

Tight Central 

CES based 
< O.Oii!.i + 0.0045xH 

< 0.1 

PT >1 0 C:eV/c 

aL least :~ Axial and ;~ Stereo 
SL with aL leas\, 7 hits each 

1.:[;l'"tron I <GO.O cm 

<0.2 
<10.0 

-3.0 <CJ· '-'<X < l.S cm 
<:'\.O cm 

Loose Central 

CES based 
< 0.05ii + 0.004,'i x t: 

< 0.1 
PT > 10 C:eV/ c 

al least 3 Axial and '.~ Stereo 
SL wiLh al least 7 hits each 

79 

Table 5.4: Criteria for electron candidates used in this analysis. The energy 
and momentum are corrected for data only. The central-central z0 ---+ e+e­
candidates require at least one tight electron and at least one loose electron 
in the irwariant ma.s.s window between 6 6 and 116 Ge V /c2

. ( *) The E / p cut 
is relea.serl for electron.s with ET >50 Ge V/c2 . 

shmvs the transverse mass for these data., while Figure 5.12 and Figure 5.13 
show the transverse energy of the electron from the \V boson and the missing 

Br respectively6
. The disagreement bet\veen the data and the I\fonte Carlo 

in these plots can be due to the calorimeter calibration (vd1ich \vould affect 

the missing ET calculation), and to a poor understanding of the missing 
Er resolution and of the hadronic recoil energy. There is work in progress 
at the moment on all these issues. The signal I\.fC histograms have been 
normalised to the munber of background subtracted candidate events ob­
served in the data, and the background histograms vvere normalized to the 
estimated background events (sec chapter 6). The shape7 of the QCD back­
ground vva.s taken from non-isolated events in the data.. In making the /ET 
plot the /ET cut has been removed and the isolation cut has been replaced 
·with an anti-isolation cut E!j0 > 0.3 to obtain the shape of the QCD back­

ground. As the Br and Afr plots \Vere made after applying the $T cut the 
number of QCD-type events is very small after applying the anti-isolation 
cut. Hence, for these plots some of the electron ID cuts have been removed 

6In all the plots the blue dots arc the data, the red histogram is PYTHIA signal l'vlontc 
Carlo, the magenta is the QCD background, the green is z0 ---+ e+e- background :tvlonte 
Carlo and the cyan is PYTTTTA \V± ---+ 1±v background l\iionte Carlo. 

7The estimate for the number of QCD background events is given in chapter 6. 
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(Lshr; ~x,~z,x;1.rip ), the anti-isolation cut has been loosened to E~·~0 > 0.1 ; 
and an anti Had/ Em cut has been applied, in order to obtain the shape of 
the QCD background for these distributions. The agreement between the 
data, the IVIonte Carlos and the QCD background is reasonable. In addition, 
Figure 5 .14 shmvs the </> and 17 distributions for the \V± ---+ e± u candidate 
events in the data. For the distributions of the electron ID variables see 
Figure 5.4 and 5.5. 
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Chapter 6 

Backgrounds 

l\fany physics processes can mimic the signature of Z and \V events in the 

CDF detector, either because other objects arc misidentified and mistakenly 
reconstructed as electrons) or because the event presents a. similar topol­

ogy. In this chapter the sources of backgrounds to real Z and \V events are 
analysed , and the estimates for these backgrounds a.re given. 

6.1 Backgrounds to the Z events 

z0 ---+ e+e- candidates present the very distinctive signature of an isolated, 
tight central electron and a second isolated electron, selected according to the 
criteria described in section ;).2.5 and Table 5.4. Very few physics processes 
can mimic this signature, with the QCD quark-ant.iquark production being 

the dominant. one. Smaller contributions come from the z0 /'/ ' ---+ T+ T - and 
\V +jets processes. All of these constitute background to z0 ---+ c+e- events 

and as such will be analysed in the following sections. 

6.1.1 Background from Hadron Jets 

Processes which contain a real electron (such as a semi-leptonic decay of a 
quark or conversion of photons) or \vhich can fake one (such as QCD jets or 
di-jets events) are included in the QCD background analysed in this section. 
As there is no reason for these kind of events to be preferentially positively 
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source of background I fraction of the sample I number of events I 
qco (O.;J ± lU)'/r, 8.7 ± ;).;~ 

(O.Oo ± 0.01) % 1.0 ± 0.2 

I total (0.6 ± (U)% 9. 7 ± ,3_;3 

Table 6.1: Sources and amounts of backqrounds to the z0 h·* -+ e+e- siqnal. 

6.1.3 Background from W+jets 

The process of \V production: where the \V decays into an electron and neu­
trino, can mimic z0 j~( -+ e+e- decays if the \V is produced in association 
·with a hadron jct that showers in the El\I calorimeters and the \V electron 
and the jct together fa.11 in the 66-116 Ge V / c2 invariant mass \vindmv. This 

background is accounted for in the hadron jct background, since many of 
the second, misidentified electrons would be non-isolated. Csing the Run I 

prediction[lO] for the estimation of this background, it is found to be negli­
gible( i.e. < < 1 event) for the value of luminosity considered in this analysis. 

6.1.4 Summary of Z Candidates and Backgrounds 

The total number of background events in the z0 -+ e+ e- sample in the 
invariant mass range of 66 Ge V / c2 and 116 Ge V / c2 is estimated to be 9.7 ±5.3 
events. The main source of background and the number of background events 
for each source are summarised in Table 6.1. 

6.2 Backgrounds to the W Boson 

The signature for \V boson events used in this analysis is a single isolated 
central electron with missing transverse energy, as described in section 5.2.6. 
This signatnrc can be mimicked by the same type of events which arc back­

grounds to the z0 
/-/' -+ c+c- events, with the missing energy signature 

reproduced by QCD jets mismeasurements or by particles falling into unin­

strumented regions of the detector. For instance, the decay of a \V boson 
to a T lepton or the loss of an electron in a z0 h·* -+ e+e- event produce 
indistinguishable backgrounds. This section discusses the determination of 
the sizes of all backgrounds to the \\T boson. 
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6.2.1 Background from Hadron Jets 

The high energy electrons produecd through dceays of heavy quarks and 
processes that fa.kc electrons arc grouped into the QCD background sample. 
Real electrons a.re produced by heavy quarks ·which decay semileptonica.lly, 
pair production by photons and Dalitz decays. QCD hadronic jets can lead 
to background to the \V signal if the hadron jet containing the electron 
fluctuates so that the electron is isolated in the calorimeters, and if the other 
jet falls into an uninstrumented region of the detector, creating lJT-
The sum of these backgrounds is estimated by extrapolating2 the isolation 
variable for the electron from a region mvay from the \V signal, into the 
\V signal region. This method docs not idcnti(y the individual background 
contributions, but the sum of all the processes. 
The motivation of the method is that electrons from hadron jets a.re generally 
produced embedded in a. jet of other particles vvhich will cause them to have 
a higher value of the isolation variable. If the fluctuation that caused the 
electron to be isolated is independent of the fluctuation that caused the other 
jet to be misrneasured, then the isolation and lJT variables are non-correlated 
in QCD events. This lack of correlation \vcmld imply that the shape of the 
isolation variable at low ,ET may he extrapolated upward in ,ET tmvards 
the \V signal region. Figure 5.10 shows the manner in which the hadron 
backgrounds contaminate the signal region. The isolation fraction of the 
central electron in a high PT electron event versus the !£T in the event is 
plotted. Four regions a.re identified \Vithin the plot: 

Region A, defined by having isolation > 0.3 and lJT < 10 GcV; 

Region B, defined by having isolation < 0.1 and IJT < 10 GcV; 

Region C, defined by having isolation > 0.3 and JJ-r > 25 GeV; 

Region D , the signal region, defined by having isolation < 0.1 and 
lJT > 25 GeV; 

The background in the signal region is estimated from the equation: 

nr background 

#Events in Region C 
2 This method was first used in [78]. 

#Events in Region B 
#Events in Region A · 

(6.1) 
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I Region A I Region B I Region C I Background I Purity (%) I 

6041 28379 286 1344 l_ 82(slal.).l672(sy8l.) 96..J1-0.2(slal.) 

Table 6.2: (}CD background estimates m the W sample. The last column 
.'Jhow.'J the purity of the .'Jarn,ple. 

C sing the 38,628 candidate events in the \V± ----+ e± 1,; sample (as stated in 
section 5.2.6), and the events in regions A,B and C as reported in Table 6.2, 
the a.mount of QCD background events is estimated to be 1344±82, where 
the uncertainty is the statistical uncertainty on the number of events. The 
last column of Table 6.2 shmvs the purity of the sample, estimated ignoring 
the other backgrounds. In order to estimate the systematic uncertainty as­
sociated ·with this technique, the location of the upper isolation value and of 
the lmver iJT value used to identify the regions A and B have been varied and 
the background has been recalculated for each value. Figure 6.9 shmvs the 
number of QCD background events as a function of the isolation (top) and 
fJT (bottom) values chosen to define the control regions. The background 

estimate seems to be independent of the value of the JtT cut, but highly de­
pendent on the location of the isolation cut. C sing the difference between the 
highest and the lmvest values in the upper plot of Figure 6.9, the systematic 
uncertainty vvas estimated to be 50%, corresponding to 672 events[l]. 

6.2.2 Background from z0/1* ---+ e+e-

z0 /1* ----+ e+e- events can also mimic the \V± ----+ e±v signal when one of 
the electrons falls into an uninstrumented region of the detector, creating 

missing energy. The estimate of this background has been performed using 
the z0 h-* ----+ e+e- .ivIC sample described in section 5.1. 7716 survived the 
selection criteria. described in section 5.2.6. Following the same procedure 
as in section 6.1.2, the number of z0 j~t ----+ e+e- background events can be 
·written as 

·where: 
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with Nw±-+-r±v and NQc:TJ being the number of YV± ---+ T±11 and QCD 
background events respectively. The estimates for these events can be 
found in sections 6.2.1 and 6.2.3; 

• t\v±-+e±r; is the number of the \\T± ---+ e±11 Ivionte Carlo events passing 
the selection criteria, normalised to the luminosity of the signal .Monte 
Carlo sample, 

• rzu/T*-+e+e- is the number of the zo /~/ ---+ e+e- Ivionte Carlo events 
passing the \V± ---+ e± 11 selection criteria, normalised as before. 

344±17 background events are found, corresponding to rzu h* -+e+e- /T\v±-+e±r/ = 

(0.95 ± O.Oi5)% contribution to the signal events[l ]. 

6.2.3 Background from W ---7 TV 

\V± ---+ T±11 is a source of background events to the \V± ---+ e±11 signal when 
the T decays leptonically to an electron and neutrinos: creating a high Pr 

electron and missing energy. The \V± ---+ T±v IvIC sample described in sec­
tion 5.1 has been used in this study. 2166 events survive the selection criteria 
described in section 5.2.6. Following the same procedure of sections 6.1.2 
and 6.2.2, the number of \V± ---+ 1±v background events can he expressed as 

"fl..T _ "fir.s i gnal . T\V±-+T±v 
l\W±-+-r±r; - 1\w±-+e±v _, 

I \V±--tc±v 

·where: 

\ rsiqnal · • tl 1· ·· f \\r±----'" ± · t ·· . tl l· t· tl ., • " \v±--+e±v is ie nurn )er o · · --, e 11 ev·en .s in . ie (cl ·cl: . ius 

i\ rsiqnal _ \ rcandidaks i\ T i\ T \ ' 
1 '\v±-+e±v - J. 'w±-+e±v - lVW±-+-r± ,, - 1 vzoh" -+e+e- - J. 'QC:TJ 

(see sections 6.2.1and6.2.2 for the estimates of NQc:TJ and lVzu h* -+e+e-); 

• t\v±__,e±v is the munber of the \V± ---+ e±11 Ivionte Carlo events passing 
the selection criteria, normalised to the luminosity of the signal .Monte 
Carlo sample, 

• rv>'±-+'T±iJ is the number of the YV± ---+ T± 11 }/Ionte Carlo events passing 
the \V± ---+ e±v selection criteria: normalised as in section 6.2.2. 

This procedure leads to 768 ± 22 background events: corresponding to 
T\v±-+'T±v/rv>'±-+e±rJ = (2.12 ± 0.06)%. contribution to the signal events[l ]. 
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I source of background I fraction of the sample I number of events I 

QCD (:3.7 ± 1.9)% 1:344 ± G77 
zo / "/' --+ c-c- (0.95 ± 0.05) % 344 ± 17 
·w+ --7 T +V (2.12 ± 0.06)% 768 ± 22 

total (G.8 ± 1.9)% 24::JG ± G78 

Table 6.3: Sources and amounts of backgrounds to the \V± ---+ c±u signal. 

6.2.4 Summary of W Candidates and Backgrounds 

The total number of background events to the \V± ---+ e± u signal is 

2456 ± 82 (stat.) ± 673 ( syst.). The ma.in sources and the relative contribu­
tions are reported in Table 6.3. A separate evaluation of the systematic errors 
on the z0 /~/ ---+ e+e- and the \V± ---+ T±u backgrounds has not been made 
as these are covered by that on the QCD background: which is conservative. 
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Central Electron Efficiencies 

The cross section estimation has to be corrected for the efficiency of finding 
an electron. This includes the efficiency of the trigger finding the electron, 
the COT tracking efficiency and the efficiency of the criteria. used to select 
the events, as listed in Table 5.4. The calculation of these efficiencies is 
discussed in the follmving sections. 

7 .1 Central Electron Trigger Efficiencies 

This analysis uses samples triggered by the high PT electron trigger described 
in section 4.3. The efficiency of the triggers has been studied in detail in [2], 
and the results are briefly summarized in this section. As explained in sec­
tion 4.3, the high P'l' electron trigger consists of track triggers, involving the 
XFT at Level-1 and Level-2 and the COT at Level-3, and calorimeter trig­
gers at Level-2 and Level-3. In order to estimate the efficiency of this trigger, 
each component has been tested separately and the correspondent efficiency 
calculated at each step. 
To find the efficiency of a single part of the high Pr electron trigger, a "back­
up'' trigger has been used, ·where no requirement has been made about the 
quantity which ·will be tested. The same criteria applied in the trigger arc 
then applied on the variable vvhich is being tested, finding the efficiency of the 
criteria.. The ''back-up" triggers used in this procedure are listed hereafter. 

• The XFT and COT tracking efficiencies have been calculated using the 
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high r>r electrons W no t rnek Wnotr. XoU indmive mnon' 

Ll Rcq. CcnLrnl EM clusLCr E1 >8 Ge V E:\[ clust.cr £1 >8 Ge\' EM clust.cr £ 1 >8 Ge\' xn Lrnck )fr >8 GcV 
1md .\Fl track Pr >8 Gc V qnd fh > lii GcV 1md \1'1 >15 GcV a.nd \ luon m1b 

Ll Pre-Seale 1 1 1 

L2 l{cq Cent.ral L. \1 clu>ter Lr > 1G G\'V Cent.r;.11 J•;M eluot.cr Fr >20 Auto Accl'pt. Auto Au·cpt. 
awl XFT rrnc-.k i'r >8 Ce V 

L2 Pre-Scale 1 'JO 
Ll Req ()mtrnl DJ dn,ter Er >18 CeV E:\[ dnster ET >2'1 DJ dn,rer Er >2<i CeV COT rrnck Pr > 12 Ce V 

tjnrf COT track vr >9 GeV mul fi > 2ii GeV mul fr> 2.1 GeV ruuJ \!non m1h 
l..J !'re-Seale 1 I I 

Table 7.1: Trigger requirements for the physics and back-up triggers. The 
Wnotrack_NoL2 tn:gger has been pre-scaled of a fador 50 at Le1Jel-2 to main­
tain the desired trigger event rate with the h'igher lmnfrwsity. 

"Wnotrack': trigger, which demands the same calorimeter requirements 
used for the high PT electron trigger, but docs not require tracks asso­

ciated with the E:\'1 clusters. Since the Level-1 track trigger definitions 
have been changed[79] twice over the period of data taking considered 
for this analysis1 , the track efficiencies have been calculated separately 
for these three periods, I: II and III: corresponding to: before July 
2002, betvveen July and September 2002, and between September 2002 
and January 2003 respectively. 

• The calorimeter trigger efficiency at Level-1 has been calculated using 
the inclusive muon triggers, which select a sample \Vith hits in the 
muon chambers but have no requirements on the calorimeter quantities. 

• Finally: the 12 calorimeter cluster trigger efficiency has been tested us­
ing the "Wnotrack_NoL2i: trigger, which is the same as the "Wnotrack" 

trigger, but \vithout any requirement at Level-2 ( "Level-2 Auto Ac­
cept"). The efficiency has been calculated applying these requirements 
off-line. 

The requirements for the high PT electron trigger and the back-up triggers 

arc listed in Table 7.1. The track triggers' efficiencies arc found to be 
independent of PT for tracks \Vith PT > 10 GeV/c: but dependent on T/ for 
both the Level-1 and Level-3 triggers, as shown in Figure 7.1. The efficiencies 
measured in the three periods are: 

1 This has been done in order to optimize trigger rates and efficiencies and minimize 
fake rates with the increase in instantaneous luminosity. 
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11 : the average efficiencies at 1evel-l are (96.76 ± 0.25)% in period I ; 
(98.99 ± 0.14)% in period II, and (96.6 ± 0.1)%, in period III. 

13 : the average efficiencies at Lcvcl-3 arc (99.59±0.09)%, (98.94±0.14)%; 
and (99.24 ± Cl.10)%, respectively. 

The r1 dependence of track trigger efficiencies can be vaitten as 

Po l72 

flrackin9 (11) = 1- -
2 

· exp(-
2 2

); 
Ker er 

·where p0 = 0.0541 ± 0.0038 and er= 0.297 ± 0.023, and 

flracking(L3) =Po+ P1 · lril + P2 · lr11 2
, 

·where p0 = -3.83 ± 0.12, p 1 = 11.24 ± 0.14; and p2 = -6.53 ± 0.13. The 
Level-2 track triggers are 100% efficient. 

The Level-1 calorimeter trigger has been studied usrng a sample of 
inclusive muons and removing any activity in the plug. The probability for 
electrons vvith 20< Er < 2;) GeV to fail the 11 trigger is found to be less 
than 1 % x 0.46% = 0.005%; thus; the 11 calorimeter trigger efficiency for 
electrons with Er > 20 GeV is estimated to be 100%. 
The Er dependent 1cvcl-2 calorimeter trigger efficiency as shown in Fig­
ure 7.2 is measured to be 

fcoJorimeter(L2) = 1 - Po. cxp(-P1 . ET), 

·where Pu = 134.2 ± 186.6 and p 1 = 0.412 ± 0.071. As the Level-3 clustering 
algorithm is identical to the one used offiinc; the calorimeter trigger efficiency 
is estimated to be 100%. Possible inefficiencies due to different scale factors 
and the tower-to-tower gain corrections (-vvhich arc not applied at 13) arc 
currently under study. 

As the Ll and L3 calorimeter triggers arc fully efficient, the electron 
trigger efficiency is just the tracking trigger efficiency, averaged over the 
three periods. The average tracking-trigger efficiency for triggering a single 
electron in the event is calculated by multiplying the values described in the 
previous paragraphs in each period (see Table 7.2 for the average tracking 
trigger efficiencies), and ·weighting them by the integrated luminosities in the 
three periods. Its value is measured to be (firig) = 96.6 ± 0.1%,. In the 
selection of the z0 ---+ e+ e- events; because there are two chances to fire 
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Period I II III 
Int. Luminosity 9.9 pb- 1 18.5 pb- 1 43.6 pb- 1 

lnggcr 
1\rack (96.4 ± 0.3)% (97.9 ± 0.2)% (96.1 ± 0.2)% 

Table 7.2: Average.s of total track trigger effi:ciencies for the three time peri­
ods. 

the trigger, the average tracking trigger efficiency for at least one of the z0 

electrons to fire the trigger is estimated to be 

( ee ) e (1 e ) l ' e (2 e ) (99 9+0.1) 01 
Etr i g = Etrig + - Etr i g ftrig = ftrig - Etr·ig = · -0.7 / C. 

7 .2 Central Electron Tracking Efficiency 

The tracking efficiency in the central region is mainly the efficiency of the 
COT algorithms used to reconstruct the track. This efficiency has been 
studied[SO] both in _\Jonte Carlo, using the true information, and data: using 
events selected ·with the :'Wnotrack" trigger: described in section 7.1, and 

the silicon information. In the calculation of the cross sections for the ratio 
the tracking efficiency enters either in the selection of the events (data) or in 
the calculation of the acceptance (l\fonte Carlo). As the tracking efficiency 
in the data E~j~~ appears in the numerator and the tracking efficiency in the 

l\fonte Carlo E1(j/;~ is in the denominator in the cross sections formulae, the 
number used in this analysis is the ratio of these tvvo[SO] 

Rcor 
Eda ta 
COT 
ivlC Ecor 

1 ooo· +o.ooo 
. -0.00'1 

The COT tracking algorithm can thus be considered 100% efficient. 

7 .3 Central Electron ID Efficiencies 

In this section the efficiencies of the cuts used to select the Z and \V events 
are estimated using the tight central electron data sample described in sec-
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Variable Tight Central 2"11 central duster 

£., . > 25 GeV > '.!:'l C~e \' 
/!!I <1.1 (CE11) <1.1 (CE:\I) 

Fiduciality CES based Track based 
PT Pr > 10 CeV/c PT> 10 Ge\i/c 

Track Qnality Cuts at. least. ;3 Axial and ;3 Stereo at lea.st :3 Axial and :3 Stereo 
SL with at. least. 7 hits each SL with at least 7 hits each 

lzii'"'" I < 60 cm 
Had/ EM < 0.05 + ll.0045x£ 

< 0.1 
/;'/p < 2.0 (o•) 

Q·6}( -:3.0 < CJ·£'> .\· < 1.5 cm 

75 <Mee < 105 GcV /c2 

Table 7.3: Criter'ia for the selection of the initial .rnrnple to be ·used ·in the 
centrnl electron efficiency calculation. The tight electron cuts are the sarne 
as listed on Table 5.4. 
(*) The E/p cut ·is released for electrons with Er >50 GeV/c2

• 

that is2
• 

Starting with the >Ice = 1933 OS events vvith one tight electron and one 
central cluster: selected as described in the previous section 7.3.1, all the cuts 
arc applied in turn to the second cluster. The efficienc~y is measured for each 
of them according to the expression: 

· Nrr + Nri 
E'=-----

Ncc+Nrr 

·where >Irr is the total number of tight-tight events and >Iri is the munber of 
events satisfying the tight cuts on one leg and the i-th ID cut on the second 
leg. These numbers are corrected for the QCD background coming from the 
SS events (see section 6.1.1): as explained in the next paragraph. For the 
total efficiency, ·when both legs pass the tight cuts, this formula becomes 

2 See appendix B for a. derivation of all the following formulae. 
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for the tight electron efficiency and 

lVrr + Nrr, 
EL = 

iVcc + Nrr 

113 

for the loose efficiency; ·where Nrr, is the total number of tight-loose events. 
The number of OS and SS events together with the munber of expected SS 
events from the z0 --+ e+e- :\fonte Carlo sample are reported in Table 7.4. 

The electron identification efficiencies arc corrected for the QCD background 

i-th Variable # of OS events # of SS events # of SS events 
(data) (data) (\IC) 

Sta.rtinp; sample (Nee) rn:n (i(i lG.4 
Ilad/ E:\k 0.05 + l).(l045xE 1877 29 15.5 

E / p < 2.0 1688 38 11.1 
E}~0/E1 < 0.1 1813 25 13.3 

L.11ir < 0.2 187!) :n lG.2 
-3.0 < q · 6.X < 1.5 c:m 188fi -- 15.7 ;);) 

l.:'.Z[ < 3.0 cm 1901 -- 15.0 00 

x;ti,,, < 10.o 1816 ;19 14.9 
Track Quality Cnts 1918 64 15.!.i 

I Total (tight. central electron) II -1313 11 -1.0 

I Total (loose central clcx:tron) II 18 11.7 

Table 7.4: Number of event.<; pas8ing i-th variable cnt (in addition to the CC 
8election) for both OS and SS event8 'in data and for the e:cpected nnrnber of 
SS event.s from z0 --+ e+e- Monte Carlo 8irnulat'ion. 

in three different ways; one by subtracting SS events observed in data, one by 
subtracting the "real" QCD background (\vhich is the number of SS events 

in data minus the number of SS events in :\IC. scaled to the number of OS 
events in the data), and one ·without SS event subtraction (see Table 7.i)). 
The :'rear' QCD subtraction method is taken as default method and the 
efficiency difference between the SS subtraction and the QCD subtraction 
method is taken as a systematic uncertainty. The total efficiencies for the 

tight and loose central electron identification cuts arc found to be 

Er= 84.2 ± 0.7(stat.) ± 0.2(syst.)% = (84.2 ± 0.7)% 

and 
EL= 93.9 ± 0.5(stat.) ± O.l(syst.)% = (93.9 ± 0.5)%. 

The efficiency for the selection of the loose electron, fr, , needs to be cor­
rected for the efficiency fcRSfidele of the CES fiducial cut; which is applied 
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i-th Variable efficiency, E' 

(All SS sub) (QCD sub) (no SS sub) 
TrnC'k Quality Cnts 97.6 ± Cl.:3% 97.5 ± 0.3% 97.:3 ± 0.3% 

Ilad/El'vI< 0.05 + 0.00045 x E 99.4 ± 0.3% 99.4 ± 0.3% 98.3 ± 0.2%. 
E;~o / B1· < 0.1 97.6 ± 0. ·1% 97.5 ± 0.1% 96.·1±0.3% 

E / p < 2.0 93.3 ± 0.5% 93.2 ± 0.5% 92.6 ± O.fi% 
Lshr <0.2 99.2 ± 0.3% 99.2 ± o.:3% 98.4 ± 0.2% 

x;lriv <10.0 97.2 ± 0.4% 97.2 ± 0.4% 96.5±(U% 
CJ* 2.X >-3.0 cm, < 1.5 cm 98.9 ± 0.2% 98.9 ± 0.2% 98.6 ± 0.2% 

[2.Z[ < 3.0 cm 99.3 ± 0.2% 99.3 ± 0.2% 99.0 ± 0.2% 

84.4 ± 0.1% I 84.2 ± 0.1% I 83.1±0.1% 

94.o ± o.5% I 93.9 ± o.5% I 92. 1 ± o.5% 

Table 7.5: Efficiency (fi) of each identifi.cation variable and total eff£ciency 
Er and fr, for the tight and loose central ·identification cut.s ·a.sing z0 --+ e+e­
event.s with SS event .subtraction: QCD background .subtract·ion, and no back­
ground s·abtraction. 

in the selection of the events (see Table 5.4) but not in the selection of the 
second leg used for the calculation of the efficiency (Table 7.3). To calculate 
f cESfidele, events arc selected with one tight electron and a second cluster 
·which satisfies the cuts in Table 7.3;\ plus the loose identification cuts: 

• Had/E:\'1< 0.05 + 0.00045xE 

• E!}0 /Er < 0 .1 . 

Among these events, indicated with J.VrRr< f ide/e, a subset is created with those 

·which are also fiducial in the CES; NcRSfidcl e · The efficiency of the CES 
fiducial cut ·will then be 

fcEs = Nc1:,'Sfidde = (99.92 ± 0.01)%. 
NTRKfidele 

Based on these results; the total selection efficiency of z0 --+ e+e- events, 

consisting of one tight electron and one loose electron, is 

Ez = f'1'(2Ecv;Sfidele. EL - ET) = (87.l ± 0.9)%. 
3 The cuts on the local coordinates for the track fide le requirement have been tightened 

to be [X[ < ±18 cm and 18 < [Z[ < 190 cm (see section 4.2.3), to avoid the inclusion 
of event8 on the borders of the wedge8 which are mbta.kenly considered fiducial for the 
smearing due to COT tracking resolution. 
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The efficiency for the selection of \V± ---+ e±z; events is 

Et-F = Er = (84.2 ± 0.7)%. 

115 
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Z and W Boson Geometric and 
Kinematic Acceptances 

In this chapter the kinematic and geometric acceptances Az and Aw· arc 
calculated using the z0 /-y* --+ c+c- and \;\7± --+ e±u J\fontc Carlo samples 
described in section 5.1. The kinematic component includes the transverse 
energy threshold for the electrons and the missing transverse energy threshold 
used to select events vvith a \V boson. The geometric component is the 
probability that an electron falls within the fiducial volume of the detector. 
The estimates of the acceptances and their uncertainties are discussed in this 
chapter. 

8.1 Z Acceptance Calculation 

The acceptance for the geometric and kinematic cuts in Table 5.4 \Vas de­
termined using the .MC sample of zu h1* --+ e+e- events described in sec­
tion 5.1. As stated there, the generated events have been simulated and have 
gone through the same reconstruction algorithms as the data. Events in this 
sample were selected by requiring: 

1. The z position of the primary vertex at generator level to lie within 
±60 cm of the proton-antiproton interaction point at z = O; and the 

116 
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presence of at least 2 electrons 1 with the follmving characteristics2
: 

2. The cluster contained no towers in the Plug calorimeter. 

3. The region ''tmver 9" :3 >vas excluded. 

4. The duster was in the fiducial region (according to the CES variables) 
as shown in Figure 8.1 (sec section 4.2.3 for the definition of the fiducial 
volume). 

5. The PT as measured by the beam-constrained COT tracking was greater 
than 10 Ge V / c. 

6. ET was greater than 25 GeV. 

7. The reconstructed invariant mass of the electrons was \vithin 66 and 
116 GeV/c2

. 

The acceptance is 

4 
_ number of events passing cuts 1. to 7. 

" 7, - l· f" · h 66 ~,,gen 116 G \rj 2 ·i [ gen [ 60 . mun >Cr o events wit < .i U ee < :rC , c an( zverte~: < . cm 

The effect of ea.ch cut is summarized in Table 8.1. The effect of re\veighting 
the z primary vertex distribution has been studied at an earlier stage of the 
ana.lysis[81] and found to be negligible. The effect of the re\veighting of the 
Pr distribution will be discussed in section 8.1.1. 

The acceptance is found to be 

A.z = 11.49 ± 0.07(stat.)%, 

·where the uncertainty is the statistical error of the .Monte Carlo simulation 
sample. As a cross check, a calculation of the acceptance has been performed 
·with the same cuts as defined in the Run I analyses [10, 82] and the details 
can be found in [81]. 

1 Events with no reconstructed electron were discarded. 
2The select.ion criteria are applied to the quantities obtained aft.er passing through the 

entire reconstruction chain. 
:;See section 4.1 for the definition of the "tower 9" region. 
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first electron 

second electron 

Selection Default 

?> I CdfEmObject :Jll7(iG7 

no plug; rower~ 
110 seed iu lower 9 

fiducial: 

f1cf < 21 cm: !)< lzf < nO cm 
no ''(:himney": uo '"tower 9'': 

J!1 >10 GcV/c 

rio plug towers 
no Heed in toW('l' !) 

fiducial : 

f:rf < 21 cm: rl< f zf <2:lO 1·.m 

no "chimney" ; uo '"lower :J": 

Hr >2ii GeV 

Total Acceptance Ax 

227;,4;; 
219:306 92 28% 

78.85% 

162127 
1"18742 

5908G 24 8G% 

:mo 10 l 'J.!l!l'X 

:HOO(; 11.0:.'X 

28:33G 11. 92o/c 

27298 n A9'X 

I (11. rn±n.D7J% 11 

119 

+5.5 3 X 0 Material 
A('(:(;pt,irn<:<~ 

78.08'1i 

66.5!)% 

48.81% 

24.:Wii 
22.77% 

1'1.87'/i 

12.:il'li 
11.38'/c 

·10.%1X 

Table 8.1: Effect of each geometric/kinematic cut on electrons and events. 
The nmnber.s in the middle cofomn.s are originated from, the default z0 ---+ 
e+e- Monte Carlo sirrmlation and the rmrnbers 'tn the right column are or"ig­
inated from the .sirnulat'ion when the extra mater'ial is added. The fraction.s 
are with respect to the number of events with 66 < JJg21 < 116 Ge V /c2 and 
lzfi~~lc:r I < 60 cm; which is equal to 287652. 

acceptance. The CE:VI energy scale ·was varied by 1 %; in Figure 8.2i where 
the E /p variable is plotted as a function of 'f/, it is slwwn that a variation of 
1 % contains most of the data and .Monte Carlo points and thus it is suitable 
for this purpose. This variation corresponds to a change of 6Az = 0.03% 
in acceptance. In Table 8.2 the energy scale variation up to 2% and the 
corresponding acceptances arc given. A variation of ± 1 % is used in the final 

calculation of the uncertainty. 
The energy resolution has been moved up to 23i resulting in a change of 

6Az = 0.02% in acceptance. In Table 8.3 the variations in resolution with 
the corresponding acceptances are summarised. The different values of the 
·width of the gaussian from the fit to the dielectron's invariant mass are also 
reported for the different resolution values, in the default .Monte Carlo and 
in the data. The value of +2% is used in the estimation of the uncertainty. 
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Systematics from the track PT scale 

In the same ·way as in the previous section, the correction for the track Jh 

scale can affect the selection of the electrons through the JJT variable. This ef­

fect has been studied by scaling the track momentum by ±1%i corresponding 
to JAz = 0.01 %, as reported in Table 8.4. 

[ p1 scale change [ Az r5Az [ 

+1% 11.48% +D.01% 
Di>fanlt 11.4~~% 

-1% 11.i.i0% -0.01 '/c 

Table 8.4: Effect on the acceptance due to the scale of the track Pr-

Systematics from the Pr of the Z boson 

The distribution of the PT of the z0 boson in the l\fonte Carlo directly affects 

the acceptance as it changes the momenta and angular distributions of the 
electrons. In the .ivlonte Carlo the JJJ.' of the Z boson is modelled according 
to a particular choice of input parameters; the systematic uncertainty as­
sociated ·with this choice is studied by revveighting the default distribution 
( ':nominaY, shO"wn in Figure 8.3, compared with the data) tmvards higher 
( ':harderi') and lower ("softer") values of PT using simple linear functions. 
The acceptances recalculated for each of these distributions are listed in Ta­
ble 8.5, where the x2 between ca.ch re·wcightcd distribution, and the one 
observed in the data, is also shown. The difference between the acceptance 

of the rcweightcd distribution which fits better the data and the nominal 
value is taken as a systematic uncertainty. This results in a 6Az = 0.01 % 
variation in acceptance. 

Systematics from the detector material 

An important source of systematic uncertainty is the amount of material 
in the detector simulation. As this amount is not knovvn ·with precision at 

present, different studies are in progress to determine the amount of material 
bet:ween the ISL and the COT inner cylinder and to correct the simulation 
accordingly. In this analysis the zu h 1* --+ e+e- ~Jonte Carlo sample with 
an extra 5.;)% X0 of material (a 0.;)15 cm thick silicon cylinder) described 
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Summary on systematic uncertainties 

The systematic uncertainties a.re summarized in Table 8. 7. The total sys-

source variation 

E!} scale 1 % variation 0.03% 0.3% 
E1. resolution 2% extra smearing 0.02% 0.2% 

pe sc·1le 1' ' ,r • 1 % variation 0.01% 0.1% 
Pr modelling 0.013 0.13 

I\.faterial 5.5 % Xu 0.54% 4.7% 
PDFs reweighting of y 0.34% 2.9% 

overall 1o.64%1 5.5% 

Table 8. 7: Summary of the systematic uncertainties on the Z acceptance. 

ternatic uncertainty on Az is ;).5%: with the main contributions coming from 
the modelling of the material and the PDFs. 
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8.1.2 Removing Drell-Yan Contributions from 1* Ex­
change 

A correction needs to be applied to the number of z0 ---+ e+e- candidates 
to account for the fact that some of the e+e- pairs in the considered in­

variant mass ·windmv come from the continuum pp --+ ~/ ---+e+e- or the in­
terference term between ~/ and zo; and not from zo resonant production. 
The correction factor is obtained by the computation of the integrals 11 _ 

./~~Hi [Z0 + ryj 2 di\1 and 12 - .fo00 
[Z0

[
2 dAf at JS=l.96 TeV using the PYTHIA 

bo-enerator: the number 1
1

2 = 1.003 is obtained. ·which is consistent with the 
• 1 ; 

most recent theoretical calculation at N~L0[83] 

I2 
Ii = 1.004 ± 0.001. 

The ratio ~~ = 1.004 ± 0.001 will be multiplied by the total number of z0 
/''/ 

signal events. 

8.2 W Acceptance Calculation 

The acceptance for the geometric and kinematic cuts was determined using 
the \V± ---+ e±1/ .\fonte Carlo sample described in section 5.1. The same se­

lection criteria as in the calculation of the Z boson acceptance (section 8.1.2) 
have been used on the highest energy electron in the event5

; in addition, the 

missing transverse energy in the event, calculated using the z0 of the electron 
track, is required to be greater than 25 GeV. The energy recoil of the \·V, 
e = -e;, - Ef, ·was compared for data and 1vionte Carlo in Figure 8.10. To 
improve the matching of U in JVIonte Carlo with the data, the .\iIC [O[ was 

scaled up by 5%. Consequently, the missing transverse energy \Vas recalcu­

lated as I - O(corr) - if:;,(corr) I, where if:;,(corr) is the electron transverse energy 
corrected for the z0 of the electron track as described beforehand. 
The comparison between data and the corrected .\fonte Carlo U is slwwn in 
Figure 8.11. All the cuts applied to the sample are summarised in Table 8.8. 
The acceptance is found to be 24.62±0.04%, where 0.04% is the statistical 
error on the number of events in the l\fonte Carlo sample. 

5Events with no reconstructed electron were discarded. 
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Selection Default 
# of events Acceptance 

electron 
genera.tee! I qc.n I z.·,_,~ rfo;r < 60 cm 144:n:n 

~ 1 CdfEmObject 1'.381540 90.73% 
no plug towers 7086:33 49.10% 

fiducial: 

l:r I < 21 cm; 9< lzl < 2:30 cm 560009 38.81% 
no "chimney": no "Lower D": 

PT >10 GcV/ c son0s 30.14% 
b'.r > 2fi GeV 3817 Hl 26.45% 

missing energy 
lh > 20 GeV 355:320 24.62% 

Total Acceptance Aw I (24.G2±0.o4)% II 

Table 8.8: Effect of each geometric/ kinematic cut on the \V± ---+ e±1; event.s 
mfr1.g the default \V± ---+ e± TJ Monte Carlo simulation. The fraction.s are 
with respect to the number of e1Jents with lz.f,Z~k~:I < 60 cm, which is equal to 
1443131. 

8.2.1 Systematic Uncertainties on the Acceptance 

The determination of the systematic uncertainties on the acceptance of the 
\V boson events has been calculated[l] in the same ·way as for the Z, analysing 

the same source of uncertainties and follmving the same method, in order to 
reduce the systematics on the calculation of the ratio. The procedure and 
the results are briefly reported in the following sections. 

Systematics from the Energy Scale and Resolution and Momentum 
Scale 

The energy scale and resolution in the cut of the energy of the electron in 

the event a.re studied as sources of systematic uncertainty by varying these 
quantities by 1 % and 23 (as done in section 8.1.1). The variations in the 

results are 6Aw = 0.15% and 6Aw = 0.01 % respectively. In addition, the Jh 

of the track associated ·with the electron has been varied by ±1 % to study the 
systematic uncertainty from the track PT scale. This results in an uncertainty 

6Av.t=0.02%. 
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Systematics from the Pr of the W boson 

The systematic m1certaint~y from the choice of the 1-fonte Carlo input pa­

rameters ·which determine the PT of the \V boson has been studied as in 
section 8.1. L re,veighting the Pr distri bu ti on using linear functions built in 

the same vvay. Figure 8.12 shmvs the reconstructed p1 · spectrum in the IVIonte 
Carlo overlaid on the p1 · spectrum observed in the data. A different method 
is currently under study to improve the agreement between data and IVIC, 
giving a more precise estimate of the systematic uncertainty. Using this 
method results in a systematic uncertainty on the acceptance c5A,v=0.04%. 

Systematics from the tJ scale 

The effect of the ;")% scaling factor applied to [U[ was studied by varying 
IUcorr[ by ±10%, corresponding to twice the applied correction. The result­
ing change in acceptance. ()Avv'=0.17%, has been ta.ken as the systematic 

uncertainty on this procedure. Figure 8.10 and 8.10 show the distribution of 
IC [ before and after the corrections are applied. The level of agreement be­
t\veen the plots is still poor and makes a sensible estimate of the systematic 
error very difficult. \Vork is in progress to use a x2 fit bet\veen the data and 
the :\IC, including the signal and the other backgrounds. The preliminary 
results are more satisfactory than the method used here. 

Systematics from the detector material 

The systematic uncertainty from the amount of material in the detector 
has been studied with the same procedure as used for the Z (section 8.1.1). 
The \V± ---+ e±u l\fonte Carlo sample with an extra. 5.5% X0 of material, 
as described in section 5.1, has been used in this study. The difference 

c5Aw=0.29% between the value of the acceptance obtained \Vith the default 
simulation and the simulation \Vith the extra. material is taken as a systematic 
uncertainty. 

Systematics from the PDFs 

The effect of the choice of the PDFs on the acceptance of \V events has 
been studied using the same method described in section 8.1.1 and [83]. In 
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Figure 8.13 the rapidity distributions for Z and \V in the electron and muon 
channels are compared with the Run I z0 ---7 e+e- measurement[84]. The 
systematic uncertainty determined is 6AH,. = 0.58%. 

Summary on systematics uncertainties 

The systematic uncertainties on the \V boson acceptance a.re summa.ri:ted in 
Table 8.9. The total systematic uncertainty on Aw is 2.8%, ·with the main 

source 

E~, scale 
E7 resolution 

p~ scale 

C scale 
JJ'l' modelling 

~vlaterial 

PDFs 

overall 

variation 

1 % variation 
2% extra smearing 

1 % variation 

10% variation 

--rcx o.o c ,f () 

re·weighting of y 

0.15% 
0.01% 
0.02% 

0.17% 

0.04% 

0.29% 
o -so/c .J c 

1 o.693 I 

0.6% 

0.04% 
O.OSo/ci 
0 ,...<;{ .{ 0 

0.16% 
1.2% 
2.4% 

2 SC"/ 
. 10 

Table 8.9: Summary of the systematic uncertainties on the W acceptance. 

contributions coming from the PDFs and from the modelling of the material. 
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Boson Rapidity Distribution 
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Figure 8.13: The dcr/dy (i'istribution with the default CTEQ5L PDFs at 
1. 96 Te V for zo h 1* --+ e+e- (Z 0 --+ 11+ 11-) in red-solid{bl'Ue-dashed)7 and for 
\V± --+ e± v (\V± --+ p± v) in pink-dotted( cyan; dot-dashed) are compared with 
the z0 --+ e+e- Run I data at JS =1.8 TeV{l}. 
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Results and Conclusions 

In this chapter all the clements estimated in the previous sections arc com­

bined in the calculation of the Zand \V cross sections, in sections 9.1 and 9.2. 
In section 9.3 the components of the calculation of the ratio are determined 

and its value is calculated; and from it the value of the width of the \V is ex­
tracted in section 9.4. Finally, comments and future prospects are discussed 
in section 9.5. 

9.1 Z Cross Section Estimation 

The cross section O"(pp --+ z0 ) times the branching ratio I3r(Z0 --+ e+e-) is 
calculated using the expression given in section 2.4 

·where 

• Nr;J~~idate.~ = 1830 ± 43(8tat.); 

Nbackgr·ourul = g 7 ± r; 3. • z . 0. ' 

• A;; = (11.49 ± 0.64)% ; 

( ce \ (99 g+O.l)O/ 
• ftrig/ = · -0.7 10; 

139 
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• Ezverlc:z; = (95.1 ± 0.5)%; 

• Ez = (87.1±0.9)%; 

• J £dt = (72.0 ± 4.3) pb- 1 ; 

• c = 1.004 ± 0.001. 

Substituting these values 

267.0 ± 6.3(.stat.) ± 15.2(sy.st.) ± 16.0(forn.) pb 

(267.0 ± 23.0) pb. 

In Table 9.1 these values are compared ·with those obtained in Run Ia, where 
the luminosity is taken from [9] and the other quantities are taken from [10]. 
The uncertainty on the luminosity measurement is dependent on the uncer­
tainty on the pp inelastic cross section. The t\vo measurements of this cross 
section differ from each other of about 6%; to be conservative, in Run II 
the uncertainty on the luminosity has been increased to cover this number; 
in R.un I the CDF measurement vvas used[86L ·which results in a smaller 
uncertainty. An update from R.un Ia. and R.un lb, but vvithout a detailed 
breakdmvn of the systematic errors, is given in [84]. The measured Run 
Ia+Ib value is 

(2;)3 ± 4(stat. + syst.) ± lO(lum.)) pb 

(253 ± 11) pb; 

scaling this value up by 9% for the JS dependence, it becomes 

·which is consistent ·with the measurement reported here. 

\V. James Stirling et al.[11] have vvorked on an improved calculation of 
the \;\l --+ cu and z0 --+ e+e- cross-sections, including the higher colliding 
energy at the Tevatron. The predicted value at ...jS = 1.96 TeV with KNLO 
corrections is (250.5 ± 3.8) pb for z0 --+ e+e- (where the uncertainty comes 
primarily from the uncertainty on the PDF calculation) \Vhich agrees well 
·with the measurement reported here and ·with the more recent theoretical 
calculation [83] of (252 ± 9) pb. The calculation of the cross sections in this 
paper is based on the 11ero-width approximation approach described in [87, 



Chapter 9 141 

Variable Run Ia Run Ila 

.C(pb-') 19.7 ± 0.7 72.0 ± 4.3 
I\ candidates 

z (CC) in 
66< Mee <116 GP;V/e2 529 1830 

Nbact~grouna (CC) . 
L, ' 111 

66< Mee <116 GcV/c2 1 ± 1 9.7 ± 5.3 
4c:c 

" L (15.2 ± 1.2)% (11.49 ± 0.64)% 

fT (84.3 ± 1.2)% (84.2 ± 0.7)% 

fr, (91.7 ± 0.8)% (93.9 ± 0.5)% 

ft7'ig (89.2 ± (J.:3)% (99.9~~:~)% 

fz."'"' (95.3 ± 1.1)% (9Ed ± 0.5)% 

fa(pp) 1.8 TeV 1.96 TP;V 
<Tz · Br(Z0 -+ P;+P;-) (pb) 248 ± 23 267 ± 2;3 

Table 9.1: Parameters involved in the z0 -+ e+e- cross-section calculation 
in Run Ia [9, 10} and Run !Ia. Note that the kinematic cuts in Run Ia are 
looser than in the ones in Run Ila. 

88]. The estimation of the uncertainty from the PDFs on these total cross 
sections has been performed \vith the l\LL CTEQ6 and }/IRST2001E error 
PDFs sets according to the prescriptions in [89, 90]: obtaining the relative 
uncertainties of 3.;)o/c;. and 1.1 % respectively. To be conservative, the CTEQ6 
errors are used. Table 9. 2 shows the recent calculations of Stirling et al. [11] 

Corrections fa (TEN) a";;· Br(Z0 --+ e+e-)(nh) 

LO l.80 0.1609 ± 0.0024 
NLO 1.80 0.2202 ± 0.0033 

)!\"LO 1.80 o.2ws ± o.mn4 

LO l.96 0.1765 ± 0.0026 
NLO 1.96 0.2406 ± 0.0036 

)!\"LO 1.96 D.2fi0fi ± O.OlB8 

Table 9.2: Irnpnnwd calculation of z0 -+ e+e- cros.s-.section by W.Jarne.s 
Sfrrfrng et. al. for both ft = 1. 8 and ft = 1. 96 Te V [11}. The nncertaintie.s 
reff,ect the 1.5% uncertainty on the calculation of the PDFs [12}. 

for vs= 1.8 TeV compared to vs= 1.96 TeV. The higher energy increases 
the zu cross section by rv 9%. The uncertainties reflect the L)% uncertainty 
on the calculation of the PD Fs [12]. The other parameters have been updated 
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since the previous calculation [5] to incorporate the latest results from LEP. 
For a complete list of the parameters used in this calculation see Table 9.3. 
Figure 9.1 shmvs this measurement compared \vith the other measurements 

II Parameter II v.tlue 

Br(Z0 --+ e+e-) 0.033658 
Br(\V0 --+ ezF) 0.0168 
:vIHr 80.4230 
.VIz 91.1876 
sin:i ' Ow 0.23143 

GF 1.16639 
\V coupling: v2 ·Gp· Afa, yes 
\V coupling: 7r . u no sin2 

Ou/ 

z coupling: /'i·GF· i\I~ yes ~ 

z coupling: 11 · - 0
-·. - • cos2 no 4s·m2 ll1v 
81:,v 

CKr-vI elements: 
Vud 0.9734 
v us 0.2196 

Vu.b 0.0036 
\T · cd 0.224 
\'c.~ 0.996 
\lch 0.0412 

Table 9.3: List of parameters 11,.serl in the theoretical calrnlation of the NNLO 
zo--+ e+e- and \V±--+ e±1; cross sections{11}. 

in the literature and with the theoretical predictions from Stirling et. al .. 

9.2 W Cross section estimation 

The cross section CT(pp --+ iv±) times the branching ratio Br(\V± --+ e±v) is 
calculated using the expression given in section 2.4 

J\·ca .. .ndidates _ Nb·a.ckgrom1d 
± ± IV W CTw · Br(\V --+ e v) = ----------

Aw · E~rig · Ezvcrlex · Ew · J Ldt 
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·well with the measurement reported here and with the recent theoretical cal­
culation [83] of (2.688 ± 0.094) pb. Table 9.4 shmvs the recent calculations of 

Corrections JH (TeV) a1v · flr (\V±--+ ('=11)(nb) 

LO 1.80 1.7:36 ± 0.026 

KLO 1.80 2.369 ± 0.036 
:'-J:'-JLO 1.80 2.501 ± 0.038 

LO 1.96 1.909 ± 0.029 
KLO 1.96 2.594 ± 0.039 

.\!.\!LO 1.96 2.687 ± 0.040 

Table 9.4: Improved calculation of \V± ---+ e±z; cross-section by W.James 
Stirling et al. for both ft = 1. 8 and ft = 1. 96 Te V [11). The uncertainties 
reflect the 1.5% uncertainty on the calculation of the PDFs [12}. 

Stirling et al. [11] for fa= 1.8 TcV compared to fa= 1.96 TeV. The higher 
energy increases the \V± cross section by ""' 93 . The uncertainties reflect the 
1.53 uncertainty on the calculation of the PDFs [12]. The para.meters used 
in the calculation are as in Table 9.3. The Run la mea.surement[9] reported 
the following value 

aw · Br(\V± ---+ e±u) = (2.49 ± 0.12) nb; 

scaling this value up by 9%, it yields to 

aw · Br(\V±---+ e±u) = (2.76 ± 0.13) nb: 

·which is consistent vvith the measurement reported here. Figure 9.2 shows 
this measurement compared with the other measurements in literature and 

with the theoretical predictions from Stirling et. al.. 

9.3 Calculation of R == aTv / az 

As already stated in section 2.2, the ratio of the \V and Z cross sections can 
be expressed as 

fl J\
·ca.ndida.tes _ Nba.ckgro--ur1d .. , c __ l

2
1_·ig c __ 1p w w nz • 'h 

J,, J\·can dida. tes Nba.ckgro--ur1d • ~ • lr ig • EID_ 
L. Z - Z " l+ EH' vF 

(9.1) 



 (TeV)CME
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2

) (
nb

)
#l

'
 B

(W
+ 

W
.

1
)µUA1(

UA2(e)
CDF I (e)
D0 I (e)

CDF II (e)D0 (e)



Chapter 9 146 

Systematic oAw 6Az o(Az/ Aw) 
Ener)!;y Scale O.Li 0.0.'l D.D016 

Encrµ;y HL~solmiou 0.01 0.02 0.000[]6 
Electron PT R.esohniou 0.02 0.02 0.00003 

f!T J3oson 0.04 0.01 0.0004 
W Recoil Erwrµ;y 0.17 - 0.0032 

PDF\ 0.58 0.34 0.0029 
lV!atcrial 0.29 0.54 0.0166 

Total I Aw = 24.62 ± 0.69% I Az = 11.49 ± 0.64% I Az/ Aw= 0.4667 ± O.Dl 72 I 

Table 9.6: Systematic uncertainties in 1-V, Z acceptances and on the ratio of 
acceptances. 

As already anticipated, many of the systematic uncertainties in the ac­
ceptances cancel in the ratio. The dominant source comes from the variation 
in the amount of material in the detector used in the simulation; which is 
currently under investigation. 

Csing the numbers in Table 9.5 and substituting in the expression 9.1 

R = 9.88 ± 0.24(stat.) ± 0.47(syst.) = 9.88 ± 0.53. 

This quantity can be compared with the value obtained \vith CDF Run II 
data in the muon channel, 10.69±0.27(stat.)±0.33(.sy.st.)[91]. 
The value published in Run I for the electron channel is 10.90±0.43 [10]. 
The .\l'I\LO calculation at ,,,jS = 1.961 TeV: R = 10.66 ± 0.0;5 [83] agrees 
·with the value measured here \vithin l.5a. In this calculation, the largest 

theoretical uncertainty on the l'V and Z cross sections comes from the choice 
of the PDFs; for CTEQ6 it is assigned to be 3.5%, \vhieh results in a 0.5 % 
fractional error on the ratio. This number can be compared ·with the value 
10.92 obtained by Stirling [5], using the cross sections given in Table 9.4 
and 9.2. In Figure 9.3 the measurement obtained here is compared with 
other measurements in the literature. 

1The measurement is compared t.o t.he calculation in [83] since t.he propagation oft.he 
theoretical uncertainties on the ratio of the cross sections is unknown for the calculation 
in [.J]. 
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9.4 Extraction of Br(W± -4 e±v) 

From the formula 

rr(pp--+ lY) f(lV--+ ev) f(Z) 
R = CT(pp --+ z) r(z --+ e+e-) r(lV) · 

147 

(9.2) 

the branching ratio of the lV boson into electron and neutrino: Br(\V± --+ 
e± v) can be extracted. l' sing: 

tl th . 1 · 1 f CT(pp--+W) 3 361 ± () ()24 h tl t 1 • . le . eoret1ca va ue o ( Z) = . . ·· , w ere . le cen .ra 
CT pp--+ 

value comes from the ratio of the cross sections 

rr(p[i--+ lV + X) = 25.173 nb [83] 

and 
rr(pJ5 --+ Z + X) = 7.4891 nb [83], 

The error is calculated adding in quadrature the PDFs error of 0.5% 
\Vith the error due to the Electrmveak coupling parameters (CKlVI ma­

trix and sin26l~v ), estimated to be 0.53 ; 

• the measurement of r(Z--+ e+e-) / r(Z) = 3.36;)8 ± 0.0023 % [6, 92]. 

The value of Br(\V± --+ e±v) is measured to be: 

r (\V± --+ e± v) 
f(lF) 

(9.89 ± 0.24(.stat.) ± 0.42(.<;y.st.) ± 0.07(e.7;t . .sy.st.))% 

(9.89 ± 0.49)%. 

·where the systematic uncertainty includes the systematic uncertainty on R 
and the external systematic uncertainty includes the uncertainties on the 
f(Z--+ e+e-) / f(Z) measurement and on the ratio of cross sections. 
This value is within lCT from the PDG value of 10.72±0.16 GeV [6] and the 
theoretical prediction of 10.82±0.18 GeV [6]. 

9.5 Extraction of r(W) 

Proceeding as in the previous section, from the formula 9.2 the total width of 
the \V boson r(\V) can be extracted. Using the values quoted in section 9.4 
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and the theoretical value of r(lV--+ e11) = 226.4 ± 0.3 JvieV 2
, the value of 

f (\V) is measured to be: 

f(\V) 2.29 ± 0.06(stat.) ± O.lO(syst.) ± 0.02(ext.syst.)GeV 

2.29 ± 0.12GeV, 

·where the systematic uncertainty includes the systematic uncertainty on Il: 
and the external systematic uncertainty includes the uncertainties on the 
f(Z --+ e+e-)/f(Z) measurement, on the theoretical value of f(\V --+ ev) 
and on the ratio of cross sections. 
This value agrees with the PDG fit of 2.118 ± 0.042 GeV [6] and the theoret­
ical prediction of 2.0921 ± 0.0025 GeV [6]. In Figure 9.4 this measurement 
of r(\V) is compared ·with other measurements in the literature [6]. 

9.6 Extraction of Vc:s 

L; sing the formula 2.13, the Br(\V± --+ e± 11) can be expressed as[36] 

1 1· 2= iir 12 n (\.:F± ± ) = 3 + QCD ' ii ; r 'v --+ e v · 
ij 

liJ is the CKivI matrix element: with 'i, j = u,d,c,s,b, and f qcn is a QCD 
form factor equal to 

fqcn 3 · (1 + O:s(J.ifw)/11 + l.409(as(A1iv)/7r) 2 + ... ) = 

3.122. 

·where the value of et8 ( Afw) = 0 .121 ± 0.002 has been used. From this ex­
pression, using the value of the Br(\V± --+ e±I/) as measured in the previous 
section, the sum of the squares of the elements of the CK\I matrix can be 
extracted. This is found to be 

2= 11~11 2 2.28 ± 0.16. 
ij 

"Csing the experimental value for the sum of all elements except ll:~.s 1
2

, namely 
1.0477±0.0074[6], the value 

ll~s I = 1.11 ± 0.07 
~~~~~~~~~~~~ 

2 See [6], page 010001-103,formula.10.47a.. 
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can be extracted. In this; the input CKl'v1 uncertainty is ± 0.004, and that 
from (l'.8 ( Af i-F) is negligible. This value is more precise than the direct mea­
surement at LEP, lv~.~I = 0.97 ± 0.11[6]. hut not as precise as the combined 
value from LEP and Run I at the Tevatron, lv~sl = 0.998 ± 0.013[36]. 

9. 7 Conclusions 

The cross-sections of the Z boson decaying into electron-positron pairs and 
the \V boson decaying into electron and neutrino are measured using high 
PT electrons. The data were taken from l'via.rch 2002 through .January 2003. 
·with a total integrated luminosity of 72.0 pb-1 . These measurements yielded 
values of 

and 

(267.0 ± 6.3(stat.) ± l5.2(syst.) ± 16.0(lum.)) pb 

(267.0 ± 23.0) ph 

CTn' · Br(Vv'± -7 e±z;) (2.64 ± 0.01(.stat.) ± 0.09(.syst.) ± 0.16(forn.)) nb 

(2.64 ± 0.18) nb 

·which agree well ·with both the theoretical prediction at ,,,jS = 1.96 TeV 
and the Run Ia measurements when the correction due to the change in the 
centre-of-mass energy is made. From the ratio of these cross sections, 

CTw · Br(\V± ---+ e±v) 
az · Br(Z0 -7 e+e-) 

R 

9.88 ± 0.24(stat.) ± 0.47(syst.) = 9.88 ± 0.53, 

the branching ratio of \V in electron and neutrino and the total width of the 

\V boson are extracted, giving 

r(lY) 

f(\V± ---+ e±v) 

r(i·v) 
(9.89 ± 0.49)%, and 

(2.29 ± 0.12) GeV. 

The latter value agrees \vithin 2a of the Standard 1viodel value; as shmvn in 
Figure 9.4. In addition , the CK:LvI matrix element l\!~s I has been extracted, 

g1vmg 
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This value is consistent with the other measurements in the literature. 

9.8 Future Prospects 

Improvements on the R measurement. can be made \vith higher st.at.isties and 
a better understanding of the systematic effects. 
\Vith 1 fb- 1 of data expected by the end of 2004, the statistical error can 
be reduced by roughly a factor four. A further improvement ·will come from 
the inclusion of events in the E_\I plug calorimeter, ·which ·will essentially 
double the sample and reduce the uncertainty on the acceptance. The main 
systematic uncertainty on the measurement of Il comes from the 20% uncer­
tainty on the amount of material in the detector simulation. Several studies 

arc currently underway, involving comparison of photon conversion events 
in data and l\font.c Carlo, to precisely quantify this effect. To reduce this 
uncertainty to the same order of the statistical one, the amount of material 
needs to be known to a 3% level, ·which seems achievable. The second largest 
error comes from the uncertainty on the calculation of the QCD background 
in the \V sample. Several different methods are being explored at present 
to confirm the number obtained ·with the method described in section 6.2.1: 

they include studies of QCD events in data and l\fonte Carlo. This will allow 
to reduce the conservative estimate associated \vith this method from 50% 
to better than 15%, resulting in a 1 % uncertainty on R. As other sources of 
uncertainties (as the choice of PDFs) can be reduced with the collection of 

more data and the inclusion of events in the Plug El'vl calorimeter, it seems 
reasonable to expect an overall precision of about 1 % on the measurement 

of R in Run II. 
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C;u1didat.cs 

Background : 
QCD 
Z0 /'/-+ TIT 

zo-+ ('-(~-
1r -+ Tl/ 

Total 13ackground 

Sign a.I 

i\cccpt.ancc : 

A1r.z 
,\;-; f i\w 

ID Efiiciencies : 
f y 

f L 

(OJ-.).'i'f-i.11.d1: 

f1v,z 

tx / tw 

Ttigger Efficiencies : 

Cw,;-; 

Drell-Yan correclion(I1 / I 2) 

Luminosity 

Vertex cut efficiency 

(J • 1J (no l um error) 

W's 

38628 

l:H1±(i77 

344 ± 17 
768 ± 22 

2:156 ± 678 

Z's 

8.7 ± 1.7 
1.0 ± 0.2 

9.7 ± 5.3 
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1821).;3 ±42.8,,/a/, ± 5.:3 ,11 ,1 

21.62 ±0.01l8 tat ± 0.698 yst % 11.'19 ±0.07,tat ± 0.518 y 8 t % 
0.4G7 ± 0.020 

84.2 ± 0.7% 
9:3.9 ± 0.5% 

99.92 ± 0.01 % 
84.2 ± o.1r1c 87.l ± o.n% 

1.0:34 ± 0.013 

g(j_(j ±0.·1 % 99.9 :+:~:; % 

1.001 ± 0.001 

72.0 ± 4.2 pb- 1 

95.l ± 0.5 % 

2.64 ±0.018 tat ± 0.098 yst 0.267 ±0.0068 tat ± 0.0158 y8 t 

9.88 ± 0.24.,la./ ± 0.47,,y«l 

Table 9.5: Summary of the results from the n· and Z cross section results. 
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Appendix A 

Baseline Selection Criteria for 
Tight Central Isolated 
Electrons 

In this appendix the selection criteria described in cha.pt.er 5 arc discussed[?]. 

The values chosen for ca.ch variable shown in Table 5.3 arc motivated, and 
more details are given on the procedures used in choosing them. 

A.1 Method 

The decision on the values of the different variables to cut on is based on 
studies of the efficiency versus the background rejection of the single vari­

ables. 

The efficiency of each quantity is estimated using a subset of the tight 
central isolated electron sample described in cha.pt.er 5, collected between 
l\farch and October 2002. This is a sample of z0 /11* ----+ e+c- events, selected 
in a slightly different way than in the analysis (described in section 5.2.5), in 
order to obtain an unbiased sample. For each event , an electron candidate 
passing the kinematic selection criteria.1 is selected "at ra.ndom" 2 and subse­

quently tested through the central tight isolated electron criteria. (as defined 
in Table ;).3). If it satisfies the criteria, the second electron in the event is 

1 They are those based on the Er,JlT and the fiduciality selection. 
21\Ieaning without requiring it to be the highest energy cluster or any other prerequisite. 
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taken as unbiased with respect to the identification variables. If it fails the 
central tight electron criteria, the event is discarded. 
The rejection of the background is found using the \V electron sample. 
collected in the same period as the z0 

/'/' ---+ e+e- sample with the same trig­
ger. The \V sample is taken as a representative sample with non-negligible 
background contamination. Hence the background fraction in the \V sample 
is taken as the figure of merit for the background rejection. 

For each variable the distribution for the z0 /'/ ---+ c+c- sample is re­
ported, for ·which the background is assumed to be negligible. The number 
of events for \Vhich the considered variable has a value that is higher than 
the chosen value are counted 0Vhiqher). The ratio of 1V1iiqlwr divided by the 
total number of events ( JV1.olal) is defined as the efficiency for electrons; that 
lS, 

iV/righer 
E=---

i\'lolal 
(A.1) 

The background for the \V sample is calculated once the selection criteria 
have been applied to sec the effect on the background fraction:~. The values 
of the variables arc chosen such that they reject the most background \vhilst 
maintaining intact a high fraction of the signal. 

A.2 Variables 

The variables used in the selection of the tight central isolated electron sam­
ples are described in chapter 4 and summarised in Table 5.3. I3oth the z0 

and \V samples are subsamples of this sample. All the corrections described 
in chapter 4 are applied here. All the variables will be described in turn; 
and the choice of the proposed value assigned to them will be discussed and 
motivated. 

• Electron Energy Br. 
The proposed cut for this variable is 25 GeV. Both the values of 20 and 
2;) Ge V have been studied using the \V electron sample. Moving from 
2;) to 20 the QCD background; which is the main source of background, 

:;See section 6 for details on the background calculation in the \V sample. 
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grows from 3%1 to 6%; as the systematic uncertainty on this number 
is about ;50% (see section 6.2.1): an error of 6% would reflect in a 3% 
systematic error on the cross-section measurement: "\vhich means that 
it would be the dominant systematic uncertainty. As moving the cut 
to 25 GeV reduces the signal by about 14%, but significantly improves 
the background rejection, the value of 25 Ge V is adopted. 

• Electron Track PT· 
The proposed cut for this variable is 10 GeV. As the cut at the trigger 
level is 9 GeV: cutting at 10 GeV gives a safety margin above the trigger 
value. Because, at trigger level no Beam Constrained tracking is used, 
cutting at the same JJT might bias the calculation of acceptances and 
efficiencies. 

• Calorimeter Isolation E!j0 
/ E:jusler. 

The proposed cut for this variable is 0.1; as it can be seen in Figure A.1: 
placing the cut at this value has the advantage of having high efficiency. 

• E/p. 
The application of an upper cut on the ratio of E/p is made in order to 
keep the events \Vhere electrons have undergone bremsstrahlung (\vhich 
appear in the tail at 1< E/p <2), and still reject the background \vhich 
will contaminate the region E /p > 2. Thus: the cut chosen for E /p is 
Ejp < 2. 
This choice is supported from the distributions of efficiency and back­
ground in Figure A.2. In addition to an upper cut on E/P: some other 
CDF analyses have imposed a lmver cut, such as E /p > 0.5. This 
has1d, been done in the inclusive tight isolated selection for two rea­
sons. Firstly. the cut becomes unreliable for very large values of py. 

A second reason for not imposing the cut is more philosophical; the 
rate for good electrons "\vi th E /p < 0.5 should be zero, and so the cut 
should not remove any significant number of events. Hmvever: track­
ing errors: including alignment problems and database mistakes, vvill 
move events around in E /p, with some showing up in this region where 
no events are expected. Consequently, this region can be used as a 
sensitive measure of one class of tracking problems and a measure of 
non-Gaussian tails on the tracking resolution due to them. Cutting out 

4See section 6.2.1 for the estimate of the QCD background in the \V sample. 
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• CES-Track Matching. 
The proposed cut on ~Z is l~ZI < 3.0 cm, vvhile that on Q · ~X is 
-3.0 cm < q · ~X < 1.5 cm. These choices are justified by the plots in 
Figure A.5 and Figure A.6. 

• v2 Aslrips 

The chosen val uc of x;trir < 10 keeps most of the signal and rej ccts a 
large fraction of the background, as shown in Figure A. 7. 

• The choice on the t:wo remaining variables; Fiduciality and Track Qual­
ity Cuts, is explained in more detail in [7]. 

Distributions of the variables described in this appendix are shown m 
Chapter ;) using the all set of data available for this analysis. 
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Appendix B 

Electron Efficiencies using 
zO--+ e+e- data 

In this appendix the formulae used to calculate the efficiencies in section 7.3.2 
arc derived. z0 --+ c+c- data arc used in this calculation, sinec they have a 
very clean signature and thus are ideal for this kind of study. 

B.1 Method 

Starting with a. sample of events with at least one tight central isolated 

electron 1 , the following variables a.re defined: 
ET = the efficiency of one leg passing the tight central electron requirements: 

EL = the efficiency of one leg passing the loose central electron requirements; 
Pr = the probability that one electron passes the tight central electron cuts: 

PL = the probability that one electron passes the loose central electron cuts 
but not the tight requirements; 
The quantities Pr and Pr, can be written as 

fy, 

(t.r, - Er) 

1 See section 5.2.4 for the definition of the tight central isolated electron sample. 

165 

(B.1) 

(B.2) 
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"Csing the expressions B.l and B.2, the probability for a Z to pass the central 
tight-central loose selection can be vvritten as 

f?, Pr · Pr + Pr · Pr, + Pr, · Pr 

Pr · Pr + 2Pr · Pr, 

E~+2h·(EL-E'l')] 
2fyf£ - fy 

fy · (2f£ - fT) , 

as already stated in section 7.3.2. 
The numbers of events introduced in section 7.3.2 can be written as 

with: 

N1 "1' 

iVn 

[ 2Er · ( 1 - Er.) + E~] · N 

Er · (2 - Er) · N; 
2 71. T, 

E1 · . H' 

JV = the total number of events in the data.; 

(B.3) 

(B.4) 

(I3. 5) 

(I3.6) 

iYrT = the number of events with both legs passing the tight central electron 
cuts in Table 7.3: 
iVrr, = the number of events with one leg passing the tight and the other 
passing the loose central electron cuts; 
iVc:c = the number of events with only one leg passing the tight selection cri­
teria and the other leg passing the cuts in the rightmost column of Table 7.3. 
Solving for fT and f£. 

2Nrr 
E1· = 

Nee+ Nrr 
NrL + 1Vrr 

EL=----­
Ncc: + Nrr' 

·while the efficiencies of the single cuts are 

as stated in section 7.3.2. 

Nri +N1T 
f i =-----

iVcc + iVn' 
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