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Abstract

The MINOS experiment is designed to search for neutrino oscillations. A
neutrino beam created at Fermilab will be sampled first by the Near Detector,
on-site at Fermilab, and then by the Far Detector, 735km away in the Soudan
mine, Minnesota. By comparing the relative fractions of neutrino flavours at
the two locations, oscillation parameters can be measured.

Relative calibration between the Near and Far Detectors is achieved using
a Light Injection system and cosmic ray muons. Absolute calibration is es-
tablished using a third, smaller detector: the Calibration Detector, (CalDet),
scheduled to run in a series of test-beams at CERN. The CalDet will charac-
terize the response of hadrons, electrons and muons in the MINOS detectors.

Relative calibration of the CalDet using the MINOS Light Injection sys-
tem and cosmic ray muons has been demonstrated to 2%. Stability measure-
ments of the detector response were made using cosmic ray muons and light
output variations of ~2% over a two week period have been observed which
correlate well with local temperature changes.

Simulated charged current v, and v, interactions in the Near and Far
Detectors for the Low Energy NuMI beam have been used to study oscillation
parameter measurement with MINOS. Using only the muon energy from
quasi-elastic interactions, the parameters have been measured to 7.6% for

s1n?20 and 9.6% for Am? after a two year exposure with MINOS.
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Chapter 1

Introduction

The Standard Model of Particle Physics has been extremely successful
in describing and predicting the interactions and properties of fundamental
particles. However, in recent years, it has been recognized that experimental
results cannot be fully understood within the context of the current theory.
One such field is that of neutrino physics.

The neutrino is a spin-1/2 fermion; it is colourless, carries zero electro-
magnetic charge and weak isospin of +%. The neutrino can therefore only
interact weakly, justifying its reputation for being elusive. It is a lepton
and accordingly, in the Standard Model, exists in three flavours: electron,
muon and tau. The most controversial issue regarding the neutrino is the
value of its mass. The Standard Model states that the neutrino masses are
all exactly zero, a direct consequence of this being that right handed chi-
ral neutrinos have no allowed gauge interactions since the weak interaction
maximally violates parity.

However, there is evidence for a disagreement between the measured num-
bers of neutrinos arriving at the Earths surface compared to the predicted

numbers based on Standard Model physics. Many experiments, including

16
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Super-Kamiokande [1][2], a 50 kT water-Cerenkov detector and SNO [3][4]
a heavy water Cerenkov detector, have investigated two isolated theoretical-

experimental discrepancies:

e The Solar neutrino problem highlights the discrepancy between the
measured number of v, arriving from the sun compared to the num-

ber predicted by the Solar Model. Both SNO and Super-Kamiokande,

among others, have reported results regarding this.

e The Atmospheric neutrino problem addresses the ratio of the number
of v, to v, reaching the Earths surface from the upper atmosphere as
a result of cosmic ray collisions with nuclei. The theoretical ratio for
this is approximately 2:1 in favour of v,. Experiments fail to measure
this value and, in particular, Super-Kamiokande has reported that the

discrepancy in the ratio is due to missing v,.

One possible solution to these discrepancies can be formulated from an-
other area of particle physics. The phenomenon of flavour mixing for hadrons
is observed in experiments and described by the Standard Model. The weak
eigenstates for quarks are not the same as the mass eigenstates which propa-
gate through space, allowing one quark to apparently transmute to another.
The probabilities for such interactions are given by the Cabbibo-Kobayashi-
Maskawa (CKM) mixing matrix. The implications of this to neutrino physics
is that, from a theoretical point of view, a similar freedom for leptons may
be expected.

In 1967, Pontecorvo [5][6][7] first considered the consequences of this po-
tential freedom to neutrinos. He postulated that if neutrinos had a finite
mass, and also that the mass and weak eigenstates were not identical, then a

mixing matrix could be formulated. In this scenario, any neutrino produced
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in an interaction contains a mixture of all three mass eigenstates. Since
neutrinos have no equivalent to hadronization in quarks, they continue to
be a mixture until they interact again. Manifestations of this effect can be
observed by current experiments such as Super-Kamiokande and SNO and
limits on the mixing matrix parameters can be set. However, precise mea-
surements are extremely difficult as experiments dealing with atmospheric
and solar neutrinos have no control over the neutrino sources.

An alternative approach to solving the neutrino problem is taken by long-
baseline experiments, such as the Main Injector Neutrino Oscillation Search
(MINOS) experiment. A beam of neutrinos created at Fermi National Ac-
celerator Laboratory (FNAL) will be fired through the Earth towards Min-
nesota. On their way, a small fraction of these particles interact in the
MINOS calorimeters. The Near Detector, on site at FNAL, samples the
beam before oscillations occur. The Far Detector, located in the Soudan
mine 735km away in Northern Minnesota, then makes another measurement
of the beam, allowing a comparison of the neutrino events at the two loca-
tions to be made. From such measurements, oscillation parameters can be

estimated. Figure 1.1 shows a schematic diagram of the experiment.

MINOS

Long-baseline experiment at Fermilab

Near Detector at NuMI Far Detector
FERMILARB Illinois SOUDAN MINE Minnesota
e e Wisconsin — == J.m!.‘.-mh_"r_
—_—— 10 km —n,
o | il ——
we? A e Thm |
o Neutring beam diverges MINOS detecior

e | . -
detector TA8 ki

Figure 1.1: The MINOS experiment.

When comparing responses from two detectors as MINOS does, relative
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calibration is very important; and absolute calibration is essential for accu-
rately measuring the oscillation parameters. MINOS is designed to achieve a
2% relative calibration and a 5% absolute calibration. To attain this, a light
injection system and cosmic ray muons are used to monitor and account for
detector-detector differences. To achieve absolute calibration, a third MI-
NOS detector has been built: the Calibration Detector, (CalDet). The same
in basic design as the Near and Far detectors but smaller, the CalDet is being
used to characterize the response of hadrons, electrons and muons of known
energies in the MINOS detectors. The CalDet is situated in the East hall at
CERN where it is to be exposed to several beams of different energies over

three years of running (2001-2003).



Chapter 2

Neutrinos in the Standard

Model and Beyond

The Standard Model has been extremely successful in predicting many
observable quantities in Particle Physics. Rigorous testing by experiments
at all achievable energies has left the theory intact and the basic properties
of nature that it defines are necessarily incorporated into any new theories.
New theories however are sought, as the Standard Model does not attempt to
describe gravity, and many of its parameters are arbitrarily set, in particular
the particle masses, rather than falling naturally from fundamental principles.
Nevertheless, it is essential to explain the ideas central to the Model before

describing possible extensions to it.

2.1 The Standard Model of Particle Physics

The Standard Model was formulated to describe the observed interactions
of known particles. The Model assumes that all experimental signatures are

the result of a small number of fundamental particles interacting via three

20
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fundamental forces: the strong force, weak force and electromagnetic force.
The fundamental particles are divided into two distinct groups: fermions
and gauge bosons. They differ from each other in terms of their intrinsic
angular momentum or spin: the fermions are 1/2-integer spin particles and
are the constituents of matter; the bosons are integer spin particles and are

responsible for carrying and transmitting force.

2.1.1 The Fermions

The fermions can be further subdivided into leptons and quarks. The
quarks feel the strong force whereas the leptons do not. For both groups, 6
particles and their anti-particles exist which can be further subdivided into 3
generations. Within the generation, the 2 fermions are separated by 1 charge

unit.

Leptons

There are two types of lepton, distinguishable by their electromagnetic
charge. The two most familiar leptons are the negatively charged electron
and its partner, the electromagnetically neutral electron neutrino. These
particles form the first lepton generation. The second and third generations
contain similar particles, differentiable by the mass of the charged lepton,
which increases with each generation. The second generation is comprised of
the muon and muon neutrino and the third by the tau and the tau neutrino.
Table 2.1 outlines the lepton generations and some properties of the particles.

The electron is a stable particle whereas the muon and tau are not. The
heavier leptons can decay to produce the lighter flavours. The tau is also
massive enough to decay to quarks. The limits on the neutrino masses in

Table 2.1 are obtained from measurements of energy spectra end-points. For
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Ve, beta decays from atomic tritium are observed; for v,, muons from pion
decay at rest are similarly used; and for v, analysing certain decays of 7 to

pions and a v, yields an upper limit on the mass.

Gen. | Flavour | Q | (T3)g Mass Lifetime
(MeV)
X e 1] —3 0.51 > 4.2 x 10%* yr, CL = 68%
Ve 0| +1 | <3x107%| > 21x10°s (solar)
> 900s, CL=90% (reactor)
) [ 1 -3 105.7 [ 22x10°%s
Yy 0| +; <0.19 | > 2.9s, CL=90%
T 1 -3 1777 1291 x 107" s
’ v, 0 +% < 18.2 no data

Table 2.1: Some properties and quantum numbers of the leptons. Q is the electro-
magnetic charge of the particle in units of e, the charge on the positron; T3 is the
weak isospin of the particle, the quantum number for the weak force. The subscript
L indicates that only left handed chiral particles and right handed anti-particles
feel the weak force. This quantum numbers for the anti-particles are obtained by
multiplying those shown by -1. The masses and lifetimes of the anti-particles are

similar but not identical. For full listings consult the Review of Particle Physics [8].

Quarks

Quarks are the only fermions which feel all 3 forces. They carry colour, the
charge of the strong force, they are charged weakly and electromagnetically
and are massive. They are grouped into 3 generations, with the hierarchy
following the mass of the particles. Quarks carry only fractional electromag-

netic charge; either +2/3 or -1/3, and each generation has one particle of
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each charge. The quarks are named up(u), down(d), charm(c), strange(s),

top(t) and bottom(b) and are arranged generationally as follows:

U c t

d s b

Quarks interact strongly according to the colour charge that they carry.
A quark can carry one of three colours: red(r), green(g) or blue(b); (7, g, b for
anti-quarks). A peculiar property of the strong force, explanined in the next
section, means that quarks are never observed in isolation. Following the
production of a quark in an interaction, further quarks are captured from
the vacuum such that the resulting bound collection of particles (called a
hadron) is colourless and carries an integer electromagnetic charge. There
are two types of hadron: a baryon consists of three quarks, one of each colour,
a common example being the proton (uud). A meson is made up from one
particle and one anti-particle each being of the same colour type, for example
the 7% (ud).

Table 2.2 shows some of the basis quark properties and quantum numbers.

2.1.2 The Bosons

The interactions of the fundamental particles are described in terms of
the exchange of a gauge boson. Each of the forces is represented by one
or more of these bosons, the properties of which influence the macroscopic
manifestations of the forces.

The electromagnetic force couples proportionally to the charge of the
particles, thus only charged particles feel the effect of this force. It is mediated
by the massless, chargeless photon (7), and consequently the electromagnetic

force has an infinite range.
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Gen. | Flavour | Q | (T3)r | Colour | Mass
(e) (MeV)
. u +§ +% r,g,b | 1.5-5
d —% —% r,g,b | 17-27
, ¢ +2| 45 | rgb | 1100-1400
s —% —% r,g,b | 60-170
; t +2| +35 | rgb | 173800
b -3 -1 r,g,b | 4100-4400

Table 2.2: Some properties and quantum numbers of the quarks. Q is the electro-
magnetic charge of the particle in units of e, the charge on the positron; T3 is the

weak isospin of the particle; Colour is the quantum number for the strong force.

The strong force is mediated by eight gluons and couples to the colour
charge possessed by quarks. Gluons are massless and therefore one may
expect the strong force to have an infinite range. However, a further property
of the gluons is that they also possess colour charge. A consequence of this
is that the strength of the strong force increases with distance. It is for this
reason that quarks are never seen in isolation. As the separation of a quark
from its hadron increases, the potential energy in the bond becomes large
enough to create quark-antiquark pairs, the result being that no coloured
quark composite can ever exist.

The weak force is mediated by three massive bosons: W+, W~ and Z°.
The W have a mass of 80.45 GeV and the Z° has a mass of 91.2 GeV.
For this reason, weak interactions are suppressed at low energies. This is
reflected in decays such as n — p+e~ +7 in which the neutron has a lifetime
of ~15 minutes which is many orders of magnitude longer than particles

decaying via the electromagnetic or strong forces. It is this distinction that
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earned it the name weak, even though later, the weak and electromagnetic
forces were found to be manifestations of the same electroweak force.

The weak force is unique in that it is felt by all fermions, coupling to
the weak isospin, and, due to the electromagnetic charge on the W bosons,
gives flavour changing transitions. The Z boson couples to both weak isospin
and electromagnetic charge. Being neutral, no flavour changes occur during
interactions.

Weak interactions are known to violate parity. Only left-handed fermions
and right-handed anti-fermions may take part in weak interactions. Indirect

observations of neutrinos from [-transitions of polarized cobalt nuclei:
0Co 5O Ni* +e 47,

showed that the neutrinos were only ever produced with a certain helicity [9],
where helicity is defined as the projection of the momentum unit vector onto
the spin vector of the particle. If the neutrino is massless, the observed maxi-
mal parity violation can be explained. This leads from the fact that neutrinos
produced in the left handed chiral state would, for a massless particle, always
be observed in the left handed helicity state, since the states are identical
in this limit. A massive particle however could sometimes be measured in a
right-handed helicity state since it can be boosted into a frame in which its
momentum direction and therefore helicity is reversed.

These results, along with the experiments mentioned in Section 2.1.1
which have never measured a non-zero neutrino mass, led to the neutrinos

masses in the Standard Model to be set to zero.
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2.1.3 Mass in the Standard Model

The Standard Model is an SU(3)®@SU(2),®U(1) gauge theory. A recur-
ring theme in physics is that a symmetry or invariance in nature leads to a

conservation law. This principle is also applied in the Standard Model.

Gauge Symmetries and the Glashow-Weinberg-Salaam Model

In Quantum Field Theory, particles are defined in terms of their La-
grangians and described by field equations. A local gauge symmetry im-
posed on a fermion field can yield a term corresponding to its interaction
with a boson field. A conserved quantity can then be defined corresponding
to the charge associated with the force involved. As an example, consider

the Lagrangian for a free fermion:
L= y(in"d, —m)y

where 1 is the field describing the dynamics of the particle and m is its mass.

Demanding a local U(1) gauge symmetry of the form:
O el
leads to the lagrangian for Quantum Electrodynamics (QED):
L= U(ir"0, — ) — Uy QA — L Fy P

Where A, is the photon field required to preserve the invariance and
F,, = d"A” — §” A*. Insisting on local gauge invariance, an interaction term

of the fermion field, 1) with the photon field, A, of the form:
—ey " QuAY

is unavoidable. Q is the charge operator whose eigenvalues are conserved

quantities; in this case, electromagnetic charge.
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The SU(3) gauge invariance in the Standard Model is imposed to describe
Quantum Chromodynamics (QCD), the theory of strong interactions and
colour is the conserved quantity.

The SU(2),®U(1) symmetry leads to the Electroweak theory which uni-
fies the electromagnetic and weak forces. Requiring this invariance introduces
four gauge fields. Three of these fields couple to the weak isospin carried by
left-handed fermions and the last couples to weak hypercharge carried by all
fermions.

The interaction terms introduced to the Lagrangian are then:
_ " —~ Y
X T- Wiz — gy 5 ¥ B

where W# and B* are the fields that were necessarily introduced to preserve
the gauge invariance. The operators T and Y are the generators of the SU(2);,
and U(1)y groups which modify interaction coupling strengths according
to the weak quantum numbers of the fields involved, (analagous to the Q
operator in the QED example above).

Since only left-handed fermions are observed to couple to the W=, the
fermion fields are separated into left and right chiral projections. The left-
handed fermions are represented as SU(2) doublets whereas the right-handed

are SU(2) singlets. For the first generations of the fermions, we have the

following:
Leptons Quarks
Ve u
Xp = xi =
e~ d
L L
Y =ep Yr = ug,dr

Note that for quarks the right-handed chiral state is represented by both
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members of the generation, whereas for leptons, the neutrino has no right-
handed state.

The four fields each represent a gauge boson, however these are not the
W.Z and ~ bosons described earlier. For gauge invariance to hold and for
the theory to be renormalizable, these bosons must be massless. Another
process is required to connect the gauge fields to the familiar W, Z and v
and to generate the masses of the W and Z bosons. This process is called

the Higgs Mechanism.

Spontaneous Symmetry Breaking and the Higgs Mechanism

Spontaneous Symmetry Breaking (SSB) underlies the Higgs Mechanism.
Consider the introduction of four scalar particle fields, ¢;, where the SU(2)®@U(1)
gauge invariant Lagragian is given by:

2

Y

where | [2=( )T( ).

Now assume that the vacuum is not a singlet of the gauge symmetry,
but rather there are an infinite number of states with the same ground-state
energy. The process of choosing one of these states is known as SSB and in
such a case a field can acquire a non-zero vacuum expectation value. For
example, Figure 2.1 shows a potential for which this process can happen.
The ring of minimum potential at the bottom of the “wine bottle” are the
infinite degenerate non-zero vacuum states. This is the Higgs potential and

is expressed mathematically as:
1 1
V() = 316" + 100"

where ;2 < 0 and A > 0.
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Adding this term to the Lagrangian above preserves gauge invariance,
but causes the scalar fields to acquire a non-zero vacuum expectation value.
It also introduces an extra degree of freedom for each field resulting from
the degeneracy of the vacuum state, (often expressed as a Goldstone boson

which facilitates transitions between these degenerate vacuum states). The

The Higgs Potential: V(¢) = %uzq)z + %M)A forp’=2,A=4

= . F
£ 08

o i
o\ /

of

0.2}

1 05 o0 05 1 TheHiggsPotentiaI:V(q;)=%p2¢2+%k¢4

Figure 2.1: The Higgs potential. The left-handed plot shows a 2-D representation
of the potential for 12> = 2 and A = 4. The right-handed plot is a 3-D representation
showing the “wine bottle” shape of the potential. The ring corresponding to the
minimum value of the potential causes the degeneracy of the vacuum state. It is
the choice of one of these degenerate states to be the true vacuum that leads to

SSB.

scalar fields are expressed as an SU(2) doublet:

ot - (¢1 + i¢2)/\/§
¢° (¢3 +iga) /2

To break the symmetry, we choose a “true” vacuum:

where v = /—pu?/\.
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This choice spontaneously breaks the gauge symmetry and the Goldstone
bosons are said to be “eaten” by the vector fields to become massive. In
fact, the extra degrees of freedom from having degenerate vacua become the
longitudinal polarisations for the W and B fields.

The W, and W} fields now correspond to the massive W, and W, gauge
fields. The physical Z, and A, fields however are obtained from mixing the
W2 and B, fields:

A, = cosbw B, + sinfy W,
7, = —sinfw By, + cosbw W}

where Ay, is the weak mixing angle.

Note that this choice of A, has the generators 7% +% = @, but Q¢y = 0.
Therefore although the spontaneous symmetry breaking generates mass for
the other three gauge bosons, the vacuum is invariant under the combination
Q and the field A, corresponds to the massless photon.

Having introduced the scalar fields to provide a means of generating mass
for the W and Z bosons, we can now consider its interactions with the fermion
fields. Coupling the left-hand doublet and the right hand singlet fermion
fields with the Higgs scalar fields produces fermionic mass terms in the La-
granian. For the first lepton generation:

L = [Xieer+ [erdoxy

v

= fl\/E(ELeR + ERGL)

Where f' is the Yukawa coupling and fl% = m,, the mass of the electron.

The neutrino does not have a similar term to the electron as there is no vg

singlet in the Standard Model.
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2.2 Massive Neutrinos

Introducing massive neutrinos is an extension to the Standard Model,
however, they can be incorporated with only a minor modification. Neutrino
mass can appear in two ways: as a Dirac mass term in the Lagrangian, just

as for the charged leptons; or by introducing a Majorana mass term.

2.2.1 Dirac and Majorana Mass

The Dirac term assumes that a particle and its anti-particle are different;
that is, the right-handed state, vg is fundamentally different from v§, the
CPT partner of vy. This results in mass terms which connect the L and R
components of the same field:

Lp = mprv
= mp(ULvgr + VgvyL)
where v = v, 4+ vi. Dirac neutrinos conserve lepton number and have four
components, vy, Vs, vg, VS analagous to ey, ef, ep, ef for electrons.

Alternativly, a Majorana neutrino can be defined. Since neutrinos are

electromagnetically neutral, a neutrino can be its own anti-particle. In other

words, the CPT partner of the left-handed neutrino is identical to the right-

handed anti-neutrino:
()" = vg
The Majorana mass terms connect the . and R components of conjugatge
fields. The terms appearing in the Lagrangian due to vy are then:
Ly = muXX
. mM(vLyg —+ 7%1/[)
where y is the self conjugate field: ¥ = vz, + v% = x“. A similar term can

also be expressed for vg.
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2.2.2 Adding Neutrino Mass to the Standard Model

The most general way to incorporate mass into the Standard Model is to
introduce a SU(2) singlet vg. This right-handed neutrino is “sterile”, it has
no interactions available to it. Now it is possible to describe a scenario in
which there are three different neutrino masses corresponding to the Majo-
rana terms for both vy, and vp as well as the usual Dirac mass.

It is simplest to proceed by expressing vy, and vg in terms of the self-

conjugate fields x and w:

= Uy + (I/L)C
= VR+ (VR)C

We can write the Lagrangian for neutrino masses as follows:

L= ﬁLMTLL + h.c.

where
mp
X me
nyg = and M = mp
v I

with m; and mpg being the Majorana masses associated with the left and
right handed neutrinos respectively.

Diagonalizing M to give My = diag(m;, my) and introducing the eigen-
states n; and 7y such that:

X cos(f)  sin(0) m
—sin(0) cos(0) 72

where the mixing angle, 0 is given by tan20 = ™D Then the neutrino
mpr — My,

mass eigenvalues are given by:

1

My = 3 [(mR + mL) + \/(mR - mL)2 + m2D
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The Seesaw Mechanism

A special case for this method of including neutrino mass is known as
the seesaw mechanism [10][11][12]. It provides an explanation as to why the
neutrino mass is so small compared to the other fermions and is therefore
theoretically attractive.

Consider the case where m;, = 0 and mp < mg. The mass eigenstates
are then:

my ~ T'p < mp

my ~ Mg
Thus, starting from a typical Dirac mass due to v, and a much heavier mass
due to vz we end up with a very light mass state, m; and a very heavy state,
msy. It can be seen that it is the heaviness of w, (made predominantly from

vr) which makes x, (made predominantly from vy) so light.

2.2.3 Neutrino Oscillations in Vacuum

Quantum mechanical oscillations are a consequence of flavour mixing for
massive fermions. In the Standard Model, because of the degeneracy of the
neutrino mass (they are all zero), there is no flavour mixing for the leptons;
that is, the flavour and the mass eigenstates are the same. Some possible

consequences of non-zero neutrino mass are now considered.

Three Flavour Mixing

Assume that neutrinos have Dirac mass and that flavour mixing does
occur, then the neutrino flavour eigenstates can be written as linear combi-

nations of the mass eigenstates:

Vo = E Uail/i
7
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where « indexes the flavour eigenstates: v,,v,, v, and ¢ indexes the mass
eigenstates vy, v, and v3. U is a unitary matrix, known as the Maki-
Nakagawa-Sakata (MNS) lepton mixing matrix [13], which can be parame-
terized in the same way as the CKM (Cabibbo-Kobayashi-Maskawa) matrix

for quark mixing:

Ve C1 51C3 5153 151

1% = —§1Cy  C1CC3 — S983€" 1083 + Socz€™ v

M 1C2  C1C2C3 253 1C253 2C3 2
_ i0 _ i6

UV, S§152 C€C152S53 + C9S3€ C159S3 CoC3€ V3

where ¢; = cosf);, s; = sinb;; 0; are the the weak mixing angles and €? is a,
complex phase, (responsible for CP violation in the quark sector).

The initial state for v, at time, t=0, is then:
¥a(0)) = Uailvi)

where the Einstein summation convention is assumed. Time evolution of
the state is then dependant on its energy eigenvalues. If the neutrino has

momentum p, then the energies, F; for the mass eigenstates are given by:
B = 4
where m; are the masses. The initial state then evolves as:

Va(t)) = UaieiiEit

Vz'>
Now, the probablity of the neutrino being in state g at time t is given by:
2
Pasp = [uslva(t))]
= [(Upivi|Usie™""03)|

_ Z |Ua7j|2 |Uﬁz|2 + Z UaiUEiU;jUﬂje_i(Ei_Ej)t
i i#]
Probabilities can also be calculated for Majorana mass terms, however

2

this is more complicated and requires a 6x6 mixing matrix to account for

the fact that neutrinos can also oscillate into anti-neutrinos.
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Two Flavour Mixing

It is expected that all three neutrino species will mix together, however,
theoretical models propose that there are dominant oscillation modes for each
neutrino flavour. It is therefore informative to calculate two flavour mixing
probabilities. Consider flavours v, and v, related to mass eigenstates v, and

vy as follows:
U, cosl  sinb vy

Vi —sinf cosb Vo

where 6 is the mixing angle between the mass and flavour eigenstates. The
probability of a v, — v, oscillation can be calculated as before. The time

evolving state for v,(t) is given by:
[v,(t)) = cosbe™ " |vy) — sinfe™ "1 vy)

and the oscillation probability to v, is:
Pove = [welva®)]
= sin’fcos’d (2 — e HE1—E2)t _ ei(ErEz)t)

= 2sin®0cos*0 (1 — cos(E; — E)t)

Now, E? = p? + m? but m; < p hence:

E; = P+

2

and:
my — m%
E1 — EQ =~
2p
Am?2,

Q
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where Am?, = m? — m2. Also, the neutrino is highly relativistic so ¢ ~ L,

where L is distance travelled. Using these results:
Am?, L
4p

in natural units. Express energy in GeV, distance in km and mass in eV to

P, . = sin2298in2<

obtain:

1.27TAm2, L
P, . = sin?(26)sin’ <$>

E
the familiar two flavour oscillation relation.

Using the baseline for the MINOS experiment, the oscillation probabilities
as a function of neutrino energy are shown in Figure 2.2. Three different
values of Am? are used within the region of parameter space suggested by

atmospheric neutrino experiments, (assuming sin?20 = 1).

2.2.4 Matter-Enhanced Oscillations - The MSW Effect

Oscillation probabilities in the vacuum depend not only on energy, dis-
tance and mass differences, but also on the value of the weak mixing an-
gle. For small mixing angles, the oscillation probability will always be small.
However, by considering neutrino oscillations in the presence of matter, large
probabilities can still be attained. This was first considered by Wolfen-
stein [14], Mikheyev and Smirnov [15] and is known as the MSW effect.

Neutrinos will interact when propagating through matter. The cross-
sections are very small (~ 10~%? — 10"%*m?), but when passing through large
quantities of material, such as solar neutrinos travelling through the Sun and
perhaps atmospheric neutrinos through the Earth, there may be observable
effects. Neutrinos can take part in elastic forward scattering such that their
momentum is left unchanged. Figure 2.3 shows the neutral current inter-

actions which all (non-sterile) neutrino flavours undergo. Figure 2.4 shows
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Oscillation Probability - A m? = 0.005eV 2
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Figure 2.2: Oscillation probability, P, .., as a function of neutrino energy for
the MINOS baseline. Three values of Am? are shown: 0.005eV2,0.002¢V? and
0.001eV?, with sin?20 = 1 in each case.

an extra charged current interaction only available to electron neutrinos and
electron anti-neutrinos.

Having this extra interaction, a potential term is introduced into the
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Figure 2.3: Feynman diagram for neutral current neutrino interactions with nucle-
ons (quarks) and electrons in matter. This process is experienced by all non-sterile

neutrino flavours.

Hamiltonian of the electron (anti-)neutrino. This term is the result of coher-
ent forward scattering which contributes to the energy of v, in matter. The
magnitude of this effect depends on the electron number density, /N, and is

given by:
VCC(Ve) - \/§GFN6

where G is the Fermi constant. (For anti-neutrinos, Voo (7.) = —Veoe (ve)).
Assuming once again only two flavour mixing, the time evolution of the
neutrino states in matter can be derived. In the mass eigenstate basis, the
evolution equation is given by:
d [ Ey 0 Vi
Z_
dt 1) 0 E2 1)

To simplify the derivation, change to the flavour basis:

d [ ve Eicos*0 + Eysin®0 (B, — E)sinfcost Ve
Z—
dt vy (Ey — Ey)sinficos  —FE,sin*0 + Fycos®0 vy
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Figure 2.4: Feynman diagrams for (a) charged current electron neutrino and (b)

charged current electron anti-neutrino interactions with electrons in matter.

Now add the contribution from the effective potential to the electron

neutrino diagonal term:

d Vo (Ey — E1)sin®0 + V2GpN, (Ey — E))sinfcosf Ve
i<
dt \ o, (Ey — Ey)sinfcost (Ey — Ey)cos®0 v

(Note that E;I has been subtracted from the Hamiltonian. Its contribution
to the evolution of the neutrino states is that of a common phase and there-
fore has no effect on neutrino oscillations which are a consequence of phase
differences.)

The Hamiltonian can be diagonalized by choosing the eigenstates:
1) = cosOn|ve) + sinf|v,,)
vh) = —sinby|ve) + cosOnr|v,)
where the matter mixing angle 6, is given by:

(E2 - E1)82n29
(E2 — E1)00829 - \/§GFN@

tan(20yr) =
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The probability of v, — v, oscillations can now be derived as for the

vacuum oscillation scenario.

E' — E)L
P, . = sin?20,,sin? (%)

where E] are the energy eigenvalues and the difference E| — FE is given by:

Am3,
2F

oy

2
s5in220 + (00529 — M)

Am3,/2FE

Thus, the form of the oscillation probability in vacuum is recovered:

1.27TAM?L
P, . = sin%20,,sin? <7>

E

where

2
AM? = Am3, | sin?26 + <00329 — m)

Am3,/2FE

At low matter densities, when N, ~ 0, then AM? ~ Am3, and sin?20,; ~
51n?20 and the expression for vacuum oscillations is recovered. At high mat-
ter densities, sin?26y; oc 1/N? and so oscillations are suppressed by 1/N2.

An important feature of the MSW effect is that when:

V2G N,
W = cos20

the mixing is maximal and a resonant enhancement of the oscillation prob-
ability occurs provided Am3, > 0 for neutrinos (and AmZ, < 0 for anti-
neutrinos). Further, it is interesting to note that resonant enhancement is
possible even if the vacuum mixing angle is small. Figure 2.5 shows the value
of sin?20y, as a function of E/AmZ,; Figure 2.6 shows the modified oscil-
lation probability as a function of E/AM? for v, — v, in the presence of

matter. Three different values for #, the mixing angle in vacuum, are shown

in both figures.
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Figure 2.5: Resonant enhancement of neutrino oscillations due to the MSW effect.
The passage of neutrinos through matter can induce a effective maximal mixing
of the flavour and mass eigenstates even when mixing in vacuum is not maximal.

p is the matter density of the material being traversed in units of g/cm?.
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Figure 2.6: v, — v. MSW oscillation probability for the MINOS baseline for

different values of #, the mixing angle in vacuum. The different colors show the

magnitude of the effect for different matter densities, p of the Earths crust.



Chapter 3

Experimental Searches for

Neutrino Oscillations

The electron neutrino was first discovered in 1955 [16]. Fifty years on,
many questions regarding the properties of these particles still remain unan-
swered. This chapter will introduce the evidence that led to the postulation
of neutrino oscillations and the motivation for building an experiment such

as MINOS.

3.1 Solar Neutrino Experiments

The first indication that neutrinos show behavior not predicted by the
Standard Model came from observations of solar neutrinos in 1968. The Sun
is powered by nuclear reactions in the core fusing hydrogen nuclei into helium.
These reactions occur via two cycles: the pp cycle and the CNO cycle. In
both cases, electron neutrinos are produced when protons are converted to
neutrons. The energy of these neutrinos are of the order of 1 MeV.

The Homestake chlorine experiment [17] consists of 100,000 gallons of

43
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tetrachloroethylene which allows the detection of electron neutrinos above

an energy threshold of 814 keV via the reaction:
Ve +3TCl — e~ 437 Ar

The neutrinos produced in the reactions of "Be and 8B in the pp cycle are
principally observed using this technique. The experiment measured the flux
of solar electron neutrinos and noticed a deficit compared to that expected
by the Standard Solar Model (SSM) [18].

Later experiments, namely SAGE [20][21], GALLEX [22][23], Kamiokande [24]
and Super-Kamiokande [2][25][26], have confirmed the results from Homes-
take. SAGE and GALLEX, (and its successor GNO [27]) are radiochemical

experiments employing gallium rather than chlorine. The key reaction is:
ve +t Ga — e +™ Ge

which has a threshold energy of 233 keV. These experiments are sensitive
predominantly to the pp neutrinos produced in the Sun.

The radiochemical experiments infer the flux of the solar neutrinos from
integrated running over a period of a few weeks. The elements produced in
the reactions are filtered out and counted providing a measurement of the
average neutrino flux for that period. An alternative approach, which also
provides the advantage of real time measurements, is taken by Kamiokande
and its successor Super-Kamiokande.

The Kamiokande detectors are water-Cerenkov detectors and are located
1000m underground in the Kamioka mine in Japan. Relativistic particles in
the detector produce Cerenkov light which is then observed by inward facing
photomultiplier tubes (PMTs). Kamiokande consists of 3kT of purified water
and 980 PMTs whereas Super-Kamiokande is a 50kT detector equipped with
~11,000 PMTs.
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Solar neutrinos are detected through elastic scatters with electrons in
the detector. The recoil momentum direction of the electron is correlated
with the momentum direction of the incoming neutrino and therefore the
Sun’s position in the sky. The energy threshold for the experiments is set
by the threshold for detecting the recoil electron. This is about 5-7.5 MeV
and so these experiments are predominantly sensitive to the ®B neutrino
flux. Figure 3.1 shows the predicted solar neutrino energy spectrum with the

thresholds for the experiments described.
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Figure 3.1: The predicted solar neutrino energy spectrum showing the energy

thresholds for a number of solar neutrino experiments. From [19]

The results from these solar neutrino experiments are summarized in Fig-
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ure 3.2. All three types of experiments show a deficit in the neutrino flux
from the sun which may imply the need for a modification to the SSM. How-
ever, looking more closely, it can be seen that there is no consistent way to
explain the results purely by altering the SSM. The Kamioka experiments
essentially measure the ® B neutrino flux, but the flux of the Homestake ex-
periment is smaller despite being sensitive to more of the total neutrino flux.
The only way to make the Homestake results consistent with the Kamioke
results would be to suppress the "Be neutrinos, except that to form 8B in

the sun requires the presence of "Be.

Total Rates: Standard Model vs. Experiment
Bahecall-Pinsonneault 98

s R Ta R |
1.0+819 g 1295

548 § e 7447
AT£0.02
Bmas 256023
Superk SAGE GALLEX /GNO
l Hzc' Ga
Theory ™ ‘Be m PP PEP Experiments mm
‘B M CNO

Figure 3.2: Measured neutrino fluxes from a number of solar neutrino experiments.

The fluxes predicted by the Standard Solar Model are also shown. From [19]

Further, looking at the gallium experiment results, the total measured
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flux is approximately equal to the expected flux from pp neutrinos. The pp
cycle in the Sun is well understood from luminosity measurements and the pp
neutrino flux is known to 1%. Therefore the contributions from “Be, which
must be there according to the Homestake measurements, cannot be accom-
modated. It would therefore appear that the results cannot be understood

within the current theoretical framework.

3.1.1 SNO

The most recent experiment to focus on the solar neutrino deficit prob-
lem is the Sudbury Neutrino Observatory (SNO) [3][4]. The detector is also
a water-Cerenkov detector, but uses heavy water (Dy0) rather than nor-
mal water (H»0). This difference enables SNO to distinguish electron neu-
trino charged current (CC) events from neutral current (NC) events (of all
flavours).

In normal water, an electron neutrino and an electron can interact via a
W or a Z. However in both cases, the final states are the same and so the
processes cannot be distinguished. In heavy water, the interactions with the
electrons occur although the cross-section for neutrino interactions with the
deuteron dominate. The CC and NC interactions with the deuteron have

different final state products:

CC: ve+d—p+p+e
NC: v+d—>n+p+v

The CC events produce an electron which emits Cerenkov light and the
NC events produce a neutron, provided the energy transferred is greater than
the deuteron binding energy (2.2 MeV). The neutron is then detected by pho-

tons produced in neutron capture. In heavy water, this occurs with ~25%
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efficiency, and so, in a second phase of running, salt (NaCl) is added to im-
prove the efficiency of neutron capture to ~85%. A third phase is also being
undertaken to remove the salt and then install 2 He proportional counters
to directly measure the neutrons (~45% efficiency). This measurement of
the neutrino spectrum has completely different systematics and so provides
a means to cross-check the results.

Results from the first phase at SNO have measured the 8B neutrino flux
and shown that there is direct evidence for a non-electron flavour active com-
ponent in the solar neutrino flux [3]. The measurements also determine the
flux of B active neutrinos to be in close agreement with the predictions of
solar models. SNO have also measured day and night solar neutrino energy
spectra and rates. A difference in the rates was found and a global solar neu-
trino analysis in terms of matter-enhanced oscillations of two active flavours
strongly favoured a large mixing angle (LMA) solution with a best fit of
Am? = 5.0 x 10 %eV? [4].

3.2 Atmospheric Neutrino Experiments

Primary cosmic rays incident on the upper atmosphere interact with nu-
cleons producing a shower of secondary particles. The secondary particles

include many pions which decay:

= w4+ v, (0,)

P = e+ v (7) + (V)

Therefore, at the Earth’s surface the ratio of v, to v, is expected to be
2:1 to first order. Also, geometric considerations lead to the prediction that
the neutrino flux should be up-down symmetric; the numbers of upward- and

downward-going neutrinos are expected to be the same.
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Experiments studying these neutrinos quote results in terms of a ratio of

ratios:

Rpara _ (Nu/Ne)para

R
7zMC’ (Nu/Ne)MC’

where N, is the number of muon-like events and N, is the number of electron-
like events. This ratio is independent of experimental parameters and allows
results from different experiments to be directly compared.

The atmospheric neutrino anomaly reflects the experimental results that
have measured R to be less than unity. The first measurement was made
by IMB [28][29], a water-Cerenkov experiment located in the Morton mine,
Ohio, USA, which measured R ~ 0.6 [29]. Two years later, this result was
confirmed by Kamiokande [30].

However, measurements made by two fine-grained iron calorimeter exper-
iments, NUSEX [31][32] and Frejus [33], reported no significant deviation of
R from unity. This lead to the belief that the description of neutrino interac-
tions in iron and water was incomplete. The Soudan 2 experiment [34], also
a fine-grained iron calorimeter, resolved the issue: having higher statistics
than the other iron experiments, it confirmed the value of R measured by
the water-Cerenkov experiments. The anomalous measurement of NUSEX
and Frejus are believed to have been caused by fluctuations in their data.
The findings of all these experiments are summarized in Figure 3.3.

The atmospheric neutrino anomaly is believed to be caused by neutrino
oscillations. This hypothesis has been most strongly supported by results
from the Super-Kamiokande experiment [1], which, in 1998, first announced

evidence for the oscillation of these neutrinos.
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Summary of Atmospheric Neutrino Measurements
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Figure 3.3: Measurements of the ratio of ratios, R (see text) for a number of solar

neutrino experiments.

3.2.1 Super-Kamiokande

The Super-Kamiokande detector was briefly described in Section 3.1 as
a 50kT water-Cerenkov detector. Identification and energy measurement of
particles produced from CC neutrino interactions with the water nuclei is
achieved by measuring the Cerenkov rings generated in the volume. Neu-
trino interactions in the detector are reconstructed and divided into different
categories: Fully contained (FC) events are those in which the neutrino ver-
tex and resulting particle tracks are entirely within the fiducial volume. The
FC events are further subdivided into sub-GeV and multi-GeV events, where
the energy threshold between the two categories is 1.33 GeV.

Partially contained (PC) events are those for which the neutrino vertex
is within the volume but a primary particle track, usually a muon, leaves

the detector. The final category is upward-going muons (UPMU); for these
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events a neutrino coming from below interacts in the rock and produces a
muon which is then detected in the volume. The neutrino samples produced
by dividing the events into these categories allow different ranges of neutrino
energy to be explored.

Super-K is able to test oscillation hypotheses by measuring the zenith
angle of the incident neutrino. This in turn gives the distance the neutrino
has traveled, as illustrated in Figure 3.4. In 1998, Super-K published a
figure for R of about 0.6 [35], consistent with previous experiments, and
went on to claim discovery of neutrino oscillations. They reported an up-
down asymmetry for muon-like events which varies with zenith angle in a
manner consistent with oscillations. The v, spectrum showed no distortions

and so conclude that the oscillations must be v, — v; or v, — Vgerige-

Atmosphere _-

Earth f

Figure 3.4: A sketch illustrating the variations in distance traveled by atmospheric
neutrinos with zenith angle. Super-Kamiokande can use this dependence to test

oscillation hypotheses.

With more data, oscillations to purely v, have been disfavoured at
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99% C.L. and interpreting the results in a two flavour scheme where os-
cillations are v, — v, the best fit corresponds to maximal mixing and

Am? = 2.5 x 107312 [36].

3.3 Reactor Neutrino Experiments

Nuclear reactors employ the elements 23U, 238U, 23° P and 2*' Pu which,
during fission, produce 7, with a mean energy of ~3 MeV. Experiments are
constructed to detect these neutrinos based on the reaction v, +p — et +n.
The detectors are typically located from 10’s of metres up to 1 km from source
and search for the disappearance of 7,. This gives sensitivity to oscillations
with Am? down to ~ 1073eV2.

The most sensitive reactor experiment is the CHOOZ experiment [37]
located ~1 km from the reactor core of the Chooz power station. The exper-
iment finished in 1998 and after an analysis of the full data set, no evidence
for spectral distortion was found. A region of oscillation parameter space has
been excluded which indicates that v, — v, mixing cannot be the dominant
mode for atmospheric region of interest, (at 90% C.L., Am? < 7 x 10~ *eV?
for maximal mixing and sin?26 < 0.10 for large Am?). These results corrobo-
rate the Super-K interpretation that v, disappearance and not v, appearance

is occurring for atmospheric neutrino.

3.4 Accelerator Neutrino Experiments

Accelerator neutrino experiments fire high energy particle beams at tar-
gets producing large numbers of secondary pions and kaons. These secon-

daries decay predominantly to muons and muon neutrinos. The advantage of
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this type of neutrino oscillation experiments is that, unlike for atmospheric
neutrino experiments, the energies and flavour content of the resulting neu-
trinos are very well known allowing accurate measurements of the oscillation

parameters to be made.

3.4.1 Short Baseline Experiments

Short baseline experiments are typically situated approximately 1 km
away from an accelerator source which produces neutrinos at energies ranging
from 1072 MeV to 10 GeV. Such experiments have sensitivity to oscillations
with Am? down to ~0.1 eV? by looking for the appearance of v, or v, from
a beam of v,.

At CERN, the NOMAD [38] and CHORUS [39] experiments both looked
for v, appearance. However in both cases no evidence for oscillations was
found, excluding Am? > 1eV? for v, — v, mixing. The only accelerator
experiment thus far to report a positive oscillation signal is the Liquid Scin-
tillator Neutrino Detector (LSND) [40] at the Los Alamos Meson Physics

Facility.

LSND

An intense 798 MeV proton beam interacts in a primary target, which
initially was a water target later upgraded to tungsten, producing mostly 7+
and a small fraction of 7=. LSND uses a neutrino beam produced from pion
decay in flight (DIF): 7© — u* + v,; and an anti-neutrino beam produced
from i decay at rest (DAR): put — e + v, + 1.

Identification of electron anti-neutrino events is achieved via the interac-
tion: v, +p — et + n followed by neutron capture producing a photon of

2.2 MeV: n +p — d + 7. Identification of electron neutrino events is via
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the interaction: v, + C — e~ + X. The electron energies used in the DAR
analysis (looking for 7, — 7, oscillations) range from 20 - 60 MeV while for
the DIF analysis (v, — v, oscillations) 60 - 200 MeV neutrinos are used. The
experiment reported an excess of events in both the DAR and DIF beams
corresponding to oscillations with Am? ~ 1leV? and sin?20 ~ 1072. The
allowed parameter space is shown in Figure 3.5.

Figure 3.5 also shows results from other short baseline experiments search-
ing for oscillations in this region. One such is the KARMEN experiment [41]
located at the Rutherford Laboratory in the UK which also looks for v, ap-
pearance from a v, beam. KARMEN is a liquid scintillator detector which
is located 17.5m from the neutrino source, (half the LSND baseline). KAR-
MEN measures event rates consistent with expected background and excludes
much of the allowed LSND region.

A forthcoming experiment at Fermilab, MiniBooNE [42], currently under
construction, has been designed to search for oscillations in the region sug-
gested by LSND in an attempt to confirm the findings. Should oscillations
occur in the region suggested by LSND, MiniBooNE will observe an 8-10c
signal after one year of running. If the LSND result is anomalous, in two

years running the entire LSND region can be excluded at the 90% C.L.

3.4.2 Long Baseline Experiments

The first long baseline experiment built was K2K (KEK-to-Kamioka) [43]
which fires an almost pure beam of v, from KEK to Super-Kamiokande, 250
km away. The experiment looks for v, disappearance between the near detec-
tor, located at KEK, and the far detector in the Kamioka mine. The average
energy of the neutrino beam is ~1.3 GeV, hence v, appearance measurements

are not possible. Initial results from K2K indicate v, — v, oscillations in
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Figure 3.5: The allowed parameter space for the LSND results. Excluded regions

from other short baseline experiments are also shown.

the region suggested by Super-Kamiokande, however no interpretation of the
results has yet been reported.

Two other long baseline experiments are also expected to begin taking
data in the next few years: The CERN-to-Gran Sasso neutrino beam (NCGS)
proposes to fire a beam of v, towards the OPERA emulsion based detector
and the ICANOE detector [44], (consisting of the ICARUS liquid argon TPC
and the NOE fine-grained iron calorimeter). The detectors are designed to
look for v, appearance in the region suggested by atmospheric neutrino exper-

iments. The second forthcoming long baseline experiment is MINOS. MINOS
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also aims to address the atmospheric neutrino anomaly and is explained in

detail in Chapter 4.

3.5 Summary

Assuming that all the experimental results described above are a conse-
quence of neutrino oscillations, current understanding can be summarized as

follows:

e The solar neutrino anomaly suggests v, — v, maximal mixing for

Am? ~ 107%eV? given MSW oscillation enhancement in the Sun.

e The atmospheric neutrino anomaly suggests v, — v, oscillations with
maximal mixing and Am? ~ 1073eV2. Oscillations to v, are ruled out
by Super-K and CHOOZ. Super-K also excludes v, = Vgerie at 99%
C.L.

e LSND results indicate v, — v, mixing for Am? ~ leV2.

This information can also be displayed by considering allowed and ex-
cluded regions of the neutrino oscillation parameter space assuming that
specific oscillations dominate. Figure 3.6 shows the parameter space for
v, — v, oscillations and Figure 3.7 is for v, — v, oscillations.

Since Am2,,, << AmZ,ocneric << Amigyp it would appear impossi-
ble to describe the current results in a three neutrino framework. Further,
results from LEP have shown that there are only 3 active neutrinos [45], im-
plying that a fourth neutrino species would have to be sterile. The current
position regarding neutrino oscillations is therefore unclear, and it is essential

to obtain more experimental data. Along these lines, MINOS will be able

to measure whether the atmospheric neutrino anomaly is due to oscillations
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Figure 3.6: Allowed and excluded regions of parameter space for v, — v, os-
cillations. Regions excluded by Nomad, Chorus and CDHSW, (short baseline
experiments carried out at CERN), are shown along with the allowed regions from

Super-Kamiokande. From [8]

to v, or to Vgerie and will be able to measure the oscillation parameters
to approximately 10%. MiniBooNE will attempt to clarify the LSND effect
and SNO will continue to study solar neutrinos. The next few years should
produce new results which will shed light on the current confusion in the

neutrino sector.
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Figure 3.7: Allowed and excluded regions of parameter space for v, — v, oscil-
lations. Shown: allowed region for LSND and excluded regions from other short
baseline experiments, (Karmen2, Bugey, BNL E776); excluded regions from reac-
tor experiments, (CHOOZ, Palo Verde); preferred solutions from solar neutrino
experiments, (based on results from Homestake, SAGE, GALLEX, GNO, Super-
K, SNO); excluded regions from Super-K zenith angle measurements. The solar
neutrino preferred regions are labelled LMA (large mixing angle), SMA (small
mixing angle), LOW (low Am?)and VAC (vacuum “Just-so” solution). From [8]



Chapter 4

The NuMI-MINOS Experiment

The NuMI-MINOS experiment is a two detector, long baseline neutrino
oscillation search. A beam of mainly muon neutrinos are created at Fermilab
using protons from the Main Injector and are fired through the Earth towards
the Soudan mine in Northern Minnesota. The beam is first sampled by the
Near Detector, on-site at Fermilab, before oscillations have occurred and is
then sampled again, 735km away, by the Far Detector located in the mine.

This chapter describes the three major components of the NuMI-MINOS
experiment: the Beam, the Near Detector and the Far Detector. The physics
capabilities of the experiment are also outlined. For more detailed informa-

tion consult [46] and [47].

4.1 The Beam

The NuMI (Neutrinos at the Main Injector) neutrino beam will be the
most intense source of neutrinos in the world and is the reason that this type
of experiment can take place. The neutrino beam will contain predominantly

v, resulting from the decay of 7’s and K’s produced when 120 GeV protons

99
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from the Main Injector are brought to focus on a carbon target. The Main
Injector is initially expected to deliver 4 x 10' protons on target per spill.
The spill is delivered to the target via single-turn extraction to produce a
spill lasting 10us.

A diagram of the beam line is shown in Figure 4.1. Two parabolic mag-
netic horns are used to focus the charged particles produced when the protons
interact in the target. The hadrons then pass through a 675m long evacuated
pipe, where many decay to produce anti-muons and muon neutrinos (decays
to positrons and electron neutrinos occur approximately 1% of the time). A
section of absorber and rock further downstream is used to stop any hadrons
that have not decayed. Most of the muons also range out in the 240m of rock

between the decay pipe and the Near Detector.

Protons  Target Horns Decay Pipe Absorber Detector
Rock
]
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Figure 4.1: The NuMI beamline. Protons from the Main Injector hit the carbon
target producing secondary hadrons which are focussed by magnetic horns. The
secondary hadrons then decay to produce muons and muon neutrinos. A section
of absorber and rock remove hadrons and muons leaving a neutrino beam which

intercepts the Near Detector ~1km downstream of the target.

Both the magnetic horns and the target are movable. Changing the rel-
ative positions allows a beam with one of three different energy spectra to
be produced: so called Low, Medium and High energy. The three v, CC

energy spectra (without oscillations) at the Far Detector associated with the
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three beams are shown in Figure 4.2 along with a schematic diagram of the

positions of the horns and target for each case.
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Figure 4.2: The expected Far Detector v, CC energy spectra for the Low, Medium
and High energy neutrino beams, (assuming no oscillations). These are achieved by
changing the relative positions of the magnetic horns and target, shown schemat-

ically on the left hand side.

The experiment will initially run with the Low energy beam in order
to maximize sensitivity to the regions of parameter space suggested by other
experiments (see Chapter 3). In this configuration, the neutrino energy spec-
trum will peak at around 3 GeV at the Far Detector and, without oscillations,
the expected v, CC event rate is ~2400 per year.

One of the challenges that still remains for MINOS is how to compare
the spectra at the Near and Far Detectors. The problem is that as the beam
propagates to the Far Detector it diverges such that the neutrino flux at the
two locations is different. The beam characteristics can be understood from
the decay kinematics of the pions and kaons, however, there is uncertainty
regarding the initial hadron content and kinematics. To understand this, a

hadron production experiment at Fermilab, MIPP (Main Injector Particle
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Production), will accurately measure the particles produced when protons
are incident on the NuMI carbon target. The results of this experiment will
then be incorporated into a Monte Carlo simulation to predict the Near/Far

neutrino flux differences.

4.2 The Detectors

The detectors have been designed to be as similar as possible to reduce
systematic errors. It is therefore convenient to describe the main features of
the the MINOS detectors before highlighting the differences between them. It
should also be pointed out at this point that there is a third MINOS detector
that has been constructed for calibration purposes. It is very similar in design

to the larger detectors and is the subject of Chapter 6.

4.2.1 MINOS Detector Technologies

The MINOS detectors are fine grained tracking calorimeters with an ab-
sorber layer of steel and an active layer of plastic scintillator. The scintilla-
tor is made of polystyrene, infused with the fluors PPO (1%) and POPOP
(0.030%). The thickness of the layers is 2.54cm and lem for the steel and
scintillator respectively. Each plane of the detector is a sandwich of steel, air
and scintillator with a separation between each plane of approximately 6¢cm.
The scintillator layers are constructed from strips of width 4.1cm which, in
the case of the Far Detector, can be up to 8m long. The orientation of
the strips alternates with each successive plane by £90°. This gives detec-
tor resolution of ~23%/v/E for electromagnetic showers and ~55%/vE for
hadronic showers, where E is measured in GeV.

Each strip has a groove cut into its wider edge which runs along the length
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of the strip. Kuraray Y11 wavelength shifting (WLS) fibre of diameter 1.2mm
is glued into this groove in order to transport light produced in the scintillator
to the photodetectors. The strip is also covered in a reflective coating of
polystyrene mixed with TiO, to increase the amount of light captured by the
fibre. Figure 4.3 is a photograph of a length of MINOS scintillator.

Figure 4.3: A short length of MINOS scintillator being illuminated by a blue LED.
The groove for the wavelength shifting (WLS) fibre can clearly be seen along the

length of the strip. The strip is coated in a reflective layer to maximize light

collection by the WLS fibre.

The scintillator strips are arranged in groups of 20 or 28 and are affixed
within a thin layer of aluminium to form modules. These modules also encase
plastic manifolds which rout the WLS fibres from each strip-end to an optical
connector. Clear fibre is then used to transport the light from the modules
to Hamamatsu multipixel phototubes.

The detectors are both magnetized with a current carrying coil producing
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a field of, on average, 1.5T in the fiducial volume. This allows the momentum
of high energy muons to be measured from curvature, although the resolution
is limited by Coulomb scattering in the steel; at 10 Gev the muon momentum
can be measured to ~14% [48]. Low energy stopping muons can be measured
more accurately by range. A resolution of approximately 6% is obtained with

this method [48].

4.2.2 The Far Detector

The MINOS Far Detector is located in the Soudan Underground Labo-
ratory, Northern Minnesota, at a depth of 2100 metres of water equivalent
(m.w.e.). Everything required for the construction, including the detector
components and machinery, must be transported down a small mine shaft in
parts and reassembled underground.

The Far Detector is the largest of the MINOS detectors at 5.4kT. It
is made up from 486 octagonal planes of steel and scintillator each with a
diameter of 8m. The detector is split up into 2 supermodules each with 243
planes. The supermodules are both independently fitted with a 15kA-turn
coil which runs along the axis of the supermodule, through the centre of each
plane, to provide the magnetic field in the iron. Figure 4.4 is a photograph
of the MINOS cavern showing the Far Detector during construction.

Each scintillator plane is constructed from 192 strips arranged in 8 scin-
tillator modules. The strips are read out on both sides of the detector by
Hamamatsu M16 multi-pixel phototubes (16 pixels per tube). The signals
are multiplexed such that 8 fibres, corresponding to strips separated by ap-
proximately 1m in the plane, are readout by a single phototube pixel. De-
multiplexing is achieved by permuting the local order of the fibres on one

side of the detector with respect to the other. Thus, each side produces a
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Figure 4.4: The uncompleted Far Detector just after the raising of the 100th plane.

The edges of the scintillator modules can be seen behind the steel and the clear
fibres, protected and light-tighted within a black conduit, can be seen to run from
the detector to yellow crates on the uppermost and lowermost levels. These crates

hold the Multiplexing (Mux) boxes which in turn hold the phototubes.

unique pattern of light for a particular event.

The phototube signals are sampled and digitized by the Front End elec-
tronics which are modified versions of the Viking chip made by IDE AS of
Norway. The chip contains 32 channels of shaping amplifiers and the cir-
cuitry samples and holds signals before digitizing each in turn. The dynode
signals from each tube are monitored by the electronics and are used to trig-
ger digitizations. The Front End electronics are read out into the DAQ via

VME crates controlled by single board computers.
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In the cavern, the VME crates are located on the middle level, (see Fig-
ure 4.4), along with LeCroy 1440 high voltage supplies for the phototubes and
Pulser boxes (used to inject light into the planes for calibration purposes).
The crates on the upper and lower levels are used to hold the Multiplexing

(MUX) boxes which in turn hold the phototubes.

4.2.3 The Near Detector

The Near Detector is located at Fermilab approximately 1km downstream
of the NuMI target. It weighs 980 tons and is made up from 282 planes each
in the shape of an elongated octagon 3.8 metres high and 4.8 metres wide.
The Near Detector is fitted with a coil to produce the 1.5T magnetic field;
however, unlike in the Far Detector, the coil hole is offset from the central
axis by 0.5m.

The design of the Near Detector was chosen to reduce the amount of
steel, scintillator and instrumentation required to make the necessary mea-
surements, without compromising the magnetic field strength. The central
beam region has a radius of approximately 25cm at the Near Detector and so
the neutrino beam is directed at a point offset from the centre of the detector
by 0.5cm, (such that there is a 1m separation from the coil hole). Figure 4.5
is a sketch of a Near Detector plane.

The detector is made up of four functionally different components, each
with the same cross-sectional design. The first component of the Near De-
tector is called the Veto part and is the most upstream section. Neutrino
interactions detected here are not be used in analysis to prevent against pos-
sible end effects and to ensure that there is no background from neutron
events. This part contains a total of 0.5 metres of steel.

The second component is called the Target part and this is the region
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Figure 4.5: A sketch of a Near Detector plane. The coil hole is offset by 0.5m from
the axis of the detector and the beam is directed 0.5m in the opposite direction.
The central beam region is 25cm as shown by the circular shaded region. Four
planes out of five in the three upstream components of the detector are only

instrumented in the shaded hexagonal region.

in which interactions will be used for comparison with the Far Detector. It
contains 1.0 metre of steel. The third component is the Hadron Shower part
and, at 1.5 metres thickness of steel, it is long enough to contain the full
showers of all neutrino interactions occurring in the Target part.

The final component is the Muon Spectrometer which is used to either
range out muons or to ensure that a measurement of their momentum can

be obtained from their curvature in the magnetic field. This part contains
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4.0 metres of steel, which is sufficient to obtain momenta measurements of
comparable accuracy to match the Far Detector. Figure 4.6 is a schematic

diagram of the Near Detector, showing the instrumented regions.

trigger hadron
1.5m 1.5m
- -

Muon Spectrometer

enclosed in 3m Fe

Figure 4.6: The instrumented regions of the Near Detector.

Only the central region of the beam, (within a radius of 25cm), will be
used for the Near/Far comparison. Also, the transverse spread of hadronic
showers in the MINOS detectors at the energies used is about half a metre.
Therefore, it is not necessary to fully instrument each plane. In the three
upstream components of the detector, 4 out of 5 planes are only partially
instrumented to about 1m out from the beam axis. Every fifth plane is then

fully instrumented to indicate tracks and interactions outside of the central



4.3. PHYSICS CAPABILITIES 69

region.

In the Muon Spectrometer section, 4 out of 5 planes are un-instrumented
and every fifth is fully instrumented to give total plane coverage. This can
be done because the accuracy of momentum measurements from curvature
are determined by Coulomb scattering in the steel. Instrumenting the other
planes does not improve the measurement.

The Near Detector scintillator strips are read out only on one side. The
higher event rates and smaller number of channels (compared to the Far De-
tector) mean that multiplexing is not used and instead each strip is read out
separately. The photodetectors used at the Near Detector are Hamamatsu
M64 multi-pixel phototubes where each tube has 64 pixels.

The Near Detector Front End electronics are designed for higher event
rates and use high-speed QIE electronics. The QIE system is a deadtime-less,
multi-ranging ADC system which divides charge into 19 ns time buckets and
digitizes each separately. The digitizations are then reconstructed offline to

form hits analogous to those in the Far Detector.

4.3 Physics Capabilities

MINOS will measure and compare the rates and energy spectra for both
neutral current (NC) and charged current (CC) interactions in both detec-
tors. From the CC energy spectrum, any mode of oscillation can be detected
by the depletion of v, events and a comparison of the Near and Far energy
spectra provides information about sin? 26 and Am?.

In the most simplistic view, a neutrino event in a MINOS detector can be
classified as either Long or Short. Long events are mainly v, CC events with

a background from v, CC interactions, (above a threshold of approximately
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3.5 GeV, a tau produced from a v, CC interaction can produce a muon and
two neutrinos with a branching ratio of ~17%). Short events include NC
interactions for all neutrino flavours and CC interactions for v, and most v,.

A sketch illustrating this is shown in Figure 4.7.
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Figure 4.7: Sketches of event topologies in the MINOS detectors. v, CC events
can either look like v, CC events, if the tau decays to a muon, or like v, CC events

otherwise.

The ratio of ratios (Short/Long)near/(Short/Long)pe, as a function of
energy, also referred to as the T-test, is a useful measurement for two reasons:
firstly, it eliminates most of the problems due to differing rates at the Near
and Far Detectors, since any beam-dependent systematics cancel to first order
in the ratios. Secondly, it is sensitive to oscillations not only because of the

falling number of Long events with v, depletion but also because most of
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the v, and all of the v, will be Short showering events. The sensitivity of
this measurement to v, — v, oscillations is shown in Figure 4.8 after 2

years running. For maximal mixing the T-test can measure Am? down to

~ 1073eV?2,
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Figure 4.8: Sensitivity of MINOS to v, — v; oscillations from the T-test mea-
surement. The 90% exclusion limit for each of the beam configurations is shown
assuming no oscillations and after 2 years running. Regions of parameter space

favoured by Kamiokande and Super-Kamiokande are also shown.

The T-test is dominated by the statistical error due to the lower number
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of Short events than Long events. The cross-section for NC events rises
sharply at small visible energy, therefore an accurate calibration will improve
the measurement by allowing the low energy cut-off to be reduced, thereby
increasing the NC statistics.

The most sensitive technique for measuring the oscillation parameters
available to MINOS is via the v, CC energy spectrum (Long event). To
compare the Near and Far measurements, the Near spectrum is used in con-
junction with a hadronic production Monte Carlo in order to predict the
Far Detector spectrum if there were no oscillations. Then, deviations of the
measured Far spectrum from this extrapolated Near spectrum indicate that
neutrino oscillations have taken place. The oscillation signature appears as
a depletion of events at particular energies. The position of the dip then
indicates Am? and its magnitude is related to sin® 20. Absolute energy cal-
ibration is therefore very important for an accurate measurement of Am?.
The sensitivity of this measurement to v, — v, mixing is shown in Figure 4.9
after two years running. For maximal mixing, assuming no oscillations, Am?
down to ~ 8 x 107%eV? can be excluded.

MINOS also has some ability to distinguish between hadronic and electro-
magnetic showers using event topology. Looking for v, CC appearance MI-
NOS can modestly improve the limits set by CHOOZ and Super-Kamiokande.

Figure 4.10 shows the 90% exclusion limits after two years running.
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Figure 4.9: 90% exclusion limits from MINOS for v, — v, oscillations from a

measurement of the v, CC energy spectrum after 2 years running and for the Low

energy beam (assuming no oscillations). Beam systematic errors are also included

at 2%. The Kamiokande allowed region is shown in yellow.
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Figure 4.10: 90% exclusion limits from MINOS for v, — v, oscillations from a

measurement of the v, CC appearance after 2 years running. MINOS will be able

to modestly improve the limits set by CHOOZ and Super-Kamiokande (shown).



Chapter 5

Calibration Overview

5.1 Importance of Calibration

A measurement that relies on comparing the responses of two different de-
tectors is clearly very sensitive to systematic errors due to mis-calibrations.
Further, the measurements that MINOS intends to make of the neutrino
oscillation parameters strongly depends on the absolute energy calibration.
Therefore, the question of calibration for MINOS comprises: removing de-
tector variations within each detector, relating energy deposits from different
detectors and finally translating detector responses for different types of par-
ticles to energy in GeV.

A number of procedures have been developed to tackle the issue of cal-
ibrating the MINOS detectors, and a Calibration Detector has been con-

structed in order to measure the absolute energy scales for different particles.
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5.2 Relative Calibration

An important part of calibrating the MINOS detectors is the ability to
relate measurements made at one detector to those made in another. The
first step towards achieving this is to make the response of each individual
detector uniform. That is to say, variations in factors such as phototube gain,
connector efficiency and scintillator light output must be corrected for, such
that events in different parts of a particular detector can be meaningfully
compared.

The next step is to relate energy deposits in one detector with those in
another. This can be done by using particles of known energy and comparing
the detector responses. MINOS will use stopping muons from cosmic rays.
(Stopping muons must be used, rather than all cosmic ray muons, because
the cosmic ray energy spectra are different at the Far and Near detectors.
The Far detector is deep underground and so the cosmic ray spectrum there is
biased towards higher energies.) MINOS is designed to achieve a 2% relative

calibration.

5.2.1 Charge Injection

Charge from the photodetectors is sampled by the Front-End electronics,
then digitized. The linearity of the ADC scale with charge can be checked
and calibrated by injecting a known amount of charge at the Front-End. The
injected charge follows the same path as real signals through the electronics
and the subsequent digitizations give the relationship between injected charge
and ADC counts. This procedure calibrates the ADC readout channels to
1%.
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5.2.2 Light Injection

A Light Injection (LI) calibration system [49] has been designed for the
MINOS detectors. The system has a number of purposes: to measure and
correct for non-linearities in the response of the phototubes with light, to
correct for gain drifts over time and to measure the position of the single
photoelectron peak for each phototube pixel.

Bright blue LED light is used to illuminate each of the wavelength shift-
ing (WLS) fibres embedded in the scintillator strips. The light is injected
into each scintillator module via Light Injection Manifolds (LIMs) which are
located near the optical connectors. Each LIM services a number of WLS
fibres the shape of which is designed to maximize the amount of light inci-
dent on each fibre. The light absorbed by the WLS fibres follows the same
readout path as real signals and is digitized by the Front-End electronics.

The LED light is also monitored by PIN diodes. These have been mea-
sured to be stable to 0.5% over a 2 month period and in tests no evidence of
non-linearity with light has been observed [50]. Thus, they provide a good
measurement of the actual amount of light injected and are suitable for cali-
brating the response of the detectors to the specified level. Signals measured
by the PINs are shaped to look like phototube signals and are then digitized
by the Front-End electronics.

The LEDs themselves are housed in Pulser Boxes which provide the means
for controlling the pulsing remotely. All aspects of the pulsing, including the
frequency and LED light level can be varied. The Pulser Boxes also provide
the fibre fanout which transports light to each of the LIMs for each of the
scintillator modules. A schematic diagram of the LI system is shown in
Figure 5.1.

Each LED is monitored by two PIN diodes; one low gain and one high
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Figure 5.1: A schematic diagram of the Light Injection system.

gain. Having this arrangement ensures that there is always a PIN response
regardless of the amount of light being injected (for example, if a high light
level saturates the high gain PIN diode, the low gain PIN diode is still able
to make a measurement). Having two PIN diodes also ensures that there is
always some redundancy should one fail.

The LI system has two usual data taking modes. The first is a dedicated
LI mode in which the LEDs are pulsed at a range of different light levels
sufficient to monitor the response of the detector over the entire the dynamic
range of the ADC readout. Thus, a comparison of the response of the PIN
with the response of the phototubes yields information about non-linearities
in the response of the phototubes with light. These gain curves can then be

used to correct real signals offline.
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The second LI data taking mode involves pulsing each LED at a single
light level during normal data taking. This allows the gain curves, measured
using the longer, dedicated runs described above, to be scaled to account for
gain drifts within runs.

As MINOS detectors become operational, the longer runs needed to map
out the gain curves are taken approximately once a month and the gain
drift is monitored every 20 minutes, running concurrently with normal data

taking.

5.2.3 Strip-to-Strip Calibration

Strip-to-strip calibration is the process of accounting for variations in
the response of each readout channel upstream of the photodetectors. This
calibration accounts for differences in scintillator light output, WLS fibre
light collection efficiency, cable and connector transmission efficiency and
phototube gain and quantum efficiency. Cosmic ray muons at each detector
are used for understanding these differences.

A cosmic ray muon track can take a variety of paths through a detector.
Each track must therefore be corrected on a hit by hit basis to account for
differences in channel response due to track angle (affects the path length
through the scintillator) and hit position along the strip (affects the amount
of signal attenuation in the optical fibres before reaching the photodetectors).

The number of ADC counts corresponding to the passage of a muon (after
applying the charge injection and light injection calibration and tracking
corrections), are used to characterize the response of each readout channel.
The result of correcting for these differences is that, individually, the response

of each detector is now uniform for all readout channels.
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5.2.4 Stopping Muons

The final stage for relative calibration is to use cosmic ray muons that stop
in the detector. Since energy loss and range for muons is well understood,
the particles can be tracked and the response at a particular point along
the track corresponding to a particular muon energy can be measured. This
measurement allows all energy deposits to be expressed in terms of Muon
Energy Units (MEUs), and so events in different regions of different detectors

become directly comparable.

5.3 Absolute Calibration

In order to successfully calibrate the absolute energy scales in the detec-
tors, it is essential to understand the response of different types of particles
in a MINOS style calorimeter. To achieve this, the MINOS Calibration De-
tector (CalDet) has been constructed at CERN to take data in a number of
test-beams from the Proton Synchrotron (PS).

The CalDet has the same basic design as the two larger MINOS detec-
tors, and so its measurements can be directly applied to the Near and Far
detectors. The CalDet will measure muons, electrons and hadrons of known
energies from the test-beams and will characterize the response of each. The
results will ultimately relate the energy in GeV of each particle type to MEUs.
The CalDet as been designed to achieve this to 5% accuracy.

Calibration work carried out at the CalDet, specifically on the topic of
strip-to-strip calibration, is the subject of Chapter 6.



Chapter 6

The Calibration Detector

Accurate calibration demands that differences in muon, electron and
hadronic energy deposition in the MINOS detectors are well understood.
To accomplish this a smaller version of the Near and Far Detectors, the Cal-
ibration Detector (CalDet) is being exposed to particles of known energies
produced in test-beams at CERN.

A further purpose of the CalDet is to refine the relative calibration pro-
cedures. Muons are the cornerstone of the MINOS calibration, however, at
the Far detector the rates are so low that a useful sample requires a month
of data taking. At the CalDet, there are many muons passing through the
detector all the time from several sources making it an ideal place to carry
out thorough investigations. This chapter presents an in-depth study of the
muons at CalDet with regards to the calibration of MINOS.

6.1 Description of the CalDet

The CalDet is intended to be a segment from one of the larger detectors.

It is Im by 1m in cross-section and is 60 planes in length, with the same pitch

80
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between planes as for the Near and Far Detectors. It weighs approximately
12 tons, (compared to the ~5 kton Far Detector) and its size reflects the
volume required to contain showering particles of the energies produced in

neutrino interactions at the Near and Far Detectors. A photograph of the

CalDet is shown in Figure 6.1.

Figure 6.1: A photograph of the CalDet. The fibre optic readout cables can be
seen which transport light from the aluminium-covered scintillator planes to the
photodetectors. Notice the pattern of the cables corresponding to the alternating

vertical and horizontal orientations of the scintillator strips.

A significant difference between the CalDet and the Near and Far Detec-
tors is that there is no magnetic field. Studies of the influence of a magnetic
field on the response of an iron/scintillator calorimeter have shown that nei-
ther the mean of the total energy distribution nor the detector resolution

are significantly affected by the field [51]. For this reason, and because of
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the difficulty associated with engineering a magnetic field comparable to the
Near and Far fields, the CalDet was designed not to be magnetized.

Each plane consists of a layer of steel of thickness 2.5cm and an active
layer of scintillator. The scintillator layer is constituted from 24, 1m length
strips (with the usual lem by 4em cross-section), arranged and fixed in an
aluminium covering to form a module. Within a module, the WLS readout
fibre for each strip are collected and routed to connectors at the edge of the
module.

The CalDet has optical fibre readout from both sides of each scintillator
strip. The modules are connected to modified Far Detector MUX boxes each
containing 3 Hamamatsu M16 multipixel phototubes, (each phototube has
16 pixels). Each MUX box reads out signals from one side of 2 planes and the
CalDet, unlike the Far Detector, is not multiplexed. The CalDet is read out
on one side of each plane via a 6m length of clear optical fibre (between the
scintillator module and MUX box), and via a 4m length of green WLS fibre on
the other side. This was done in order to simulate typical signal attenuation
due to green fibre expected at the Far Detector, where the scintillator strips
can be up to 8m long.

After photomultiplication, signals from the phototubes are sampled and
digitized by the Front-End electronics’ . A threshold value on the dynode
signal from each tube is set such that only dynode signals above one-third
of a photoelectron trigger digitization. The electronics is also designed to
carry out pedestal subtraction and sparsification, (the process of removing

digitizations below a certain threshold on the grounds that they cannot be

'For the work presented in this thesis, Far Detector Front-End electronics were used.
However, CalDet will also take data using Near Detector electronics in order to compare

the responses.
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distinguished from pedestal).

Surviving digitizations are passed into the DAQ stream where a simple
dedicated trigger processor looks for certain hit patterns in order to decide
whether or not to keep the data. Once a trigger condition has been satisfied, a
window of ~200ns is opened and all hits from that period are written to disk.
These triggered time windows are nicknamed snarls rather than events since
each snarl can potentially contain more than one physics event. However,
at CalDet, the beam conditions are set such that each snarl typically only
contains one physics event. This is also true when taking cosmic ray muon
data.

A caveat of using the Far detector electronics in the test-beam is that
they are designed for very low event rates and consequently introduce a
component specific deadtime of 5-10us after each readout. This means that
a chip receiving a dynode trigger will read-out and subsequently be dead
asynchronously with the other chips for 5-10us. The times for which each
chip is dead are logged such that partially detected events can be identified

offline and are not included in analyses.

6.1.1 The Test Beam

The CalDet has been exposed to the T11 and T7 test-beams at the CERN
PS. The T11 beam has a range of particle energies between 0.5 and 3.5 GeV
and the T7 beam has a range between 0.5 and 10 GeV. The beams consist of
pions, protons and electrons, and muons from pion decay. The particles are
directed to the beam area during a number (between 1 and 3) ~0.5 second
spills within a ~15 second cycle.

Cerenkov detectors are available that are set-up to detect electrons above

a particular energy. Also, a Time of Flight (TOF) system has been developed
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in order to distinguish pion and proton events in the detector. The relevant
trigger conditions that are applied at the CalDet are: a hit in the LI Trigger
PMT (which is illuminated at a high light level every time any LI LED is
flashed), a TOF coincidence or a collection of hits for which, in a group of 5
consecutive planes at least 4 of the planes have a hit. There are also special
modes, such as a pedestal mode, where the electronics self trigger.

Cosmic ray muons events are also obtained during the beam exposure,
between spills. Outside of test-beam runs, the CalDet is housed in an enclo-
sure in the same hall as the beam areas. During this time, cosmic ray data
can also be obtained. In both the beam area and the enclosure, during the
summer months, there is a further source of high energy muons from the PS

itself.

6.2 Calibration Tools

The first step of the calibration procedure for MINOS involves correcting
the response of the detector for differences in scintillator light output, WLS
fibre collection efficiency, optical transmission efficiency and phototube gain
and quantum efficiency. A number of analysis tools were developed to make
the measurements shown in this chapter. The most widely used are described

in the following sections.

6.2.1 Event Display

A simple event display has been developed which was used at the begin-
ning of the CalDet running predominantly to help find and fix problems in
the readout chain. It also proved useful later to help develop an efficient track

finder. An example of the display is shown in Figure 6.2. The four views of
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the detector are displayed schematically for a muon event, (two sided readout
of alternating vertical and horizontal strips).

i
TOP

BOTTO! LEFT
ECICII I I IITIIITITrT]  ————| ————|

Figure 6.2: An example of the event display developed for the CalDet. The front
of the detector is at the top of the display, therefore this event is likely to be a
beam related muon. The Top and Bottom views represent the channels associated
with the vertical scintillator strips and the Left and Right views the horizontal

strips, (Left and Right are with respect to the detector)

6.2.2 Low Light Level LI Spectra

At low light levels, the number of photoelectrons emitted from the photo-
cathode follows a Poisson distribution. This original distribution is smeared
out by the multiplication in the phototube, producing a much wider ADC
spectrum. A function which fits the spectra produced from pulsing the Light

Injection system at low light levels has been developed [52]. The function
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is the convolution of a discrete Poisson with a Gaussian distribution and its

form is given below:
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where N is the number of entries in the histogram to be fitted; 0,4 and
Tpeq are the width and mean of the pedestal in the spectrum; o, and z,. are
the width and mean of the one photoelectron peak; A is the mean number
of photoelectrons produced at the photocathode, as expected from Poisson
considerations.

One of the features of these spectra is a small peak between the pedestal
and single photoelectron peak. It can be understood by considering photons
that pass through the photocathode and hit the first dynode. The dynodes
are made of a similar material to the photocathode and so the photon can
produce a photoelectron at the first dynode, resulting in a smaller signal at
the anode. The parameters related to this effect in the function are: dy,
related to the probability that a photon will pass through the photocath-
ode and strike the dynode to produce a photoelectron and d, related to
the amount by which the photomultiplication is reduced in such cases. An
example of the fit, can be seen in Figure 6.3.

This function is used to fit low light level spectra for each channel. The

position of the single photoelectron peak from the fit (the gain), is returned
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Fit to Low Light Level Spectrum
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Figure 6.3: An example of a fit to a constant, low light level spectrum. The
position and widths of the pedestal and single photoelectron peak are parameters
of the function, as well as the mean number of photoelectrons and two parameters
used to model the effect of photons that pass through the photocathode and strike
the first dynode.

and can be used in conjunction with the LI drift points to correct all the hits

in the detector into photoelectrons.

6.2.3 Track Finder

A track finder has been developed to select muon related hits from beam
events in each of the four views separately. Only event topology is used to

select track candidates, no cuts on the ADC value associated with a hit are
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applied. The tracking algorithm searches for coincident hits in consecutive
planes by attempting to follow the path of the track forwards through the
detector. Upon finding a hit, the tracker looks in the next plane of the same
orientation for a hit in a user specified strip range. A sketch of an example

tracking pattern is shown in Figure 6.4.

Figure 6.4: An example of the searching pattern used to find track related hits in
the CalDet.

The searching continues until the track either stops or leaves the detector
or a hit pattern is found that sets a veto flag. In the latter case, the event fails
and is not used in the analysis. The veto is required to remove showering
events from the muon sample. The following cuts are chosen to remove
electrons and showering pions from the muon sample during test-beam data

taking:
e No plane has three hit strips along the path of the track

e No two consecutive planes (of the same orientation) each have two or

more hit strips along the track

Looking again at Figure 6.2, the strips surrounded by a yellow border

can now be identified as those that were selected by this tracking algorithm.
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Once the track finder has attempted to find hits in all four views, events with

a track spanning at least 4 planes in each view are accepted as muons.

6.2.4 Track Finder Performance
Event Selection Efficiency

To investigate the ability of the track finder to select muon events and
reject showering events, samples of 5000 muons and 5000 pions at a range
of energies were generated in a GEANT simulation of the CalDet. Typical
light levels and attenuation effects measured at the CalDet are used simulate
hits in terms of ADC counts, (to produce typical CalDet Poisson efficiencies
for each channel). The samples of particles are generated with a Gaussian
spread of 1.5% in energy. Cross-talk is not included in these simulations.

The events have been passed through the track finder algorithm and Fig-
ure 6.5 shows the fraction of events accepted as a function of particle energy
for the muon and pion samples. For the muon sample, the selection efficiency
is 91% at 1 GeV and quickly rises to 98-99% at higher energies. (The lower
efficiency at lower energy arises from a loose angle cut which is applied to
the real data and so has been applied here for consistency. Demanding that
the average track angles in an event are less than 10° with respect to the
beam direction in both orientations is a quick way to reject cosmic muons
from the sample. At the lower energies, there is a larger chance that multiple
scattering will cause the event to be rejected by the angle cut.)

Most of the pions are removed by the shower cuts, however at lower en-
ergies, up to 25% topologically do not appear to shower. A closer look shows
that many of these tracks are shorter than muon tracks of the same energy.

This indicates that they are not depositing energy like a minimum ionizing
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Number of Selected Events as a function of Energy
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Figure 6.5: Fraction of muon and pion events selected using the track finder algo-
rithm for a range of energies in a Monte Carlo simulation of the CalDet. A cut on
the last hit plane in the event removes the majority of the pion events accepted

by the track finder.

particle and so could have consequences for the calibration if included.

Figure 6.6 shows the last hit plane for muons and pions at 2 GeV. De-
manding that the pions also stop within the muon peak removes most of the
selected pions as shown in Figure 6.5. Those pions remaining are essentially
indistinguishable from muons in terms of topology on an event by event ba-
sis. Although, from the Bethe-Block relation, small differences of order 2-3%
in the average dedx in iron are expected.

The selection statistics for a typical 1 hour CalDet run in the T11 test-
beam at a beam energy of 2 GeV are shown in Table 6.1. These, along with a
plot of the stopping plane for the selected events within £10° of the beamline,
shown in Figure 6.7 can be used to estimate the approximate contents of the

beam sample at this energy.
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Figure 6.6: Last hit plane for 2 GeV muon and pion events selected by the track
finder algorithm in a Monte Carlo simulation of the CalDet. The pions that stop
earlier in the detector than the muons are not minimum ionizing and so are removed

from the sample using a cut on this quantity.

The peak of the stopping plane distribution corresponding to the muons
is at ~56 (56 inches of steel traversed). Based on a Gaussian fit to this
peak, the number of muons in the selected sample is ~16% and the pions
(and protons) therefore constitute the remaining events. From Figure 6.5 the
number of accepted pions at 2 GeV is expected to be 20%, therefore in the
entire triggered sample of CalDet events, approximately 31% are pions and
muons from pion decay make up about 1%.

Using the information about the number of events failing the shower cut,
the number of showering events not due to pions can be estimated to be 68%.
These events constitute 52% of the triggered sample and are identified as the
electrons events.

Of the remaining 16%, 6% are the tracked events which were not within
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Run 40171, 2 GeV

Cut # selected | % selected
All Triggered Beam Events 148000 100
Tracks in Vertical Strips 38931 26.3
Tracks in Horizontal Strips 36018 24.3
Passing Shower Cut 34716 23.5
Tracks in Both Orientations 20322 13.7
Tracks Within +10° of Beamline 11054 7.5

Table 6.1: Selection statistics from a CalDet T11 Beam run at 2 GeV.

+10° of the beam-line and 10% are events that were neither flagged as show-
ering event nor were identified as being tracks. The former are higher angle
muon and pion events from the beam and the latter are likely to be very
short events from the beam which do not shower significantly and are not
long enough to be tracked. These events are likely to be pion or proton events.
In summary, the beam sample is constituted by ~46% pions/protons, ~52%

electrons and ~2% muons from pion decay.

Hit Selection Efficiency

One feature that has not yet been incorporated into the Monte Carlo is
the cross-talk between phototube pixels. This leads to phantom hits in the
detector which will sometimes appear along a track. Cross-talk to the nearest
neighbor phototube pixels produces the most significant effect and is at the
level of a few percent [53]. The average cross-talk light level for muons is a
fraction of a photoelectron and so sparsification usually removes these hits.
However, surviving cross-talk hits that are included in the calibration will

cause the typical muon response to be underestimated.
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Figure 6.7: Stopping plane for tracked CalDet events in a 2 GeV run in the T11
test-beam. The number of entries in the fitted peak give information about the

muon content of the data sample.

The mapping of the strip-ends to the phototube pixels is different on each
side of the detector. Cross-talk hits on both sides of the detector from a single
strip will therefore not coincide to mimic a real detector hit. For this reason,
a simple way of removing cross-talk hits is to take only double-ended hits
in the detector for use in calibration. Using this technique the hit selection
efficiencies have been studied for the track finder.

A sample of through-going muons from a 3.4 GeV beam run has been
selected. An important quantity to look at is the fraction of hit planes along
the track. Figure 6.8 shows a histogram of the fraction of planes hit in each
event for the sample, where a hit plane is one which has at least one strip
with a hit from both ends. The mean of the distribution is at ~0.8 indicating
that typically 48 out of 60 planes have double-ended strip hits.

This inefficiency is shown as a function of plane in Figure 6.9. Overlaid
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Figure 6.8: The fraction of planes hit for through-going muon events in the CalDet.
A hit plane is one in which at least one strip has hits at both ends. It can be seen

that typically 48 out of 60 planes contain double-ended hits in an event.

is the expected inefficiency based on the light levels observed in the detector
(calculated using Poisson probabilities). It can be seen that there is some
correlation between the measured and expected inefficiencies, and generally
the measured values are at the expected level.

To investigate the selection rate of cross-talk hits by the track finder, a
useful quantity is the fraction of hits which form a double-ended strip hit
compared to the total number of tracked hits. This is shown in Figure 6.10.
Given that typically 48 out of 60 planes have double-ended hits, the expected
fraction of double-ended hits is (48 * 2)/(48 x 2 4+ 12) ~ 0.89, (assuming that
all plane inefficiencies are due to only one side not having a hit). The mean
from Figure 6.10 is at ~ 0.84, indicating that 5% of the hits selected in
an event are unlikely to be directly related to the passage of the particle

but rather due to cross-talk. This translates into ~6 selected cross-talk hits
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Figure 6.9: Tracking inefficiencies as a function of plane for through-going muons.
Both the measured and expected inefficiencies, based on the observed light levels,

are shown. The measured values are at the level expected.

per through-going event, a similar occurrence rate as for real single-ended
hits. Therefore, using only double-ended hits for calibration is a necessary

procedure and has been used throughout this analysis.

6.2.5 A Simple Description of Muon Energy Spectra

The Landau distribution describes the energy loss for a particle passing
through thin strips of material. It is therefore assumed that the parameters
of this distribution can be used to characterize each of the muon energy
spectra. The distribution is characterized by having a narrow peak and a
long tail. However, the muon energy spectra themselves have much broader
peaks resulting from the effects of photomultiplication in the phototubes.
Thus, a reasonable function to fit is the convolution of a Landau with a

Poisson distribution, as shown below:
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Figure 6.10: Fraction of double-ended hits compared to total number of tracked

hits for through-going muons.

L® P(n) :/L()\; w,c).P(n; \)d\

where L(x;u,0) is the Landau distribution with most probable value (MPV)
p and width o; and P(x;)\) is the continuous Poisson distribution with mean
A

The Landau is itself expressed in terms of an integral, and so calculating
an analytical solution for this is difficult. To use the function for fitting, the

following approximation is used:

20
L® P(n) ~ NZ Lroot(N.s; p1,0).P(n; A.s)

A=1
where L,, is the ROOT [54] adapted CERNLIB [55] routine for a Landau

distribution; s is a scale factor which depends on the range of the histogram
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and the integral has now been replaced by a summation. The fit requires
three parameters: the MPV, u, and width, o, from the Landau distribution,
and a normalization constant, N. Figure 6.11 shows an example of this func-
tion. The convolved function is the black, dotted line and the individual

Poisson distributions that it is composed from are shown in red.

Muon Energy Spectrum Fitting Function
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Figure 6.11: An example of the approximate convolution of a Landau with Poisson.
The red lines are the individual Poisson distributions and the blue, dotted line is

the convolved function.

An example of the fit is shown in Figure 6.12. It can be seen that the
function describes the general shape of the histograms well with a reasonable

X% /ndf.

6.2.6 Strip End Characterization

The double ended hits from accepted muon events are histogrammed for
each scintillator strip end (each readout channel). The question is then how

to summarize each of the histograms to produce a single number correspond-
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Figure 6.12: An example of a fit to a muon energy spectrum using the simple

description outlined in the text.

ing to the response of that channel to the passage of a muon. Four techniques

for doing this have been compared:

1. Take the mean of each histogram
2. Truncate each histogram to the 90% level then take the mean
3. Fit each histogram using a simple fitting function, (see Section 6.2.5)

4. Fit each histogram using a more realistic fitting function (see Ap-

pendix A)

The last technique was developed using a simulation of the Hamamatsu
M16 phototubes [52] which accounts for the photomultiplication at each of
the dynode stages. The fitting function is essentially the convolution of a
Landau distribution with a Poission distribution to get the initial photo-

electron spectrum after the photocathode. The resulting spectrum is then
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convolved with another Poisson distribution to account for the effects of pho-
tomultiplication. The fitting function is described in detail in Appendix A.
In both cases where fits are used, the peak of the Landau distribution is used
to characterize the histogram.

The four techniques were then tested on simulated spectra, (created using
the phototube simulation described above). Figure 6.13 shows an example
result of using each technique on a particular spectrum which peaks at an
ADC value equivalent to 4 photoelectrons, (a typical light level observed at
the CalDet). The simple fit matches the peak of the distribution reasonably
well, but does not reproduce the fine structure of the single photoelectron
peak. This results in a x? value per degree of freedom greater than 1. The
more complicated function clearly simulates the shape of the spectrum more
accurately and has x? per degree of freedom close to unity.

Typically in the Far Detector, there will not be this many entries in each
strip-end histogram so it is important to see how the number of entries af-
fects the stability of the means and peaks. 100 spectra were independently
generated for each of 10 different numbers of entries in the range 400-10,000.
The four techniques were then applied to each of the 1000 spectra. For each
technique, a weighted mean is found and the fractional difference from this
mean is calculated for each spectrum. Histograms of the fractional differ-
ences, (weighted by the fractional error on the difference), for each of the
four techniques are plotted in Figure 6.14.

Figure 6.14 implies that the mean would be the best technique having
the smallest RMS. However, the mean is expected to introduce systematic
errors because of high ADC values in the long tail of the Landau distribution.
Plotting the average fractional difference as a function of number of entries

for each of the four techniques, as shown in Figure 6.15, it can be seen that the
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Figure 6.13: The result of characterizing a strip end spectrum using each of the

four described techniques. The fits both require parameters for the function that

are fixed: the gain, the number of entries and the range over which to fit. The

bottom right hand fit also requires a scaling parameter related to the width of the

single photoelectron peak. The details of this fit are explained in Appendix A.

mean does indeed show significant deviations at the 1% level. The truncated

mean too shows some significant deviations from zero, but only at the 0.5%

level. This is also consistent with the long Landau tail being the cause of the

deviations.

Considering the fits: the simple fit shows the least dependence on number

of entries, and therefore the Landau tail effects, (as expected; the fit was

developed to account for this effect). Figure 6.14 shows that the RMS for

the simple fit at ~1.1% is small enough to be used in strip-to-strip calibration

and is therefore a good candidate. The more complicated fit appears also
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Figure 6.14: The results from obtaining the mean, truncated mean and peaks

from two fitting methods when applied to 1000 independently generated spectra

of the same light level with different number of entries. Here the fractional differ-

ences from the weighted mean are plotted for each of the spectra, for each of the

techniques.

to show significant deviations from zero. This is probably because with low

numbers of entries, the more subtle features that the fit is trying to describe

cannot be resolved.

Figure 6.14 shows that at four photoelectrons per muon crossing, the

90% truncated mean exhibits variations of ~0.9% over the range 400-10,000

entries. This is acceptable for achieving relative calibration to the 2% level

despite the systematic effects seen at 0.5%, therefore this technique has been

adopted over the simple fit because of the overhead involved in performing

fits to each strip-end histogram.
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Figure 6.15: The average fractional difference as a function of number of entries

for each of the four techniques.
6.3 Calibration Procedures

Having developed the tools required for the calibration, the procedures
used are now outlined. As will be shown later in Section 6.4, at the CalDet,
large variations in response are seen across the detector. To achieve the
desired 2% relative calibration, it is therefore necessary to characterize each

channel in order to account for these differences.

6.3.1 Event Selection

Muon events were selected using the track finding algorithm described in
Section 6.2.3. The track finder was originally optimized to track muons and

to veto showering events from the beam. However, the algorithm can also
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be used to track cosmic ray muons. Specific angular cuts are applied to the
tracks in order to obtain a sample of muons predominantly from a particular
source. Two particular sources are of interest: cosmic rays and the beam.
The cosmic muons are important for strip-to-strip calibration whereas the
beam muons are important for defining a value for the Muon Energy Unit
(MEU) for the CalDet (i.e. the response of the detector to a muon of known
energy).

In terms of strip-to-strip calibration, to ensure that the calibration con-
stants are consistent throughout the CalDet running, it is important that
the muons used are always of the same energies. Looking at the angular dis-
tribution of tracked particles from the CalDet at different times of the year
and in various locations within the hall, the different muon sources can be
identified. The track angles are calculated by fitting a straight line to all the
accepted track hits. Figure 6.16 shows the angular distributions of tracks for

the three running conditions of the CalDet:

e Cosmic muons, no beam muons, no PS muons (enclosure)
e Cosmic muons, no beam muons, PS muons (enclosure)

e Cosmic muons, beam muons, PS muons (beam area)

The spikes in the distributions at particular angles correspond to tracks
in which all the hits line up precisely (for example, in sequential planes, strips
X,x+1,x+2,... are all hit). For these tracks, the angle measurement is limited
by the width of the scintillator strips and a single topology could correspond
to a range of angles. This is further indicated by a reduction of entries in
the bins surrounding the spikes. For the purposes of placing a loose cut on

the event angles, this does not pose a problem.
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Figure 6.16 also shows the change in the distributions by making a cut
on the vertical angle of the tracks with respect to the axis of the CalDet (i.e.
perpendicular to the planes). The angular distributions of the three samples
become comparable once tracks within +20° of the axis have been removed.
Thus, placing this cut on all muons used for strip-to-strip calibrations ensures
consistency regardless of the running conditions. The response of the detector
to these muons will be referred to as the Cosmic MEU.
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Figure 6.16: Angular distributions of muons in the three usual running conditions
of the CalDet. Cutting on the vertical angle, a samples of comparable cosmic

muons can be obtained.

Obtaining a sample of beam muons is more straight-forward. As can be
seen from the angular distributions, beam muons are much more prevalent
than the cosmic muons and, unlike the PS muons, are centered around 0° in

both horizontal and vertical angle. Therefore accepting only tracks that are
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within £10° of the axis is sufficient to obtain a good sample.

6.3.2 LI Drift Point Corrections

Every 20 minutes throughout data taking, the LI system pulses the LEDs
at a single light level, illuminating every strip end. Comparing the response of
the detector to the response of the PIN diodes gives a measurement of the gain
drift during the run. This information is used to correct each accepted track
hit to a reference point in the past for which the gain is well known. With
this correction, any time dependence due to gain shifts in the phototubes or
electronics is removed.

The importance of this correction to the strip-to-strip calibration can be
seen by looking at the variation in gain over time. Figure 6.17 shows the
average variation for all channels over a period of 2 days. The variation is at
the level of 2% which directly translates to an error of 2% in the strip-to-strip
calibration if these corrections are not applied.

The LI system also measures the linearity of the phototube response with
light by measuring gain curves for each readout channel. The LI system
pulses at a range of light levels, and the response in ADCs of each channel
is plotted against the response of the PIN diode. Examples of these are
shown in Figure 6.18. The drift points are then used to evolve the gain
curves throughout the run and so, as demonstrated in the figure, the two
gain curves taken at different times are equivalent after proper application
of the drift point data.

The ability of the drift points to do this correctly is demonstrated in
Figure 6.19. To make this figure, three gain curves are used. The first is
used as a reference, the second measures the linearity a short time (~ days)

later, and the last measures the linearity again after an expected ~20%
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Figure 6.17: The average variation in gain for all phototube pixels over the period
of ~2 days. The variations are typically of the order 2% on these timescales and

can be accounted for using the LI system.

gain change, (the High Voltage to all the phototubes was increased in the
interim). The drift points are then used to evolve the reference gain curve to
the later ones, and a different point along the curve is used to find residuals.
The red histogram in Figure 6.19 shows the residuals for all channels before
the drift point corrections are applied and the black histogram shows the
residuals afterwards. The two peaks in the red histogram can be identified
as the changes in gain between the reference time and the two later times.
It can be seen from the black histogram that application of the drift point

corrections removes the gain drift to better than 1%.
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Figure 6.18: Gain curves showing the linearity of the phototube response with
light level for a particular channel. The light level is measured by a PIN diode
whose response is plotted on the y-axis. Two gain curves taken at different times
are shown. The earlier gain curve is evolved using the drift point LI data to the

later time after which it is shown to lie along the the later gain curve.

6.3.3 Angle Corrections

As a muon passes through the scintillator, the amount of energy deposited
is directly related to the amount of scintillator in its path. Therefore, par-
ticles traveling at higher angles with respect to the axis of the detector will
typically produce hits with higher ADC counts. For calibration purposes, this
angular dependence is removed by correcting all hits as if they had passed
orthogonally through each plane.

In the case that the scintillator planes are not subdivided into strips, cor-
recting for this effect is just a question of using the track angles to approxi-
mate the path-length at each plane and correcting the ADC value accordingly.

However, the MINOS calorimeters use 4cm wide strips of scintillator. This
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Figure 6.19: Demonstration of the ability of the LI system to correct for gain drift
to better than 1%. Three gain curves taken at different times are used to make this
figure. The first is used as a reference and the LI drift point data is used to estimate
the gain at the later times. The residuals from (expected - measured)/expected
are plotted with (black) and without (red) the drift corrections. The gain drift

seen in the red histogram is accounted for in the black to better than 1%.

means that the path-length of a particle through a particular strip depends
on the position that the particle entered that strip. This is illustrated in Fig-
ure 6.20, where it can be seen that some particles traveling at higher angles
will only clip the corner of a particular scintillator strip.

These corner clippers are very difficult to correct for on an event by event
basis as the resolution afforded by the scintillator strips is not sufficient for
such accurate tracking. Instead, an average path-length can be calculated for

each track angle. Assuming that the distribution of particle entry position
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Figure 6.20: A schematic diagram illustrating the dependence of path-length

through a scintillator strip on the angle of the track.

over the width of the strip is uniform, then the average path, (ds), is given

by:

Jo " ds(y)dy
<d8> = fAy+5y dy
0
N Ay + dy

ds Ay
ds) = — | ———
@ - & (5m)

where x is position along the length of the strip, y is position along the
width of the strip and z is position along the axis of the detector; hence,

ds? = da? +dy? + dz?. dy is the maximum y position for which the track will
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still pass through the strip. Ay = 4.05¢m is the width of a scintillator strip
and Az = lem is the thickness.

To apply this formula, the simplest approach is just to use the average
angle for the whole track. However, sudden direction changes due to multiple
scattering of the muon can often occur. Therefore, a better method is to
calculate the local angle of the track at each plane separately using hits in
nearby planes. Looking at Figure 6.21, the relationship between path-length
and average measured ADC counts is shown for all hits in a sample of cosmic
muons. The relationship after applying the path-length corrections is also
shown. It can be seen that ~60% variations in mean ADC are seen over the
observed range. After applying the corrections, this dependency is removed
to better than a few percent, although, at the very low path-lengths, it can
be seen that both lines are discontinuous. This reflects the limited ability
to make angle measurements because of the finite width of the scintillator
strips. Projecting the points onto the y-axis and weighting by the errors,
Figure 6.22 shows that the corrections remove the ADC variations to 1.2%

over the observed path-length range.

6.3.4 Attenuation Corrections

The ADC value of a hit is also dependent on the position along the
strip at which the particle crosses the plane. As a muon passes through
a strip, some number of photons are captured by the WLS fibre and re-
emitted isotropically. The light is then attenuated as it makes its way to
the phototubes due to absorption in the fibres. The magnitude of the signal
at the phototube is therefore related to the amount of fibre between the
muon crossing point and the phototubes. To account for this effect, all

reconstructed hits are corrected as if they had passed through the centre of
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Figure 6.21: Normalized mean ADC as a function of path-length in the scintillator

for a cosmic muon sample before and after the application path-length corrections.

the scintillator strip.

In order to apply a correction, the first step is to investigate the typical hit
magnitude as a function of hit position along a strip. For a sample of cosmic
muons, the drift point and angle corrections are applied and the average
ADC value versus hit position along the scintillator strip are plotted. This
is shown in Figure 6.23 for each end of the readout. It can be seen that the
average slope is reversed, as expected, for the different sides of the readout.
The observed signal reduction near the ends of the scintillator strip is due
to the fact that there is no reflective coating at the ends of the strips. Light
produced near the ends of the strips therefore passes out of the end of the
scintillator and is absorbed by the manifold inside the module.

This dependence on position is characterized using 3 quadratic terms, one
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Figure 6.22: Variation in path-length corrected response. The points from Fig-
ure 6.21 are projected onto the y-axis and weighted by their errors. It can be seen

that the applied correction flattens the response with path-length to 1.2%.

for each of the three different regions. These terms are then used to correct
all hits in all muon samples back to the centre of each strip. Also shown in
Figure 6.23 is the attenuation corrected mean ADC value versus hit position
along a strip. These points are fitted with a straight line in each of the four
views. The y-intercepts and gradients from the fits are all approximately

consistent with 1 and 0 respectively to approximately 1%.

6.4 Results

The calibration tools and procedures described in the previous sections
are now applied to CalDet data. The following results summarize the detector
response before and after calibration and show the success of the calibration

procedures.
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Figure 6.23: The dependence of muon pulse height with position along a scintillator
strip with and without corrections. It can be seen that after corrections are applied

the response is flattened to about 1%.

6.4.1 Calibration Constants

Using a cosmic ray muon sample, all necessary corrections are applied to
the hits. For each strip end, the number of photoelectrons, corresponding to
the 90% truncated mean, is calculated for a cosmic muon passing orthogo-
nally through the centre of the detector. This value can be used to directly
compare the light output and optical path efficiencies for all channels.

The calibration constants used for correcting the strip-to-strip variations
are then simply these truncated means in terms of ADC counts. This single
number for each channel removes all variations in detector response which

do not significantly vary on short timescales.



6.4. RESULTS 114

6.4.2 Uniformity of Detector Response

The calibration constants remove both phototube gain and light output
variations between the different strip ends. It is interesting to separate these
two effects. Figure 6.24 shows the gains for the green and clear channels.
The means of the two distributions are similar as expected and the RMS
values indicate ~20% variations in the gains.
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Figure 6.24: Variations in the phototube gain at the CalDet. Green and clear fibre

readout channels are shown separately.

The variations in light output for each strip-end in terms of photoelec-
trons are shown in Figure 6.25. The light output for the green and clear
fibre readout channels are observed to differ by ~25% and variations in light
output for a particular set of channels are on the order of 10-15%. Recalling
again the observed gain variations of 20%, this leads to variations in detector

response in terms of ADC counts of 25-30% across the detector.
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Truncated Means from Muon ADC Distributions - Vertical Strips
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Figure 6.25: The light output of the CalDet readout channels in terms of photo-
electrons. The mean light output for the green and clear channels are seen to differ
by ~25% and variations in light output observed for a particular set of channels

is 10-15%.

6.4.3 Stability of Cosmic MEU over Short Time Scales

Measured differences in the strip-to-strip calibration constants over time
provide information about the stability of the detector response with chang-
ing conditions. Looking at short term variations, the effect of external en-
vironmental conditions can be monitored. Figure 6.26 shows the mean frac-
tional difference in the calibration constants (with respect to the earliest set
of constants) as a function of time for cosmic muons. The two distinct sets
of points correspond to two different data taking runs taken about two weeks
apart. The constants were updated approximately every 3 hours during the

runs.
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Figure 6.26: Variations in calibration constants over a two week period. Differences
of 2% in the mean MEU for all strips are observed on these time scales which will

impact the accuracy of the calibration.

It can be seen that there are short term variations within a run on the
order of 1% as well as an overall difference between the two runs of ap-
proximately 2%. This is a potentially worrying finding as it implies that
without accurately calibrating the entire detector on these time scales, ac-
curate calibration to 2% may not be attainable. At CalDet, calibrating at
this frequency is possible as there are always many muons passing through
the detector. However, at the Far Detector there are only an estimated 500
muons passing through each strip per month. It is therefore important to
discover the source of these changes in order to estimate the impact on Far

Detector calibration.

Temperature Effects

Given the pattern of the changes in Figure 6.26, an obvious culprit is the

changing environmental conditions, specifically temperature. At CalDet, the
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temperature is measured using a probe which records the ambient air tem-
perature in the vicinity of the detector every minute. These measurements
are then averaged to give hourly readings.

Previous measurements have shown that scintillator light output drops
with increasing temperature with a constant of proportionality: ~-0.3% for
AT = +1°C [56]. Using this relation, Figure 6.27 shows the expected varia-
tions in scintillator light output due to temperature. The observed shifts are
also plotted for comparison and it can be seen that the trends agree fairly
well. In terms of the Far Detector, this is encouraging as the temperature
conditions in the Soudan mine are very stable only fluctuating a few degrees

throughout the year.

6.4.4 Application of Strip-to-Strip Calibration

The success of the calibration procedure can be tested by applying the
corrections to a different muon sample and observing the hit distributions.
Figure 6.28 shows the strip characterization in terms of cosmic MEUs for
each of the 4 readout views. For a correctly calibrated detector, these distri-
butions should each have a mean of 1 and a width given by the errors on the
calibration constants. It can be seen that the distributions peak at 1 within
errors and the widths are ~6% reflecting errors on the calibration constants
of ~4% for these muon samples.

A further test is to look at a distribution of the average muon hit value
per event for the green and clear fibre readout channels separately, with
and without calibration. Without calibration, differences between the green
and clear readouts are expected and observed as shown in the upper plot of
Figure 6.29. These differences are observed to be ~25%, in keeping with the

differences in the calibration constants. The distributions are not Gaussian
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Figure 6.27: Observed shifts in calibration constants plotted with those expected
due to local temperature variations. The upper plot shows the pattern over the
entire two week period, whereas the lower plot shows the hourly variations for the

later of the two data sets.
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Truncated Means from Muon MEU Distributions - Vertical Strips
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Figure 6.28: The result of strip-end characterization for a muon sample corrected
for strip-to-strip variations. The distributions peak at 1 corresponding to the
fact that the strip-end variations are removed by the strip-to-strip calibration

procedure.

as might be expected, since large energy deposits in a single strip from the
Landau tail can dominate the mean ADC value in an event, causing the
distribution to be skewed to higher values. Once calibration is applied, the
distributions converge as shown in the lower plot of Figure 6.29, such that
the means agree to better than 2%, as required for relative calibration.

The calibration constants have also been applied to samples of electrons.
Figure 6.30 shows the summed ADC distributions for a sample of 2 GeV
electron events in each of the four views. Once again, large differences in

the means are seen between the green and clear readout channels. Once
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Figure 6.29: The mean muon hit response in ADCs before (upper) and after cali-
bration for the green and clear fibre readout channels. The calibration corrects the

distributions such that the means agree to 2% as required for relative calibration.

calibration is applied, Figure 6.31 shows that the distribution means converge
at the 2% level. The widths get narrower, but only by a few percent, since
the main contribution to the widths is from the intrinsic resolution afforded

by the calorimeter.
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Uncorrected Electron Summed ADC Distributions - Vertical Strips
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Figure 6.30: The summed ADC distributions for a 2 GeV electron sample with-
out calibration. The four different histograms correspond to the green and clear

readout channels for the vertical and horizontal strips.
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Figure 6.31: The summed MEU distributions for a 2 GeV electron sample after
strip-to-strip calibration. The differences between the green and clear readout

channels for both sets of strips are removed to the 2% level.
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6.4.5 Beam Muon Characteristics

Beam muon events are primarily identified by a track which is within 10°
of the beamline in both orientations. However, as discussed in Section 6.2.4,
particularly at lower energies, pions are also found by the tracking algorithm.
Further, the muons in the test-beam result from pion decay, therefore within
the selected sample there is also a range of muon energies. This is illustrated
in the stopping plane plot shown in Figure 6.7.

The CalDet will measure the energy loss for pions, protons and electrons
and express them in terms of some energy scale defined by muons. A way to
set a scale for the absolute calibration, is to use the response of a sample of
muons with well known energy in the CalDet. The other MINOS detectors
can then use the measurements from CalDet by isolating a similar sample of
muons.

One way to obtain a sample of muons with known energy at CalDet is
to assume that those particles in the peak of the last hit plane distribution
are muons at the beam energy. Using this method, stopping plane has been
plotted for a range of beam energies. This is shown in Figure 6.32, and it
can be seen that there is a linear relationship between the two quantities as
expected.

Also shown in Figure 6.32 is a plot of predicted range in iron versus
muon momentum, (made using the tables from [57]). It can be seen that
the gradients are similar for the two plots, although the actual muon range
is significantly lower in the CalDet measurements. This discrepancy may be
due to a number of reasons: in the iron plot, energy losses in the scintillator
have not been accounted for, although this is expected to be a small effect.
Also, the true energy distribution of the muons in the peak is not known

well, since an accurate simulation of the beam-line is not available.
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Figure 6.32: Range versus beam momentum for stopping muons in the CalDet.

Also shown in the expected range of muons in iron from tables published in [57].

To investigate muon dedx, the strip-to-strip corrected response of the
detector for a sample of stopping muons can be used. From a 2 GeV beam
run, the events which stop under the peak have been selected. The hits
from the events are corrected using the strip-to-strip calibration constants
and histogrammed for each strip-end. The 90% truncated means of the
distributions are found as usual. For each two plane section of the detector,
the mean of the strip-end truncated means is found and has been plotted in
Figure 6.33.

It can be seen that there is a significant increase in light output near
the end of the detector, corresponding to the muons stopping. The average

amount of energy deposited at the front of the detector is ~0.93 MEUs. (This
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Change in Light Output with Plane for 2 GeV Muons

51'4:""!'"'!""!""!""!"":
T R N — — — T
= Tt E
9 1.2 :_ .................. ....................... ....................... ....................... ....................... +_:
SYE L Ta
RN E L UL RS S oS o T
09?4'% .......... e 'a R ....................... ....................... ....................... ................... _;
08;_ .................. ....................... ....................... ....................... ....................... ................... _;
0_7;_ .................. ....................... ....................... ....................... ....................... ................... _;
]

06 10 20 30 40 50
Plane

Figure 6.33: Muon dedx versus plane for 2 GeV beam muons.

value is not 1 because the calibration uses cosmic ray muons which have an
average energy of ~4 GeV at the Earth’s surface [8]. Further, the tracking
requires at least 8 hit planes and so muons traveling at small zenith angles are
not selected. This also has the effect of increasing the average particle energy
of the cosmic ray muon sample.) A possible value to use for the absolute
calibration scale is therefore the number of photoelectrons corresponding to
0.93 MEUs. The response of electrons and hadrons of different energies can
then be expressed in terms of the response of 2 GeV muons.

Using muons from the beam to set the scale for the absolute calibration
is an attractive idea as the beam provides a source of particles at an approx-
imately constant energy, traveling orthogonally through the centre of the

detector. However, obtaining a good sample of muons at the nominal beam
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energy by using the stopping plane distribution may be misleading without
a better understanding of the beamline. Therefore, rather than trying to
isolate particles of known energy from the beam, the calibrated response of
muons at some arbitrary, but constant, distance from the end of the track

may be more appropriate for setting the scale for the absolute calibration.

6.5 Summary

In this section, tools developed for carrying out calibration at CalDet are
presented and results from their application shown. Variations in channel
response of ~ 25% have been removed using strip-to-strip calibration to the
2% level. This has been demonstrated both using muon and electron event
samples.

Stability measurements have shown that the detector response is stable to
a few percent over periods of weeks. The variations in light output observed
were shown to correlate strongly with temperature indicating that in a more
stable environment, such as the Soudan mine, the detector response would
be significantly more stable with time.

Measurements of range and dedx for beam muons have also been carried

out with regards to setting a scale for the absolute calibration of the CalDet.



Chapter 7

Extraction of Neutrino

Oscillation Parameters

The goal of the MINOS experiment is to find evidence for neutrino oscilla-
tions using a v, beam and to measure the associated oscillation parameters.
To be confident that the measured parameters are accurate, it is impor-
tant that consistent results are obtained from independent analyses. In Sec-
tion 4.3, the measurements expected to be most sensitive to the expected
oscillation signal have been described; namely the T-test (the ratio of ratios:
(NC/CC)pear/(NC/CC) tqr) and the comparison of the v, CC energy spec-
tra from the Near and Far detectors. These measurements rely on accurate
reconstruction of neutrino interactions in the detectors and, in particular,
the absolute energy calibration.

In this chapter, results from a study investigating the measurement po-
tential of a different analysis channel are presented. Extracting the oscillation
parameters using only the reconstructed muon energy from CC events has
been considered. The advantage of this technique is that the muon energy

can be found either from range, if the muon stops in the detector, or from
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curvature in the magnetic field; the measurement is therefore independent of
the energy calibration of the detectors.

The measurement does depend on the Near/Far spectra differences which
arise due to the divergence of the beam between Fermilab and the Soudan
Underground Lab. MINOS measurements which are sensitive to this differ-
ence will ultimately rely on Monte Carlo in order to extract the oscillation
parameters. A number of secondary hadron production models exist which
can be used to predict the primary pion divergence and ultimately the neu-
trino fluxes. A comparison of these models can be used to estimate the
dependence of the physics measurement on the uncertainty in the neutrino
fluxes. Also, assuming that one of the models is correct, the sensitivity of

measurements to the oscillation parameters can be estimated.

7.1 Beam Neutrino Flux

Interactions of the protons from the Main Injector with the NuMI car-
bon target are simulated using four different hadron production models. The
models differ in their predictions of the abundances and transverse momenta
of the secondary pions and kaons produced. For each model, the pions and
kaons are subject to the effects of the magnetic focusing horns in the Low
Energy beam configuration, which attempt to produce a parallel beam. Sub-
sequently, the secondaries decay in the 675m long evacuated pipe or are
absorbed further downstream. The neutrinos resulting from the decays of
these pions and kaons constitute the beam.

The neutrino flux from the models is expressed in terms of #v/m?/POT
as a function of energy, (where POT is the number of Protons incident

On the NuMI Target). To calculate the neutrino event rates at the Near
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and Far detectors, the neutrino flux is weighted by exposure (the combi-
nation of POT and the detector mass) and by the neutrino cross-section
to give #events/kt/yr as a function of energy. The four different hadron
production models used are GFLUKA [58], BMPT [59], MARS [60] and
MALENSEK [61]. The predicted Near and Far v, CC event rates for each of
these models are shown in Figure 7.1 assuming no oscillations. Differences in
the expected energy spectra of up to 15% between the models can be seen,
especially at the peaks of the distributions.

Since MINOS will make measurements by comparing the Near and Far
spectra, a useful quantity to know is the normalized v, CC event rate
Far/Near ratio as a function of energy without oscillations. This is shown in
Figure 7.2 for each of the four hadron production models. In this figure it
can be seen that differences of up to 30% are observed at the lower energies
between the four models. For this reason, the MIPP hadron production ex-
periment at Fermilab will measure the pions and kaons as they are produced
from the NuMI target. The results will be used to tune the models in order
to reduce the uncertainties in the Near/Far comparison.

Despite the uncertainties in the Near/Far ratio at present, these models
together can be used to estimate the sensitivity measurement. The predicted
sensitivities reflect the possible scenarios in the real measurement and so

provide an estimate of the best and worst case.
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Figure 7.1: The predicted Near (upper) and Far v, CC event rates calculated
using four different hadron production models, (no oscillations). Some differences

between the histograms can be seen especially in the peaks of the distributions.
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Figure 7.2: The predicted Far/Near ratio for the normalized v, CC event rates

calculated using four different hadron production models, (no oscillations).
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7.2 GEANT simulation

The detector geometries have been incorporated into a GEANT program
in order to simulate neutrino interactions. A system has been developed to
simulate the active detector response such that the output contains hits that
mimic hits in the real detectors. The Fiber in Long Scintillator, (FLS) sys-
tem [62], a simulation software package, takes into account such effects as:
photon production in scintillator; collection efficiency of the wavelength shift-
ing fibre as a function of particle path through scintillator strip; transmission
through optical fibres and connectors; phototube response; and Front-End
electronics digitizations.

A number of neutrino events (25,000), approximately corresponding to
7 years of running at the Far detector with the Low Energy beam have
been simulated in both Near and Far detectors. Neutrinos are randomly
selected from a predicted flux to get flavour, energy, direction and position
at a detector. These parameters are then used to calculate how much detector
material the neutrino traverses and using a scaled cross-section (to remove
factors of ~ 107?) decides whether or not the neutrino interacts. If it does
interact, the interaction position and material properties at that point are
passed along with the neutrino properties to NEUGEN [63] which is used to
generate the event kinematics. The final state particles are then tracked by
GEANT and the energy losses in the active detector are passed to the FLS
system to produce detector hits.

The Low Energy neutrino beam contains mainly v,, 7, with a small
fraction of v,, v, (~1%). The v, energy distributions shown in Section 7.1
for the four hadron production models, (and a similar set for the 7,), are
used to reweight the v,, 7, CC events in both detectors. The resulting muon

energy spectra for the ~18500 v, v, CC events in the Near and Far samples,
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reweighted by the four models are shown in Figure 7.3.

To see the effects of neutrino oscillations on the Far muon energy spec-
tra and on the Near/Far muon energy ratio, the Far detector v, CC events
are further reweighted using the two flavour mixing oscillation probability
derived in Chapter 2. Recent values from Super-Kamiokande for the atmo-
spheric neutrino oscillation parameters of sin?20 = 1 and Am? = 0.0025e¢V?2
are used to illustrate the oscillation signal. Figure 7.4 shows the Far muon
energy spectrum with and without oscillations for the GFLUKA hadron pro-
duction model. The oscillation signature is observed as a depletion of events
at energies below ~5 GeV. Figure 7.5 shows the normalized muon energy
spectra ratios: Far/Near, Oscillated Far/Far and Oscillated Far/Near for
the GFLUKA model. MINOS will therefore measure Oscillated Far/Near
and compare it to Far/Near from Monte Carlo to get Oscillated Far/Far.
The sensitivity of this final ratio to the oscillation parameters determines

the usefulness of this measurement.
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Figure 7.3: The predicted Near (upper) and Far muon energy spectra from v,

7, CC interactions calculated using four different hadron production models, (no

oscillations).
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Figure 7.4: The predicted muon energy spectrum from v, 7, CC interactions with

and without oscillations using the GFLUKA hadron production model in the Far

Detector. The oscillation parameters used are Am? = 0.0025eV? and sin?26 = 1

which results in a depletion of events below ~5 GeV.
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Figure 7.5: The normalized muon event rate ratios for the GFLUKA hadron pro-
duction model, showing Far/Near, Oscillated Far/Far and Oscillated Far/Near.
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7.3 Muon Reconstruction

To properly study the measurement potential, detector effects must also
be included in the muon energy spectra. For measurements of muon en-
ergy from range or curvature, only event topology is important for energy
reconstruction. MINOS is able to reconstruct stopping muons with ~6%
energy resolution and through-going muons from curvature with ~15% res-
olution [48].

Using the event sample obtained from the GEANT simulation, the true
muon energies are smeared by randomly sampling from a Gaussian distri-
bution with appropriate width. A stopping muon event is defined as one in
which there are no hits within 50 cms of an edge of the detector. All other
muon momenta are assumed to be reconstructed from curvature. A cut on
the minimum muon energy of 0.5 GeV is used, which reflects the fact that at
lower energies, the ability to accurately reconstruct muons diminishes. Also,
this cut would help to reject a background from NC events that would be
present in the real experiment but which has not been simulated in this anal-
ysis. In practice, this cut need not introduce a dependence on the energy
calibration of the detector, since it can be imposed be demanding a track
length longer than ~12 planes (~ 30cm of iron).

Since the energy resolution for stopping muon reconstruction is signifi-
cantly better than for through-going muons, it is interesting to consider the
effect of only using this sub-sample to make the measurement. In the Far
Detector event sample, of the 18546 v,, 7, CC events, 9823 of the muons
stopped, (~ 53%).



7.4. OSCILLATION PARAMETER MEASUREMENT 137

7.4 Oscillation Parameter Measurement

A MINOS measurement using the proposed method will compare the
spectrum measured at the Far Detector with that expected from the mea-
surements at the Near Detector. However, the Near Detector will measure
many neutrino events and the statistical errors will come solely from the Far
Detector. For this reason, the Near Detector muon energy spectrum is not
used in this analysis, (the available Near Detector event sample is the same
size as for the Far Detector and so would result in comparable errors for
the two spectra). Instead, only the Far Detector spectrum is used and it
is assumed that measurements of the neutrino energy spectrum at the Near
Detector can precisely tune the Monte Carlo simulation of the beam.

To study the accuracy with which the oscillation parameters can be ex-
tracted using only muons from CC interactions, the Far Detector sample was
split into two sub-samples. A smaller sample of approximately 7000 of the
original 25,000 neutrino events and is tuned to represent an example data set
for 2 years of running for each of the different models. The remaining events
are used as the MC sample.

The data sample is reweighted according to one of the hadron produc-
tion models, reconstructed and “oscillated” using sin?20 = 1 and Am? =
0.0025eV2 to form a “measured” muon energy spectrum. The MC sample
is then reweighted and reconstructed in the same fashion, but oscillated us-
ing many different combinations of sin?20 and Am?. The data and the MC
spectra are then normalized and compared for each combination of oscillation
parameters and a x? value, representing differences in the spectral shapes, is

calculated using:
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o "8 (DAT A; — MC;)?

—~  (0hara; + huc;)

where 7 represents the energy bins in the spectra and max is the maximum
energy bin used in the calculation; DATA;, 07474, MC;, o3¢, are the
number of events and error on the number of events in bin ¢ for the data and
MC sample respectively. In this analysis the x? has been calculated from 0
out to 20 GeV, beyond which the statistics become low and the oscillation
effects small.

The result of this procedure is a two-dimensional histogram of Am? ver-
sus sin?26 weighted by 2. An example of this is shown in Figure 7.6, created
using all CC muons and the GFLUKA model. Also shown is the x? distri-
bution for all the data/MC spectra comparisons. The x? in this case was
calculated using 100 bins, however normalizing the spectra reduces the num-
ber of degrees of freedom by 1. The observed peak in the distribution agrees
well with the expected value of 99, indicating that the fitting method is valid.

Figure 7.7 shows the normalized muon energy spectrum for the data, the
MC best fit and the unoscillated MC spectrum for comparison.

Figure 7.8 shows Ax? contours from the minimum representing the 68.3%,
90.0% and 95.5% confidence limits. This procedure has been carried out for
each hadron production model. Figure 7.9 shows the 90% confidence level
for each model.

From this single measurement, at the 90% confidence level after two years
running, given the current uncertainties in the neutrino energy spectrum at
the Far Detector, the oscillation parameters have been measured to ~26%
for sin?20 and ~30% for Am?. The errors quoted are found by looking for

the maximum deviation of a parameter from the best fit along the contour in
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Figure 7.6: A x? fit to the data using the MC sample weighted with many different
values for the oscillation parameters, (GFLUKA model). The plot on the left shows
how the y? varies over the parameter space and the plot on the right is a histogram

of all the x? values.

the physical region. The accuracy quoted above is a worst case measurement,
should the neutrino spectrum at the Far Detector be described by the BMPT
hadron production model. In the best case, should the MALENSEK model
provide the best description, sin?26 can be measured to ~19% and Am? to
~23%.

The variations in accuracy of the sin?20 measurement comes from the
differences in predicted event rates at the lower energies. Figure 7.10 shows
the differences in event rates as a function of energy for each model relative
to GFLUKA. The sizes of the contours in Figure 7.9 reflect the difference in

statistics at the oscillation sensitive energies for each model.

Unphysical Regions

The method for calculating confidence limits used in this analysis does
not recognize the physical boundary at sin?20 = 1 and the x? is calculated
even for unphysical sets of oscillation parameters. This was done because

of the choice of the “true” value of sin?26 to be 1. Statistical fluctuations
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Figure 7.7: The normalized muon energy spectra for the data and the MC best
fit, (using the GFLUKA hadron production model).

are expected to cause the best fit value for sin?20 to be greater than 1 for
some data samples, even though, clearly, a measurement of sin?26 > 1 has
no physical interpretation. The alternative is to restrict the fit to be in the
physical region, however, in doing this, it was thought that the size of the
confidence limits may be incorrectly reported.

A better method for calculating confidence limits close to a physical
boundary has been described by Feldman and Cousins [64]. The approach ad-
vocates a particular ordering principle when constructing the usual Neyman
confidence belts. The application of the Feldman-Cousins, (F/C) procedure
to the two parameter case, such as for neutrino oscillation parameters, leads
to a modification of the Ay? value corresponding to a particular confidence

level at each point in sin?20 — Am? space. The deviation of the limiting Ay?
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Figure 7.8: The confidence limits after 2 years data taking on the neutrino os-
cillation parameters measured using the reconstructed muon energy spectrum,
(GFLUKA hadron production model). The 68.3%, 90.0% and 95.5% limits are

shown.

values from standard values is largest close to the physical boundary and,
away from this boundary, the F/C values approach the standard values.

To construct the correct F/C confidence limits, a large number of fake
experiments are performed at each point in sin?20 — Am? space, using Monte
Carlo. This is therefore a very computer intensive process and has not been
carried out for this analysis. Further, a previous comparison of the F/C and
the usual Ax? procedure have shown that, for a large oscillation signal in
MINOS, the difference in size of the confidence limits is small [65].

When interpreting the confidence limits shown here, although the cover-
age in the physical region is not necessarily correct (since the best fit point
may be in the unphysical region), the extent of the contours from the best
fit point reflect the accuracy with which the oscillation parameters can be

measured.
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Figure 7.9: The 90% confidence limits after 2 years data taking on the neutrino
oscillation parameters measured using the reconstructed muon energy spectrum

for the four hadron production models.
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Figure 7.10: Differences in the predicted v, CC energy spectrum at the Far De-
tector between the different hadron production models. The differences in the
event rates predicted by BMPT, MARS and MALENSEK compared to those from

GFLUKA are shown.
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7.5 Other Measurements using Muons

Using the same MC data set, confidence limits can be drawn for differ-
ent measurements. For example, rather than looking at all muon events,
only contained events, which have better energy resolution, are considered.
Also, a cut that rejects events with more than some limiting energy in the
shower has been considered. Neutrino oscillations for the currently favoured
parameters predominantly reduces the neutrino flux at energies less than 5
GeV. Cutting above this energy in the shower removes events that do not
contribute significantly to the oscillation signal.

Further, in the limit that there is no shower and the interaction is a
quasi-elastic scatter, the muon carries all the energy of the original neutrino.
This allows the neutrino energy spectrum to be measured with excellent
resolution, although the accuracy of the measurement becomes limited by
statistics. It is important to note that this cut re-introduces a dependency
on calibration. Figure 7.11 shows the fraction of events accepted for a range
of shower energy cuts and Figure 7.12 shows the 90% confidence limits for
the GFLUKA model when using different values for the maximum shower
energy.

Considering Figures 7.11 and 7.12, a cut on the shower energy of 1 GeV
optimizes the accuracy of the measurement. To see why this may be, Fig-
ure 7.13 shows the normalized unoscillated muon energy spectra in the Far
Detector for a range of different cuts on the shower energy. It can be seen
that the relative proportion of events in the oscillation sensitive region in-
creases as the cut energy gets lower. Moreover, for the lower shower energies,
events in this region are constrained to correspond to neutrinos of a similar
energy. Therefore, above 1 GeV, the resolution to the oscillation signal is

diminished, and below this the statistical errors begin to dominate. For the
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Figure 7.11: The fraction of neutrino events accepted for a range of maximum

shower energies.

1 GeV case, the 90% contour indicates a 8-9% measurements for both sin?20
and Am?2.

It is interesting to compare the parameter contours for the muon measure-
ments with a similar contour for a measurement of the oscillation parameters
using the reconstructed neutrino energy spectrum. To reconstruct the neu-
trino energy, the reconstructed muon energy is found in the same way as
before, and the reconstructed shower energy is found by smearing the true
energy in the shower by 55%/v/Ep,. Figure 7.14 shows three 90% confi-
dence limits: reconstructed muon energy, reconstructed neutrino energy and
reconstructed muon energy for events with less than 1 GeV in the shower.

The neutrino contour indicates a parameter measurement of ~12% on
51n?20 and ~15% on Am?, larger than using the muon spectrum. With the
muon measurement, unlike in the case of the neutrino measurement, there
is an extra dependency on the Monte Carlo. The y-distribution, which gives

the fraction of the neutrino energy which goes into the hadron shower, must
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Figure 7.12: The 90% confidence limits after 2 years data taking on the neutrino
oscillation parameters measured using the reconstructed muon energy spectrum for
a range of cuts on the shower energy in the event. The contour becomes smaller as
the limiting energy is reduced to 1 GeV, after which the contour begins to expand

again because of the decreasing statistics.

be included in the Monte Carlo in order to extract the oscillation parame-
ters. Any uncertainties in this distribution would lead to systematic errors
in the muon measurement. In particular, any differences in the number of
events passing the shower cut will change the statistical significance of the
measurement.

The results presented here assume perfect knowledge of the y-distribution.
At the MINOS Near detector, there are many neutrino events every year,
and the gy-distribution can be well measured at higher energies. At lower
energies, muon momentum measurements will introduce systematic errors in
the y-distribution at the level of 5% [66]. To understand the effects of any
systematic errors, a simple approach is to use the true y values from the

data event sample and introduce a systematic shift. At lower energies, the
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Figure 7.13: Normalized muon energy spectra in the Far Detector without oscilla-

tions for a range of cuts on the maximum shower energy in an event.

mean y value is ~ 0.4. A 5% systematic shift can therefore be approximated
by adding £+0.02 to all y values in the data sample. Figure 7.15 shows the
contours for +5% systematic shifts in the y-distribution.

If the mean y value in the current Monte Carlo have been overestimated
by 5% compared to the data, the -5% systematic shift contour is obtained.
This contour is slightly smaller than before, reflecting the increased number
of events passing the 1 GeV shower cut, and the best fit point is shifted
by ~2% in sin?20 and ~4% in Am?. If the Monte Carlo y value has been
underestimated compared to the data, then the +5% systematic shift contour
shows that there are less events passing the shower cut and measurement
sensitivity is reduced. In this case, the best fit point is shifted by ~2% in
sin?sf and ~10% in Am?.

Table 7.5 shows the percentage errors in the physical region for two of the
cuts described above for each of the hadron production models: looking both

at contained muon events, and also all muon events in which there is less than
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Figure 7.14: The 90% confidence limits after 2 years data taking on the oscillation

parameters measured using the muon and neutrino energy spectra.

1 GeV in the shower. As would be expected from the reduced statistics, the
errors on the measurement when just using contained events are larger than
for using all muons. The cut on the shower energy significantly improves the
measurement for all models despite the lower statistics. The best measure-
ment of the oscillation parameters using muons would therefore come from
using the quasi-elastic sample. From the largest 90% contour of the four
hadron production models, this gives an error of 7.6% on sin?20 and 9.6%
on Am?, where the errors quoted represent the largest deviation from the
best fit point along the contour in the physical region. These measurements

assume perfect knowledge of the y-distribution.
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Figure 7.15: The 90% confidence limits after 2 years data taking on the oscilla-
tion parameters measured using the muon energy spectrum from quasi-elastic CC
events showing the effect of systematic errors in the y-distribution. The red +5%
systematic shift refers to a 5% increase in y for the data sample, that is, the Monte

Carlo underestimates y. Similarly, for the blue -5% systematic shift.
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Model Parameter Muon Sample
All Muons | Contained | Egp,, < 1GeV

GFLUKA 5in?26 24.3 274 8.4
Am? 28.1 36.3 9.3
BMPT sin?20 25.8 27.3 8.3
Am? 29.6 37.0 9.4
MARS s5in?20 23.6 30.3 8.3
Am? 27.3 39.8 9.3
MALENSEK 5in?26 19.0 22.2 7.6
Am? 23.2 29.3 8.6

Table 7.1: Percentage errors on oscillation parameter measurements for different
hadron production models for 2 years of data. Three different measurements are
shown: using all muons from CC interactions, using only contained muons and

using all muons for which the shower energy in the event is less than 1 GeV.
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7.6 Beam Misidentification

In the previous section, it was assumed that having measured the Near
Detector energy spectrum, the Monte Carlo simulation can be tuned and
the Far Detector spectrum predicted. In this section, the consequences of
incorrectly tuning the Monte Carlo are considered using the four hadron
production models. The data sample is now reweighted as before using one
model, however the MC sample is reweighted using a different model in order
to investigate the effect on the oscillation parameter measurement.

For the study to be meaningful, the Near Detector spectrum must now
also be included, as the relevant measurable quantity is the Far/Near ratio.
Since the statistical accuracy of the measurement is dominated by the Far
Detector spectrum, the entire Near Detector sample (of approximately 18,500
vy, v, CC events) is used to calculate the ratio for both the data and MC
sample. The Near Detector events are reweighted according to one of the
hadron production models and reconstructed as for the Far Detector.

To perform this test, the quasi-elastic sample as described in the previous
section is used. Figure 7.16 shows four plots, each of which employs a different
hadron production model to generate the data sample. In each plot there are
four contours representing the 90% confidence limits when the four different
hadron production models are used for the MC sample.

The relative sizes of the contours for each data sample correlates with the
statistical errors expected from Figure 7.10 as before. There are only small
differences of ~1-2% in both sin?20 and Am? at the best fit points in each
case. After 2 years running, the errors on the measurements of sin?26 and
Am? are therefore dominated by statistics and the current systematic uncer-
tainties in the hadron production model at the target are a comparatively

small contribution.
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Figure 7.16: 90% confidence limits showing the effect of misidentifying the hadron
production model. The four plots each use a different hadron production model
to give the Far/Near ratio for the data sample. The contours in each plot then
give the 90% confidence limits when using each of the different hadron production

models to give the Far/Near ratio for the MC sample.
7.7 Summary

In this section, a neutrino oscillation parameter measurement using
muons from v, 7, CC interactions for sin?20 = 1 and Am? = 0.0025¢V? has
been described. The advantage of this measurement is that it is independent
of the energy calibration of the detectors. After two years, a measurement
of sin?20 to ~26% and Am? to ~30% has been made using neutrinos from
the Low Energy beam.

The sensitivity of the muon energy spectrum to oscillations is limited
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because the muon energy does not directly correlate with the energy of the
original neutrino. Rather, the energy of the muon in a CC interaction is given
by the y-distribution, which describes the fraction of the original neutrino
energy in the shower. Cutting on this shower energy at 1 GeV produces a
sample of quasi-elastic events in which the energy of the muon is much more
correlated with the energy of the original neutrino. However, the dependence
on the energy calibration of the detector is re-introduced both in the shower
energy cut, and in any measurement of the y-distribution using the Near
Detector. Using this sample a measurement of the oscillation parameters has
been made to 7.6% for sin?260 and 9.6% for Am?, assuming perfect knowledge
of the y-distribution. 5% systematic errors in the y-distribution have been
shown to have significant effects on this measurement; 2% shifts in sin?20
and up to 10% shifts in Am? at the best fit points.

Finally, the consequences of imperfect modeling of the neutrino beam
have been estimated. For the four models used in this analysis, the systematic
uncertainties in the Far/Near ratio are small compared to statistical errors

after two years running.



Chapter 8

Conclusions

The MINOS detectors have been designed to achieve a relative calibration
to 2% and an absolute calibration to 5%. Tools for carrying out the calibra-
tion procedure have been developed and used on data from the Calibration
Detector at CERN. A relative calibration to 2% has been demonstrated using
the MINOS Light Injection system and cosmic ray muons to correct muon
and electron event samples. A method for setting the scale for the absolute
calibration has also been outlined by using muons from the test-beam.

Using cosmic ray muons, the stability of the system has been investigated
over a two week period and shown to be stable to ~2% percent. Changes in
the light output have been shown to correlate well with temperature changes
in the vicinity of the detector.

A Monte Carlo study has been carried out to investigate the potential
of measuring neutrino oscillation parameters using only the muon energy
spectrum from charge current v, 7, interactions and the Low Energy beam.
Different hadron production models have also been compared.

Assuming two-flavour mixing with Am? = 0.0025¢V? and sin?20 = 1 a

shape analysis of the Far Detector spectrum has been carried out. Using all
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muons, a calibration free parameter measurement of sin?26 to ~26% and
Am? to ~30% with two years worth of data has been made.

Using only muons from quasi-elastic interactions, a measurement of
51n220 to 7.6% and Am? to 9.6% has been made with two years worth of data,
given current knowledge of low energy neutrino interaction kinematics. This
measurement is not calibration free and so highlights the importance of the
CalDet measurements for making accurate measurements of the oscillation
parameters.

The effect of incorrectly modelling the neutrino beam has also been in-
vestigated using the muon measurement. With two years worth of data, the
systematic uncertainties from the different models are small compared to the

statistical errors on the measurement.



Appendix A

A Function to describe the
Observed Energy Loss by

Muons in Scintillator

A.1 Muon Energy Spectra

Energy loss in thin strips of material is well described by a Landau dis-
tribution. The distribution is characterized by having a narrow peak and a
long tail out to high energies. Muons passing through MINOS scintillator
will deposit energy according to a Landau distribution, however, after pho-
ton capture by the wavelength shifting fibre and attenuation of the light in
the fibre, the energy distribution at the phototube will be broader. Photons
arriving at the phototube as a result of the passage of a muon are subject
to Poisson statistics, and the total number of photoelectrons at the photo-
cathode will depend on the typical light level produced by the particle in the
scintillator. The final distribution in terms of ADCs (or some unit reflecting

the total amount of charge after photomultiplication) for many muon cross-
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ings is much broader than the original Landau, however the effect of the long
tail out to high energies is still visible.

An example of a typical muon energy spectrum measured at the Calibra-
tion Detector (CalDet) is shown in Figure A.1. Important features of the
spectrum include the single photoelectron peak visible at ~80 ADC counts;
the trailing edge of the pedestal at ~20 ADC counts (the sharp cut-off is due
to sparsification of the data) and the long tail out to over 1000 ADC counts

(over ~12 photoelectrons).

CalDet Muon Energy Spectrum Crate 0, Plane 16, Strip 12

T T T T T |Entries 81458
400 3. .................. .................. ................ Mean | 3050
350 | .o ................ .................. .................. ................ RMS 2175
3004 .............. 5 ‘éé"knébfi'éé‘b'éﬁdiﬁé"tudnlléﬁdéd"i\ﬁij'vm i
250 T — — e ..................
200H .............. RSN B Z .................. T— ..... ~
) e

100
50

0 200 400 600 800 1000 1200 1400
ADC counts

Figure A.1: A muon energy spectrum measured at the Calibration Detector. The
plot is annotated showing the more distinct features of the spectrum that need to

be modeled.
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A.2 Simulations

In order to develop a function to describe the muon energy spectra, a
simulation of the Hamamatsu phototube using the MINOS dynode resistor
chain was used to generate a typical CalDet spectrum with many entries. The
advantage of doing this, is that the position and widths of the photoelectron
peaks are exactly known in the simulation.

Parameters for the Landau distribution were chosen based on energy de-
positions in scintillator observed in GEANT simulations of the CalDet. An
example distribution for 3.5 GeV muons is shown in Figure A.2. Values
randomly selected from the Landau distribution were then converted into
photoelectrons based on the light levels observed at CalDet. The expected
broadening due to, for example, attenuation in the fibres, was not accounted
for since the dominant width in the final spectra is associated with the pho-
totube.

A generated spectrum with 100,000 entries is shown in Figure A.3. The
features observed in the CalDet spectrum are replicated in the simulation.

This spectrum was then used to develop the function.

A.3 The Function

By convolving a Landau with a Poisson distribution, the initial photo-
electron spectrum at the photocathode is obtained. This function alone has
been used to fit muon energy spectra in the CalDet (see Section 6.2.5) with
some success. However, doing this requires that the width of the underlying
Landau is huge to account for the phototube width. For a more realistic de-

scription, the question is how to go from the initial photoelectron spectrum

to the ADC distribution.
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Simulated Energy Loss Distribution for 3.5 GeV Muons in MINOS Scintillator

| ! | ! | ! | ! | ! | ! | ! | ! |
sl Entries 30000 |
10 = Mean 2.057 |
- RMS 0.8014 | 7
: x’ I ndf 233.6/262 | 7
2 B Constant 1.135e+04+99.33 | |
10 E MPV 1.72 £ 0.0009985 | 3
E Sigma 0.07883 + 0.0005211 E
10 E

1FE
T A

o 1 2 3 4 5 6 7 8 9

Energy (MeV)

Figure A.2: GEANT simulation of the energy loss in scintillator for a 3.5 GeV

muon. A Landau distribution has been fitted to the histogram.

A function mentioned in Section 6.2.2, used to fit a constant, low light
level photoelectron spectrum, employs Gaussian distributions to describe the
spread after photomultiplication for each photoelectron peak. Using the pho-
totube simulation, the actual ADC distribution for each photoelectron peak
can be observed. Figure A.4 shows each of these distributions for the 1 to 10
photoelectron peaks in the proportions that they contribute in Figure A.3.
It can be seen that, especially for fewer photoelectrons, the shape is Poisson
rather than Gaussian, although the scale is not consistent with a Poisson
distribution.

These peaks can be fitted using a scaled continuous Poisson distribution:

N5 oA

Pscae ;)‘7 = T~z 1\
A2 = pE
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Simulated muon energy spectrum Entries 100000
T T |Mean 330
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Figure A.3: A simulated muon energy spectrum showing features similar to those

observed at the Calibration Detector.

Where x = number of ADC counts; s = a scale factor, which essentially
reflects the fractional width of the photoelectron peak; A is the position of
the photoelectron peak; and I'(n—1) is the gamma function, which is used to
approximate n for a continuous distribution. An example of the fit is shown
in Figure A.5 for the first photoelectron peak.

The ideal function to describe the muon energy probability density func-

tion (PDF) in terms of ADC counts, z, is:
P?“Ob(l‘) = L®P®Pscaled
= [ [ L(X; p, 0).Pe(n; N). Pycgrea(; n, s)dAdn
where L(\; i, o) is the probability of obtaining A from a Landau distribution

with a Most Probable Value, (MPV) i and width o; P.(n; A) is the probability

of obtaining n from a continuous Poisson distribution with mean \; and
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Simulated spectrum showing contributions from photoelectron peaks
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Figure A.4: A simulated muon energy spectrum showing the contributions from

each of the photoelectron peaks.

Piscatea(; A, s) is the PDF in terms of ADC counts, x, for n photoelectrons
at the photocathode with an x-axis scale factor s, as discussed above.

The integrals to be solved are not straightforward because of the Landau
distribution, and so an approximation to this has been adopted. The Landau
distribution is replaced by the ROOT [54] adapted CERNLIB routine, and
the integrals are replaced by summations. The function, F(z) describes the

expected distribution after photomultiplication and z is in ADC counts:

F(x) = N.Prob(z)
~ NN e S2mss LA p, 0).P(15; M) Pacatea(; 1, )
N is the number of entries in the spectrum; A is a factor required to ensure
that Prob(z) has an area of 1; n is photoelectrons calculated n = /G where
G is phototube gain; P(n;\) is a discrete Poisson distribution returning
the probability of getting n for a mean \; \,;, and A, are the lower

and upper limits between which the L ® P integral is approximated by a
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Fit using a scaled Poisson distribution to the first photoelectron peak

40

B Entries 10000
100 Mean 82.38
B RMS 4158

B x° I ndf 252.7 /247
80|~ PoissonMean 81.56 + 0.4248
B ScaleFactor 20.3 +0.2746

60 [ Normalisation 481.5 + 8.063
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Figure A.5: A fit to the first photoelectron peak using a continuous Poisson dis-

tribution including a factor to scale the x-axis.

summation; n,,,, is the maximum number of photoelectron peaks that need
to be considered, Npar = Timar /G Where 4, is a limit that needs to be set
according to the light level of the spectrum.

The upper limit for the summation over n is set by x,,,, which is set
to be the x-value below which 99% of the entries lie. The upper limit for
the summation involving the Landau distribution is also set to be x;q:.
The Landau distribution drops quickly with falling x, so the lower limit
is found by evaluating the x-value at which the Landau probability drops
below 10~%. The reason for adopting the 99% limit, rather than attempting
to describe the distribution out along tail, if that the further out the function
is drawn, the more loops are required for the summations. This consideration

is particularly important when using the function for fitting: for the function
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to be useful, it has to be reasonably fast.

The function itself is only drawn from 0.3G to 95% of the histogram range.
The lower limit is adopted because for real CalDet spectra, a sparsification
threshold is applied to the data. The upper limit is chosen so that the
probabilities at the higher end of the function range are not significantly
affected by contributions from the long tail. Since the summation only covers
99% of the spectral area, there will always be some contribution from the
long tail missing in the PDF at the high end. Thus, the effect this has on
the function is minimized by restricting the range over which the function is

evaluated to be 95%.

A.4 Performing Fits with the Function

The parameters that need to be known or found by fitting to the muon
energy distribution are the gain, G, and the scale factor, s, for the phototube;
the MPV p and the width o of the Landau distribution; and the number of
entries in the spectrum, N. For simulated data, the phototube quantities are
easily found. For real data, the gain is measured using the Light Injection
system by illuminating the phototube pixels at a low, constant light level,
and fitting with the function described in Section 6.2.2. This fit also returns
the width of the single photoelectron peak, o; and so the scale factor, s, is

simply obtained since, for a Poisson distribution:

mean = \ﬂwidth) — Tmean/5 = /T, /5 = 5 =22, 0 [T

The only parameters that need to be fitted therefore, are the MPV and width
of the Landau distribution. This has been done to the simulated spectrum

from Figure A.3 and is shown in Figure A.6.
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Fit to simulated muon energy spectrum
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Figure A.6: A fit to a simulated muon energy spectrum.

The original parameters used to generate the spectrum were: MPV=
1.7MeV and width= 0.08MeV. The number of photoelectrons per MeV
at the phototube was estimated to be 2 based on measurements at CalDet.

Therefore the expected parameters are:

MPV =17x2xG=279.5ADC's
width = 0.08 x 2 x G =13.15ADC's
The parameters returned from the fit agree with these values within errors.
The final test is to see how the function works with a real CalDet muon
energy spectrum. This is shown in Figure A.7. The fit is seen to describe
the data well and the Landau parameters returned are consistent with those
expected. It can be seen that the Landau width from the real data is about
50% wider than the simulated width, (recall that the simulated width comes
from studies of GEANT simulated muons for the CalDet geometry). This
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difference can be ascribed to many effects which will tend to broaden the
energy loss distribution, including not have a monochromatic beam, differ-
ences in collection efficiency as a function of the particle’s path through the

scintillator strip and inefficiencies in optical transmission.

Fit to a CalDet muon energy spectrum
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Figure A.7: A fit to a CalDet muon energy spectrum.

A.5 Summary

A fitting function has been developed with the aid of a phototube simu-
lation and has successfully been used to describe both simulated and CalDet
muon energy spectra. The use of this function is limited in two ways: with
few numbers of entries the features of the energy spectra cannot be resolved
and the fit tends to fail more frequently; the time required to perform a fit

is relatively long due to the summations involved in calculating the proba-
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bilities. For these reasons, this fit is impractical at the strip-to-strip stage of
the calibration. However at a later stage, for example when comparing the
responses of different MINOS detectors to stopping muons, the fit may prove

useful.
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