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Abstract

This work describes an experimental study of the decay parameters, 3= and =, and
the polarization of 2~ in = — An~ decay. An 800 GeV/c proton beam was used
to produce =~ through the inclusive reaction p + Cu — =~ + X. Based on a total
sample of 132 million polarized =™ after all event selection criteria, the polarization
and the decays parameters of the =~ were measured. The =~ polarization showed
an increase in magnitude with both Feynman z (z) and transverse momentum (p,)
with an average of —0.0360 = 0.0005(stat.) * §000s(sys.) at a mean z; = 0.20 and
p; = 0.46 GeV/c. With the direction and the magnitude of the =~ polarization,
the =~ decay parameters were measured to be Bz = —0.080 + 0.011 * 5008 and
v= = 0.893 4 0.010 * 390 vielding ¢z = tan™!(Bz/v=) = (—5.1 £ 0.7  19)° and the
final-state A7 strong phase shift difference 6,3—3,3 = tan™"(8z/az) = (9.9£1.37 §:2)°,

where the first (second) error is the statistical (systematic) error.
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Chapter 1

Introduction

The origin of CP violation in particle physics remains a mystery. In the attempt
to understand this mystery, many experimental and theoretical efforts have been
launched. In the neutral kaon system, an earlier experiment NA31 [1] measured
Re(€ /€) consistent with non-zero, an envidence of direct CP violation; but another
earlier experiment E731 [2] measured Re(e /) consistent with zero, implying no di-
rect CP violation. Until recently, the KTeV [3] and NA48 [4] collaborations have
established observation of direct CP violation in the neutral kaon decays. Another
observation of CP violation, sin 23, in neutral B decays was established by BABAR
[5] and BELLE [6]. In addition to the kaon system and the B meson system, hyperon
decays are another possible place to search for direct CP violation. The HyperCP
(E871) experiment at Fermilab is in the process of measuring the CP-violating asym-

metry in the = — A decay sequence

Aoy = BN T OO o Ao+ Ay (1.1)

- a=0p + a=z0y
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where az and «a, are the decay parameters of = — Am and A — pr (to be defined in
Section 2.3), and Az (A,) represents the size of the CP-violating asymmetry in the
E (A) decays:

az + oz
Az = ——=,
oz — Qg
ap + ox
Ay = 22 (1.2)
ap — O

A non-zero Az, indicates CP-violation. To leading order, the asymmetries for A — pr

and = — A7 are given by [7]

Ap = —tan(8p; — 61) sin(dhy — ¢2)

-AE = - tan(ép?) - 653) Sin((ls?l - ¢sEI) ) (13)

where 6, and J, (¢, and ¢;) are the phases of the strong final-state interaction (weak
interaction) in the p- and s-wave states respectively, and the subscripts 1 and 3 refer
to I =1/2 and I = 1 isospins for strong phases and AI =1/2 and AI = 3/2 isospin
transitions for weak phases. The magnitude of Az,, therefore, requires the knowledge
of both the phase shift differences for pr scattering at the A mass and those for An
scattering at = mass. The weak phase shift differences, qﬁﬁl — ¢% for A — pr and
¢§1 — ¢% for £ — Am, have been evaluated [7, 8]. The strong phase shift difference,

dp1 — 051, in the pm scattering can be extracted from the existing experimental data

[9].



‘ Theory ‘ Op3 — 053 (degree) ‘
R. Nath ([11]) 5?3 — 583 ~ 16
XPTBI [12] (Spg — (553 = —17

([121)
XPTgs ([13]) | —2.2 < 8p3 — 643 < —1.7
xPTps ([14]) | —4.2 < y3 — 03 < —1.4
XPTren ([15]) | —3.3 < dps — 6,3 < 0.9
XPT,en ([16]) | —2.8 < 0,3 — 053 < —1.7
K-Matrix ([17]) | —3.9 < 6,3 — 055 < 7.8

Table 1.1: Theoretical prediction on 4,3 — d,3 for Am scattering at = mass.

The strong phase shift difference, 6,3 — d,3, related to another decay parameter,

f= (to be defined in Section 2.3), of = — Am is given by [10]:

B=

= tan(dy3 — d,3) (1.4)

=
[

if the CP-violating phase shift is negligible compared to the strong phase shift dif-
ference (i.e., if time-reversal invariance holds). Several theoretical predictions on the
value of 6,3 — 0,3 have been made. The results are summaried in Table 1.1. An
early calculation [11] gave a value of 16°, suggesting that CP violation in both decays
Z — Am and A — pr could yield a similar contribution to the measurement of Az=,.
However, calculations based on chiral perturbation theory (xPT) ([12]-[16]) tend to
predict small negative values, indicating that Az,, if non-zero, is dominated by the
A — pm part of the decay chain. One model, the simple K matrix [17], suggests that

—3.9° < 6p3 — 053 < 7.8°, a larger number than xPT predicts.

With the world average (PDG) [18] of ¢= (to be defined in Section 2.3) measured
from several early experiments [19, 20, 21, 22], the values of §,3 —,3 is extracted to be
(—=7.5£7.5)°. Recently E756 [23] performed at Fermilab measured this strong phase

shift difference as (3.17+5.28 £0.73)°. The statistical errors from these experiments
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are big. The HyperCP experiment collected the world’s largest sample of polarized
=~ decays (~132 million after event selection). This allows us to pin down d,3 — 0,3
through the measurement of 3z. This allows us to reduce the theoretical uncertainty
in predicting the size of the CP-violating asymmetry, A=y, in the chain of decays

= — Am — prm.

One of the =~ decay parameters, a=, was well measured by several previous exper-
iments [24]. The other two decay parameters, Sz and = (to be defined in Section 2.3)
were determined in several prior experiments [19, 20, 21, 22| based on very low sta-
tistics. With a large sample of polarized =~ decays in this experiment, the statistical
errors can be greatly reduced. The measurement of #= and = requires the direction

and the magnitude of the = polarization, 135, and thus 135 must first be obtained.

This work is organized as follows: Chapter 2 is a description of the hyperon po-
larization, the precession and magnetic moment, the decay parameters in nonleptonic
hyperon decay, and the angular distributions used for the measurements of 3=, =, and
=~ polarization. The experimental apparatus, and data reduction and event selection
are outlined in Chapters 3 and 4, respectively. The Hybrid Monte Carlo method is
presented in Chapter 5 and the studies using full Monte Carlo in Chapter 6. The
remaining Chapters 7 and 8 detail the analyses and the systematic studies. In the

conclusion, the results are compared to the ones obtained from the other experiments.



Chapter 2

Physics

2.1 Hyperon Polarization

The polarization of a collection of particles with spin J can be described in their own

rest frame as the expectation value of the spin with respect to a quantization axis:

P=<3>, P=<§-é¢>, (2.1)

where § and é are the spin of the particle and the unit vector along the quantization

axis respectively.

Figure 2.1 shows the interaction of a proton beam by an unpolarized target, where
Doeam AN Dhyperon are the momenta of the incident proton beam and the outgoing
produced hyperon respectively. Protons hit the target at a production angle with
respect to the Z axis which is in the direction of the outgoing hyperon beam (a

specified definition of the Z is described in Section 3.1). The momenta Gy, and



—

phyperon

P . P
a hyperon

Figure 2.1: The polarization of the produced hyperon at the target when the polar-
ization is anti-parallel to 7, as found in the 2~ case.

Dhyperon forms the production plane, which, in this work, is in the z-z plane, with the

production normal

fLI _ j?:beam X Zz’hyperon . (22)
|pbeam X phyperon|

The production angle is defined as positive when 7' points along +g. For particles
produced in the strong interaction, parity conservation requires that the polarization
vector P of the produced hyperon be perpendicular to the production plane. Accord-
ing to the definition in Eq. (2.1), terms like < §- % > violate parity conservation since
Z is a vector and § and the polarization are pseudovectors under the parity opera-
tion £ — —z. On the other hand, < §-7 > is parity conserving since A is now a

pseudovector. Thus in order to conserve parity in the strong interactions, the polar-
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ization vector can have a non-zero component only perpendicular to the production

plane.

By convention, positive polarization is in the direction parallel to . At the pro-
duction target, reversing the sign of the production angle reverses the direction of the
initial polarization. This provides a powerful method which allows the bias cancella-
tion in the measurements of polarization as well as decay parameters (= and =) so

that the systematic errors can be greatly reduced.

From many previous measurements of hyperon polarization ([25]-[28]), it has been
found that polarization generally increases with both x, and p,. At high energy, the
Feynman x and the transverse momentum are defined by =7 = pryperon/Pheam and
Dt = Dhyperonfprod Tespectively, where 6,4 is the angle of the outgoing hyperon with

respect to the incident proton beam.

2.2 Precession and Magnetic Moment

A charged particle which possesses a spin § has a magnetic moment /i related to § by

i=2 z, (2.3)

where g, q, and m are the gyromagnetic ratio, charge, and mass of the particle. When

a magnetic moment is placed in an applied magnetic field B”, it experiences a torque

=3/

S
Il
=
X
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This torque gives rise to a change d§ during time ¢ according to a form of Newton’s

Law, d5/dt = 7. Therefore,
(2.4)

=g

ds
4 Sx B,

dt' ~ 2me
where primes denote quantities defined in the rest frame of the particle and § is the
spin in that frame. The phenomenology of precession of the spin of a particle moving
in an electromagnetic field can be found in references [29]. In the absence of an electric

field, the equation of motion of the spin vector at high energy in the laboratory frame

is given by
s q g - B

where the particle’s momentum is assumed to be perpendicular to the magnetic field.

For the experimental interest, § in the laboratory frame is expressed in terms of 3

and ©:
=vcosP + ysind ,

W | »y

then the rate Q of the logitudinal polarization transforming into a transverse one (or

vice versa) is thus
dd q .9 -
A=—=—(=-1)B-nax7v 2.
g = (51 B-axd, (2.6)

where 7 is along + in this work, ¢ is the unit vector in the direction of the particle’s
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Figure 2.2: Example for determining the signs of ® and [ Bdl. ﬁim’tial and ﬁfinial are
initial and final spin vectors respectively.

momentum, and ® is the precession angle of the spin vector relative to the particle’s
momentum. Integrating Eq. (2.6) over time with the aid of dt = (dl/v), the precession

angle is thus obtained as a particle moves through a transverse magnetic field

:ﬂ:w? (g—l)ﬁ-ﬁxﬁ/Bdl, (2.7)

where B is the unit vector in the direction of the magnetic field, [ Bdlis the magnetic

field integral along the path of the particle passing through.

Since B and @ have directions, it is important to have a rule to determine their
signs. Fig. 2.2 shows an example where B is directed into the page. The sign of
[ Bdl is determined by B x 9. To assign the sign of ®, suppose that the factor

of q(g/2 — 1) is positive. Based on Eq. (2.5), the spin vector precesses in a counter-
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clockwise direction, and in this case B-7A x & > 0 gives a positive [ Bdl, we then have
® > 0 according to Eq. (2.7). This is equivalent to assigning [ Bdl < 0 and ® < 0.

Therefore, the following rules apply :
e [Bdl>0if B points out of the page regardless of the sign of the particle’s
charge;

e [Bdi<0if B is directed into the page regardless of the sign of the particle’s

charge;
e ® > ( if the precession is clockwise;
e & < 0 if the precession is counter-clockwise.

Once g is determined through Eq. (2.7), for experimental interest, the magnetic

moment, can be evaluated with respect to the spin direction

_ 99
H=35

N g, (2.8)

7-3 .
H mc 2 m

where the nuclear magneton py = efi/2m,c with m, being the proton mass; ¢ = Ze;
§ is the unit vector in the direction of the spin and J = 1 for particles of spin 1/2
and 3 for particles of spin 3/2. A positive (negative) value of p indicates that the

magnetic moment is parallel (anti-parallel) to the spin vector.



11

2.3 Decay Parameters in Nonleptonic Hyperon De-

cay

In the nonleptonic weak decay of a hyperon, B; — Bym, B, and B are the parent
hyperon and daughter baryon, respectively. For a hyperon that possesses spin 1/2,
the decay particles can only be emitted in s- and p-wave states if the total angular
momentum is conserved. The pion possesses odd intrinsic parity, and thus these
two states violate and preserve parity conservation, respectively. The decay of the

hyperon B, is characterized by three decay parameters which are defined as follows
(31]:

2 Re(A;"Ap) _ 2Im(A4) _ AP =14,

_ , _ 2 ) ] e N X
AP+ A, AP+ AR TTAEraE @Y

«

where A, and A, are the amplitudes of the s- and p-wave states, respectively. These

three parameters satisfy the relation:

A+ B+ =1. (2.10)
Often one uses the parameterization given in terms of o and ¢ where

B=vV1—a? sing,

y=vV1—-0a? cos¢.
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Note that ¢ given above is not the same as the weak phase defined previously.

In the absence of final-state interactions, time-reversal invariance requires that A,
and A, be relatively real, in which case 3 vanishes. However, the strong final-state
interaction between the pion and baryon will alter this condition and thus 8 will be

expected to have a nonzero value. If time-reversal invariance is valid, one can write

[30]
A, = |A,le™ and A, = |A,e" (2.11)

where 0, and ¢, are the pion-baryon s- and p-wave strong final-state interaction phase

shifts. o and  then can be written as

2| Ay | Ap|
T T 5
2[As|[4,
ﬁ = m Sln(ép — 65) . (212)

We therefore have 6, — §; = tan™'(3/a). This phase shift difference contributes to
CP asymmetry given in Eq. (1.3). In addition to the measurements of o and g,
the measurement of v provides an additional clue for the determination of the two

complex amplitudes A, and A,,.
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2.4 Angular Distributions

This work uses the decay sequence =~ — An~ followed by A — pm~. The angular

distribution of the A momentum in the = rest frame from the parent =~ decay is

described by [31]

dN 1 =5 a

and that of the proton momentum in the A rest frame from the A decay is given by
[31]

dN 1

4

where A and p are the momentum unit vectors of the A in the =~ rest frame and
that of the proton in the A rest frame respectively, f’E and ﬁA are the polarization of
=~ and A at their own rest frames. The joint distribution function for the two-stage

decay of a =7, therefore, has the form

&N 1, I -
a0, A, (7)) (L +azle- A)(L+ayPy-p) . (2.15)
14

Each A acquires a polarization Py which depends upon both its emission angle and

ﬁEv

PA:(O‘”L = M)A+ B =% )A’L% X : (2.16)

[m
X
>
p—
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where az, (=, and vz are the three decay parameters describing the decay of == —

An~, which are defined in Eq. (2.9). Combining Eq. (2.15) and (2.16),

~

N _ (1)2{(1+ P A)+ay(az+P=-A)p-A
m = U Qzlm apll= = p
tonfe b (B x M) +anyz 5 Ax (B x A} . (217)
In a coordinate system with axes #, 9, 2 defined as
N ~ ! _’E X A N N N
= ) T == ) Yy =z xXx,
|PE X A|
Eq. (2.17) can be expressed as

d*N 1., S T :

—_— = - ]_ :P:"A = P:'A D -2

iy day, ~ @) {(+asPedy+anozt PRy pos
(2.18)

+ayfz|Pelsin b p- 3 + apyz|Pesin g p- Z)I} ;

where 0 is the angle between P- and A. Figure 2.3 shows the three components of
PA and the three axes of #, ¢, and 2’ in the A rest frame.

After an azimuthal integration around the polar 2 axis (see Fig. 2.4), the terms

dependent on = and 7= vanish. The resulting distribution is
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y=FR sineE
1+oR c:oseE
N N\ rest frame
Ndg .
R A
= y
= rest frame

A
X

Figure 2.3: The three components of f’A and the three axes 7, g)', and 2 in the A
rest frame. The shown direction of P, is for positive values of a=, 8=, and 7=.

P=;cos 6 0 =N
fp(Pz; 008 Opp, 08 On, Pn) = dQpd cos B,

1 3] A D> A ’
:g{(1+045P5-A)+aA(OéE+PE-A)c0s9Ap} ,cosfy, =p- 2, (2.19)

where cos 6, is the angle between the polar axis and A with the polar axis being the
axis of Z, g, or Z in the laboratory frame, and ¢, is the corresponding azimuthal
angle of A. On the other hand, the distribution of the direction of the proton with
respect to # (f) in the A rest frame can be obtained by taking & (§) as a polar
axis, integrating over its corresponding azimuthal angle, and also integrating over all

directions of the A in the =~ rest frame (see Figs. 2.5 and 2.6), which gives
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N

Figure 2 4: TIllustration of integrating p over the azimuthal angle ¢Ap around the

polar 7 axis in the A rest frame for the distribution used in the P~ measurement.
The vector p is the unit vector of the proton momentum in the A rest frame.

dN 1 s N
fs(B=;cosbg) = dcost = 5(1 + ZOJA55|PE| cosblg), cosbs=p-1 , (2.20)
dN 1 ™ K

= 5(1 + ZozAny|PE| cosf,), cosb,=p-7 , (2.21)

where | Pz| is the magnitude of the ]35 Therefore the three components of 135 can be
measured from Eq. (2.19). The two decay parameters, Sz and 7z, can be measured
from Eqs. (2.20) and (2.21) respectively by knowing the direction and the magnitude
of ﬁE
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A LY

rest frame

>

Figure 2.5: Illustration of integrating p over the azimuthal angle ¢g around the polar

i axis in the A rest frame and integrating over all directions of the A (i.e., §, and
¢,) in the =~ rest frame for the distribution used in the 3= measurement. The vector

p is the unit vector of the proton momentum in the A rest frame.

_________

A
rest frame

rest frame

>

Figure 2.6: Illustration of integrating p over the azimuthal angle ¢., around the polar

§ axis in the A rest frame and integrating over all directions of the A (i.e., Oy and
¢4) in the = rest frame for the distribution used in the 7= measurement. The vector

p is the unit vector of the proton momentum in the A rest frame.
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Chapter 3

Experimental Apparatus

3.1 Introduction

The HyperCP experiment was performed in the Meson Center beam line at Fermilab.
The layout of the experimental area is shown in Fig. 3.1 and the experimental ap-
paratus is shown in Fig. 3.2. An 800-GeV/c proton beam provided by the Tevatron
accelerator was sent to the experiment. A secondary beam of charged particles pro-
duced through interaction of the proton beam with a copper target was collimated
by a curved magnetized hyperon channel (called collimator). Most of the secondary-
beam particles then decayed inside an evacuated decay pipe into daughter particels
which were detected with a spectrometer consisting of multiwire proportional cham-
bers, hodoscope counters, a hadronic calorimeter, and analyzing magnets. To be
sensitive to rare muonic decays of a variety of strange particles, a muon detection

system at the downstream end of the spectrometer was included.

Data were taken in two runs, Run I in 1996-1997 and Run II in 1999-2000. The

data sample used in this work was from Run II and was polarized. The description
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The HyperCP Spectrometer (1999 Run)
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Figure 3.2: Elevation and Plan views of HyperCP spectrometer; all the detector
elements in the y dimension (i.e., elevation view) and in the = dimension (i.e., plan
view) are oversized, and the horizontal direction is corresponding to the z dimension.
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3.2 Beam

The Fermilab Tevatron delivered 800 GeV/c protons per 40-second spill to the ex-
periment with an effective duration of beam spill approximately 19 s. The typical
intensity of the primary beam was 1.5 x 10'" protons/spill. The intensity was moni-

tored using an ion chamber (IC) and a secondary-emission monitor (SEM).

The vertical and horizontal positions of the primary beam were tracked using seg-
mented wire ion chambers (SWICs) positioned at various locations along the beam-
line. The wire spacing was 1.0 mm except for the two closest to the target, called
target SWICs, which had wires spaced 0.5 mm apart. These two target SWICs were
used to monitor the beam position and angle with respect to the target. The separa-
tion between them was 250 cm with the downstream one located 22 cm upstream of

the center of the target.

The secondary beam was created by colliding the primary beam with a target
at the entrance of the hyperon magnet. The resulting secondary particles entered
a collimator embedded in the hyperon magnet. For unpolarized data taking, the
primary beam was steered at 0° with respect to the Z axis which is defined in the
previous section 3.1. For polarized data taking, two “angle-varying bend” dipol-
magnet pairs located upstream of the target were used to steer the primary beam
and hit the target at various production angles. The largest horizontal (vertical)
angle achieved was +3 (+1) mrad with respect to the Z axis. Figure 2.1 shows the
horizontal targeting scheme. The charge profiles from the two target SWICs were fit
offline spill by spill to find the x and y coordinates of the primary beam centroid at
the target center as well as the targeting angle of the primary beam with respect to

the Z axis.
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3.3 Target

Since the goal of HyperCP is to measure the CP asymmetry between hypeon and an-
tihyperon, the rates to produce positively-charged and negatively-charged secondary
particles in the detectors were kept comparable. In addition, to minimize target-
length effects which might introduce differing acceptances for the two charged sec-
ondary particles as well as the attenuation of the outgoing secondary particles, it was
important to keep the target as short as possible. The lengths of the copper target
were respectively chosen to be 2 cm and 6 cm, both with a cross section 2 x 2 mm?, for
the positively- and negative-charged secondary beam. The dimension of the target
used in this work was therefore 6 cm x 2 mm x 2 mm for both production angle data

sets. In all cases, the center of the target was positioned at z = —638.8 cm.

3.4 Collimator and Hyperon Magnet

After the primary proton beam interacted with the target, a secondary charged beam
was defined by a curved hyperon channel embedded in a 6-m-long dipole magnet B2
(called Hyperon Magnet) having a uniform horizontal field. The collimator consisted
of five segments, made up of brass or tungsten, joined together with steel dowel pins.

Figure 3.3 shows the elevation and plan views, and the cross sections of the collimator.

The segments of B and E were made of tungsten and the rest made of brass. The
tungsten blocks were used as a dump for the beam. Segment B had the narrowest
dimension in aperture, and thus was called the “defining collimator” since it defined
the beam size of the secondary particles and also served as a dump for the primary

beam that did not interact in the target. With respect to the center of the entrance
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Figure 3.3: The HyperCP collimator.
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aperture of segment A, the solid angle subtended by the limiting aperture of the
defining collimator was ~ 4.9 usr. Segment E, the exit collimator, provided a second

dump to clear up the secondary beam.

Due to radiation safety concerns, the charged secondary beam and thus the colli-
mator was deflected upwards with a radius of curvature 312.5 m and a bend angle of
19.51 mrad (the angle defined by the tangents to the central orbit at the entrance and
the exit of the collimator). The magnet B2 delivered a magnetic field of 1.67 T in the
vicinity of the collimator at a current of 4,200 A, giving a central-orbit momentum
of 157 GeV/c. The field strength of the B2 was monitored by two Hall probes with
a precision of 107*. For =~ polarized data taking, the field integral [ Bdl was set
to 10.02 T-m. The selected charge of the secondary beam was reversed by reversing
the field direction of the the B2. For =~ data taking, the B2 field pointed in the —%

direction.

3.5 Decay Region

Emerging from the collimator exit, most of the secondary-beam particles decayed
inside a fiducial volume of a 13-m-long decay pipe which was located immediately
downstream of the collimator exit. The decay pipe was evacuated to below 1 mTorr
to avoid interactions with matter and to minimize the multiple scattering of the

secondary-beam particles.
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3.6 Spectrometer

The primary goal of the HyperCP experiment was to search for direct CP viola-
tion in the non-leptonic hyperon decay with a sensitivity of ~ 10™*. This required
O(10%) reconstructed hyperon and antihyperon decays and precise measurements of
apaz and ogoz for the determination of CP asymmetry. A high-rate spectrometer
using multiwire proportional chambers (MWPCs) with good position resolution was
needed. To switch between hyperon and antihyperon running, the polarities of the
Hyperon Magnet (B2) and the Analyzing Magnet (BM109) were reversed, selecting
either a negatively- or a positively-charged beam. This kept the acceptances and the
efficiencies for hyperon and antihyperon nearly identical to minimize biases. In this
work, =~ polarized data were taken with the B2 field pointing in the —2 direction due
to the negative charge of the == and the upward curved collimator and the BM109
field pointing in the +7 direction to bend protons to the “Opposite-Sign (OS)” side
and pions to the “Same-Sign (SS)” side (since the pions from a = decay had the same

charge as the secondary beam, while the proton had the opposite charge.)

A simple trigger was provided to select hyperon (or antihyperon) candidates by
requiring the coincidence of at least one particle on SS side and at least one particle
on OS side. This was done using hodoscopes. To supress the background from the
interactions of the secondary beam, the trigger also required a minimum energy in

the calorimeter.

The muon system was not used in this work, but used in the analyses of rare

hyperon and kaon decays.
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3.6.1 Analyzing Magnets

The momentum of each charged particle passing through the spectrometer was deter-
mined using two sets of MWPCs sandwiching two dipole magnets. The two magnets,
known as “BM109” type, were separated by approximately 7.5 cm between the mir-
rors. The physical length and the effective field length of both BM109s were 228.6
cm and 194 cm respectively. The apperture of the upstream BM109 was 60.96 cm
wide by 25.9 ¢m high, and that of the downstream BM109 was 60.96 cm wide by
30.48 cm high. The axis of each BM109 was aligned with respect to the central orbit
as projected from the collimator exit and thus the BM109s were rotated upward by

19.51 mrad about the Z axis.

The two BM109s were operated at 2500 A, giving a field strength of 1.345 T (1.136
T) for upstream (downstream) magnet. The magnetic field could point either in the
+y or —g direction with a total transverse momentum kick of 1.426 GeV/c in the
x — z plane. Before the MWPCs were installed, the three components of the field
profiles of the two BM109s were mapped using a Fermilab “ziptrack” system. During
data taking, the field strengths were read out spill by spill using two Hall probes with

a precision of 107%.

Reversing the direction of the B2 field reversed the charge of secondary beam
particles. By also reversing the BM109, the particles and/or their decay products
would inhabit the same regions of the apparatus as the antiparticles. Therefore,

particles and antiparticles had similar acceptances.
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Figure 3.4: Schematic side view of the MWPCs.

3.6.2 Multiwire Proportional Chambers (MWPCQC)

To record a high rate of particle and antiparticle decays, multiwire proportional cham-
bers used in this experiment were designed to be fast, efficient, and capable of handling
high rates. Eight MWPCs, four (C1 — C4) deployed upstream of the analyzing mag-
nets (called upstream MWPCs) and four (C5 — C8) downstream (called downstream
MWPCs), were employed to track charged particles emerging from the decay pipe.
A ninth chamber (C9) was added to provide additionanl position measurement in
the “proton-side” (i.e., OS side, see Section 3.6.3) of the spectrometer. In this work,
C9 was not included for event reconstruction since a very good resolution of position
could be achieved using C1 — C8 and C9 was aligned using the alignment informa-
tion from C1 — C8 by projecting downstream tracks to it (this will be discussed in

Section 3.10.1).

All MWPCs were similar in construction: four anode-wire planes were sandwiched
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MWPC | Inner Aperture | Wire Spacing | Wire Diameter
(cm) (mm) (ym)
C1-C2 | 45.72 x 25.40 1.016 12.5
C3-C4 | 55.88 x 30.48 1.270 12.5
Ch-C6 | 121.9 x 40.64 1.501 15.0
C7-C8 | 203.2 x 55.88 2.000 20.0

Table 3.1: Inner aperture, wire spacing, and wire diameter of the MWPCs.

by foil cathode planes, and two outer grounded foil planes were added to terminate
the field region and to provide a balance of electrostatic forces. Figure 3.4 shows the
schematic side view of the MWPCs. The outer two anode planes (X and X') had
vertically-oriented wires, which measured = coordinates in the horizontal view. To
enhance the position resolution, the wires of the X and X  planes were offset by half
of the wire spacing from each other, and the wires of the two inner anodes planes
(U and V) were inclined at £26.56° (£tan~'(1)) with respect to the vertical. The
gap between anode and cathode or between the outer two grounded cathodes was 3
mm. This narrow gap was chosen to handle the intense secondary beam emanating
from the collimator exit. Some chambers were oversized relative to the spectrometer
aperture, so not all wires were instrumented. Additional information about MWPCs

is given in Table 3.1 and 3.2.

The decay particles occupied the same region in the upstream MWPCs as the
channeled beam, whereas the decay particles in the downstream MWPCs were sep-
arated from the beam because of lower momentum. To reduce their sensitivity to
out-of-time beam tracks, C1 — C4 were therefore filled with a “fast-gas” mixture of
CF,/isobutane (50/50). A poorer time resolution could be tolerated in the down-
stream MWPCs. Nevertheless, C5, C6, C8, and C9 in Run II were also operated

with the fast-gas mixture since the CF, mixture is known to mitigate aging effects in



MWPC | Plane | z position | Total | Instrumented Stereo
View (cm) Wires Wires Angle (°)
C1 X 1385.26 320 320 0
U 1385.86 384 384 —26.56
1% 1386.46 384 384 26.56
X' 1387.06 320 320 0
C2 X 1585.23 320 320 0
U 1585.83 384 384 —926.56
1% 1586.43 384 384 26.56
X' 1587.03 320 320 0
C3 X 1783.61 320 320 0
U 1784.21 384 384 —26.56
1% 1784.81 384 384 26.56
X' 1785.41 320 320 0
C4 X 1984.43 320 320 0
U 1985.03 384 384 —26.56
1% 1985.63 384 384 26.56
X' 1986.23 320 320 0
C5 X 2565.88 800 448 0
1% 2566.48 816 512 26.56
U 2567.08 816 512 —26.56
X' 2567.68 800 448 0
C6 X 2767.87 800 800 0
1% 2768.47 816 816 26.56
U 2769.07 816 816 —26.56
X' 2769.67 800 800 0
C7 X 3068.31 992 960 0
1% 3068.91 | 1008 1008 26.56
U 3069.51 | 1008 1008 —26.56
X' 3070.11 992 960 0
C8 X 3268.61 992 960 0
1% 3269.21 | 1008 1008 26.56
U 3269.81 | 1008 1008 —926.56
X' 3270.41 992 960 0

Table 3.2: The z position, number of wires, and stereo angle of the MWPCs.
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addition to its characteristics of having a fast drift velocity. However, C7 remained
filled with argon/ethane as used in Run I because it could not tolerate the higher
voltage needed for operation with the fast-gas mixture. Due to concern about possi-
ble aging effects, the signal pulse heights of some selected wires in the beam region

were monitored during Run II. No significant change in efficiency was observed.

3.6.3 Hodoscopes

The hodoscopes were used to trigger the experiment’s data acquisitions as the decay
particles transversed the spectrometer. Figure 3.5 shows the plane view of the SS
and OS hodoscopes. Two stations of hodoscopes were situated on either side of the
channel beam. The Same-Sign (SS) hodoscope was located 41.1 m from the collimator
exit with coverage of z from 21.5 cm to 219.5 cm. The Opposite-Sign (OS) hodoscope
was located 48.41 m from the collimator exit with coverage of x from —12.3 cm to

—126.7 cm. Both hodoscopes were roughly centered on y = 0 cm, respectively.

Each of the hodoscopes consisted of 24 scintillation counters in Run II. The size of
each counter was 68 cm high by 9 cm wide, but the SS counters were 2 cm thick and the
OS counters 1 cm thick. To reduce trigger inefficiencies, each counter was overlapped
with its neighbors. The overlap was 1 ¢cm on the SS counters and 4.5 cm (half the
width) on the OS counters. On the SS hodoscope, most of the decay processes of
interest produced two charged particles and the probability was high that these two
particles would both go through the SS hodoscope, nevertheless the trigger required at
least one SS counter to be fired. On the OS side, most processes of interest produced
only one charged particle and hence at least one OS counter needed to be fired as

well for the trigger. In addition, all counters were sufficiently long that all particles
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Figure 3.5: Plan view of the SS and OS hodoscopes. The dimension is not scaled.
passing through the analyzing magnets would not go either above or below them.

The name of the counters were given by OSn or SSn where n was from 1 to 24. The
OS1 and SS1 were closest to the secondary beam and OS24 and SS24 were farthest

away from the secondary beam in the z direction.

3.6.4 Hadron Calorimeter

The purpose of the HyperCP hadron calorimeter was to reduce the trigger rate due
to interaction of the secondary beam with material in the spectrometer by requiring
a minimum amount of energy deposited in the calorimeter. It was composed of 64
layers of 0.5-cm-thick plastic scintillator sandwiched between 2.41-cm-thick Fe, giving
a total thickness (in radiation lengths) of 88.5 X, and (in interaction lengths) 9.6 \;.
The reason for iron rather than lead being chosen as an absorber was because the
critical energy of muons in iron is greater and thus the energy loss due to muon
bremsstrahlung is lower. Therefore, the calorimeter was also to provide a muon-blind

component for triggering nonmuon decays. Note that the calorimeter was used only
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for trigger and not in event reconstruction in this experiment.

The calorimeter employed 2048 waveshifting fibers, each of which was 2 mm in
diameter and 2 m long. One end of each fiber was read out with the other end polished
and sputtered with aluminium. For readout purpose, the calorimeter was subdivided
into 8 cells, four longitudinal columns and two lateral rows; each cell contained 16 x 16
fibers. The light output was read out using wavelength shifting fibers embedded in
keyhole-shaped grooves. The energy resolution of the calorimeter was determined to

be 0/FE ~ 0.8/VE.

The calorimeter was situated on the OS side of the spectrometer with its front face
at z = 53.42 m. This position was far downstream of the analyzing magnets so that
protons (antiprotons) from E_(§+) decays were well separated from the channeled
beam. In addition, the active area of the calorimeter was 99 x 98 cm?. All protons

(antiprotons) from =~ (E") decays lie in an area of about half the active area and

about 20 cm away from the edges of the calorimeter.

3.7 Triggers

To collect over a billion particle and antiparticle decays, the HyperCP triggers were
designed to be simple and fast. These simple triggers provided adequate rejection, so
only a first-level trigger system was employed. Although there were several triggers
used for monitoring, only the triggers for the main physics in Run II are discussed

here.

All of the decays of interest produced at least three charged particles, at least
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Figure 3.6: Logic for CAS and K triggers.

one on the OS side and at least two on the SS side. Therefore, the common trigger
was a left-right (LR) coincidence: the presence of at least one charged particle in the
OS hodoscope and the presence of at least one charged particle in the SS hodoscope.
The interaction of the secondary beam with material in the spectrometer created
backgrounds to this LR trigger, increasing the trigger rate. To reduce the trigger
rate for nonmuonic decays, a minimun amount of energy deposited by the OS-side
particles was required in the calorimeter. Therefore, the CAS trigger for = (or ﬁi)
was a coincidence of the LR trigger plus an energy threshold of 70 GeV/c (Cal(Cas))

in the calorimeter, and a K trigger for K* — 757+

7w~ was a coincidence of LR trigger
plus an energy threshold of 40 GeV/c (Cal(K)) in the calorimeter. Figure 3.6 shows
the logic for CAS and K triggers. Note that all of OS counters but only SS2 to SS24

counters were used in the trigger.

3.8 Data Acquisition

The acquisition of so large data sample in HyperCP required a high-rate data acqui-

sition sysytem (refered to as fast DAQ). The rate for a data-to-tape was designed
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to be maxinum 23 MB/s with a front-end deadtime leass than 2.3 us per trigger.

Figure 3.7 shows the schematic of the fast DAQ.

For an event that satisfied at least one trigger, the information from various de-
tectors was readout by five paths. For each path, raw data were digitized by a latch
system, event-aggregated with a compressor, passed to an optical fiber through an
interface, and transmitted to the event buffer (VDAS) crate. Note that the control
room where VDAS crates were located was about 160 m from the electronic hall where
the latch systems were installed and thus the transmittion of data was achieved using
five optical fibers in parallel for five data paths. Each optical fiber was capable of

transmitting information at a rate of 1 Gbit/s.

The data from VDAS crates were sent to three event-building system (6U VME)
crates which were operated in parallel. Each VME crate consisted of five event buffer
interfaces (EBI), three Motorola MVME167 processors, and three SCSI interfaces.
Within a VME crate, the EBIs accessed the event fragments from the first through
the fifth VDAS and passed the data on MVME167s; each event fragment from each
VDAS was attached with an event synchronization number (ESN) which was used to
verify whether the event fragments belonged to the same event; the first MVME167
processor scheduled and monitored the event-building system while the other two
were responsible for building events from the five event fragments. Assembled events
were written to Exabyte 8705 tape drives via SCSI interfaces. The read-write rate of
each tape drive was 1 MB/s. Nine tape drives in each VME crate were used to record

the data.

The trigger rate in Run II was nearly 100 kHz. The typical instantaneous rate of

data generated in Run IT was 36 MB/s. These data were written to tape at a sustained
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rate of 27 MB/s, corresponding to a livetime of 75%. The deadtime, dominated by

the readout electronics, was 1.7 us.

In addition to the events stored within the VDAS, information such as scalers,
beam positions, magnetic fields, and temperature of magnets were recorded spill-by-

spill using a slow DAQ program.

3.9 Summary of Data Collection

The purpose of this experiment is to measure the CP asymmetry between hyperon and
antihyperon particles, so transport of the secondary beam was frequently switched
between positive and negative modes. Since the production cross-section of = is
greater than that of §+, the run cycle was made up of three positive runs followed
by one negative run to minimize the difference in the statistical errors of both =~
and =" decays. Therefore, there was about twice as much positive data as negative.
For the measurements of 3z and vz and systematic studies, some polarized data were
taken at non-zero production angles. Between June 1999 and January 2000 (Run II),
a total of 20,423 tapes (14,381 for positive beam, and 6042 for negative beam) were
written, corresponding to approximately 173 billion events for the unpolarized data
and 23 billion events for the polarized data. A summary of collected raw events is
given in Table 3.3. For polarized data, only the data sample of production angles at

+ 3 mrad used in this work are listed.
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Figure 3.7: Schematic of the HyperCP readout system.
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Beam | Targeting | Triggered Events
Polarity | Angle (x10%)
+ 0° 121.406
— 0° 51.446
— —3 mrad 3.380
- +3 mrad 3.107

Table 3.3: Summary of collected events in Run II.

3.10 Detector Aligment

Since the goal of HyperCP is to measure CP asymmetry with a sensitivity of 107, it
demands highly precise measurements of position and momentum. All eight MWPCs
were aligned prior to the alignments of the other detectors. Therefore MWPCs played
important roles in this asymmetry measurement and the alignment of MWPCs re-
quired careful study. The initial MWPC alignment tasks (1 & 2 below) used a special
running condition denoted as a “straight-through” run in which the Analyzing Magnet
fields were set to zero and the experiment was triggered by a single large scintillator
located at the exit of the decay pipe. The center (CENT) of each plane was de-
termined with an accuracy of a few thousandths of a wire spacing. In addition, for
each MWPC, the rotation about the z, g, and Z axes were taken into account in the

reconstruction.

The alignment of C9, hodoscopes, calorimeter, and muon system (including pro-
portional tubes and hodoscopes) were done by projecting downstream tracks to the
location of the appropriate detectors. Since the muon system was not used in this

work, its alignment is not discussed here.
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3.10.1 MWPC Alignment

The alignment of MWPCs included four tasks:

1. Internal Alignment

e Although the X and X' planes of each MWPC were designed to be offset
by half of the wire spacing from each other, the construction might cause
offsets different from what was designed and thus the offsets of X and X’

needed to be studied and corrected if necessary.

e Due to the construction or installation of the chambers, the X and X’
planes might not be exactly vertically-oriented and the U and V' planes
might not be inclined at +26.56° with respect to the vertical; therefore,
the stereo angles (defined as the angle between the wire direction and the

vertical) of these four planes needed correction.

e In addition, for some planes, there were gaps between two group wires
which were not equal to the designed wire spacing; therefore the spacing

of these gaps needed adjustment.

2. Relative Alignment

This determined the wire number of the center (CENT) of each plane, i.e., the
location of the center of the beam profile (called “beam center” in the following)

in each plane; this lined up all eight MWPCs with respect to one another.

3. Global Alignement

All eight MWPCs were aligned relative to a fixed point (i.e., the center of the
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collimator exit which was the origin of the HyperCP laboratory frame), and also

aligned along the Z axis (defined by the collimator central orbit trajectory).

4. External Alignment

Some MWPCs were found to be rotated about the Z and ¢ axes; therefore this

involved the rotations of all eight chambers about these two axes.

After all above four tasks were completed, the CENT of each plane was determined
with an accuracy of a few thousandths of wire spacing. Figures 3.8 — 3.11 show the
residuals for all 32 planes using a straight-through run 4304, where the residual was
calculated as the difference between the fit position from a track and the raw position
of the wire hit. A lot of iterations were made until the residuals were well centered

about zero, which meant all chambers were lined up with respect to one another.

For the study of the rotation correction, an unpolarized regular run 4489 was
used since the tracks were spread throughout all regions of each chamber. Before
the correction of the rotation angles, the residuals vs  (or y) was either a upward
or a downward curve, indicating that the rotation angles were not correct. If the
rotation angles are corrected properly, the residuals vs the x (y) fit position should
look flat. Figures 3.12 — 3.15 show the residuals of X, U, V, and X' planes vs the
z fit position and Figs. 3.16 — 3.19 for the residuals of the X, U, V', and X' planes
vs the y fit position after the rotation of the chambers were corrected properly in
the reconstruction. Once all eight MWPCs were aligned, the alignment of C9 was
made by projecting downstream tracks onto it. A more detailed study of the chamber

alignment is described in Appendix A.
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Figure 3.8: Residuals of the X, U, V, and X " planes for chambers C1 and C2 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.9: Residuals of the X, U, V, and X " planes for chambers C3 and C4 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.10: Residuals of the X, U, V, and X " planes for chambers C5 and C6 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.11: Residuals of the X, U, V, and X " planes for chambers C7 and C8 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.12: Residuals of the X plane vs the z fit position for chambers C1 — C8 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.13: Residuals of the U plane vs the x fit position for chambers C1 — C8 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.14: Residuals of the V' plane vs the x fit position for chambers C1 — C8 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.15: Residuals of the X " plane vs the z fit position for chambers C1 — C8
after all tasks of alignment were made; the horizontal measurement unit is cm.



48

0.04
0.02

—-0.02
—0.04

0.04
0.02

—-0.02
—0.04

0.04
0.02

—-0.02
—0.04

0.04
0.02

—-0.02
—-0.04

Residual vs Y (Run 4489 — ypc23) (use un—constraint tracks)

D 501

= Entries 2241330

= Mean —2.523

E RMS 11.13 - f

=, p——

E e R ‘

E +

B b b by
—-10 0 10

C1 Xfit=Xraw vs Yfit (X)

o 1D 503

= Entries 2241330

= Mean 5.782

E RMS 9.797

E e e —

j\ | | ‘ | | | ‘ 1 1 ‘ | 1
—10 0 10

C3 Xfit—Xraw vs Yfit (X)

= D 505
C Entries 2241330

E Mean 6.201 1[
g lews e oty

e !
Sl IR ANUNE AN AN SNRT AN AR AN
-20 —10 0 10 20

C5H Xfit—=Xraw vs Yfit (X)

- D 507

o Entries 2241330 }[

= Mean 3.876

E oo RMS 1953 " Jr

ol J( P e e

= { i

= L \ TR
—20 0 20

C7 Xfit=Xraw vs Yfit (X)

0.04
0.02
0
-0.02
—-0.04

0.04
0.02

-0.02
-0.04

0.04
0.02

—-0.02
—-0.04

0.04
0.02

-0.02
-0.04

ID 502

% Entries 2241330
} Mean 6.755
= RMS 9.231 "
ﬁ R — S—— |
S R B I
—10 0 10
C2 Xfit=Xraw vs Yfit (X)
E D 504
= Entries 2241330
= Mean 6.346
; J“Jm | RMS 11,70 *#F#‘T |
E -1
}\ L ‘ I I ‘ I I ‘ 1
10 0 10
C4 Xfit—Xraw vs Yfit (X)
E D 506
C Entries 2241330
- Mean 4.500
= RMS 13.73
; e T et +’ B
Sl N A A A
-20 —10 0 10 20
C6 Xfit—=Xraw vs Yfit (X)
= D 508
= Entries 2241330
= o
gi*wﬂm—\w e
} ‘ 1 1 ‘ 1 1 ‘ 1
-20 0 20

C8 Xfit—=Xraw vs Yfit (X)

Figure 3.16: Residuals of the X plane vs the y fit position for chambers C1 — C8 after

all tasks of alignment were made; the horizontal measurement unit is cm.



49

0.04
0.02

—-0.02
—0.04

0.04
0.02

—-0.02
—0.04

0.04
0.02

—-0.02
—0.04

0.04
0.02

—-0.02
—-0.04

Residual vs Y (Run 4489 — ypc23) (use un—constraint tracks)

= ] 521

E Entries 2241330

= }[ Mean 1.014

E H ., RMS 11.38

E- + {H B S U A.wjﬂﬁmﬂ#

B o b by
—-10 0 10

C1 Ufit—=UPraw vs Yfit (U)

E D 523

= Entries 2241330

= Mean 4.630

= + RMS 9584 . 4 J‘r\

E e T T *++ —

j\ | | ‘ | | | | ‘ 1 1 ‘ | 1
—10 0 10

C3 Ufit—UPraw vs Yfit (U)

E D 525

- Entries 2241330

o Mean 2.030

S

= it

Enll ENEATINN ANUNANIN U AN SRR

—20 —10 0 10 20
C5 Ufit—UPraw vs Yfit (U)

= D 527

s Entries 2241330

= o2

8 bt RS 1159 e gy |

} \‘ ‘ 1 ‘ 1 ‘ 1
—20 0 20

C7 Ufit—=UPraw vs Yfit (U)

0.04
0.02
0
-0.02
—-0.04

0.04
0.02

-0.02
-0.04

0.04
0.02

—-0.02
—-0.04

0.04
0.02

-0.02
-0.04

E D 522
= Entries 2241330
} Mean 1.974
= RMS 8.800
; e e A
SRR R I BT R I R
—-10 0 10
C2 Ufit—=UPraw vs Yfit (U)
= D 524
= Entries 2241330
} Mean 4.083
E , RMS 10.59
E JN e e ey NH7
; 1 + | ‘ 1 | | ‘ 1 | | ‘ | 1
-10 0 10
C4 Ufit—UPraw vs Yfit (U)
E D 526
C Entries 2241330
- Mean 10.66
= RMS 14.26 L
e
Sl N I A N
-20 —=10 0 10 20
C6 Ufit—=UPraw vs Yfit (U)
= D 528
= Entries 2241330
— Mean 3.322
E RMS 18.90
e %Wﬂw«rwfmf\/va:—v“”’* o
= K
} ‘ 1 1 ‘ 1 1 ‘ 1
—20 0 20

CB Ufit—UPraw vs Yfit (U)

Figure 3.17: Residuals of the U plane vs the y fit position for chambers C1 — C8 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.18: Residuals of the V' plane vs the y fit position for chambers C1 — C8 after
all tasks of alignment were made; the horizontal measurement unit is cm.
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Figure 3.19: Residuals of the X " plane vs the y fit position for chambers C1 — C8
after all tasks of alignment were made; the horizontal measurement unit is cm.
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3.10.2 Hodoscope Alignment

Since all hodoscope counters were sufficiently long that all particles passing through
the Analyzing Magnets could not go either above or below them, the y position of
each counter did not fatally affect the trigger or the analyses. The hodoscopes were
then aligned to determine the z position of the center of each counter. All types of
tracks were used for this study. A ratio of the number of the tracks vs the z position

defined as

" number of tracks traversing counter i with latched set (3.1)
ratio = ) .
number of tracks traversing counter 1

was used to determine the z positions of both edges of counter :. The x position of
the center of counter ¢+ was midway of these two edges. To give an example for the
quality of this alignment, Fig. 3.20 shows the alignment of the x positions of both
edges for SS9 — SS12, and Fig. 3.21 shows those for OS5 — OS8. As can be seen,
the x positions at both edges are sharp, giving a well-defined center position of each

counter.

3.10.3 Calorimeter Alignment

Similar to the reason mentioned in Section (3.10.2), all particles passing through the
Analyzing Magnets would not reach the top or the bottom edges of the calorimeter.
Therefore, only the alignment of the x positions on both edges of the calorimeter was

studied.
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A special run with 1/3 magnetic fields of the B2 and BM109 were used for this
study because it required a logic of LR or S45 trigger so tracks spread throughout
all regions of the calorimeter could be wriiten to the tapes. S45 was a scintillation
counter located directly behind the decay pipe which was used to monitor whether the
secondary beam came out of the decay region. Since some tracks reaching the beam
side (i.e., the side closer to the beam tracks) of the calorimeter might not pass through
any OS counter, if only LR trigger was required, this might cause bias. Therefore a
trigger logic of LR or S45 was employed in this study. A ratio of the number of the

tracks vs the x position defined as

number of tracks (with CalK latched) satisfying (LR or S45)
number of tracks satisfying (LR or S45)

ratio = (3-2)

was used to determine the x positions of both edges of the calorimeter. Figure 3.22
shows the alignment of the x positions of both edges for the calorimeter. A small
peak appears on the beam side, which corresponds to those tracks that fail the LR
trigger but satisfy the S45 trigger. This resulted in the x positions on both edges to

be approximately —4 cm and —103 cm.
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Chapter 4

Data Reduction and Event Selection

In this chapter, the data processes of the first pass, preliminary selection of good =~
candidates, and the final event selections used for this work are described. In addition,
the efficiencies of MWPCs, hodoscope counters, and calorimeter incorporated in the
Hybrid Monte Carlo simulation for analyses and systematic studies are explained as

well.

4.1 First Pass

In the first stage of data reduction, the raw data on the tapes were processed with the
reconstrcution code. Since there are a variety of physics topics that could be pursued
by this experiment, subsets containing data of interest for each topic were written
to different output files (called “Streams”). The selected events were recorded on
Exabyte tapes for later processing. Data from Stream 2 was used in this work, which
contained a raw and a DST (Data Summary Tapes) component. For each selected

event, the information after reconstruction such as momentum, slope, intercept, etc.,
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of every track were recorded in the DST component, whereas information directly
from DAQ such as wire hit information recorded in the raw component. Since fake
events generated in the Hybrid Monte Carlo simulation needed to be reconstructed

(see Chapter 5), the wire hit information in the raw component was used in this work.

The following event types were written to Stream 2 for Run II:

e tk3up: Events have three or more than three tracks, with an invariant mass
of the best three tracks (one OS tarck and two SS tracks) within 50 MeV/c? of

the world average of =, €2, or K3, masses.

e tk2: Events have only one OS track and only one SS track, with x(y) separation
of these two tracks within 0.357 (0.448) cm, which might be A, K. Alternately,
it might be = candidates with a missing 7= (pion decayed from =) or 7, (pion
decayed from A), 2 candiadtes with a missing kaon or 7, or K3, with a missing

.

e tkl: Events have only one OS track, which might be =, ), or K3, candidates

with missing two pions.

The reconstruction code (referred to as old-Ctrack) used in this stage of the data
reduction had a problem in reconstructing low-momentum tracks. This stage was
done before the problem was fixed. It was thought that the event types tagged as
“tk2” and “tk1” could be recovered as either = or €2 candidates if the problem could
be fixed in the reconstruction code (called new-Ctrack). Since the old-Ctrack was
used in this work to reconstruct real and fake events, only the event type tagged as

“tk3up” was used in this work.

A significant number of events was reduced in the first stage of data process. The
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number of events on the Stream 2 tapes was approximately 10% of the number of

events on the raw data tapes.

4.2 Second Pass: Preliminary Selection of Good =~

Candidate

Any event in Stream 2 satisfying the following criteria was tagged as a good = can-

didate:

e |m,, — 1.1156 GeV/c?| < 0.05 GeV/c?, and

o |my, — 1.32132 GeV/c?| < 0.05 GeV/c?,

where m,, is the invariant mass of the proton (OS track) and m, (SS track), ma,
is the invariant mass of the A (the parent particle of the previous chosen OS track
and SS track) and 7= (another SS track), 1.1156 GeV/c* and 1.32132 GeV/c? are
the world average of A and = masses respectively, and 0.05 GeV/c corresponds to
~50 and ~30 standard deviation for m,, and my, respectively. The information of
the raw and DST components for good = candidates selected with the new-Ctrack
was written to AIT2 tapes. Also included were those events found with old-Ctrack
and those recovered with new-Ctrack. As mentioned in the previous section, the wire
hit information of good =~ candidates selected with the old-Ctrack was used in this

work.
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4.3 Efficiencies of Detectors

In real data, events detected by the spectrometer were recorded with detection effi-
ciencies of less than 100%. The efficiencies in general are defined as the number of
observed hits divided by the number of expected hits in the detector element. How-
ever, all of the analyses in this work were done using a Hybrid Monte Carlo technique
(to be described in Chapter 5) in which simulated events (called fake events) were
traced through detectors. To mimic real events, in the Hybrid Monte Carlo, the de-
tectors were simulated with efficiencies which were measured using real data. The
efficiencies were measured wire by wire for all eight MWPCs, counter by counter for
the hodoscopes, and every 1 cm in the x direction for the calorimeter. For the pur-
pose of this work, the efficiencies of MWPCs, hodoscopes, and the calorimeter were
calculated using tracks of Z~ events from polarized data at production angles of 4 3

mrad in the second pass data, which were the same data sets used in the analyses.

4.3.1 Wire Efficiencies of MWPCs

A track consisted of 32 bits corresponding to the 32 wire planes. A binary 1 (0)
represented a (no) latched hit on the wire plane used for reconstructing the track. The
track was projected to each wire plane and the expected wire number was determined.
For plane 1, if its absence would not satisfy the hit requirement in the reconstruction
algorithm, this track was thrown away. Therefore, the efficiency of wire number j on

wire plane ¢ was then calculated as:
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() number of wire number j with wire plane i set to 1
&) =

~ number of wire number j with wire plane i set to1 or 0

(4.1)

The efficiencies for all eight MWPCs are shown in Figs. 4.1 — 4.4. A slight reduction
in the excellent efficiencies is found in the region around the secondary beam due
to a large particle flux. In addition, there were some intermittently inefficient wires

scattered throughout the planes.

At one or both ends of some planes, the efficiencies are zero or decreased with wire
number. This is due to either no statistics or very few real particles inhabiting those
regions, not due to inefficient wires. Since the efficiency of every wire was employed
in the Hybrid Monte Carlo simulation, a value of the efficiency from the edge of the
plateau, instead of zero or the measured value, was used for the wires in those regions.
For the other regions in these planes, the measured value of efficiency of every wire
was used. For those planes which did not have this feature (i.e., zero or decreasing

efficiency) at one or both ends, the measured efficiency of every wire was used.

4.3.2 Efficiencies of Hodoscope Counters

Recall the plane view of the SS and OS hodoscopes shown in Fig. 3.5. The SS (OS)
track was projected to the location of the SS (OS) hodoscope to determine which
counter the track transversed. To eliminate the uncertainty due to the reconstruction,
only tracks with projection at least 0.5 cm from both horizontal edges of a counter
were used in the efficiency calculation. Because the hodoscopes were used in the

trigger, special care was needed to measured their efficiencies.
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Efficiencies of OS counters

Since there was at least one track on the OS side and each OS counter overlapped with
its neighbors by half its width, the latched information of the neighboring counters
1 —1 and 7+ 1 of the projected OS counter 7 was checked. The track was used in the
efficiency calculation only if at least one counter, i — 1 or 7 + 1, was latched. If the
projected counter was 1 (24), counter 2 (23) was required to be latched, otherwise
the track was thrown away. Once the above condition was statisfied, the latched bit
of counter ¢ was set to 1 if counter ¢ was latched, otherwise set to 0. The efficiency

of OS counter 7 was therefore calculated as:

number of tracks traversing counter i with latched bit set to 1

cos(i) = number of tracks traversing counter i with latched bit set to 1 or 0

(4.2)

Efficiencies of SS counters

Since there were at least two tracks on the SS side and the overlap of two adjacent
counters was only 1 cm, the efficiency calculation required that at least two SS coun-
ters be latched. For a projected SS counter 7, the latched bit of this counter was set
to 1 if it was latched, otherwise it was set to 0. Therefore the efficiency of SS counter

1 was calculated as Eq. 4.2.

Figure 4.5 shows the efficiencies for the SS and OS counters. The efficiencies of
OS hodoscope from counter 16 to 24 are lower than the rest counters. One possible
reason is due to very low statistics because very few real tracks would go out that
far to those counters. The low efficiency of SS1 counter is due to a large beam flux

or incorrectly reconstructed beam tracks because SS1 was close to the beam tracks.
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Figure 4.5: Efficiencies for SS and OS counters. The horizontal is counter number.

Since SS1 was not used in trigger, it would not affect the analyses.

4.3.3 Efficiency of Calorimeter

The efficiency of the calorimeter was measured using =~

candidates that satisfied

the LRP trigger, TDC cut, and a proton momentun greater than 70 GeV/c in the

calorimeter, where the LRP trigger was prescaled by a factor of 100 compared to the

LR trigger. The reason of having a TDC cut was to ensure that the tracks (at least

one of the SS tracks and the OS track) satisfying LR trigger were in time with the

beam particles. For the purpose of this work, the efficiency of the calorimeter was

determined as a function of the x position of the OS track at the front face of the

calorimeter, integrating over the y position of the track. The efficiency was calculated

every 1 cm as:
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Figure 4.6: Calorimeter efficiency as a function of the x position. The unit in the
horizontal is cm.

_number of OS tracks with Cal(Cas) trigger

cou(7) = number of OS tracks ' (43)

Figure 4.6 shows the calorimeter efficiency as a function of the z position. The low
or zero efficiencies at both sides were due to low statistics, not due to inefficiency.
A value from the edge of the plateau was used for these region in the Hybrid Monte

Carlo simulation.

4.4 Final Event Selection

The polarized =~ candidates from the second pass (see Section 4.2) might not be gen-
uine =~ — Am~ — pr~ 7~ events. A large fraction of the events are background from

interactions with the walls of the collimator near the exit and in the spectrometer,
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Figure 4.7: Reconstructed =~ momentum of the =~ candidates with all cuts applied
except the =~ momentum for polarized data at —3 mrad (left) and +3 mrad (right).
Only a portion of the data appears in the plots. The arrows indicate the location of

the cuts.

and a small amount from K~ — 3x. To pick out the real == candidates, sequential

cuts were applied as follows.

1. = Momentum Cut

Figure 4.7 shows the accepted =~ momentum (p=z) of the collimator before
the =~ momentum cut was made. The range was about 100 — 260 GeV/c.
Events with reconstructed Z~ momentum beyond this range might be due to

misreconstruction, momentum resolution, or false events. To guarantee a clean

=~ sample, it was required that the reconstructed =~ momentum be within

120 — 240 GeV/c.

2. Proton Momentum Cut

Since the energy threshold in the calorimeter for a CAS trigger was 70 GeV/c, a
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cut of proton momentum (p,) at 75 GeV/c was made. This cut was to guarantee

that the proton was well within the region of high efficiencies in the calorimeter.

. my Momentum Cut

The old-Ctrack had a problem in reconstructing tracks with low momentum,
especially the m,. Although real and fake events were reconstructed with the
old tracking code and this problem would be taken care after weighting fake
events (see Chapter 5), a cut of 7, momentum (p,,) at 10 GeV/c was still

applied for sake of safety.

. Collimator Exit Cut

The aperture at the collimator exit was 2 cm in the horizontal direction and
1 cm in the vertical direction. Figures 4.8 and 4.9 show the z (Zouimator)
and ¥ (Yeoltimator) Projections of the =~ tracks at the collimator exit. Due to
the reconstruction resolution, the widths of both distributions were slightly
wider than the actual aperture. The extra width in the distribution of the
y projection was larger than that of the x projection since the reconstruction
resolution was worse in the y direction (because all MWPCs had only U and
V views and no horizontal wires). To allow this reconstruction resolution and
to avoid picking out background events from interaction with the walls of the
collimator near the exit or interaction with material in the spectrometer, it
was required that the projections of the =~ tracks at the collimator exit satisfy

—1.05 ecm < Zopimator < 1.05 cm and —0.65 cm < Y puimator < 0.65 cm.

Note that the asymmetric reflection of the x yimator Projections between the two
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Figure 4.8: The z projections of the =~ candidates at the collimator exit with all cuts
applied except T yimator fOr polarized data at —3 mrad (left) and +3 mrad (right).
Only a portion of the data appears in the plots. The arrows indicate the location of

the cuts.

production angle’s data (see Fig. 4.8) is also seen in the MC with production

angles of exactly = 3 mrad. It therefore is not caused by targeting angle error,

but by acceptance.

5. Target Pointing Cut

Figure 4.10 and 4.11 show the = (Zi44et) and Y (Ytarger) POsitions of the =~
tracks at the z location of the center of the target, respectively. Due to the
reconstruction resolution, the widths of these two distributions were wider than
the actual cross section of the target which was 2 mm in the z direction and
2 mm in the y direction. To allow this reconstruction resolution and to avoid
picking out fake events produced somewhere other than the target, e.g., inside

the collimator or interaction with material in the spectrometer, it was requred
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Figure 4.9: The y projections of the =~ candidates at the collimator exit with all cuts
applied except Yeoimator for polarized data at —3 mrad (left) and +3 mrad (right).
Only a portion of the data appears in the plots. The arrows indicate the location of
the cuts.

that the positions of the =~ tracks at the target satisfy —0.25 cm < Tygrger <
0.24 cm and —0.3723 cm < Yyqrger < 0.2787 cm for production angle data at —3
mrad, and —0.24 cm < Tygger < 0.25 cm and —0.3757 cm < Yygr9er < 0.2753 cm
for production angle data at +3 mrad, where the different requirement of the
x and y positions at the target was a result that the targeting positions of the

incident protons at the two production angles were different.

6. Decay Vertex Z Cut

The z positions of the decay vertex of the =~ (2z) and A (z,) are shown in
Figs. 4.12 and 4.13. The z location of C1 was at ~1385 cm and the entrance of
the decay pipe (i.e., the collimator exit) was at z = 0 cm. To exclude background

events from interactions with the walls of the collimator and with the windows
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portion of the data appears in the plots. The arrows indicate the location of the cuts.
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Figure 4.11: The y positions of the =~ candidates at the target with all cuts applied
except Ygrger for polarized data at —3 mrad (left) and +3 mrad (right). Only a
portion of the data appears in the plots. The arrows indicate the location of the cuts.
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Figure 4.12: The z positions of the =~ decay vertex for the =~ candidates with all
cuts applied except zz for polarized data at —3 mrad (left) and +3 mrad (right).
Only a portion of the data appears in the plots. The arrows indicate the location of
the cuts.

of the decay volume, and to avoid the decays of the = or A in the chambers, it
was required that both zz and z, be between 30 cm and 1300 cm. In addition,
a third vertex cut, zp — z= > —50 cm was applied to guarantee the A decayed
after the =~. The reason for choosing —50 cm rather than 0 cm was due to the
reconstrcution resolution. The difference in the z position between the A and

the =~ decay vertices is shown in Fig. 4.14.

. M3yr Cut

The positively-charged 71 from K~ — 7 7 7t could be misidentified as the
proton in the chain of decay =~ — An~ — pm 7 . Figure 4.15 shows the
mass distribution of == candidates under K~ — 37 hypothesis. A cut ms, >

0.5 GeV/c? was applied to exclude K~ — 7 7 7' events misidentified as =~ —
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Figure 4.13: The z positions of the A decay vertex for the =~ candidates with all cuts
applied except z, for polarized data at —3 mrad (left) and +3 mrad (right). Only a
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Figure 4.14: The differences in z positions between the A and the =~ decay vertices
for the =~ candidates with all cuts applied except the (z, — z=) cut for polarized data
at —3 mrad (left) and +3 mrad (right). Only a portion of the data appears in the
plots. The arrows indicate the location of the cuts.
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Ar™.

8. MWPC Fiducial Cut

The upstream (downstream) segment of a track consisted of 16 bits correspond-

ing to 16 wire planes. A binary 1 (0) represented a (no) latched hit on the

wire plane used for reconstructing a track. To pick out good =~ candidates,

it was required that at least 15 bits were used for reconstructing the upstream

(downstream) segment of a track. This was to guarantee tracks to fall inside

the MWPC active region.

9. Analyzing Magnet Fiducial Cut

Tracks were projected to the upstream face, middle location, and downstream



10.

11.

12.

7

end of the two analyzing magnets and were required to fall within a fiducial
aperture with its edges 1 cm inside the actual aperture in the x direction and
0.5 cm inside the actual aperture in the y direction. This cut was applied to

remove tracks near the edges of the magnets.

Hodoscope Fiducial Cut

To avoid the contamination from the beam tracks, only OS tracks with the x
projection (zpg) falling within the second OS counter and the 24th OS counter
were accepted, and only SS tracks with the x projection (zgg) falling within
the second SS counter and the 24th SS counter were accepted. In other word,
it was required that —126.65 cm < g < —17.07 cm and 29.466 cm < zgg <

219.45 cm.

Calorimeter Fiducial Cut

It was found that the calorimeter was efficient between —15 cm and —70 cm
(see Fig. 4.6) for the polarized =~ data sample. Therefore, it was required that
the x projection (z.y) of the OS track at the front face of the calorimeter be
—70 cm < Z.y < —15 cm. In addition, an OS track with the y projection
(Year) at the front face of the calorimeter falling within 1 ¢m from the edge was
removed. This cut in the y direction was applied to remove the tracks near the

edges of the calorimeter.

LR Latch Cut

Tracks were projected to the OS and SS hodoscopes and it was required that
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Figure 4.16: Reconstructed pm invariant mass for =~ events with all cuts applied
except m,, for polarized data at —3 mrad (left) and +3 mrad (right). Only a portion
of the data appears in the plots. The arrows indicate the location of the cuts.

at least one hit OS counter and at least one hit SS counter were latched.

13. m,, Cut and m,, Cut

Only candidates with the reconstructed prm invariant mass (m,,, ) between 1.1123
GeV/c? and 1.1193 GeV/c? (~ £3.5 standard deviation) and the reconstructed
Am invariant mass (my,) between 1.3164 GeV/c? and 1.3276 GeV/c* (~ £3.2
standard deviation) were accepted. Figures 4.16 and 4.17 show the pr invariant

mass and A7 invariance mass for =~ events respectively.

Figure 4.18 shows the y component of the =~ momentum (ps,) of the =~ can-
didates at the target with all cuts applied for both production angle data sample.
The mean values for both data sample are consistent with each other, indicating that

the x component of the =~ polarization after bias cancellation (to be presented in
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events with all cuts applied

Figure 4.18: Reconstructed p=, of the 2~ candidates at the target with all cuts applied
for polarized data at —3 mrad (left) and +3 mrad (right). Only a portion of the data
appears in the plots.
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Chapter 7) should be consistent with zero, required by the parity conservation.

Table 4.1 summaries the final selection criteria described above. These cuts were
applied to select good =~ candidates for physics measurements (to be presented in
Chapter 7) and for systematic studies (to be presented in Chapter 8). With a total
initial data sample of 165 million after the second pass of data reduction, the number
of events passing all cuts was about 60.2 million for =~ data sample at production

angle of —3 mrad and about 71.8 million at production angle of +3 mrad.



‘ Cut

‘ Requirement

E~ Momentum (pz)

120 GeV/c < p= < 240 GeV/c

Proton Momentum (p,)

P, > 75 GeV/c

7y Momentum (p,, )

Pr, > 10 GeV/e

Collimator Exit

—1.05 cm < Zeppimator < 1.09 cm
—0.65 cm < Yeouimator < 0.65 cm

Targeting Pointing

—3 mrad: —0.25 cm < Tygrger < 0.24 cm

—0.3723 cm < Ygpger < 0.2787 cm
+3 mrad: —0.24 cm < Zygpgr < 0.25 cm

—0.3757 cm < Yygrger < 0.2753 cm

Decay Vertex Z

30 cm < z= < 1300 cm
30 cm < 25, < 1300 cm
Zyn — 2= > —50 cm

M3y

ms,; > 0.5 GeV/c

MWPC Fiducial

Number of bits > 15 for upstream and
downstream segments of a track respectively

Analyzing Magnet Fiducial

Tracks more than 1 (0.5) cm away from the
edges of the magnets in the z (y) directions
were removed

Hodoscope Fiducial

—126.65 cm < xpg < —17.07 cm
29.466 cm < rgg < 219.45 cm

Calorimeter Fiducial

—70cm < 2. < —15 cm
Track with y., falling within 1 cm from
the edge was removed

LR Latch At least one OS counter and at least one SS
counter were latched
Myn 1.1123 GeV/c? < my, < 1.1193 GeV /c?
Max 1.3164 GeV/c* < my, < 1.3276 GeV/c?

Table 4.1: Summary of selection cuts for polarized =~ candidates.

81
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Chapter 5

Hybrid Monte Carlo (HMC)

Technique

5.1 Introduction

Expressing Eq. (2.13) in spherical coordinates,

dN 1

.= 4—(1 + az Pz, cos Oy + az Pz, sin ) cos o + azPzysinfy cosg,) ., (5.1)
A m

where 6, is the angle between the 2 axis and A, and ©a is the corresponding azimuthal

angle of A. Integrating Eq. (5.1) with respect to ¢, from 0 to 2,

T AN dN 1
/0 d—Q d(bA = dcos HA = 5(1 + OéEPEz COS QA) . (52)

Choosing any axis as the reference polar axis,
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_AN = 1(1 + az Pz cosby;) i=x, Y, 2. (5.3)

dcosfy; 2
This is a linear equation in cos#,. In principle, the == polarization therefore can be
determined from either the negative or positive production angle data set using this
equation, and azPg; is just the slope of a straight line. Figures 5.1(a) and 5.1(b)
show the cos 8, distributions for the three components of ]35 from the two production
angle data, respectively. As can be seen, the cos#, distribution cannot be described
by a straight line. This is because the spectrometer acceptance and the reconstruction
efficiencies are not 100% (mainly due to the spectrometer acceptance). Because of the
large acceptance corrections (see Fig. 5.1 a and b), this method is not practical and a
better technique was used. In reality, the observed cos @ distributions are convoluted
with acceptance and reconstruction resolutions, and thus Eq. (5.3) should be modifed

as follows

dN* N
deostn — 5Fi(cos 0ri)(1 £ azPz;cosby;) , (5.4)
where F'(cosfy;) is the acceptance function which accounts for the distortion of the
cos B, distribution from a linear distribution, N is the total number of events, and

the superscript “£” represents positive and negative production angles.

One can attempt to remove the effect of the acceptance by considering the ratio:

_ Ft(1+4 agP;cosby;) — F~ (1 — azP;cosby;)
Ri(cos Ors) = F+t(1+4 azP;cosfy;) + F~(1 — azP;cosfy;) (5:5)
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of the A in the =~ rest frame. (c):
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If the spectrometer acceptance is the same for both signs of the production angle data

sample, i.e., F"(cosfy;) = F~(cosby;), then

R; = a=P;cosb,, . (5.6)

This is a linear equation in cosf, as well. In Fig. 5.1(c), R is plotted against cos 6,
for the three components from real data, which also forms a non-straight line. This is
mainly because this approach cannot take certain kinematic effects into account such
that F* and F~ may not be the same at the same cosf. The acceptance functions
changed with production angle, not because the spectrometer changed, but because
the =~ beam distributions at two production angles were sampled differently. For
example, in this experiment, when incident protons hit the target at +3 mrad in the
x-z plane, pointing in —% direction, the outgoing secondary particles tended to travel
along this direction; when the production angle was reversed, the secondary particles
tended to travel in +2 direction. Due to the finite aperture of the hyperon channel, the
accepted momentum spectra (especially the z component) of the secondary particles
at the two production angles were different. Figure 5.2 shows the = component of
the =~ momentum, p=,, at the collimator exit for —3 and +3 mrad. The different
accepted momentum spectra may cause different F'* and F'~ functions at the same
cosfl. Therefore this approach may give a false signal for polarization. Evidently
the acceptance functions F* are not sufficiently similar to extract the polarization
components from the simple form Eq. (5.5). Therefore, the Hybrid Monte Carlo
(HMC) technique [33], which accounts for acceptance, is employed in the following

sections to measure the =~ polarization and the decay parameters.



86

(a) (b)
”\,_ At -
(c) (d)

Figure 5.3: Illustration of the HMC algorithm; the solid line is real events, and the
dashed line is fake events.

5.2 HMC Algorithm

The idea of the HMC is to simulate only those variables which are associated with the
measurements of the physical quantities, and the remaining variables are simply taken
from the real events. In this work, ]35, B=, and = were the physical quantities to be
measured. Therefore, for a HMC event (also called “fake event”), the corresponding
associated variables, cosfy,, cosfs, and cosf,, in Eqgs. (2.19), (2.20), and (2.21) were
regenerated in the HMC simulation in which the production target position of =7,
and the momentum vectors and the decay vertex locations of Z~ and A were taken

from the real events.

Figure 5.3 illustrates the HMC algorithm. The distribution related to the quan-
tity desired to be measured from data is illustrated in Fig. 5.3(a). The abcissa of the
plot can be cosf,,, cosfs, or cost,, depending on which physical quantity is to be
measured. In the HMC simulation, for each real event which passed all the criteria

(including spectrometer acceptance cuts due to the geometrical aperture of the de-
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tectors, trigger requirement, event selections and reconstruction), a fake event was
generated in which the characteristics of the =7, A, and 72 were the same as those
from the real data. For each fake event, in the A rest frame, cosf; was regenerated
uniformly distributed in the interval —1 to +1 (as shown in Fig. 5.3(b)), where cos 6;
could be cosf,,, cosfg, or cosf,. The corresponding azimuthal angles were taken
from the real event. The new direction of the proton momentum p in the A rest

frame therefore was:

in6; sin 6;

, , sin 6, sin 0
p = (cos 0, — cosb; S—Z) € + L h, (5.7)

where the quantities with primes were generated in HMC and those without primes
were taken from the real event, cos6; could be cosf,,, cos s, or cos ), with €, corre-

sponding to 3% or§ respectively.

With the momenta of the A and = taken from the real event, the momenta of
the decay products of the A, namely p and 7,, in the laboratory frame could be
calculated!. At this stage, p and 7, were regenerated in the HMC simulation. The
momenta of the regenerated p and 7, together with the reconstructed momentum of
7= as well as the decay vertex locations of the A and =~ were used to determine the
and y positions and the corresponding wire numbers (digitization) of the three charged
tracks in the detectors. The fake event was then propagated through the same analysis
programs (including reconstruction) and subjected to the same selection criteria as

the real event. Once the fake event was accepted, the reconstructed cos f of the proton

!Note that, in the analyses of the real data, the strengths (i.e., the readout values from the two
Hall probes) of the upstream and downstream Analyzing Magnets used to compute the momenta, of
the fake events were taken from the real event. It was done on an event-by-event basis.
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in the A rest frame was stored for the determination of the quantities desired to be
measured. This procedure was repeated until some certain number of fake events (5
for Monte Carlo studies and 10 for real data analyses) passed the criteria for each
real event. Since the generated fake event might fail in any step of the process, some
certain number of tries (200 for Monte Carlo study and 500 for real data analysis)
were allowed before the required number of fake events were accepted. Otherwise
the fake events and the corresponding real event were discarded. The analysis then

continued onto the next real event until all real events were processed.

Thus the HMC distributions had the acceptance functions of the spectrometer
and the analysis programs folded in. Figure 5.3(c) illustrates the cos #; distributions
from real events and from fake events after all selection criteria and reconstruction.
Apparently the distribution from fake events does not match that from real events.
Since the cos#; of the fake events were generated uniformly, they should show no
asymmetry. However, the real events have an asymmetry described by Eqgs.(2.19) —
(2.21). To correct for this asymmetry, a weight was attached to each fake event. The

weight for Pz measurement is:

fP(ﬁE; COS 9Ap,f, cos 0, ¢A)

fP(ﬁE; COs 9Ap,r, cos Oy, ¢A) ’

where f and r stand for “fake” and “real” events respectively, and fp is referred to
Eq. (2.19). The denominator in this weighting function is to remove the asymmetric
effect from the real event and the numerator to asymmetrize the fake event. The

weight for the decay parameter measurement is:
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. fn(nE;COS en,f) o
wn - fq;(nE;COS gn,r) ’ 77 - /657 ’ (59)

where f, is referred to Eq. (2.20) for Sz measurement and Eq. (2.21) for vz mea-
surement. Once each fake event was weighted based on these functions, the cos6;

distribution of the fake events matched well with that of the real events (as shown in

Fig. 5.3(d)).

Usually the distribution is divided into several bins. In this work, only cosfp
(cosB,) is in the weighting function for the 8z (yz) measurement, so the distribution
is divided into 20 bins in cosfs (cos6,). However, there are three variables, cos 6y,
cos @, and ¢ involved in the weighting function for the P measurement, the distri-
bution is thus divided into 20 x 20 x 20 bins in these three variables. To measure
the desired physical quantity, a x? comparison of the fake events to the real events is

formed:

s (m—wN)?
X = ;77” , (5.10)

N:an,

l

2wy
S jwy

wy

where [ enumerates the bins, NV is the total number of real events, n; is the number
of real events in the [th bin, and wj; is the weight of the jth fake event in the /th

bin. In this study, w;; is wp for P- measurement and w, (n = B, v) for Bz or vz
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measurement. The measured value of 135, Bz, or vz is found by minimizing the y2.
In the HMC simulation of the detectors and analyses,

e generated particles in fake events were not subject to multiple scattering;
e the fake events were reconstructed (see Section 6.4.1);

o the efficiencies of the MWPCs, hodoscopes, and the calorimeter measured using

real data (see Section 4.3) were used to simulate the response of the detectors;

e there was no slope dependence of multiple hits when a track associated with a

fake particle (p or 7) was digitized (see Section 8.1);

e the variables taken from the real events were re-calculated after reconstruction

and were applied as cuts to the fake events (see Section 8.2);

e the re-generated cos ; was re-calculated after reconstruction (see Section 8.3).

Note that in the MC studies the third item was not imposed since there was no

latched information for the MC data.
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Chapter 6

Monte Carlo (MC) Studies

6.1 Introduction

In the past, many experiments [25, 26, 27, 28] have measured the three components of
the hyperon polarization independently. Although many experiments [19, 20, 21, 22]
have measured ¢z, all have very large statistical errors; and only one [20] has measured
(B= and 7z independently again with large errors. To measure ¢.,,, one can take two

approaches:

e use a likelihood function to measure ¢= = tan™(8z/7=) ;

e measure (7/4)a,f=|Pz| and (7/4)apv=|Pz|, and then take the ratio to deter-

mine tan ¢z .

For the analyses in this work, the three components of the =~ polarization were
measured simultaneously to avoid the problems of the correlation among the three
polarization components; and (= and 7= decay parameters were measured indepen-

dently (i.e., measured fz and vz directly, not measured the products Fa,f=z|Ps| and
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Zopyz|Pz]). As a double-check, the two decay parameters were measured using the
second way described above. Before analyzing the data, it was necessary to test the
feasibility of these proposed approaches. To do this, the MC simulation and HMC
simulation were employed. Since these programs for the MC simulation and HMC
simulation were written completely on my own, it seemed prudent to ensure that

those programs were coded properly.

For convenience sake, the following notations are defined:

e A(v) represents the “difference” between the measured value from the HMC

method and the input value of the variable v in the MC;

e I(v;) represents the distribution I of the variable v for data from j,

where the variable v can be cosfy,, cosfs, cosf.,, Bz, 7=, the three components of
P-, or any kinematic variable (such as momentum or position); and j can be “MC”,
“t7, or “r”, corresponding respectively to MC events, HMC events, or events from
real data. If there is no specification for j, it simply means the distribution I of the
variable v. In addition, cos 0j,,. will stand for cos fl4,, cos flg, or cos 6, unless otherwise
specified. Note that az = —0.456 and a, = 0.642 were used throughout the whole

study, including the MC study and analyses of real data.

6.2 Validation of MC

The MC simulation included: (a) the primary vertex location of the = at the target;
(b) the E production characteristics, including the momentum spectrum of = in the

center-of-mass system of the target nucleon and the incident proton (CM frame), and
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in the laboratory frame (Lab frame); (c) the tracing of the = through the hyperon
channel; (d) the decay distributions of the = and A particles; (e) the tracing of the
three decay products (i.e., p, ma, and 7=) through all eight MWPCs, hodoscopes,
calorimeter, and two analyzing magnets; and, (f) the digitization, i.e., assignment of

hits in detectors.

The = production at the target was assumed to be parameterized by

d’o,,

dz g dp?

n

— e—p?/2<pt>2(1 —zp)",

where o, is the production cross section, p; is the transverse momentum of Z, x; is
the Feynman x which is the fraction of allowable longitudinal momentum of = in the
CM frame, and n depends on the production dynamics but is a tunable parameter.
A value of n = 0 was found to describe the data fairly well. In addition, a value of
the average of transverse momentum, < p; >= 0.525 GeV /¢, was found to describe

data at £ 3 mrad.

Since the MC simulation was used to check whether the proposed approaches
used for analyses were feasible, it was important to first ensure the programs of MC
simulation were coded properly. To validate the codes of the programs, comparisons
between the real data and the MC data after all selection criteria and reconstruction
were made. The comparisons of I(p=) at the target in the CM frame and in the Lab
frame, I(zz) and I(yz) at the target, I(pz), I(z=), I(y=), I(s;=), and I(s,z) at the
collimator exit are shown in Figs. 6.1 and 6.2 for the unpolarized data, Figs. 6.3 —
6.5 for the polarized data at —3 mrad, and Figs. 6.6 — 6.8 for the polarized data at

+3 mrad, where p=, 7=, Yz, Sz, and s,z are the momentum vector, z position, y
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position, z slope, and y slope of = respectively. From these plots, the good match
of I(p= mc) and I(pz,) at the target in the CM frame and in the Lab frame indicates
that item (b) in the MC simulation was coded properly. The distributions I(z=) and
I(y=) at the target, and the distributions I(zz), I(y=), I(s.2), I(s,=), and I(pz) at

the collimator exit from the MC data also match well with those from the real data,

implying that the codes for items (a) and (c) were correct.

The validation of items (d) — (f) can be seen in Figs. 6.9 and 6.10 for the polarized
data at £ 3 mrad, showing the comparisons of I(p,.) and I(ps) between the MC
data and the real data after tracing through all detectors, digitization, reconstruction,
event selection cuts, and the geometric acceptance cuts due to the detector apertures,
where p,,_ and j, are the momentum vectors of 7z and A (from its daughter products
p and 7)) respectively. All of these figures show that the programs for the MC

simulation were coded properly.

Note that the matching between the MC data and real data is good but not
perfect. This is one reason to employ the HMC technique for the measurements to
avoid having to match perfectly. Since the MC simulation was used to test whether the

proposed approaches were feasible, a slightly less-than-perfect matching is tolerable.
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Figure 6.1: Comparisons of I(pz) for the unpolarized =~ data sample in the CM

frame (left column) and in the Lab frame (right column) at the target; the solid line
is real data, and the dashed line is MC data.
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6.3 A Study of Measuring ﬁg, B=, and = with Per-

fect Acceptance

Since in this work the three components of f’E were measured simultaneously and (=
and = were directly measured, it was essential to ensure that not only the proposed
approaches were feasible but the codes were also correct. First of all, a spectrometer
having a perfect acceptance was simulated and there was no reconstruction involved.
This was to test whether the following tasks in the HMC simulation were coded
correctly: (i) the regenerated cos®p,,. distribution or the three new directions of
the regenerated proton momentun in the A rest frame (see Eq. (5.7)), (ii) the new
momenta of the regenerated particles (i.e., p and 7 ) in the Lab frame, and (iii) the
codes used for x? minimization. In the following, MC generated events, having known
values of ﬁg, f=, and 7=, as a data sample were used upon which the HMC technique

was applied.

Figure 6.11 shows the distributions I(cosf,,), I(cosfs), and I(cosf,) with the
comparisons between MC and HMC events being made using a “normalized differ-

ence” which is defined as:

MC -HMC

F:MC-l—HMC’

(6.1)

for each bin. As can be seen, these distributions match well. In addition, several input

values of =z and 7=z in MC were also studied. Figure 6.12 shows A( _’E) vs the three
components of input Px, A(B=z) vs input Bz, and A(yz) vs input = (see Section 6.1

for the definition of A(v), where v is any variable). The differences are within one

standard deviation. These two figures indicate that the codes for the tasks mentioned
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above are correct. This also implies that the proposed approaches indeed are feasible
when the spectrometer is perfect because the measured values are consistent with the

input values.
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6.4 Studies of Measuring 135, fB=, and vz with Real

Acceptance
6.4.1 Procedures of Measuring P- and = (or =)

The flow charts in Figs. 6.13 and 6.14 show the procedures used for the measurements
of P= and f= (or 4z) respectively. The input “true” = polarization (ﬁg’true) in both
charts is used to assign a = polarization to the created the MC data sample. The
input “measured” = polarization (ﬁ57m5r) in Fig. 6.14 is the value of 135 obtained
from the MC data with the procedure shown in Fig. 6.13. Basically the procedures
for both are similar except : (i) the measurement of = (and =) needs ﬁg,msr as
input information in the HMC simulation, which is used to compute cosfs (and
cosf,); (ii) a covariance matrix is employed to estimate the statistical errors of the

three components of ﬁE,msra while a x? method used for that of 8z (and 7z).

Twenty-five MC data samples (each having the same number of events) in the
MC simulation stage were created with 25 different random number seeds, and each
MC data sample then generated its own HMC data set in the HMC simulation stage.
The reason to create 25 data samples will be described in Section 6.4.2 regarding
the study of statistical errors. Following the procedure mentioned in Section 5.2
where fake events were generated, for each data sample, both MC and HMC events
were traced through the same model of the detectors, reconstructed with the same
algorithm and subjected to the same criteria of event selection cuts and geometric
acceptance cuts. If accepted, the reconstructed angles associated with the quantity
desired to be measured were stored in an “angle-output” file for determination of the

quantity. The angles included those from MC events and those from fake events. For
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the Bz (7=) measurement, cosfs (cosf,) was output; while for the P- measurement,
three angles were output : cos fy,, cosf,, and the corresponding azimuthal angle ¢ of
0, where the latter two were used to describe ]35 - A in a Cartesian frame so that the
three components of ]35 could appear in Eq.(2.19) for the simultaneous measurement

of these three components.

It was found that HMC events needed to be reconstructed, otherwise the distri-
butions I(cos Opmemc) and I(cosbOpme ) would not match well, and as a result the
measured values from the HMC method could not be consistent with the input MC
values. Figures 6.15 and 6.16, for example, show the distributions I(cosfy,) for the
MC and weighted HMC events without and with reconstructing the fake events. In
addition, the distributions I(py, yc) and I(py, f) (see Fig. 6.17) matched poorly if
fake events were not reconstructed. The tracking code had a problem in reconstruct-
ing low-momentum tracks such as 7, tracks. Thus, in order to remove the discrepancy

between real (or MC) events and fake events, fake events were reconstructed.

A large angle-output file was made by combining these 25 smaller angle-output
files. To obtain the optimal values of P= and f= (or 7z), x> (see Eq. (5.10)) was
minimized on each smaller angle-output file and the large angle-output file. For the
large angle-output file, once the best values of P and B= (or v=) were found, statistical
errors (0z,, 0z, and og,) were estimated on the three components of ﬁE,msr using a
covariance matrix (see Appendix B) and the statistical error (o4 or 0,) was estimated

on the measured [z or vz using a one-dimensional covariance (see Appendix C).
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6.4.2 Estimating Statistical Errors on the Measured ]35 and

B= (or ’YE)

There are several ways to estimate the statistical error of a measured quantity. Take
this work as an example. One way is to create several data samples, measure the
quantity from each data sample, and then get the root mean square (RMS) from
the distribution of this measured quantity. The statistical error is equal to the RMS
divided by the square root of the total number of data samples (25 data samples were
used in this work). Another way for estimating statistical errors uses the covariance
matrix (see Appendix B) for the measured P-= and uses the one-dimensional covariance

(see Appendix C for the measured 3z (or v=).

Figure 6.18 shows the distributions of the three components of P'E,msr, each of
which is from 25 MC data samples with a total number of events of ~16 million.
The RMS was obtained from each distribution and thus the statistical error for each
component was simply equal to RMS/ v/25. For the large data sample (combined
from these 25 smaller data samples), a covariance matrix was used to estimate the
statistical errors on the three components of f’E,ms,. This error is indicated in the
parenthesis. As can be seen from each component in this figure, the error estimated
by a covariance matrix for the large data sample is consistent with the value of

RM S/+/25 calculated from the 25 smaller data samples.

In Fig. 6.18, the input MC values of P- were (0.0,—-0.05,—0.01) and (0.0, 0.05,
0.01) for left and right columns respectively. The measured 135 using the simultaneous

approach (i.e., using the distribution function of Eq. (2.19)) were

(—0.0001 £+ 0.0015, —0.4998 + 0.0016, —0.0101 +£ 0.0020)
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and

(—0.0009 £ 0.0015,0.0503 £ 0.0017,0.0124 £+ 0.0021)

respectively, consistent with the input values. However, the mean values from the
distributions in this figure showed the results from equivalently independent mea-

surement of the three components were
(0.0064 + 0.0015, —0.0502 + 0.0016, —0.0154 + 0.0020)

and

(0.0061 £ 0.0015,0.0518 4+ 0.0017,0.0109 £ 0.0021) .

The z and z components were inconsistent with the input values. This is likely due

to the correlation among the three components of a polarization.

The study of the statistical error on the measured [z is shown in Fig. 6.19,
where the input value of P'E,tme is (0.0,—0.05,—0.01). The error estimated by a
one-dimensional covariance for the large data sample of ~16 million was ~0.021,
consistent with the the value of RMS/ v/25 from each distribution in each case. In
addition, the measured =z from HMC method, indicated in the parenthesis for each
case, is consistent with the “mean” value from the distribution. This is because there
is only one parameter (i.e., =) involved in the angular distribution function (see
Eq. (2.20)), and thus there is no possibility of correlation. Although here is only
shown the study of the statistical error for Bz, this method can also be used to esti-
mate the statistical error on the measured vz because they have a similar distribution

function and involve only one parameter in the function.
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From the above study, it was found that the statistical errors obtained from the
covariance matrix (for the P measurement) and the one-dimensional covariance (for
the Bz or 7=z measurement) were consistent with the ones obtained from using sev-
eral data samples. Clearly the former method is more expedient. Therefore, in the
following, especially in the analyses of real data, the covariance matrix and the one-
dimensional covariance were used to estimate the statistical errors on the measured

P- and Sz (and vz as well).
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Figure 6.18: The distributions of the three components of ﬁ57msr, each of which is
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6.4.3 Effects of the Number of Fake Events on the 135 Mea-

surement

In the HMC simulation, the number of fake events generated for each real event is
arbitrary. It is well known that the greater number of fake events, the more precise the
measurement. However, generating an infinite number of fake events is not practical.
For this study, therefore, 5, 10, and 15 fake events were generated to see whether
these numbers of fake events had any significant effect on the accuracy of the P

measurement.

To ease the comparison, the same MC data sample was used for each of the three
different numbers of fake events. Different random number seeds were used to create
four more MC data samples. For all five groups, every fake event sample was generated
with the same random number seed. This was to avoid distorting the comparison due
to any effect from the random number seed used in the HMC simulation. Figure 6.20
shows the comparisons of the three components of ﬁgymsr using these three different
numbers of fake events for five different MC data samples. From this figure, within the
same group, the results of each component of ﬁg,msr are consistent with one another,
indicating that these three different numbers of fake events do not have significantly
different effect on the P- measurement. The fluctuation among different groups was
due to different MC data samples. Therefore, any number of fake events between 5
and 15 should be appropriate for the analyses. Hence five fake events was used in the

MC study and ten in the analyses of real data.
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6.4.4 Comparisons of the Measured and Input Values

In Section 6.3, it was proven that the proposed approaches for the measurements of
]35 and Sz (and 7z) were feasible with a perfect acceptance where the reconstruction
was not involved. It is worthwhile to ensure that the approaches are still feasible with

real acceptance and reconstruction involved.

For the P= measurement, several different input values of P- were used to create
MC data, where the x component was always zero. The difference A(Pz,) is plotted
against the data samples for the  component, and the differences A(Pz,) and A(Pz,)
are plotted against the input values of the y and z components in Fig. 6.21, where the
same symbol corresponds to the same set of the input ]35 for the three components.
Compared to zero, the difference is usually within one o=, where oz is the statistical
error of any component of P’E,ms,«. The slight systematic effect in the sign of P may

be due to not using independent random number seeds for each point.

To measure (= (or vz), the P- has to be known (see Section 6.4.1). In this study,
ﬁg,msr is taken to be the same as ﬁg,tme. If results are inconsistent between the
measured and input values of Sz (and =) under this assumption, there must be
something wrong in the programs, which is useful to see whether the programs coded
for the f= (and 7=) measurement are correct. The case in which ﬁgjms,, is different
from P'E,tme will be discussed in the next Section 6.4.5. The cases (a) and (c) in
Fig. 6.22 show the difference A(f=z) versus input = and Fig 6.23 shows A(yz) versus
input v=. Note that the three decay parameters input in the MC always abide by the

constraint of Eq. (2.10). The difference is within one o4 (or o,).

The results in Figs. 6.21 — 6.23 proved that the approaches were feasible and the
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programs, including those for the MC simulation and HMC simulation, were coded
properly even when the real acceptance was turned on and the reconstruction was

involved in the measurements.
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two different sets of 25 random number seeds were involved to create the MC data
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6.4.5 Effects of the Measured 135 on the = Measurement

Since the measurements of #= and 7= depend on the measured ﬁg, and (= was the-
oretically predicted to be much smaller than vz, the measurement of #= might be
more sensitive to the measurement of 135 than vz. One of the areas under study is

how much error or uncertainty is tolerable in the Pz measurement.

Recall that there are two ﬁg’s involved in the fz measurement, P'E’tme used to
assign a true = polarization to the MC data and ﬁg’msr used to compute cos 03 in the
HMC simulation. For the real data, ﬁg’true is unknown, but P’E,mw is measured from
the data. If P'E’mw is not equal to the true value of P’E’tme, how much does ﬁg’msr
affect the 8= measurement? To see the effect of ﬁE,msr on the 3=z measurement, each
time only one component of ﬁE,msr was varied, and the other two components of
ﬁg’msr were held to be the same as those of ﬁg’tme. The difference A(f=z) was then
plotted against the value of the varied component of ﬁg’msr in Figs. 6.24 for input =
= —0.06 with ﬁg’true = (0.0, —0.05,—0.01) and in Fig 6.25 for input Sz = 0.1 with
ﬁg’true = (0.0, 0.05, 0.01), respectively. For each varied component of ﬁg’msr, the
difference compared to ﬁg,tme could be up to ~ 20z. These two figures show that
the difference A(fz) is within one o4, suggesting that the measured ﬁg,msr has no

significant effect on the Bz measurement if it is measured wrong by ~ 20=.

Another example is shown in the cases (b) and (d) of Fig 6.22. These two plots
show the difference A(f=z) versus input (= with an arbitrarily chosen variation on

Pz sy by ~ (2.402,,0.80=

=y, 1.80=,), where the three numbers in the parentheses

represent the variations of the three components of Pz .5, compared to Pz jy.. As can
be seen, even varying any component of Pz s, with a maximun amount of ~ 20z from

ﬁg’true has no significant effect on the measurement of Gz. Therefore an uncertainty
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of ~ 20z is allowed on the 135 measurement while the #z measurement is not affected

significantly.
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Chapter 7

Analysis

7.1 General Introduction to Analysis

After a clean sample of =7 ’s was selected, the proposed analysis approaches were
proven to be feasible, and the programs for the HMC simulation were verified, the
first task of the next step was to extract the =~ polarization signal. In this work,
the distribution function of Eq (2.19) for the simultaneous measurements of the three
components of ]35 was used. Once ﬁg was obtained, the second task was the mea-
surements of = and ~=. For the measurements of the two decay parameters, two
approaches were adopted: one was that employed in the MC study and the other one

was the second way mentioned in Section 6.1.

To obtain P- as a function of =~ momentum (p=), used in the measurements of 3=
and 7=, the data were split into five momentum bins based on p=, each with roughly

the same amount of reconstructed =~ events :

e bin 1: 120 - 147 GeV/c,



132

bin 2 : 147 — 157 GeV/c
e bin 3 : 157 — 167 GeV/c,
e bin 4 : 167 - 180 GeV/c,

e bin 5 : 180 — 240 GeV/c .

For efficient CPU usage and time management, the analyses were executed at the
PC farm at Fermilab with the data broken into 25 samples for each momentum bin.
Therefore, the procedures of analyzing the real data are basically the same as those

for the MC study, except that the MC data is replaced by the real data.

7.2 = Polarization Measurement and Bias Bp

Before extracting the polarization signal, a comparison of the cos 0y, distributions
was made between real and fake events after reconstruction, event selection cuts,
geometric acceptance cuts, and weighting fake events. The variable associated with
the measurement of 135 is cos 05, If the cos 0y, distributions for real and fake events
could not match well, a correct measurement of the =~ asymmetry as well as the
polarization would not be possible. Figure 7.1 shows the cosf,, distributions for
unpolarized data and polarized data at —3 and +3 mrad. The consistent matching
indicates that fake events generated in the HMC simulation can properly simulate

the real data.

In principle, the polarization can be determined from either positive or negative
production angle data sets. However, in reality the measured asymmetry is the sum of

the real polarization and any possible bias which is mainly induced by the apparatus
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not being completely corrected by the HMC. When the production angle reverses,
the sign of the polarization reverses, but the bias is independent of the sign of the
production angle because the analysis axis, 3’ (see the definition of cos,, in Eq. (2.19)),
does not flip the sign. The bias thus can be calculated and eliminated to yield the
true polarization by combining the data with opposite signs of the production angles.
The asymmetries measured for positive and negative production angles (called “bias-

cancellation assumption”) are

Ap; = Bpi + P

Ap; = Bpi — P5; (7.1)

where 7 can be any one of the three components x,y, z of P, A}, (Ap,;) is the experi-
mentally measured asymmetry, Bp represents the residual experimental bias, and the
equations can be applied to all five momentum bins. Taking the sum and difference

of A}, and Ay, yields the bias and polarization:

Bp; = (A + Ap)/2

P = (Alti — Api)/2. (7.2)

For this reason, roughly equal amounts of data were taken at both positive and
negative production angles to yield about the same statistical errors on both data

sets.

The =~ polarization is produced perpendicular to the production plane (i.e., z-z
plane), and the magnetic field of the hyperon channel (collimator) is in —% direction.

With horizontal production angles, the initial polarization is produced along the g
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axis and precesses about the & axis, entirely in the y - z plane. Any polarization
along the % axis would therefore violate the parity conservation. The asymmetries
for both productuon angle data sets in five momentum bins were measured, which
are shown in the left column of Fig. 7.2. From Eq. (7.2), the polarization and bias
in five momentum bins were then determined. Tables 7.1 — 7.3 show the results of
A3, Pz; and Bp; as a function of the =~ momentum (pz). The numbers in the last
row in each table are the weighted averages of A}Ei, Pz; and Bp; respectively. The x?
per degree of fredom is ~1.17 for all ten momentum bins. As can be seen from the
measurement, the polarization in the x component for the entire production angle
sample was found to be consistent with zero as expected by the parity conservation

in the strong interaction.

To validate the bias-cancellation assumption, a combined sample from both pro-
duction angle data was analyzed. If the assumption is correct, the measured asym-
metry from the combined sample should be consistent with the bias calculated from
the assumption. The plots in the right column of Fig. 7.2 show the comparison of the
asymmetry (indicated as x) measured from the combined sample to the bias (indi-
cated as dark triangle) calculated using the assumption for five momentum bins. They
agree with each other in each momentum bin, indicating that the bias-cancellation
assumption is correct and the polarization flips the sign with keeping the magnitude
when the production angle reverses. In addition, to see whether the weighted average
of the three components of bias from five momentum bins for the polarized data is
compatible to those of the =~ asymmetry for unpolarized data, the =~ asymmetry for
unpolarized data was also measured. The plots in the right column of the same figure
show the comparisons of the weighted average of bias (indicated as A) of five mo-

mentum bins to the asymmetry (indicated as ) measured from unpolarized data for
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the three components. Since the running conditions (e.g., targeting positions) were
different for polarized and unpolarized runs, they are not expected to be perfectly

consistent. Nevertheless, the agreement is fairly good.

To determine the production polarization at the target where the = ’s were pro-

duced, one must correct for the precession. This will be discussed in the next section.



137

< 004 < 0.04
<ﬂ~ mﬁ.
003 & ® 003 X %
0.02 C.) 0.02 &
' ® o ' o ¥ %
01 | \ \ 01 | \ \
0.0 140 160 180 200 0.0 140 160 180 200
p- (GeV/c) p- (GeVic)
S 0051 e e &£ 0005F N
o 0 -
0 % *
0 006 g -0.005 |- %
005 | O -001 | | | .
140 160 180 200 140 160 180 200
p- (GeVic) p- (GeVic)
~ -0.04 N
< ® | o 006 X
-0.06 |- ° - ;é x
[ )
[ J O L
-008 - @ O -0.08 X X
o ©
-01 —- ‘ | 0.1 | | |
140 160 180 200 140 160 180 200
p- (GeVic) p- (GeVic)

Figure 7.2: Left column is =~ asymmetry vs p=: ® and o are for polarized data at —3
and +3 mrad respectively. Right column is bias vs p=: the dark triangle is the bias
calculated using Eq. (7.1), % is the bias from analyzing the combined data of both
production angle sample, A is the weighted average of bias of five momentum bins,
and <) is the asymmetry measured from unpolarized data.
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At collimator exit

p= range

(GeV/c) Aps Apy | P, [ Br.
120 - 147 | 0.033140.0017 | 0.0309 +0.0015 | —0.0011 £ 0.0012 | 0.0320
147 — 157 | 0.031340.0016 | 0.0294 +0.0015 | —0.0009 + 0.0011 | 0.0304
157 — 167 | 0.0208 4 0.0015 | 0.0244 +0.0014 | 0.0018 £ 0.0010 | 0.0226
167 — 180 | 0.0184 4 0.0015 | 0.0179 +0.0014 | —0.0002 + 0.0010 | 0.0181
180 — 240 | 0.0160 4 0.0017 | 0.0166 +0.0015 | 0.0003 £ 0.0012 | 0.0163

| Wtd Avg | 0.0236 +0.0007 | 0.0237 & 0.0006 | —0.0000 + 0.0005 | 0.0235 |

Table 7.1: A%w, P=,, Bp, at the collimator exit; the number in the last row is the
weighted average; Pz, and Bp, have the same statistical errors.

p= range At collimator exit

(GeV/c) Ap, | Ap, | Pg, | Bp,
120 — 147 | 0.0208 +0.0018 | —0.0323 £ 0.0016 | —0.0266 £+ 0.0012 | —0.0057
147 — 157 | 0.0352 £ 0.0016 | —0.0301 £ 0.0015 | —0.0327 £ 0.0011 | 0.0026
157 — 167 | 0.0332 £ 0.0015 | —0.0360 £ 0.0014 | —0.0346 £+ 0.0010 | —0.0014
167 — 180 | 0.0386 4 0.0016 | —0.0422 £ 0.0015 | —0.0404 £+ 0.0011 | —0.0018
180 — 240 | 0.0373 £ 0.0022 | —0.0568 £ 0.0020 | —0.0471 £+ 0.0015 | —0.0097

| Wtd Avg | 0.0332=+0.0008 | —0.0379 & 0.0007 | —0.0355 & 0.0005 | —0.0024 |

Table 7.2: Afﬁy, Pz, and Bp, at the collimator exit; the number in the last row is the

weighted average; Pz, and Bp, have the same statistical errors.

At collimator exit

p= range
(GeV/e) Ap, | Af, Pz, | Bp.

120 — 147 | —0.0789 £ 0.0023 | —0.0904 £ 0.0021 | —0.0058 £ 0.0015 | —0.0847
147 — 157 | —0.0732 £ 0.0021 | —0.0867 £+ 0.0019 | —0.0067 £+ 0.0014 | —0.0799
157 — 167 | —0.0697 £+ 0.0020 | —0.0780 £ 0.0018 | —0.0042 £+ 0.0013 | —0.0738
167 — 180 | —0.0592 £+ 0.0020 | —0.0728 £+ 0.0018 | —0.0068 £ 0.0013 | —0.0660
180 — 240 | —0.0501 £ 0.0022 | —0.0672 £ 0.0019 | —0.0085 £ 0.0016 | —0.0587

| Wtd Avg | —0.0660 + 0.0009 | —0.0785 + 0.0008 | —0.0063 = 0.0007 | —0.0728 |

Table 7.3: Aﬁz, Pz, and Bp, at the collimator exit; the number in the last row is the
weighted average; Pz, and Bp, have the same statistical errors.
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7.3 Precession Angle and Magnetic Moment

The measurements of Bz and vz need the information of the precession direction of
the =~ polarization and the magnitude of the precession angle in order to compute
the polar axes P= x A and A x (P- x A) along which the angular distributions are
plotted. False information for either one would give false measurements of the two
decay parameters.

The precession angle is the change in the direction of the spin vector relative to
the direction of the particle’s momentum vector. To express the precession angle,
the particle’s mass, and the magnetic field in terms of degree, GeV/c?, and Tesla

respectively, Eq. (2.7) is modified for the =~ precession as

54
&= q

(g - 1)/de, (7.3)

7 Bm=c?

where mz is the mass of =~ and # ~ 1 in this experiment. Based on the rules
summarized in section (2.2), [ Bdl is positive because B points out of the page in
this experiment (see Fig. 7.3(a)) and is equal to 10.02 + 0.03 Tm for polarized data.
® is positive if the precession is clockwise (see Fig. 7.3(a)).

Since the polarization vector at the production target is along the gy axis, the
precession angle is measured from the final polarization vector relative to the g axis
downstream of the collimator. The initial polarization must be parallel or antiparallel
to the ¢ axis, giving rise to a twofold ambiguity. Furthermore, the polarization vector
can precess either clockwise or counterclockwise in the magnetic field, depending on
the value of g, giving another twofold ambiguity. The four possible lowest order ®'s

therefore are ® = ¢, (+m, ( — 27, and ( — 7, where the first two solutions correspond
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to a clockwise precession and the last two to a counterclockwise precession, and

¢ =tan™! <£§y> . (7.4)

Figure 7.3 shows the four possible ®'s at the lowest order. The measured ('s
for the five momentum bins and the weighted average are listed in Table 7.4. The
value of g, which is related to puz by Eq. (2.8), can be determined from Eq. (7.3). If
the weighted average of ( is used, the four lowest-order solutions for u=z and g can
be determined, which are listed in the first four rows in Table 7.5. If one assumes
the spin vector precesses in the counterclockwise direction, the values of u=z and g
for the lowest-order solution are determined and listed in the last row in the same
table, where ® = —|¢|. This experiment by itself (which has only one value of [ Bdl)
cannot determine the value of g based only on the y and z components of the =~
polarization. After comparison with other experiments [34, 35, 27], only the solution
of puz = (—0.6555£0.0056)uy and g = 1.846 £0.016 is acceptable, which corresponds
to an initial polarization antiparallel to +¢ and a clockwise precession. This pz is in
agreement with that of the world average, implying that the measurements of both
the precession direction and the magnitude of the precession angle are correct. Note
that, compared to experiment E756 [35] which yielded the most precise measurement
of the p.,s among the published literatures , the larger statistical error on our pz is

due to a smaller value of f Bdl, not due to the statistics.

The comparison of the precession angle & vs [ Bdl is given on the left graph
of Fig. 7.4. The magnitude of both & and [ Bdl are plotted and a straight-line fit
constrained to pass through the origin yields an average pu=z = (—0.6507 £ 0.0021) zy .

The right graph of the same figure shows the comparsion of uz determined from this
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p= range | At collimator exit
(GeV/c) ¢
120 — 147 12.24 4+ 3.14
147 — 157 11.64 + 2.38
157 — 167 6.87 + 2.13
167 — 180 9.58 + 1.81
180 — 240 10.29 £ 1.91

| <¢> | 10.02+1.03

Table 7.4: Measured ¢ = tan™'(Pz,/Ps,) at the collimator exit; the number in the

last row is the weighted average.

o p=(pn) g
10.02 | —0.6555 4 0.0056 1.846 +£ 0.016
190.02 0.3251 = 0.0056 | —0.915 £ 0.016
—349.98 | —2.6167 £ 0.0056 7.370 £ 0.016
—169.98 0.2159 £ 0.0056 | —0.608 £ 0.016
—10.02 | —0.7647 £ 0.0056 2.154 +0.016

Table 7.5: The first four rows are the four lowest-order solutions for == magnetic
moment pz and g value from the measurement of this experiment; the number in the

last row assumes that the precession direction is counterclockwise for the lowest-order
solution.

experiment with those from other experiments.
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p= range | < p; > At target
(GeV/e) | (GeV/e) P

120 — 147 0.39 —0.0272 £ 0.0012
147 - 157 0.43 —0.0334 + 0.0011
157 — 167 0.45 —0.0349 + 0.0010
167 — 180 0.48 —0.0410 £ 0.0011
180 — 240 0.52 —0.0479 £ 0.0015

Table 7.6: = polarization at the production target (with no systematic error).

y y y
B B .
@ § @ B @ I:i>nitial
2 i z
E)ﬁnal‘\- Pfinal Pfl
I:i)nitial I:i)nitial
®=C p=C+m ®=7-2m e=(-m
(a) (b) (c) (d)

Figure 7.3: Four possible lowest-order solutions of the precession angle ®; ]%mtial and
Prini are initial and final polarization vectors, respectively. (Shown is the case for
+3 mrad targeting.)
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Figure 7.4: Comparisons of precession angle vs [ Bdl (left graph) and the =~ magnetic
moment uz (right graph).

7.4 Decay Parameters

7.4.1 Introduction to Decay Parameter Measurements

Once the =~ polarization was obtained, the next tasks was the measurements of (=
and 7=. As mentioned before, two approaches were adopted: one was to fit (in the
HMC method) for = and = directly (called “Approach A”), and the other one was
to fit for the products (7/4)ayf=|P=| and (7/4)apy=|Pz=|, denoted as Pz and Pz
respectively, and then take the ratio for the determination of ¢ = tan *(PBz/Py=)
(called “Approach B”). Both approaches use the same distribution functions (see
Eqgs. (2.20) and (2.21)). The magnitude of the polarization enters on an event-by-event

basis in Approach A, while it appears as an averaged quantity in Approach B.

The magnitude of the =~ polarization measured from this experiment, compared

to many previous measurements [19, 20, 21, 22, 26, 27, 28], was small because p;
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and z; of the Z were small. A small polarization makes the decay parameters more
difficult. Nevertheless, this disadvantage, compared to the previous experiments, is

more than offset by our much larger data sample.

7.4.2 Decay Parameter Measurements and Biases Bz and B,

To measure (= and =, each event was assigned a polarization vector. Events in the
same momentum bin have the same x component, but the y and z components were

given by

—~
=~
Ut

p—

Pzy = py +ps p=

PEZ = PEy tan C, (76)

where p; and p, are obtained from a fit of Pz, at the collimator exit to the =~ mo-
mentum pz (see Fig. 7.5). Since flipping the production angle flips the polarization
direction, the magnitude of p; (p,) for production angle of —3 mrad is the same as
that for production angle of +3 mrad, but the sign is opposite for the two produc-
tion angles. In other words, p; = —0.02705 and p, = 0.3871 x 10~3 were used for
the data at —3 mrad, and p; = 0.02705 and p, = —0.3871 x 10~ for the data at
+3 mrad. Although it was found that the x component of the polarization for the en-
tire production angle sample was consistent with zero (see Section 7.2), the measured
x components in the five momentum bins listed in Tables 7.1 were used for the data
at +3 mrad, and the opposite values were used for the data at —3 mrad. It will be
shown in Section 8.9 that the differences in the measured decay parameters using the

measured = components and the expected x components (i.e., Pz, = 0 for all events)
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Figure 7.5: The y component of the =~ polarization (Ps,) vs = momentum (pz) at
the collimator exit; this is the mirror image required by Eq. (7.5).

are small, within ~ (0.2 standard deviation.

The results for the measurements of (=, 7=, Pf=, and P~v= from the two production
angle’s data are given in the first two columns of Tables 7.7 — 7.10, respectively. It
is seen that the results at the two production angles for these four measurements are
not consistent because the decay parameter measurements were found to depend on
the biases from the measurement of polarization. The causes of this phenomenon
will be discussed in the next section. Similar to the bias cancellation applied to the
polarization, the bias cancellation is also applied to obtain true signals for the decay
parameters. However, unlike the situation for the polarization, values of the decay
parameters are independent of the production angle and thus the decay parameters
do not flip the signs, but the analysis axes, # and § (see Egs. (2.20) and (2.21))
reverse their directions and thus the corresponding bias B, flips the sign when the

production angle flips. The measured decay parameter related to the bias for positive
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and negative production angles are:

(7.7)

where 7 can be either fz (=) or PB=z (Pv=z) and these two equations can be applied
to all of five momentum bins. The value of n can be obtained by taking the average
of A7 and A, . The results after bias correction are listed in the last column of the
corresponding tables. The number in the last row is the result from analyzing the
combined data set of the five momentum bins, and the number in the third column is
the result after the bias correction. The biases for the measurements of (=, v=, Pf=,

and Pz are listed in Tables 7.11.

The values of #= and 7= are supposed to be independent of the =~ momentum.
The top two graphs of Fig. 7.6 show the 8= and 7z as a function of the =~ momentum.
The weighted averages indicated on these two graphs are consistent with the values
from combining data from the five momentum bins for these two decay parameters.
However, the measurements of Pf=z and P~= depend on the magnitude of the ]35 (i.e.,
||Pz||). Linear fits to Pz and P~vz are shown in the middle two graphs of Fig. 7.6.
Since the measured B= and vz are negative and positive respectively, the slopes of
Pf= and Pz are negative and positive respectively as ay and || Pz|| are positive (see
Eqs.(2.20) and (2.21)). When the slopes and the intercepts were divided by (7/4)aan,

the results were found to be consistent with the fit of || Pz|| to p= shown in the bottom

graph of Fig. 7.6.

In the next section, it is shown through a MC study that the bias cancellation

scheme works correctly.



p= range Ay A; B=
(GeV/c) (—3 mrad) (+3 mrad)

120 — 147 | —0.012 £ 0.051 | —0.196 = 0.049 | —0.104 £ 0.035
147 — 157 0.010 £0.042 | —0.208 = 0.040 | —0.099 £+ 0.029
157 — 167 | —0.028 £0.033 | —0.104 £ 0.032 | —0.066 £ 0.023
167 — 180 | —0.121 £0.028 | —0.013 £ 0.027 | —0.067 £ 0.020
180 — 240 | —0.187+£0.025 | 0.019+0.023 | —0.084 £ 0.017

| Bz (comb) | —0.084 £0.015 | —0.078 + 0.014 | —0.081 £ 0.011 |

Table 7.7: Results for f= measurement.

Pp= range
(GeV/e)

A _':

(—3 mrad)

At
(+3 mrad)

7=

120 — 147
147 — 157
157 - 167
167 — 180
180 — 240

0.235 £ 0.044
0.527 £ 0.034
0.546 = 0.028
0.569 + 0.026
0.617 £ 0.025

1.531 £ 0.042
1.226 + 0.032
1.251 £ 0.027
1.242 + 0.024

1.159 £ 0.024

0.883 £ 0.030
0.877 £ 0.023
0.898 £+ 0.020
0.906 = 0.018
0.888 £0.017

| 7= (comb) | 0.514 4 0.014 [ 1.271 £ 0.013 | 0.893 = 0.010 |

Table 7.8: Results for vz measurement.

7.4.3 MC Study for Biases Bz and B,

147

To understand what causes the bias which appeared in the decay parameter measure-

ments, results from two studies were compared: (a) a MC study with MC data, and

(b) a study with real data.

For the MC study, the weighted average asymmetry and the weighted average

polarization from the real data (see Tables 7.1 — 7.3) were used. The value of the

weighted average asymmetry was employed to assign a =~ polarization to the MC
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p= range Aps. Aps. Pf=
(GeV/c) (—3 mrad) (4+3 mrad)

120 — 147 —0.00017 = 0.00070 | —0.00271 £ 0.00067 | —0.00144 £ 0.00048
147 — 157 0.00016 #+ 0.00068 | —0.00340 =+ 0.00066 | —0.00162 + 0.00047
157 — 167 —0.00052 £ 0.00060 | —0.00190 £ 0.00059 | —0.00121 £ 0.00042
167 — 180 —0.00249 £ 0.00058 | —0.00028 £+ 0.00057 | —0.00138 4= 0.00041
180 — 240 —0.00452 £ 0.00060 0.00047 £+ 0.00056 | —0.00202 + 0.00041

| PB=z (comb) | —0.00163 + 0.00029 | —0.00146 + 0.00027 | —0.00154 = 0.00020

Table 7.9: Results for T, B=z|Pz| measurement.

Pp= range AI_:‘"yE Altfyg PfYE
(GeV/c) (—3 mrad) (+3 mrad)

120 — 147 | 0.00331 £ 0.00060 | 0.02103 £ 0.00058 | 0.01217 £ 0.00042
147 - 157 | 0.00862 £ 0.00055 | 0.02062 £ 0.00053 | 0.01462 + 0.00038
157 - 167 | 0.00969 £ 0.00051 | 0.02207 £ 0.00050 | 0.01588 £ 0.00036
167 - 180 | 0.01166 £ 0.00052 | 0.02544 &£ 0.00050 | 0.01855 £ 0.00036
180 — 240 | 0.01486 £ 0.00060 | 0.02764 £ 0.00058 | 0.02125 4 0.00041

| Py= (comb) | 0.00973 £ 0.00025 | 0.02336 + 0.00023 | 0.01655 + 0.00017 |

Table 7.10: Results for §a,vz|Pz| measurement.

p= range Bg B, Bpg Bp,
(GeV/e)

120 — 147 | —0.092 | 0.647 | —0.00127 | 0.00886
147 — 157 | —0.109 | 0.350 | —0.00178 | 0.00600
157 — 167 | —0.038 | 0.352 | —0.00069 | 0.00619
167 —-180 | 0.054 | 0.336 | 0.00111 | 0.00688
180 —240 | 0.103 | 0.271 | 0.00249 | 0.00639

Table 7.11: Biases for the measurements of =z, 7=, Pz, and Pz, denoted as Bg,
B,, Bpg, and Bp, respectively. The statistical errors of the biases are the same as
those of Bz, v=, PfB=, and P~z respectively.
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Figure 7.6: Values of 8=, 7=, Pf=, Pv=, and |Pz|, all as a function of the =~ momen-
tum (p=).
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data, but two different values, the weighted average asymmetry and the weighted av-
erage polarization, were employed to compute cos6,. For the study with real data, in
each momentum bin its asymmetry could not be changed as it was measured directly
from the real data, but two different values (its own asymmetry and polarization)
could be used for the cos ), calculation. Therefore, there are two conditions for each

7 measurement, giving four situations as follows:
e condition A p— /YP for = measurement: results are shown in Fig. (7.7);
e condition Ap — P for 8= measurement: results are shown in Fig. (7.8);
e condition A p— /Yp for y= measurement: results are shown in Fig. (7.9);
e condition Ap — P= for ~= measurement: results are shown in Fig. (7.10).

The first [fp represents the “polarization” assigned to the MC data in the MC study
or is the “asymmetry” measured from the real data before bias correction in the
study with real data for each momentum bin. The second ffP or ]35 represents the
“polarization” used to compute cos 0, in both studies. The results shown in the figures
include the comparisons of the cos ¢, distributions and the corresponding “normalized
difference” T' (defined in Eq. (6.1)) between MC (or real) events and fake events. In
those figures listed above, the cos 6, distribution in the study with real data was the
combination of five distributions from the five momentums bins (called “combined”
distribution) in which each momentum bin used its own measured 7 for the weight,

and I' was calculated from the “combined” distribution.
From the studies, one concludes that:

e with the same conditions, the cos 6, distributions from the MC study and from

the study with real data look similar;



151
e for the condition of /TP —A p, it is found that the I' distributions for both the
MC study and the study with real data are very flat, indicating that the cos 6,

distribution for the MC/real events matches well with that for the fake events;

e for the condition of ffp — 135, which was the one used in the decay parame-
ter measurements, there is a discrepancy in the cos 6, distribution between the
MC/real events and the fake events, and as a result the corresponding I' distri-

bution is not flat.

From the above studies, it was found that the bias between the asymmetry and
the polarization played an important role in the decay parameter measurements. To
see how the bias affected the decay parameter measurements, it was studied with the
MC simulation and the results are shown in Fig. 7.11, where the conditions for the

three results in each plot are listed as follows:

e First point (e): The condition Ps— P= was used and the range of the 2~ momen-
tum (pz) was 120 — 240 GeV /c, where P is the weighted average polarization
from the real data of five momentum bins. It was found that the measured n was
consistent with the input value even if the condition A p— A p was used, where
Ap is the weighted average asymmetry from the real data of five momentum

bins.

e Second point (A): The condition Ap — P= was used and the range of the
=~ momentum (pz) was 120 — 147 GeV/c, where Ap (Px) is the asymmetry

(polarization) from the real data in the first momentum bin.

e third point (¢): The condition Ap— P= was used and the range of the 2~ momen-
tum (p=) was 180 — 240 GeV /¢, where Ap (Px) is the asymmetry (polarization)

from the real data in the fifth momentum bin.
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The results for production angles of —3 and +3 mrad are shown in the top two plots
and the results after bias correction (see Eq. (7.7)) are shown in the third plot. It is
seen that the measured 7 is consistent with the input value if the condition 135 — 135
(or /Yp — /_fp) is used, and there is a bias if the condition 14_‘13 — 135 is used. However, if
the bias correction is applied, an n value can be obtained which is consistent with the
input value. The source to cause a bias in the decay parameter measurements is not

from the selected =~ momentum range. The reason why the =~ momentum ranges
for the second point and the third point were chosen to be the same as those in the
analyses of the real data was simply to simulate the MC data as the real data. It was
found that the bias existed whenever the condition A p— 135 was used in spite of the
selected = momentum range used in the MC study. After bias correction, an n value
in agreement with the input value could be obtained. Therefore, the bias between the
asymmetry and the polarization causes the bias in the decay parameter measurement.

Application of the bias correction (see Eq. (7.7)) can resolve this problem and one

can obtain true signals for =z and v=.

Although a measured 7 consistent with the input value can be obtained in the MC
study no matter whether the condition ﬁg — ﬁg or A’p — A'p is used, the asymmetry
cannot be used for the cos 6, calculation in the analyses of the real data because the
measured asymmetry is not the true polarization. In the analyses, the polarization
after bias correction (see Eq. (7.1)) was used for the cos#, calculation and then

another bias correction (see Eq. (7.7)) was applied to obtain true signals for 7.
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Figure 7.7: Comparison of the cosfjs distributions between MC or real events and

fake events when condition A'P — ﬁp is used; left column: the solid line is MC or
real events, and the dashed line is fake events; “MC” represents the MC study and
“Data” the study with real data.
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Figure 7.8: Comparisons of the cos s distributions between MC or real events and

fake events when condition A p— 135 is used, left column: the solid line is MC or real
events, and the dashed line is fake events; “MC” represents the MC study and “Data”
the study with real data.
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Figure 7.9: Comparisons of the cosf, distributions between MC or real events and

fake events when condition A'P — ﬁp is used; left column: the solid line is MC or
real events, and the dashed line is fake events; “MC” represents the MC study and
“Data” the study with real data.
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Figure 7.10: Comparisons of the cos 6., distributions between MC or real events and

fake events when condition ffP — ]35 is used; left column: the solid line is MC or
real events, and the dashed line is fake events; “MC” represents the MC study and
“Data” the study with real data.
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7.4.4 Comparison of the Two Approaches

With the real data, three comparisons are made between the two approaches (see

Section 7.4.1):

(a) Figure 7.12 and 7.13 show the “combined” distributions of cosfs and cosé,
respectively for these two approaches (in the left column) and the corresponding T’
distribution (in the right column), where the label “Apprch-A” (“Apprch-B”) means
“Approach A” (“Approach B”). The individual measured n ((7/4)axn|Pz=|) in each
momentum bin was used for the weight. In these two figures, condition Ap — P- was
used; in other words, the polarization after bias correction was employed in the decay
parameter measurements. As can be seen, the “combined” distributions for these two

approaches look almost the same.

(b) For Approach B, n can be extracted from dividing the measured (7/4)an|Pz]|
by (m/4)a,|Pz| with |P=| obtained from each momentum bin. The difference between
the 7 directly measured from Approach A and the extracted n from Approach B
is plotted vs the == momentum in Fig. 7.14. Taking into account the statistical
error, the difference is consistent with zero, indicating that these two approaches give

consistent results of 7.

(¢) The value of ¢= can be determined by either tan~"(PSz/P~z) or tan™! (8= /7z=)-
The former way is an attempt to avoid the uncertainty or the influence induced by
polarization. Figure 7.15 shows the value of ¢= vs the =~ momentum using these two
approaches. It is found that the weighted values of ¢= from the fits are consistent

with each other.

From the above three comparisons, it can be seen that the magnitude of the
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polarization is not a problem for the decay parameter measurements. In the earlier
experiments [19, 20, 21, 22|, the poor determination of the two decay parameters,
especially Bz, was not due to the small polarization, but due to too low statistics.
Compared to the experiment done by Bensinger et al. [21] which had the largest
amount of polarized =~ events among the published literature, our polarized =~

sample is larger by a factor of ~ 6 x 103.
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Figure 7.12: Comparisons of the “combined” cos s distributions for Approaches A
and B; left column: the solid line is real events, and the dashed line is fake events.
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Figure 7.13: Comparisons of the “combined” cos#, distributions for Approaches A
and B; left column: the solid line is real events, and the dashed line is fake events.
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Chapter 8

Systematic Uncertainties

The results of the three components of =~ polarization listed in Tables. 7.1 — 7.3 and
results of the two decay parameters in Tables. 7.7 —7.10 will be called “base” values (or
results) from “base” analyses (or measurements) in the following systematic studies.
Systematic uncertainties in these base measurements were estimated by studing the
change in the results when a certain condition in the analyses was varied. (Several
conditions could be varied, but those which were more important and might have
significant effects on the base measurements were chosen.) The first nine conditions
are the systematic studies for both measurements of =~ polarization and two decay

parameters; while the last two are only for the decay parameter measurements.

8.1 Slope Dependence

As a charged track passes through a chamber, the closest wire to its passage is fired,
plus those wires contiguous to that wire are fired due to extended ionization and §

rays. The entire group of hit wires is referred to as “multiple hits”. The probabilities
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of multiple hits were studied with real data. The probability with triple or more hits
was relatively small and did not depend on a track slope for all chambers. In the
upstream chambers, the track slopes were under 0.02 (calculated by Az/Az in the
x-z view and Ay/Az in the y-z view) and thus no slope dependence of multiple hit
probability was used. However, the track slopes in the downstream chambers could be

as large as ~0.15 and some increase in the double hit probability could be expected.

In the digitization code used to digitize the fake proton and 7, in the HMC
simulation, multiple hits can be single, double, or triple hits. In each chamber,
by throwing a random number, the number of hits can be determined based on
the probability of having these three types of hits, each of which is the average
over all track slopes. In this case, the probability to generate multiple hits is slope

independent. This condition was used in the base analyses.

To see the effect due to the slope dependence of multiple hits (especially single
and double hits) on the base measurements, real data were analyzed using a parame-
terized probability as a function of the track slope for double hits along with the total
probability equal to one and keeping the same probability of triple hits as that in the
base analyses. The change in the result compared to the base result is categorized as

“Slope-Dep” in the summary tables of the systematic studies.

The bias for the =~ polarization study with the slope dependence of multiple
hits was found to be about twice as large as the one with slope independence of
multiple hits in the base measurement. Therefore, the systematic study due to the
slope dependence of multiple hits was not taken into account in the estimate of the
systematic errors though most of the changes (see “Slope-Dep” in Tables 8.2 — 8.4)

are less than one standard deviation. The slope independence of multiple hits was
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used for all of the base measurements.

8.2 Reconstruction Resolution

In the base analyses, a fake event generated in the HMC simulation was traced through
a model of the detectors and reconstruction code, and the same cuts of event selection
and geometric acceptance as applied to the real event. For the fake event, variables
with information taken from real data such as positions at the target and at the
collimator exit, vertex positions, momenta, and mass of =, and vertex positions
of the A were all applied with cuts based on event selection criteria. All of these
variables, were recalculated after reconstruction of the fake events. However, due to
the reconstruction resolution, the recalculated values of these variables might change
such that they might fall outside the criterion boundaries, the resulting fake event
would not be accepted, causing a bias in the measurements. Therefore, the variables
taken from the real event were not applied with cuts in the fake events though fake
events were still reconstructed for the remaining criterion cuts. The change in the
result compared to the base value is categorized as “Recon-Resol” in the summary

tables of the systematic studies.

Although all of the changes compared to the base values are less than one standard
deviation, to minimize any bias due to the reconstruction resolution, the fakes events
were applied with the same criteria as applied to the real events after reconstruction
in the base measurement. Therefore, this study is not included in the estimate of the

systematic errors.
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8.3 Reconstruction Resolution: Generated cosf

In the base analyses, cosfy,, cosflz, and cosf), generated in the HMC simulation
and then used to obtain the best values of ]35, B=, and = respectively were all
recalculated after reconstruction. The reason for this systematic study is also due to
reconstruction resolution. The value of cos ;,,. generated with a random number seed
might be different from the recalculated one after reconstruction, where cos 6,,. can
be any of the three angles mentioned above. To estimate the systematic uncertainty
caused by the reconstruction resolution on cos,,., fake events were selected with
the same criteria as the real events except that the output angle, cosfy,,., used in
the minimization directly came from the generated one with no reconstruction. The
difference in the result compared to the base value is categorized as “Generated cos 6”

in the summary tables of the systematic studies.

With the same reason mentioned in the previous section, the generated cos @},
after reconstruction was used in the base measurement. This study is exclued in the

estimate of the systematic errors.

8.4 Background Hits

Since the maximun number of hits in an MWPC plane associated with a track is three
in the reconstruction code, the maximun number of hits associated with the track of
a fake particle (i.e., p or m,) in the HMC simulation is three. Fake events generated
in the HMC simulation are therefore very clean. The base analyses were based on a

clean sample of fake events. However, in reality the real data were contaminated by
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background hits (e.g., hits from ¢ rays, v conversion, and beam tracks). The back-
ground hits influenced the reconstruction and the selection of good =~ candidates.
To mimic real events, each fake event was superimposed with the extra hits that
were taken from hits which were not used in the reconstructed tracks of the real p,
7y, and m=. The change in the result compared to the base result is categorized as

“Background Hits” in the summary tables of the systematic studies.

8.5 Background under Signal Peak

The background under the signal peak in the =~ mass spectrum was included in the
base analyses. The effect from the true signal ¢ and that from the background Qg

contribute to the base result Q,,cqsureq in the following manner:

SQs+BQRp S

B
Qmeasured = S-f-—B = NQS + NQB,

where S and B are the number of signal and background events respectively, and
N = S+ B. This systematic study measures the sensitivity of Q) casured 10 @p- Since
it is impossible to extract the background under the signal peak, one way to mimic
the background is to use the side bands in the =~ mass spectrum, where behaviors
on both of the side bands are assumed to be similar to that of the background under

the signal peak. The side bands are:

e L, side band : 1.3105 GeV/c*> < Z mass < 1.3160 GeV/c?,

e R, side band : 1.3280 GeV/c? < =~ mass < 1.3310 GeV/c?
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e L, side band : 1.3030 GeV/c*> < 2~ mass < 1.3101 GeV/c?,
e R, side band : 1.3340 GeV/c®> < Z~ mass < 1.3510 GeV/c? .

Figure 8.1 shows the distribution of the reconstructed A7 invariant mass with all cuts
applied except the mp, cut. Only a portion of data appears in this plot. The number
of background events per bin is estimated by taking the average of the events in bins
40 and 130 (indicated by arrows in the plot). The left (right) arrow to the right
(left) edge of the cut applied in the base measurement is ~ 40. The ratio of B/N is

estimated to be:

B 48 bins - (2.1 x 10?/bin) 4
— = ~4x1077,
N 2,653,110

where there are 48 bins under the signal peak with approximately 2.1 x 10? background
events per bin. The number of events were roughly the same for each side bands, and
(Ly + Ry)/N = 0.0045 and (Ly + Ry)/N = 0.0035 which were chosen to be close to
the ratio B/N.

The systematic error due to the background under the signal peak is equal to
(4x1073)Qp. Table 8.1 shows the comparison of the systematic errors using different
side bands for the entire production angle data sample. As can be seen, all of the
errors are samll because the ratio of B/N is small, and there is no significant difference

between side bands L; and L, and between R; and R,.

The average of the values from side bands L, and R, (denoted as “L-Side Band”
and “R-Side Band” respectively) is used for the estimate of the systematic error. This

is categorized as “Side Band” in the the summary tables of the systematic studies.
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Figure 8.1: Reconstructed Ar invariant mass with all cuts applied except the my,
cut. Only a portion of data appears in this plot. The arrows indicate the locations

used for the estimate of the background events per bin.

APz, AP, =y APz, Af= Ays
L,-Side | —0.04 o0p, | —0.32 0p, | 0.10 0p, | 0.02 05 | 0.15 o,
L,-Side | —0.02 0p, | —=0.17 0p, | —0.03 0p, | 0.02 05 | 0.16 o,
R,-Side | —0.01 op, | —0.32 0p, | —=0.11 0p, | 0.21 05 | 0.24 0,
Ry-Side | 0.04 0p, | —0.30 0p, | —=0.24 0p, | 0.09 05 | 0.28 0,

Table 8.1: Comparison of the systematic errors using different side bands for combin-
ing both production angle data sample of five momentum bins. All of the numbers are
in units of statistical errors: op, = 0.0005, op, = 0.0005, op, = 0.0007, 03 = 0.011,

and o, = 0.010.
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8.6 Efficiencies of MWPC, Hodoscope, and Calorime-

ter

Every detector has its own detection efficiency. The efficiencies in this study were
calculated with existing programs using real data and incorporated in the HMC sim-
ulation for the base analyses. Efficiencies of three types of detectors were involved:
MWPCs, hodoscopes (OS and SS), and calorimeter, where it was on a wire-by-wire
basis for all the chambers, counter-by-counter basis for the hodoscopes, and every 1
cm in the x direction with integration over the efficiency in the y direction for the
calorimeter. Due to software resolution (e.g., reconstruction resolution) and/or the
intense particle flux near the beam region (for MWPCs), the efficiencies used in the

HMC simulation might not be true values.

To investigate the sensitivity to the errors in the efficiencies of the hodoscopes
and the calorimeter, a perfect efficiency of the hodoscopes or the calorimeter was
turned on while the remaining conditions were kept the same. For example, when
studying the systematic uncertainty for the efficiency of the hodoscopes, a perfect
efficiency of 100% for every hodoscope counter was used in the HMC simulation, but
the efficiencies of the MWPCs and calorimeter still used the measured ones and the

rest of the conditions also remained the same.

The average efficiencies of the hodoscopes and calorimeter were above 99% and
the errors were smaller than 1% (depending on the number of events used to calculate
the values of the efficiencies). To be conservative, 100% was used for the study of the

systematic uncertainties due to the efficiencies of the hodoscopes and calorimeter.

To investigate the sensitivity to the errors in the efficiencies of the MWPCs, the
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efficiencies were re-measured with the old-Ctrack by requiring three and only three
tracks (one OS and two SS tracks which form the best = candidate) plus zero or one
beam track. This was to study the effect of the beam tracks and the old-Ctrack on the
efficiency measurement of the MWPCs. When studying the systematic uncertainty
due to the efficiencies of the MWPCs, these efficiencies were used in the HMC simu-
lation, but the efficiencies of the hodoscope and calorimeter still used the measured

ones and the remaining conditions were kept the same.

The changes in the results compared to the base values are categorized as “MWPC
Eff”, “Hodoscope Eff”, and “Calorimeter Eff” in the summary tables of the systematic

studies.

8.7 p,, Cuts

As mentioned before, 7, is usually the track that has the lowest momentum among the
three product particles, and the reconstruction code had a problem in reconstructing
low-momentum tracks. Therefore, a cut at 10 GeV/c on p,, was made in the base
analyses. Due to the problem of reconstructing tracks at low momentum, different
cut values on p,, might give different results. To estimate the sensitivity of the
measurements due to reconstruction at low momentum of the 7, a higher cut at
13.2 GeV/c (which reduced the data sample by ~5%), and another lower cut at
0.0 GeV/c (which increased the data sample by ~0.5%) were made on p,, for this
study. The changes in the results compared to the base values are categorized as
“Dry > 13.2” and “p,, > 0.0” in the summary tables of the systematic studies. Note

that the reconstruction code did not have a problem in reconstructing the tracks of
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the proton and the 7, and thus the systematic uncertainties by making different cut

values on the momenta of the proton and the 72 were not studied.

Since there are two results, corresponding to the cuts of p,, at 13.2 and 0.0 GeV/c
respectively, for each measurement (three components of ]35, =, Or =) in this study,
to estimate the systematic uncertainty due to reconstructing =, at low momentum,
the positive (negative) change in the result compared to the base value is used for the
upper (lower) bound. When both the changes have the same signs, the larger change

(i.e., the worse value) is used and the smaller change is set to be zero.

8.8 Precession Angle

The y component of the =~ polarization is much bigger and more stable than the x
and z components. That is, it is less affected by varying analysis conditions. This
can be seen from the first nine studies of systematic uncertainties for the == polar-
ization. In this section, the stability of the decay parameter measurements due to the
z component is discussed. The stability of the decay parameter measurements due to

the z component will be discussed in the next section.

Recall Eq. (7.6) used in the decay parameter measurements. The z component
was expressed in terms of the precession angle £ with a statistical error of 1 degree.
Hence a variation of £ within +1° results in a different value of the z component,
and this allows the study of the stability of decay parameter measurements due to
the z component or the precession angle. Two values of £, 9° and 10°, were used in
this study. The changes in the results compared to the base values are categorized as

“6€ =9 and “6€ = 11°” in the summary tables of the systematic studies.
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With the same reason mentioned in the previous section, to estimate the stability
due to the z component of the =~ polarization or the precession angle, the positive
(negative) change in the result compared to the base value is used for the upper
(lower) bound. When both the changes have the same signs, the larger change (i.e.,

the worse value) is used and the smaller change is set to be zero.

Although the z component of the Z polarization (Pz;) from the entire production
data sample is consistent with zero, the value of Pz, used in the HMC simulation
was on a basis of momentum-bin by momentum-bin in the base analyses of the decay
parameter measurements. In other words, every momentum bin had its own value for
the x component. However, due to parity conservation, the £ component should be to
be zero if the vertical angle of the primary beam and the target were aligned with the
collimator. To estimate the uncertainty of the decay parameter measurements due to
the uncertainty of the x component of the Z~ polarization, every event used zero value
for the x component along with a precession angle of 10° for the cos 6, calculation in
the decay parameter measurements. The change in the result compared to the base

result is categorized as “Pz, = 0” in the summary tables of the systematic studies.
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Figure 8.2: Precession Angles ¢ in different systematic conditions; the first result (x)
is the base measurement, and the rest results correspond to different conditions in
order disscussed in the contents.

8.10 Summary and Discussion of the Systematic Un-

certainties

The estimated systematic uncertainties on the three components of the =~ polariza-
tion are summarized in Tables 8.2 — 8.4, those on Sz and (7/4)a, B=|P=| are summa-
rized in Tables 8.5 and 8.6, and those on vz and (7/4)ayyz|Pz| are summarized in
Tables 8.7 and 8.8. Except the study of the background under the signal peak, all the
numbers in the tables are calculated with respect to the base values, i.e., Vs, — Upgse
with v, and v, being the measured value under a certain systematic condition and
the base value respectively. The upper (lower) bounds of the total systematic errors
are estimated by adding the positive (negative) changes in quadrature and listed in

the last line of each tables.

When a systematic condition of interest was varied, the precession angle deter-
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mined from the 135 measurement changed as well. In an attempt to avoid any indis-
tinguishable correlation between two conditions entering the study of the systematic
uncertainty on the measurements of = and 7=, every time only the systematic condi-
tion of interest was varied and the other conditions were held to be the same. Except
the systematic study due to the uncertainty of the precession angle, the base value
of £ = 10° was therefore used for all systematic studies on the measurements of Oz
and v=. However, as mentioned above, varying a condition for the systematic study
on the P= measurement might cause a change in the precession angle which was used
for the decay parameter measurements. It was necessary to check whether it would

induce a significant bias in the measurements of = and 7=.

Figure 8.2 shows the precesion angles obtained in different systematic conditions
on the P- measurement. The first point is the base value. The following points
were obtained by varying the systematic condition in the same order as presented
in the previous sections. For example, the second point resulted from “Slope-Dep”,
and the seventh, eighth, and nineth points corresponded to efficiencies of MWPC,
hodoscope, and calorimeter respectively. Note that the fifth and the tenth points
resulted from the worse cases of “Side Band” and “p,, cut” respectively. As can be
seen, all of the precession angles are consistent with the base value. Furthermore,
as investigated in the MC study (see Section 6.4.5), a wrong measurement of P= by
~ 2044 is tolerable, where o, is the statistical error of Pz,, P=y or P=z,. The term of
“tolerable” means that the measured (= using a wrong measurement of ﬁg by ~ 204t
compared to the measured [z (which is consistent with the input MC gz value) using
a true ]35 value is less than one standard deviation (see Figs. 6.24 and 6.25, and also
see Section 6.4.5). In the systematic studies, none of the three components of the

measured 135 in different conditions is off by more than 20, when compared to the
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base values.

The results obtained in the conditions of “Slope-Dep”, “Recon-Resol”, and “Gen-
erated cos#” are not taken into account the estimate of the systematic errors. The
precession angles obtained in the remaining conditions (which correspond to the fifth
through the tenth points in Fig. 8.2) are very consistent with the base value. There-
fore, it is safe to use & = 10° for the systematic studies on the measurements of Oz

and 7=.

Since Pz, is much bigger than Pz, and Pz,, it is less influenced by varying analysis
conditions. The systematic uncertainties on Pz, are usually smaller than those on Pz,
and Pz,. For the (7/4)a,n|P=| measurement, because the value of ) can be extracted
from dividing (7/4)aan|Pz| by (m/4)as|P=| and the magnitude of |Pz| is about the

same of P=

=y, |Pz| is believed to be as stable as Pz, which has small systematic

uncertainty, and it is expected that the stability of (7/4)a,n|Pz| should be about the
same as that of the direct measured 7, where 7 represents Oz or 7=. Comparing the
individual systematic uncertainty on 1 and (7/4)a,n|P=| in a certain momentum bin
with a certain systematic condition, indeed one finds that they are about the same.

In addition, the total systematic uncertainties for Bz and 7z are roughly the same.
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P:cc
Systematic bin 1 bin 2 bin 3 bin 4 bin 5 | < Pz, >
Conditions (X0pg1) | (XOpg2) | (X0pe3) | (XOpga) | (XOpas) | (X0pg)
Slope-Dep —0.342 | —0.391 | —0.780 | —0.010 | —0.175 | —0.740
Recon-Resol 0.150 | —0.727 | —0.630 0.470 0.092 —0.260

Generated cosf —0.017 | —0.036 | —0.020 | —0.060 | —0.017 | —0.060
Background Hits | —0.192 0.227 | —0.350 0.030 | —0.317 | —0.420
L-Side Band 0.261 0.210 —0.025 | —-0.323 | —0.212 | —0.023
R-Side Band 0.010 —0.081 0.216 0.040 —0.072 0.037

Side Band 0.136 0.065 0.096 | —0.142 | —0.142 0.007
MWPC Eff —0.492 0.564 1.100 | —0.590 | —1.158 | —0.440
Hodoscope Eff —0.075 | —0.454 | —0.540 | —0.420 | —0.483 | —0.860
Calorimeter Eff 0.017 0.372 | —0.400 | —0.010 | —0.517 | —0.240
Dapy > 13.2 —0.350 0.164 | —1.810 | —0.470 | —0.675 | —1.340
Dry > 0.0 0.392 0.173 | —0.720 0.510 | —0.108 0.120

Total error:
upper bound 0.415 0.736 1.104 0.511 0.000 0.120
lower bound —0.638 | —0.454 | —1.962 | —0.875 | —1.555 —-1.721

Table 8.2: Systematic errors for Pz, at the collimator exit in units of the statistical
errorrs. The numbers in the parentheses along the top row are the statistical errorrs:
opgz1 = 0.0012) opyo = 0.0011, 0p,3 = 0.0010, opyy = 0.0010, op,s = 0.0012, and
opy = 0.0005. The first three conditions are not taken into account in the estimate
of the systematic errors.
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P=
Systematic bin 1 bin 2 biny3 bin 4 bin 5 | < Pgy >
Conditions (x0py1) | (XOpy2) | (XOpys) | (XOpya) | (XOpys) | (Xopy)
Slope-Dep —0.108 0.018 0.050 1.091 | —0.267 0.300
Recon-Resol 0.033 0.082 | —0.230 0.164 | —0.747 | —0.440

Generated cosf 0.025 0.009 0.020 0.009 0.600 0.380
Background Hits | —0.200 0.391 0.420 0.091 | —0.380 0.080
L-Side Band —0.044 | —-0.113 | —0.059 | —0.029 | —0.093 | —0.175
R-Side Band —0.043 | —0.210 | —0.088 | —0.136 | —0.146 | —0.297

Side Band —0.044 | —0.162 | —0.074 | —0.083 | —0.120 | —0.236
MWPC Eff 0.017 0.091 0.240 0.800 | —0.067 0.400
Hodoscope Eff —0.700 0.336 0.040 0.600 | —0.327 | —0.120
Calorimeter Eff 0.283 0.318 | —0.080 0.554 0.047 0.500
Dapy > 13.2 —0.017 0.718 0.160 1.582 | —0.307 0.880
Dr, > 0.0 —0.525 | —0.518 0.640 0.845 | —0.333 | —0.060

Total error:
upper bound 0.284 0.944 0.803 1.954 0.047 1.091
lower bound —0.898 | —0.543 | —0.109 | —0.083 | —0.617 | —0.271

Table 8.3: Systematic errors for Pz, at the collimator exit in units of the statistical
errorrs. The numbers in the parentheses along the top row are the statistical errorrs:
opy1 = 0.0012, opye = 0.0011, opys = 0.0010, opys = 0.0011, opys = 0.0015, and
opy = 0.0005. The first three conditions are not taken into account in the estimate
of the systematic errors.
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Paz

Systematic bin 1 bin 2 bin 3 bin 4 binb | < Pz, >
Conditions ( X Jle) ( X 0Pz2) ( X 0Pz3) ( X 0Pz4) ( X 0Pz5) ( X OPz)
Slope-Dep —-0.967 | —0.621 | —1.561 | —1.407 0.137 —1.700
Recon-Resol —-0.667 | —0.664 | —0.931 | —0.431 | —1.256 | —0.814
Generated cosf —0.073 0.000 0.054 0.061 0.194 0.100
Background Hits 0.093 —0.258 0.131 1.315 0.194 0.428

L-Side Band 0.021 —0.022 | —0.002 | —0.017 | —0.039 | —0.025

R-Side Band —0.351 | —0.256 | —0.059 | —0.062 0.118 —0.244
Side Band —0.165 | —0.139 | —0.031 | —0.040 0.040 —0.135
MWPC Eff —0.187 0.600 | —0.046 0.631 0.556 0.571
Hodoscope Eff —0.240 | —0.171 | —0.531 | —0.415 | —0.900 | —0.943
Calorimeter Eff —0.533 | —0.457 | —0.400 | —0.038 0.119 —0.528

Py > 13.2 —0.300 0.257 0.038 1.061 —-1.362 | —0.243

Dry > 0.0 0.007 | —0.057 | —0.454 0.654 0.531 0.300
Total error:

upper bound 0.093 0.653 0.136 1.803 0.803 0.774

lower bound —-0.703 | —0.572 | —0.807 | —0.418 | —1.632 | —1.116

Table 8.4: Systematic errors for Pz, at the collimator exit in units of the statistical
errorrs. The numbers in the parentheses along the top row are the statistical errorrs:
op,1 = 0.0015, op,s = 0.0014, 0p,3 = 0.0013, op,4, = 0.0013, op,5 = 0.0016, and
op, = 0.0007. The first three conditions are not taken into account in the estimate
of the systematic errors.
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P=
Systematic bin 1 bin 2 bin 3 bin 4 bin 5 | combined
Conditions (XO'ﬂl) (XO’ﬁg) (XO’ﬂ3) (XO’ﬂ4) (X0'55) (XO’ﬁ)
Slope-Dep 0.533 | —0.249 | —0.826 | —0.319 | —0.728 | —0.554
Recon-Resol —0.148 | 0.127 | —1.002 | —0.562 | 0.176 —0.584

Generated cosf | —0.014 | —0.039 | —0.016 | —0.018 | 0.026 —0.028

Background Hits | 0.342 0.752 0.460 0.411 0.855 0.939
L-Side Band 0.017 | 0.047 | —0.083 | 0.027 0.034 0.020
R-Side Band 0.216 0.027 0.026 0.134 | —0.093 0.091

Side Band 0.117 | 0.037 | —0.029 | 0.081 | —0.030 0.056

MWPC Eff 0.176 0.284 | —0.446 | —0.071 | 0.506 0.159

Hodoscope Eff 0.030 0.304 | —0.627 | 0.135 0.411 0.016

Calorimeter Eff 0.574 0.265 | —0.346 | —0.101 | 0.613 0.359

Dry > 13.2 —0.282 | —0.164 | —0.450 | —0.016 | 0.974 —0.029
Px, > 0.0 0.417 | —0.003 | —0.640 | 0.435 0.474 0.291
£E=9° —-0.359 | 0.156 | —0.855 | —0.335 | 0.564 —0.376
£ =11° 0.581 0.592 | —0.150 | 0.332 0.908 0.951
Pz, =0.0 —0.665 | —0.577 | 0.717 | —0.080 | 0.966 0.214

Total error:
upper bound 1.002 1.077 0.852 0.702 2.058 1.440
lower bound —0.807 | —0.600 | —1.361 | —0.366 | —0.030 | —0.377

Table 8.5: Systematic errors for fz in units of the statistical errors. The num-
bers in the parentheses along the top row are the statistical errors: oz, = 0.0354,
og2 = 0.0290, 03 = 0.0230, og4 = 0.0198, 045 = 0.0169, and o3 = 0.0105. The first
three conditions are not taken into account in the estimate of the systematic errors.
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Fanfz|Pe|
Systematic bin 1 bin 2 bin 3 bin 4 bin 5 | combined
Conditions (xopp1) | (Xops2) | (X0ps3) | (XOppa) | (XOpgs) | (X0ps)
Slope-Dep 0.527 | —0.248 | —0.824 | —0.317 | —0.725 | —0.631
Recon-Resol —0.152 0.130 | —1.000 | —0.560 0.175 —0.652
Generated cosf —0.014 | —0.039 | —0.014 | —0.015 0.026 —0.055

Background Hits | 0.341 0.755 0.462 0.413 0.849 1.000
L-Side Band 0.016 0.048 | —0.083 0.027 0.034 0.021
R-Side Band 0.220 0.027 0.026 0.134 | —0.093 0.098

Side Band 0.118 0.038 | —0.029 0.081 | —0.030 0.060

MWPC Eft 0.174 0.286 | —0.445 | —0.069 0.501 0.147

Hodoscope Eff 0.030 0.306 | —0.626 0.137 0.408 0.070

Calorimeter Eff 0.572 0.267 | —0.344 | —0.098 0.609 0.404

Dry > 13.2 —-0.286 | —0.163 | —0.448 | —0.013 0.966 —0.038
Dr, > 0.0 0.417 | —0.001 | —0.638 0.438 0.469 0.273
£E=9° —0.350 0.167 | —0.843 | —0.321 0.573 —0.350
£E=11° 0.571 0.586 | —0.159 0.324 0.889 0.936
Pz, =0.0 —0.665 | —0.575 0.720 | —-0.078 0.960 0.148

Total error:
upper bound 0.994 1.078 0.855 0.702 2.038 1.472
lower bound —0.804 | —0.597 | —1.351 | —0.351 | —0.030 | —0.352

Table 8.6: Systematic errors for 7, 8=|P=| in units of the statistical errors. The num-
bers in the parentheses along the top row are the statistical errors: 0,5, = 4.86 X 104,
Oppr = 474 x 1074, 0,53 = 4.21 x 10°%, 0,54 = 4.06 x 10 %, 0,55 = 4.09 x 10~*, and
0p5 = 2.00x10 . The first three conditions are not taken into account in the estimate
of the systematic errors.
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Y=
Systematic bin 1 bin 2 bin 3 bin 4 bin 5 | combined
Conditions (x0y1) | (X042) | (X043) | (X044) | (X045) | (X0,)
Slope-Dep —0.015 | —0.107 | 0.463 1.570 1.543 1.449
Recon-Resol 0.103 | —0.350 | 0.143 0.052 0.326 0.183

Generated cosfl 0.034 0.017 | 0.052 | 0.149 | 0.025 0.195

Background Hits | —0.454 | 0.124 | —0.249 | 0.427 | —0.278 | —0.116
L-Side Band 0.111 0.046 0.024 | 0.050 | 0.150 0.160
R-Side Band 0.026 0.234 | 0.219 | 0.076 | 0.087 0.278

Side Band 0.068 0.140 0.121 0.063 | 0.118 0.219

MWPC Eff 0.000 | —0.422 | —0.696 | 0.821 | —0.419 | —0.262

Hodoscope Eff —0.345 | 0.034 | —0.699 | 0.056 | —0.038 | —0.399

Calorimeter Eff 0.139 | —0.170 | —0.711 | 0.637 | —0.430 | —0.163

Dry > 13.2 —-0.095 | 1.193 0.408 | 0.847 | 0.132 0.946
Dxy, > 0.0 —0.646 | 0.334 | —0.414 | 0.460 | 0.087 0.030
£E=9° 0.044 | —0.053 | —0.513 | 0.892 | 0.286 0.343
£=11° 0.006 | —0.066 | —0.401 | 0.642 | —0.358 | —0.001
Pz, =0.0 -0.412 | —0.370 | —0.326 | 0.826 | —0.083 | —0.062

Total error:
upper bound 0.161 1.208 0.425 1.861 0.336 1.030
lower bound —0.955 | —0.590 | —1.442 | 0.000 | —0.758 —0.521

Table 8.7: Systematic errors for = in units of the statistical errors. The num-
bers in the parentheses along the top row are the statistical errors: o,; = 0.0304,
oy = 0.0233, 0,3 = 0.0196, 0,4 = 0.0177, 0,5 = 0.0173, and o, = 0.0093. The first
three conditions are not taken into account in the estimate of the systematic errors.
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Tanyz| Pl
Systematic bin 1 bin 2 bin 3 bin 4 bin 5 | combined
Conditions (X0p1) | (XOpy2) | (XOpy3) | (XOpya) | (XOpys) | (X0py)
Slope-Dep —0.022 | —0.107 0.428 1.524 1.538 1.647
Recon-Resol 0.100 | —0.349 0.105 0.012 0.322 0.275

Generated cosfl 0.033 0.016 0.016 0.104 0.020 0.095

Background Hits | —0.454 0.123 | —0.286 0.384 | —0.280 0.176
L-Side Band 0.111 0.046 0.024 0.050 0.150 0.167
R-Side Band 0.027 0.234 0.181 0.071 0.091 0.269

Side Band 0.069 0.140 0.103 0.061 0.121 0.218
MWPC Eff —0.002 | —0.422 | —0.734 0.776 | —0.419 | —-0.294
Hodoscope Eff —0.345 0.032 | —0.740 0.013 | =0.035 | —0.471
Calorimeter Eff 0.134 | —0.169 | —0.748 0.595 | —0.436 | —0.249
Dry > 13.2 —0.089 1.198 0.375 0.806 0.145 0.941
Dry, > 0.0 —0.650 0.332 | —0.451 0.414 0.082 —0.061
£E=9° —0.040 | —0.163 | —0.681 0.698 0.134 —0.291
£=11° 0.098 0.054 | —0.293 0.763 | —0.193 0.029
Pz, =0.0 —0.443 | —0.388 | —0.418 0.781 | —0.088 | —0.182

Total error:
upper bound 0.180 1.214 0.389 1.717 0.231 0.982
lower bound —-0.972 | —0.619 | —1.603 0.000 | —0.700 | —0.701

Table 8.8: Systematic errors for oy vyz|Pz| in units of the statistical errors. The num-
bers in the parentheses along the top row are the statistical errors: o,,; = 4.18 X 104,
Opya = 3.81 x 107, 0,3 =358 x 1074, 0,4 = 3.64 x 10 %, 5,5 = 4.14 x 10 *, and
0,, = 1.70x10"*. The first three conditions are not taken into account in the estimate
of the systematic errors.
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Chapter 9

Conclusions

9.1 Results

Based on a total sample of 60.2 million =~ — A7~ — pr~ 7~ decays at a production
angle of —3 mrad and 71.8 million at +3 mrad, the =~ polarization has been measured
as a function of z, and p;. The results are given in Table 9.1, where the weighted
average of the polarization is listed in the last row. It shows that the =~ polarization
increases in magnitude with both 2 and p,. The 2~ decay parameters were measured

to be

Bz = —0.080 £ 0.011 * §-916

7= = 0.893+ 0.010 £ $58¢ .

From these results, the ¢= parameter and the final-state A7 strong phase shift differ-

ence are determined to be



ps range | < Ty > < pp > P

(GeV/c) (GeV/c)

120 — 147 [ 0.17 0.39 [ —0.0272+0.0012 T 3007

147 - 157 | 0.19 0.43 | —0.0334 +0.0011 * 39909

157 =167 | 0.20 0.45 | —0.0349 +0.0010 * 359%%

167 — 180 | 0.22 0.48 | —0.0410 +0.0011 * 9922

180 — 240 | 0.24 0.52 | —0.0479 + 0.0015 * §:00%
<P=> | 020 0.46 | —0.0360 + 0.0005 T 5-00%

Table 9.1: =~ polarization.

¢= =tan ' (Bz/7=) = (-5.1£0.7 F 53)°,

)

p3 — 553 = tan_l(ﬂg/ag) = (99 +1.4 _T_ gg)o .

9.2 Comparisons with Previous Results

185

Figure 9.1 shows the comparison of the =~ polarization with other measurements. In

general, comparisons should be made by matching both z; and p,, as polarization

depends on both parameters. However, no experiment has measured the =~ polariza-

tion at the same range of z; and p; as this experiment. The comparison is therefore

made by selecting those previous results with x; and p, close to this experiment from

experiment E756 [28] at 800 GeV/c using a beryllium target, experiment E715 [27]

at 400 GeV/c using a copper target, and experiment E620 [26] at 400 GeV/c using a

beryllium target.
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Figure 9.1: Measurements of the =~ polarization.

Table 9.2 shows the value of ¢= = tan™'(8z/7=) determined from this experiment
compared to that from E756 [23], those from the two experiments which had the most
statistics [21, 22] among the published literature, and the current “world average” as
given by the Particle Data Group (PDG) [18] which does not include the results
presented in this work and E756. In addition, the value of the strong phase shift
difference, 6,3 — d,3, determined from this experiment compared to the theoretical
predictions and the experimental measurements is shown in Fig. 9.2, where the value
indicated by “PDG” is extracted from the the world average of ¢z. Our d,3 — 0,3
appears to favor the K-matrix approach over xPT, indicating that CP violation in
both Z — A7m and A — pm could yield a similar contribution to the measurement of

the CP-violating asymmetry, Az,.
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Reference ¢ (degree)
HyperCP —5.1+0.77% 53
E756 [23] —1.61 + 2.66 & 0.37
PDG [18] 444
D. Aston et al. [22] 5410
J.R. Bensinger et al. [21] 14.7+£16.0

Table 9.2: Comparison of ¢z = tan™*(B=z/7=).
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Appendix A

MWPC Alignment

This document describes the procedure used to obtain the internal alignment, rela-
tive alignment, global alignment, and external alignment of MWPCs. The internal
alignment gave us the X and X offset values, the stereo angle correction for X,
U, V, and X' planes, and the wire spacing adjustment; the relative alignment lined
up all chambers with respect to one another; the global alignment got all chambers
aligned relative to a fixed point (i.e., the center of the collimator exit which was the
origin of the HyperCP laboratory frame) and aligned along the Z axis (defined by the
collimator central orbit trajectory); and the external alignment involved the rotation
of the chambers around the Z, ¢, and Z axes. This document describes the algorithm

of how the alignment was done.

The combination of equal event number of straight-through runs 1982 (+ polarity)
and 2435 (- polarity) was used in Run I, and staright through runs 3642, 3861, 4304,
and 4692 were studied in Run II for a stability check of the beam condition. In Run
I, there was residual magnetic field in BM109 when straight-through runs were taken

and this was the reason to combine two opposite polarity runs for the cancellation
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of the residual field. In Run II, the residual fields was controlled to almost zero and
thus it was not necessary to combin two opposite polarity runs. In the following,
whenever a straight-through run was used, three conditions were employed as well:
(a) S45P trigger was required; (b) to have a clean sample of single_track events,
only one hit or two adjacent hits per plane were allowed; (c) Residual.cc (written
by W.S. Choong) was used, where it fitted a straight track using 7 chambers with
taking out the chamber in question. For internal alignment, the study area was
restricted within |z| < 15 wire spacing and |y| < 30 wire spacing of the beam center.
Whenever a regular run was used, ctrack.cc was used in which it fitted the upstream

and downstream tracks separately without taking any chamber out.

1: Internal Alignment — X and X Offset Values

The first step of the alignment was to locate the origin of the beam center in
each plane of every chamber, which was defined as where the beam tracks would go
through based on the HyperCP laboratory coordinate system. This was done using
residual study directly. For the sake of comparison with the surveyor measurement,

the internal alignment of offset values was done before residual study.

No track finding was necessary at this stage. The offset was an intrinsic property
of every plane. Once the offset values were obtained, they should not be changed and
they would be used throughout all runs. When the chambers were built, the chamber
geometrical center was chosen purposely by the intersection of U and V' winding; in
other words, U,g = 0 and Vg = 0. Therefore, it was not necessary to obtain offset
values of U and V' planes, but it was necessary for the offset values of X and X '

planes. The wire hit information near the beam center was used for this offset study.
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Figure A.1: Illustration of (a) X4 and (b) XPC and Y PC with respect to the
geometrical center in an X wire plane.
The general expression for a coordinate » measured by a wire plane in the r-view

(r=X,U,V,X)is

r=8-n,+r,g +XPCcosf+YPCsinf, (A1)

where n, is the wire number counting from the center of the winding, s is the wire
spacing, r.¢ is the offset of the center of the winding with respect to the geometrical
center, X PC and Y PC are respectively the x and y position vectors measured from
the geometrical center to the origin of the beam center of each plane in the laboratory
frame, and @ ' is the angle between the wire direction and the vertical. Fig. A.1
illustrates X.g, X PC, and Y PC with respect to the geometrical center in an X wire
plane. The goal in this section is to find the offset values of X and X  planes. The
study of X PC, Y PC, and 0 will be discussed later.

1§ may include a chamber rotation about the 2 axis in addition to the stereo angle.
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For beam tracks which were nearly perpendicualr to the wire planes, both the X
and X' planes measured the same coordinate. The difference in offsets was related

to the difference in wire numbers,

!

Xogp — Xog = —s- (nx —ny) . (A.2)

In addition, since U and V' planes together provide a redundant measurement of the

x coordinate,

7 S
XOff +X0H = C_

50 [ny +ny — (nx +ny)cosb,], (A.3)

where [ng + ny — (nx + ny')cosé,] is called checksum, and 6, = 26.56° which is
the designed stereo angle. Since information near the beam center was used for this
study, 6, rather than # was used here, assuming that there was no rotation about the
% axis. X, and X,z were then calculated from the two equations (A.2) and (A.3).
To make sure whether X.¢ and X s were correct, the distribution of checksum were
plotted. If X g and X;ﬁ were correct, the mean value of checksum should be ideally
centered around zero. The mean value of the checksum for every chamber were listed
in Table A.1, where shows the mean value of the checksum for every chamber was

indeed centered around zero.

2: Relative Alignment — Origin (CENTSs) of the Beam Center:

The next important task of the chamber alignment was to locate the position of

the beam center (CENTS) in each plane. This was done with the study of residuals



193

MWPC | Mean Value of
Checksum (cm)

C1 -0.0000002864
C2 -0.0000172628
C3 0.0000055143
C4 0.0000385821
Ch -0.0000355309
C6 -0.0000194954
C7 -0.0000170990
C8 -0.0001818047

Table A.1: Checksum for chambers C1-C8.

which was calculated as the difference between the fit position from a track and the
raw position of the wire hit, using non-deflecting tracks from a straight-through run.

For residual study, it would be necessary to calculate the coordinates of both
fit and raw positions either in the laboratory frame or in the chamber body frame
to get more accurate residuals, not only for determination of CENTs but also for
the measurement of rotation, stereo angles, and wire spacing adjustment. In the
reconstruction code, the slope and intercept of a track were given in the laboratory
frame (see W.S. Choong’s thesis [36]) and as a result the coordinate of a fit position
was given in the laboratory frame. However, the coordinate of a raw hit was computed
in the chamber body frame. Therefore, either transfering a coordinate from the
laboratory frame to the chamber body frame or vice versa had to be implemented.

The transformation is described as follows.

Fig. A.2 illustrates the coordinates in the laboratory frame and in the chamber
body frame. Define (5, 1s,dz) and (z', 7 ,2) as the coordinates of a track traversing
a wire plane in the laboratory frame and in the chamber body frame respectively,

which are related by:
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track:
X, = ay(zabs+ dz - sz) + by
— — +
y, = a,(zabs+ dz - Zbp) + Dby Collimator
Exit, Z=0

Figure A.2: Coordinates in the laboratory frame and in the chamber body frame.

z My, My, Mys )
?/I = | My My My Yo ) (A.4)
Z’ M31 M32 M33 dz

where [M] is a product of the three matrices (see W.S. Choong’s thesis [36]) of the
rotation about &, ¢, and Z respectively. Defining s; = sinf; and ¢; = cos 6; in which
i =, y, z and 6; is the rotation angle around the axis 7, the rotation matrix [M] is

given by

CyCy SgSyCy T CzS;  —CySyC, + 84S,
M= —c;s, —8;8,5, +CsC; CpSyS, + S5, : (A.5)

Sy —84Cy CyCy
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Initially, nominal values of angles were used: 6, = 19 mrad, 6, = 0, and 6, = 0 for X
and X planes and F26.56° for U and V planes. A track is described in the laboratory
frame in terms of the x and y slopes (a, and a,) and the intercepts (b, and b,) given

at the position of the bend plane (2,):

Ty = ay(zabs + dz — z,) + by, (A.6)

Yo = ay(zabs + dz — z,) + by, (A7)

where zabs is the z coordinate of the wire plane at the beam center:

zabs = Zyane + XPC% + YPC@ ) (A.8)

P M3 M3
with zpane being the z coordinate of the wire plane at the geometrical center. The
value of 2,4, Was derived from surveyor measurements of the outer clamp plates and

knowledge of the internal design thicknesses. In addition, the coordinate z of the

track in the chamber body frame is zero:

!

z =0= M31$2 + M32y2 =+ M33d2 . (Ag)

With these three equations (A.6), (A.7), and (A.9), the coordinate of the track in the

laboratory frame, (z,, y,, dz), can be determined:

(A.10)
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(A.11)

(A.12)

where

D =14+a My
a $M335
M32
Dy=a,——,
P Mg

M3,
Dy=a,—,

TV My
D.,=1+a 32,
‘ Y Mss

D; = a,(zabs — zy,) + b, ,

and the coordinate of this track in the chamber body frame, (2, Y, z'), thus can be

obatined using Eq. (A.4).

A lot of iteration was needed until the residuals of all 32 planes were well centered
about zero, implying that all chambers were lined up with respect to one another.
Figs. 3.8 — 3.11 show the residuals for all 32 planes after all tasks of alignment were
made, each of which was centered about zero. In the following, any study involved

residual calculation was performed in the chamber body frame.

3: Relative Alignment — X PC and Y PC:
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Once X/X' offset values and CENTSs were found, the next task was to search for
XPC and Y PC. The purpose in search of X PC' and Y PC' was for the correction of
the z coordinate (zabs) (see Eq. (A.8)) due to the rotation of a chamber around the
beam center rather than its geometrical center. In the first time of studying residuals
for CENTS, the surveyor numbers of X PC and Y PC' and rotation angles 0,, 0,,, and
f, were input as initial values. After the residuals for CENTs were well centered
around zero, these CENTs along with the X/X ' offset values and the rotation angles
were used to obtain new X PC and Y PC.

Since U,g = 0 and Vg = 0, the distances measured from the geometrical center

to the origin of the beam center in the chamber body frame for the four views are

respectively:
X view: (XPC')x = (center of winding — CENTx) - s — Xog , (A.13)
X' view: (XPC')y = (center of winding— CENTy) s — Xog (A.14)

U view : UPC' = (center of winding — CENTy) - s, (A.15)

V view : VPC = (center of winding — CENTy) - s, (A.16)

where primes denote quantities defined in the chamber body frame, CENT; (i = X,
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U, V, X') is the CENT value in the i view, and “center of winding” represents the
wire number of the center wire. The values of Y PC' can be obatined from either

Eq. (A.15) (denoted as Y PCy;) or Eq. (A.16) (denoted as Y PC\):

UPC' = (XPC')x cosf, — Y PCysind, (A.17)

VPC' = (XPC')x cosf, — Y PCy sin, . (A.18)

It was studied that the difference between (XPC')x and (XPC'),+ and the dif-
ference between Y PCy; and Y PC}, were less than 10™* cm. Therefore, the value of
XPC' (YPC') calculated in the chamber body frame were obtained by taking the
average of (XPC')x and (XPC'),+ (YPCy and YPCY), i.e.,

(XPC')x + (XPC)

XPC: 2 )

(A.19)

(YPC')y + (YPC)y

YPC = 5

(A.20)

After the new values of X PC' and Y PC' were obatined in the chamber body frame,
the new values of X PC and Y PC in the laboratory frame were then calculated from

the following equation:
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XpPC My, My, M XPC
YPC, = M21 M22 M23 YPC l (A21)
0 M31 M32 M33 dZ
or
XPC = M, XPC' + M, YPC, (A.22)
YPC = M, XPC' + MyYPC' . (A.23)

Once the new values of X PC /Y PC were found, it would be better to recheck
the residuals using the new zabs which had z coordinate correction built in (see
Eq. (A.8)). If the residuals were not centered around zero, it was necessary to adjust
CENTs, recompute X PC' and Y PC, and recalculate zabs as well. This procedure
was repeated until the residuals were well centered around zero and the difference in

new X PC (Y PC) and old XPC (Y PC) was less than 10~*,

Note that, up to this stage, the three rotation angles, ., 6,, and 6, were input

Y
using surveyor numbers. After the later correction for these three rotation angles,
it was necessary to recompute X PC' and Y PC, recalculated zabs, and study the

residuals for CENTs again.

4: Global Alignment — Line up Chambers along the Z axis

So far what had done was only to have all chambers aligned with respect to one

another. The purpose of the global alignment was to line up all chambers along the
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the Z axis which was defined by a point and a direction. The point was defined by
requiring =0, y=0, and z =0 at the center of the collimator exit and the direction
was chosen as that of the collimator central orbit trajectory. Given the radius of
curvature of the collimator and the nominal magnetic field, the central orbit trajectory

corresponded to 157 GeV/c momentum.
Four tasks needed to be done in this alignment:

(A) First of all, all chambers were needed to be lined up relative to the center of
the collimator exit. Straight through runs were used for this task. The distributions
of x and y intercepts at the collimator exit were plotted. The new X PC and Y PC

then became:

new XPC = old XPC — AZipept , (A.24)

new Y PC =old Y PC — Ayinept (A.25)

where AZinept (AYinept) is the value at the midway of the half width of the z (y)
intercept distribution at the collimator exit. This meant to move all chambers to

line up with respect to the center of the collimator exit by a displacement of A,y

(Ayincpt) .

(B) Secondly, once new X PC and Y PC were obtained, it was necessary to recal-
culate zabs, recheck residuals, and recompute CENTSs for every plane. If the residuals
were not centered about zero, it was necessary to readjust X PC, Y PC, zabs, and

CENTs until the residuals were well centered about zero.

(C) Thirdly, all chambers had to be aligned along the Z axis. To do this, two
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distributions were plotted at the collimator exit:

e the z slope distribution, where a straight-through run was used since the mo-

mentum information was not needed;

e the y slope distribution, where a regular run was used by requiring that the
track’s position satisfy |x| < 0.5 cm and |y| < 0.25cm at the collimator exit and

momentum fall within (157 +1) GeV/c.

Based on these two distributions, the new X PC' and Y PC then became:

new XPC = old XPC — (zabs x Az gp.)

new Y PC = old Y PC — (zabs X Aygpe) (A.26)

where AZgope (AYsiope) is the value at the midway of the half width of the z(y)
slope distribution at the collimator exit. This lined up all chambers along the 2 axis
by rotating all chambers with an angle of Az, (AYgiope) about the center of the

collimator exit in the z (y) direction.

(D) Finally, it was necessary to recheck the residuals, re-calculate zabs and CENTs
based on the new X PC and Y PC. It the residuals were not centered about zero, it
was necessary to repeated whatever procedures (except the offsets of X and X ') had

done until the residuals were well centered about zero.

Fig. A.3 shows the distributions of x and y intercepts and distributions of x and y
slopes at the collimator exit after all tasks of alignment were made. As can be seen,

all of them were well centered about zero, implying that all 8 MWPCs were aligned



202

B anl.n'-: squE i 2000 2 IS!lriu ¥ :n:g:
1 UDLl — '|I1-"' .{I.?DI:.L;—'-::- -| ? SD : -:‘IHH;H —l:l_l&:.l:l;-—a:lJ
L Ml" 1500 -
BCO "
i 1250
500 1000 [ \
400 | 20 \
i 500 f l
0o — _E f
200 260 E- ] \
a Ctabien| oo 1 0 ;..L,.J...,J.,,-’._—t—'ﬁlil ' Lo v
_7 1 0 1 2 -2 -1 0 1 z
X incpt at Coll exit T Incpt al Coll exil
800 | Entrim woma|  BOO s vl
'n sy 021FZE-08 n Bt ear .20 -85
800 | A 0.1 1E2E-0 200 I|JJ'|_| iz u3109E-A |
400 500 F H
1200 & =50 .
1000 £ I
- 400
800
~a F | | 300
E‘u — |
| .
00 |- { 200 | H
200 F 1og E |
{\ 5 [ - | [ | - _|_|_._.._.Laﬂ‘.'-_l L | i |'1L|‘|_|_| |
00040002 O 0.087 0.004 —-0.002 -0.001 0 0001  0.002
¥ slope at Coll exit yslpex

Figure A.3: Distributions of the z and y intercepts (upper two plots) and distributions
of the z and y slopes (lower two plots) at the collimator exit after all tasks of alignment
were made; the horizontal measurement unit in the upper two plots is cm.
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with respect to the center of the collimator exit (i.e., the origin of the laboratory

frame) and aligned along the % axis.

5: External/Internal Alignment — 6,, 6,, and Stereo Angle

The stereo angle consisted of two parts, the rotation angle about the Z axis (6,)
and the nominal winding stereo angle. Therefore, there were three rotation angles,

0., 0,, and stereo angle, needed to be studied in this task.

The values of 0, were just assumed to be 19.5 mrad without any correction since
the chambers were hung vertically. The nominal winding stereo angle and 6, were
indistinguishable and thus only the correction of their sum, stereo angle, was made.
For 6, the surveyor number was not exacltly correct and thus it needed correction
because it had significant influence on the study of residual vs x position at the edge
for those planes with long arms (e.g., the rear chambers). This task hence was reduced

to only two corrections: stereo angle and 0,,.

Before the correction of 6, and stereo angle, the feature in the plots of residual
vs the = (or y) fit position was either an upward or a downward curve, depending on
the rotation angle. Fig. A.4 illustrates the rotation of a chamber around the ¢ axis.
An upwrad (downward) shape in the plot of residual vs the z (y) fit position implies
d > 0 (6 < 0), which means the original rotation angle (either 6, or stereo angle)
needed to be added (substracted) by an appropriate amount of value. Fig. A.5 shows
the residuals of X plane vs the x fit position (left column) and U plane vs the y fit
position (right column) for C1 — C8. Since the angles were entangled together, a lot
of adjustment on 6, and stereo angle was made until the shape of residual vs the z

(y) fit position looked flat. Figs. 3.12 — 3.15 show the residuals of X, U, V, and b'e
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Figure A.4: Example of rotation around the § axis before 6, correction in reconstruc-
tion.

planes vs the z fit position respectively, and Figs. 3.16 — 3.19 for the residuals of X,
U, V, and X' planes vs the y fit position respectively. These figures indicate that the
rotation of the chambers were corrected properly in the reconstruction. For this task,
a unpolarized regular run (4489) was used so that the tracks could spread throughout
all regions of each chamber. Note that the residuals were calculated in the chamber

body frame in this task.

6: Internal Alignment — wire spacing Adjustment

The adjustment of wire spacing was needed due to the following two problems:

e a gap between two group wires, or

e different wire spacing.
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Figure A.5: Residuals of the X plane vs the z fit position for C5 — C8 (left column)
and residuals of the U plane vs the y fit position for C1 — C5 (right column) before

correction of the 6, and stereo angles.
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The winding machine was assumed not to cause the second problem. Therefore, only

the first type of wire spacing adjustment was needed.

If the residual for a group wires was higher (lower) than the zero value in the
plots of residual vs x position in i view (: = X, U, V, or X') by an amount, say A,
this meant that the coordinate in ¢ view should be computed in the reconstruction

as follows:

new coordinate = (readout direction) - s - (wire hit number — CENT;) £+ A |

where “+” (“-”) is for the residual higher (lower) than zero.
7: Summary
All the results (offset values, CENTs, XPC, YPC, 6,, stereo angle, and wire

spacing adjustment) are listed in pwc_Oxxxx.dat, where “xxxx” represents the run

number of the straight-through run. The value of zabs is calculated in init_pwc.f.
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Appendix B

Statistical Error on Measured =~

Polarization

The x? for Hybrid Monte Carlo is defined as

X=> e (B.1)

_ Zj Wi
> Zj wy;

wy

where [ enumerates the bins, N the total number of real events, n; the number of real
events in [ bin, and wy; the weight of 4 fake event in [*® bin, which is a function of

the three components of =~ polarization, Ps,, Pz, and Pxz, :
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. 1+O[Eﬁg'A'FO!A(O!E'FP‘E'A)COSQAPJ - B
14+ azPs-A+ay(az+ Ps - A) cos Op, - D’

wlj

where f and r stand for "fake” and ”real” events respectively.

After the best values for = polarization are found from minimizing x?, the errors
on the three components of the measured = polarization can be estimated using

covariance matriz, Vi,

82 X2

1
-1 _

i, k=x, y, or z, (B.3)
where the second derivatives, which form the inverse of the covariance matrix, are
evaluated at the minimum. The diagonal elements V}, are the variances for P=;, while

the off-diagonal elements V;, represent the covariances between Pz; and Pz, i.e.,

o2 cov(z,y) cov(z,z)

Vi=1 cov(y,z) oy cov(y,z) | >

cov(z,x) cov(z,y) o?

where o, is the statistical error of Pz;.

Analytically working out Eq (B.3), it is expressed as

where
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0 1 0 owy;
Azjzag;liZE{ ];U:l: ZZ“’“ sz; ZZ ];U::)} (B.5)

82?1)1

8wlj Bwl] 8wlj

= { ZaP~kaP:i ZZ“’““(Z ' ZZ P

8le 8wl awl]

ZZ . Zwli ZZap_kap_.
8wlj 8wlj

z IS - (Ce ST ) g} 0

w=) ) wy
Lo

ow,; 1
ag“ = {(azsin @ sin ¢+ a sin Osin ¢ cos b, () D
—(az sinfsin ¢ + o, sin@sin ¢ cos by, ) B}
6wlj
B = {(az cos 0+ a, cos B cosOpp ) D
Sy

—(az cosf + ay cos b cos QAP,T)B}
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owy; 1
agl’ = m {(azsin b cos p+ o, sin @ cos ¢ cos O, ) D
—(agzsinf cos ¢ + ay sinf cos ¢ cos by, ) B
p’
82wl' 1 . . . . oD
m = {[(OzE sin 0sin ¢ + oy sin @ sin ¢ cos Oy, f) P,
oB
— (azsinfsin ¢ + a sin fsin ¢ cos by, ) 8?] D2
— [(a=sin@sin ¢ + vy sin O sin ¢ cos O, ;) D
oD?
—(azsinfsin ¢ + a, sinfsin ¢ cos by,,,) B] P }
82wlj 1 oD
a5~ = =7 1(azcosf+ apcosfcosby, ) 55—
0P=,0Px, ol Pl 9Ps,
oB )
— (az cos @ + ap cosf cosby,,) aTgy D
— [(a= cos 0 + o, cos 0 cos by, ;) D
oD?
—(az cosf + ay cosf cos HAW)B} o, }
ale' 1 . . 8D
m = ﬁ{[(agsmﬁcosqﬁ+aAsm0(:os¢cos0Ap’f) 9P
oB
— (azsinfcos ¢ + oy sinf cos pcos by, ) OT} D?

— [(ag sin 0 cos ¢ + avp sin @ cos ¢ cos Oy, ) D

. . oD?
—(a=z sin f cos ¢ + ay sin @ cos ¢ cos HAW)B] £
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% wy; 1 oD
ﬁ: ﬁ{[(O!ECOSQ+O!ACOSHCOSGAp,f) 6?
= 2y %
( 0+ 0 cosby,,) b D?
Q= COS QA COSU COSUpAp r aTEI
— [(ag cos 0 + a cos 0 cos by, £)D
0D?
—(az cosf + ay cosf cos HAW)B} P }
0wy 1 oD
% = & {[(ag sin @ cos ¢ + o sin 0 cos ¢ cos Oy, f) By
— (agsinfcos ¢ + ap sinf cos pcos by, ) 8?] D?
- [(aE sin f cos ¢ + avp sin @ cos ¢ cos O, ) D
. . oD?
—(azsinfcos ¢ + ay sin @ cos ¢ cos b, ) B] 9P
32wlj 1 0D
55— = = {|(azsinfcos¢d + apsinfcospcosby,f) =5—
0Pz, 0Px=, Dt dl Pl 9Ps,
. . oB 0
— (azsinfcos ¢ + ap sinfcos pcosbyy,) z5— | D
0Pz,

- [(0@ sin 0 cos ¢ + oy sin @ cos ¢ cos Oy, ) D

. . oD?
—(az sin f cos ¢ + ay sin @ cos ¢ cos QAW)B] —
0Pz,



212

Appendix C

Statistical Error on Measured (= (or

=)

For the measurement of Sz and 7=, the weighting function is :

1+ (m/4)ann|Ps|cosb,; B ©.1)
1+ (m/4)azn|Pz|cosb,, — D’ '

wlj =

where 77 can be (= or 7=. Once the best value of 7 is found, its statistical error

therefore can be calculated from o, = VV , Where

V_l 1 62X2

which follows the similar form to Eq (B.4):

vi=-NY {(—K)AlkAlk + (M)Azkk} ) (C.3)

1 Tl nr,l
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where Aj, and Ay, have the same forms as Eqs (B.5) and (B.6) respectively except

replacing P=; and Pzj, by 7 such that it follows

on D2

owy; 1 ¢, T
El {(—aA|PE|cosﬁ,hf)D— (Z

1 ay | Pz| cos HW)B}

*wy; 1 T oD «w oB]
onon D4 {[( — } b

ZaA|PE|cosﬁn,f) 8_77 ZaA|PE|COSHW) 3_77

T ™ 8D2
_ [(ZaA|PE|Cos9n,f)D - (ZQ’A|P5|COSH7M)B] 3—77}
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