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The heavens are telling the glory of God; 
and the firmament proclaims his handiwork. 

Day to day pours forth speech, 
and night to night declares knowledge. 

There is no speech, nor are there words; 
their voice is not heard; 

yet their voice goes out through all the earth, 
and their words to the end of the world. 

Psalm 19 
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Chapter 1 

Introduction 

The first top quarks ever observed, at Fermilab's Tevatron pjj collider in 1995 [1), 

were produced in particle-antiparticle (tf) pairs via a strong-nuclear-force interaction. De-

spite this historic role, tl pair production can provide only indirect information on some of 

the top quark's most interesting properties. The top quark's width, lifetime, mixing behav-

ior, and weak couplings are all accessible only through electroweak interactions. But since 

tl production is mediated by the strong interaction, its rate conveys nothing about the top's 

weak interactions; any such information must instead be gleaned from the top's subsequent 

weak decay. However, tl production is not the only way to make top quarks at the Teva-

tron. In electroweak single-top-quark production, the production-not just the decay-of 

the top proceeds through a weak interaction. Therefore the rate of "single-top" production 

provides direct information on the top's weak couplings. Phenomenological calculations 

predict a total cross section for Standard-Model single top production at the Tevatron of 

approximately half that for tt production. 

We present the results of a search for single-top-quark production in 106 pb -l of data 

from pjj collisions at y's = 1.8 TeV collected with the Collider Detector at Fermilab (CDF) 

during the 1992-1995 Run 1 of the Tevatron. This paper is organized as follows. After a 

review of the Standard Model of elementary particles and interactions in Chapter 2, we 

explain in Chapter 3 why single-top-quark production is especially well-suited to studying 

the top quark's properties, both within and beyond the Standard Model. In Chapter 4 we 
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describe the experimental apparatus. Chapter 5 describes the selection criteria by which 

we identify single-top (signal) events in the data and Chapter 6 discusses the types of non-

single-top {background) processes that also satisfy these criteria. Chapter 6 concludes with 

an estimate of the numbers of signal and background events expected to remain in the 

data sample after the selection criteria have been applied. These predictions indicate that 

the CDF Run 1 data sample has insufficient statistical sensitivity to permit observation of 

Standard-Model single-top production. 

Nevertheless, it is worthwhile to look for single top in data and set an upper limit on 

its production rate. Such an upper limit might constrain those models of new physics which 

predict larger single-top rates than would be expected in the Standard Model. Chapter 7 

outlines a maximum-likelihood method for estimating the single-top content of data. Chap-

ter 8 shows how to use the likelihood function to extract an upper limit on the single-top 

content of data. Chapter 9 explains how to incorporate systematic uncertainty in computing 

the upper limit and presents an a priori estimate of the limit we expect to be able to set in 

CDF Run 1 data. Chapter 10 presents the results obtained from real data. The upper limit 

is six times the Standard Model prediction-not a strong constraint, but a world record to 

date. It is hoped that this pioneering analysis will serve as a guide for future analyses in 

larger data sets. 
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Chapter 2 

The Standard Model 

All known matter in the universe, including the exotic forms present only at the Big 

Bang and in particle colliders, appears to be made of just a handful of different types of 

fundamental particles. Four fundamental forces account for all known interactions between 

those particles. The Standard Model is a description of all the matter particles and three 

of the four forces. Gravity, by far the weakest interaction of the four, does not enter the 

Standard Model. 

2.1 Overview 

A summary of the elementary particles and forces provides an overview of the Stan-

dard Model. Particles can be grouped into two categories according to their value of intrinsic 

angular momentum, or spin. The properties of the spin-~ fermions are summarized in Ta-

ble 2.1. Fermions are matter constituents, though only three of the twelve shown (e, u, 

and d) appear in the atoms which comprise ordinary matter. Properties of the integral-spin 

bosons are summarized in Table 2.2. Bosons are force mediators, with the exception of the 

Higgs boson, which plays a special role that will be discussed later. 

To understand the explanatory power of the Standard Model beyond the level of a 

list of particles, we must look at the mathematical structure of the theory. In the sections 

to follow we will see that the interactions between the particles are derived in the sense 
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Particle Symbol Mass Electric Color Weak 

(MeV /c2
) Charge (Q) (C) Isospin (T~) 

Electron neutrino v. < 0.000003 0 0 +! 
2 

First Electron e 0.511 -1 0 I -2 
Generation Up quark u 1-5 +1 3 r,g,b +! 

2 

Down quark d 3-9 I r,g,b I -3 -2 
Muon neutrino Vp. < 0.19 0 0 +! 

2 

Second Muon p. 106 -1 0 I -2 
Generation Charm quark c 1150-1350 +1 3 r,g,b +! 

2 

Strange quark s 75-170 I r,g,b I -3 -2 
Tau neutrino VT < 18.2 0 0 +! 2 

Third Tau T 1777 -1 0 I -2 
Generation Top quark t 174,300 +1 3 r,g,b +! 2 

Bottom quark b 4000-4400 I r,g,b I -3 -2 

Table 2.1: Names, masses [2], and quantum numbers of the fundamental fermions. Weak 
isospin values pertain to the left-handed chiral state (eL, U£, dL, etc.) only; right-handed 
fermions have Ta, = 0. The confidence intervals for the neutrino mass limits are as follows: 
"not without ambiguity", for mv.; 90%, for mv~'; 95%, for mvT. 

that they spring from symmetry principles in the theory. We will examine the types of 

calculations that can be done in the Standard Model. And finally we will consider that the 

Standard Model only explains some of the properties listed in these tables. Other aspects 

of these tables remain empirical fact whose explanations await a deeper theory. 

2.2 The Fermion Lagrangian 

The Lagrangian L = T - V, or kinetic energy minus potential energy, is a succint 

statement of the dynamics of a system. In this section we outline the derivation of the 

Standard-Model fermion Lagrangian, which describes the interactions between the fermions 

and the gauge bosons [3]. 
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Particle Symbol Spin Mass Electric Color 
(GeV /c2

) Charge (Q) (C) 
Electromagnetic force Photon / 1 0 0 0 

Charged weak force W boson w± 1 80.4 ±1 0 

Neutral weak force Z boson zo 1 91.2 0 0 

Strong force Gluon g 1 0 0 octet 
Spontaneous symmetry breaking Higgs boson Ho 0 > 95.3 0 0 

Table 2.2: Names, masses [2), and quantum numbers of the fundamental bosons. All have 
been observed by experiment except the Higgs. The confidence limit on the Higgs mass is 
95%. 

2.2.1 Gauge invariance and the covariant derivative 

The Standard Model is a gauge theory, which means the interactions between par-

ticles are determined by the invariance of the theory under certain operations known as 

local gauge transformations. These transformations are equivalent to rotations in abstract, 

internal spaces analogous to "spin space" in which rotating a spin-up (t) particle changes 

it into a spin-down (.!-) particle. We now show that the principle of local gauge invariance 

requires the existence of gauge fields mediated by gauge bosons. 

The simplest example is provided by the set of gauge transformations that form 

the mathematical group U(l). Under a U(l) gauge transformation, the wavefunction \[f is 

multiplied by a local phase factor e-ix(x): 

Since physical observables depend only on the absolute square of the wavefunction, jwj2 , it 

is reasonable to expect that this transformation would leave the theory invariant. However, 

the free-particle SchrOdinger equation ("the theory"), - 2~ (-Y') 2w = ift \[f, is not invariant 

under the substitution \[f -t w', since the derivatives do not cancel, unless we simultaneously 

introduce a field AIL which transforms according to 
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and replace the ordinary derivatives {)J.L = ( gt; -V") in the Schrodinger equation by covariant 

derivatives 

DJ.L = {)J.L- ieAJ.L. 

The utility of the covariant derivative is that any equation of the theory written in terms 

of the covariant derivative will automatically be gauge-invariant 1. 

The field AJ.L introduced to preserve gauge invariance is known as a gauge field. 

Like all fields, it has an expansion in terms of creation and annihiliation operators and 

therefore has a particle associated with it. Moreover, since the field is a 4-vector, the 

associated particle must also be vector, or spin-1. This particle is the gauge boson. Thus 

the existence of a field AJ.L with a corresponding gauge boson has been shown to follow 

from the requirement of U(1) gauge invariance. The factor e will be seen to characterize 

the strength of the interaction between the gauge boson and other particles. The value of 

coupling strength e is arbitrary in the sense that the theory does not require it to have any 

particular value. 

There are two other groups of transformations under which the theory is also in-

variant, SU(2) and SU(3). SU(n) gauge transformations are more complicated than U(1), 

because now the phase factor is a matrix operator which performs a rotation in the internal 

SU(n) space. An SU(n) gauge transformation has the form 

where Fare the n2 -1 generators of group SU(n) and €specifies the n2 - 1 parameters of 

the rotation. Just as in the U ( 1) case, the equations of the theory are not invariant under 

the substitution w ~ w' unless we replace ordinary derivatives with covariant derivatives 

containing new gauge fields, except that now n 2 - 1 gauge fields GJ.L are required in order 

to form a scalar product with the generators F of SU(n): 

DJ.L = {)J.L - ignF • GJ.I. 
-----------------------------

1This follows because it can be shown that if 'II transforms as a wavefunction, i.e. 'II --t w' = e-ix(:z:lw, 
then so does D~''l': (D")'w' = e-ixD~''I'. Since D~''l' behaves like a wavefunction under gauge transforma-
tions, so does D,.D~''I', and so on. An equation written in terms of D~''s will, after a gauge transformation, 
permit the cancelling of factors of eix from every term, leaving the original equation invariant. 
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Each field GI-L corresponds to a spin-1 gauge boson. Successive SU(n) transformations do 

not commute. The term for a theory with local non-Abelian phase invariance is a Yang-Mills 

gauge theory. 

Thus to achieve SU(2) invariance (i.e. invariance under w -t w' = eif\x)·r/2 w, also 

known as "weak isospin" invariance), where fare the 22 - 1 = three generators of SU(2) 

(the Pauli matrices), three new gauge fields WI-L are required. The covariant derivative 

associated with the SU(2) sector is 

Similarly, to preserve SU(3) invariance, 32 - 1 =eight new gauge fields are required in the 

covariant derivative: 

Simultaneous U(1), SU(2), and SU(3) invariance is achieved by adding terms in DI-L. Thus 

the covariant derivative expressing the full SU ( 3) x SU (2) x U ( 1) symmetry of the Standard 

Model may be written as 2 

Again, coupling strengths 91, 92, and 93 are not fixed by any principle in the theory, but 

instead must be measured by experiment. A Lagrangian written in terms of this covariant 

derivative will be gauge-invariant. Thus we see that requiring the theory to be invariant 

under SU(3) x SU(2) x U(1) gauge transformations has required the existence of eight, 

three, and one spin-1 gauge bosons corresponding to the fields GI-La, WI-Li, and BI-L, respec-

tively. In various guises, these are the spin-1 gauge bosons appearing in Table 2.2. All 

have been observed by experiment. Why nature is invariant under these groups of gauge 

transformations and not others is not known. 
2The U(l) portion of D" is rewritten in this expression (as ig1 fBI' rather than ieA") for parallelism with 

the other two terms, and because the term A" is conventionally used to denote the electromagnetic :field, 
but as we will see, the gauge :field B" of the U(l) sector does not correspond exactly to the electromagnetic 
field. The expression for D" is a matrix equation using the convention that each term only operates in the 
relevant space--e.g. theW" term is a 2 x 2 matrix in SU(2) and a singlet in U(l) and SU(3). 
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2.2.2 Transformation properties of the fermions 

We assign the various quarks and leptons into multiplets according to their trans-

formation properties in these internal spaces. Particles only transform nontrivially in those 

spaces in which they carry nontrivial quantum numbers. The transformation properties of 

a given state must be determined experimentally. In the following discussion we will restrict 

our attention to the first generation of fermions, (ve, e-, u, d), but the same remarks apply 

under the substitutions (ve, e-, u, d)--+ (vJ.t, f.J.-, c, s) or (vn T-, t, b). 

The quantum number associated with the U(l) sector of the Standard Model is weak 

hypercharge Y. It can be shown from the requirement of chiral-anomaly cancellation [4] 

that for a given fermion, Y = 2( Q - Ta,). From Table 2.1 we see that all fermions have 

Y =1- 0, so all fermions couple to the weak-hypercharge boson BJ.t 3 . However, since the 

U(l) term in the covariant derivative is simply a number, not a matrix, it is not necessary 

to assign particles to multiplets depending on their U(l) transformation properties. The 

SU(2) and SU(3) sectors are more complicated. 

The quantum number associated with the SU(2) sector of the Standard Model is 

weak isospin, ra,. It is observed that right-handed chiral states of quarks and leptons carry 

ra, = 0 and so transform as singlets in SU(2) weak-isospin space. Left-handed states, 

meanwhile, carry ra, =! and so transform as members of SU(2) doublets: 

SU(2) singlets 

SU(2) doublets 

Rotations in SU(2) weak-isospin space leave the right-handed states invariant, but trans-

form members of the left-handed lepton and quark doublets into one another. Thus when 

the lepton doublet points "up" in SU(2) space (Ta, = +! ), it is an electron neutrino; 
3This would not be true of a right-handed neutrino, if it existed, because it would have both Q = 0 and 

ra, = 0. In the Standard Model, right-handed neutrinos do not exist. But as experimental evidence mounts 
for neutrino oscillations [5), it seems that neutrinos do have small, nonzero masses. If this is true then their 
helicity is no longer a Lorentz-invariant quantity, and right-handed neutrinos must exist. 
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when it points "down" (Ta, = -~), it is an electron. Transitions between members of the 

electroweak SU(2) doublets are caused by interactions with the gauge fields W~-'. 

The quantum number associated with the SU(3) sector of the Standard Model is 

color charge, C. Of the fermions, only quarks are observed to carry nonzero C. Quarks 

transform as SU(3) triplets while leptons are colorless and so transform as SU(3) singlets: 

SU (3) singlets 

SU(3) triplets 

where the r, b, g suffix refers to the value of the C quantum number for the particle (red, 

blue, green). Rotations in SU(3) color space leave leptons invariant, but turn quark color 

states into each other. Transitions between color states are caused by interactions with 

the gauge fields G~-'. Gluons, the physical particles associated with the G~-' gauge fields, 

themselves carry color charge. E.g., the gluon turning the state Ur (red u quark) into the 

state ub (blue u quark) would carry color bf (blue/anti-red). 

With these multiplet assignments, it is straightforward to write the fermion La-

grangian. For a fermion of wavefunction W, we start from the free-particle Lagrangian 

C = ~(i-y~-'81-'- m)W and make the kinetic-energy term ~ir~-'81-'W gauge-invariant by the 

substitution 81-' ~ DJ.L, where DJ.L is the full covariant derivative DJ.L = 81-'- ig1 ~BJ.L- ig2; · 

WJ.L- ig3 ~ · Gw A substitution of this form is made for each fermion or fermion multiplet 

(L, eR, QL, UR, dR) and the terms are summed to yield the full fermion Lagrangian. Using 

the convention that a term in DJ.L acting on the wrong kind of matrix form gives zero 4 , 

CJerm may be written as 

Cjerm = 

4 For example, when it acts on a right-handed lepton, D~' = {)~'- ig1.lfB~', since the 2 x 2 SU(2) matrix 
term riWi and the 3 x 3 SU(3) matrix term >..aaa both give 0 when acting on a state that is a singlet in 
the SU(2) and SU(3) spaces, respectively. 
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2. 2. 3 Electroweak unification 

The expression for Lferm can be rewritten in a more useful form. The physical parti-

cles associated with the SU(2) gauge fields are not the Cartesian components (W~, W~, WJ) 

appearing in the covariant derivative in the scalar product r · WJ.L, but rather are the linear 

combinations W±: 

W+ = (-W1+iW2)/v'2 

W_ (-Wt- iW2)/v'2 

Moreover, the neutral SU(2) gauge boson Wt itself does not correspond to a physical 

particle. Instead, it appears in nature in linear combinations with the neutral hypercharge 

gauge boson B~-'. Mixing between the U(1) and SU(2) neutral gauge bosons unifies the 

electromagnetic and weak sectors of the Standard Model. 

To write Lferm in a form that expresses electroweak unification, the compact ex-

pression Lferm = "'E-t fi'y~-'DJ.If is expanded and terms of the form iJ"{J.Iv are collected. These 

are found to be 

Define field ZJ.I to be proportional to the coefficient of the iJ-v interaction term: ZJ.I <X 

(gtYvLBJ.L + g2W~). Since there is no electromagnetic interaction between neutrinos, the 

electromagnetic field AJ.I must be orthogonal to ZJ.I: AJ.I <X (g2BJ.1- g1YvL W~). After nor-

malization, the fields A~-' and Z~-' can be written as 

g2BJ.1- 9tYvL W~ 

Jg~ + g~YJL 
9tYvLBJ.I + 92 W~ 

Jg~ +g~YJL 

After setting YvL = -1 (recall Y = 2( Q- Tar)) and defining sin Ow = gtf V g~ + g~, cos Ow = 
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92 / Jg? + g~, the fields AJ.L and ZJ.L can be expressed in terms of a mixing matrix: 

Effectively, the weak mixing angle Ow has been chosen so that AJ.L only couples to charged 

particles 5 . AJ.L is the gauge field of electromagnetism and ZJ.L represents a new neutral-

current weak force. The gauge bosons associated with these fields are the photon and the 

zo boson, respectively. 

All instances of BJ.L and W2 in C ferm can be rewritten in terms of the new fields 

AJ.L and Zw From the requirement that the electromagnetic interactions have the familiar 

form LEM = eQJAJ.L[fL"YJ.LfL + fR"YJ.LfR], where Qf is the electric charge of the fermion in 

units of e, the relation e = ~ can be deduced. After some manipulation, the fermion 
y'gt+g~ 

Lagrangian can be rewritten in the following useful form: 

c = 
f=e,u.,d 

92 "" - 3 2 + O LJ [h "YJ.L fL (TJ - Qf sin Ow) 
COS w J=ve,e,u.,d 

+ fR "YJ.L fR ( -Qf sin2 Ow)] ZJ.L 

+ ~ [(ih /'J.L dL +VeL /'J.L eL) w: + (dL /'J.L UL + eL /'J.L VeL) w;] 
+ 

The second and third generations are included in C ferm by adding in identical terms with 

the substitutions (ve, e-, u, d) --+ (vJ.L, J.L-, c, s) o~ (vn r-, t, b). This Lagrangian 

describes all known interactions 6 of the quarks and leptons. The AJ.L term describes the 

electromagnetic interaction, which couples all charged fermions with strength eQJ; the ZJ.L 

term describes the weak-force neutral-current interaction, which couples all fermions having 

nonzero electric charge or weak isospin, with strength co~~w (T]- Q f sin2 Ow) for left-handed 

fermions and strength~( -Qf sin2 Ow) for right-handed fermions; the WJ.L terms describe 
5Thanks to D. Carlson's thesis [6] for this phrasing. 
6Excluding gravity, which is not described in the Standard Model, and the Higgs sector, which will be 

discussed in Section 2.4. 
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the weak-force charged-current interaction, which couples members of weak isodoublets 

with strength ~; and the G,_. term describes the strong-force interaction, which couples 

quarks with strength ,. The complete Standard-Model Lagrangian would also describe the 

interactions of the gauge bosons among themselves, but that is beyond the scope of this 

paper. 

2.2.3.1 Color confinement 

Among the implications of the SU(3) gauge structure of the strong interaction, 

not obvious from the form of the fermion Lagrangian but highly significant to hadron-

collider physics, are the dual phenomena of asymptotic freedom and color confinement. Both 

ultimately spring from the fact that the gluons themselves carry color charge and so can self-

interact. Asymptotic freedom refers to the property that the strong coupling a.8 = gV47r 

becomes smaller as higher and higher energies ( =? smaller and smaller distance scales) are 

probed, with the effect that at sufficiently high energies, quarks behave like free particles. 

This property arises from antiscreening of color charge by gluons [3). On the other end 

of the energy scale, the theory of the strong interactions predicts that the strong coupling 

should become nonperturbatively strong at a scale characterized by Aqcv ~ 200 MeV 

("QCD" is short for quantum chromodynamics, the term for the SU(3)-sector color-force 

interactions). In this nonperturbative regime, the potential energy of two colored particles 

increases linearly with the distance between them. This, again, is a consequence of the 

gluon self-interaction. The lines of force for a "QCD dipole" (e.g. a q-ij pair) occupy a flux 

tube of constant cross-sectional area as separation r betwen the charges increases, due to 

the gluon self-coupling, so that the field energy grows as the volume of the tube (i.e., as 

r [3]). Therefore a qij pair produced in a collision will move away from each other until at 

some separation it is energetically favorable to snap a particle-antiparticle pair out of the 

vacuum and form two color-singlet hadrons. Thus colored particles are forever confined in 

color-neutral hadrons. This implies that quarks produced in a collision will appear not as 

bare quarks, but as "jets" of hadrons. 
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2.2.4 Quark mixing 

The statement that the fermion Lagrangian we wrote in Section 2.2.3 describes all 

known interactions of the quarks and leptons must be corrected in a subtle way. That 

Lagrangian assumes that the quark states of definite mass ( eigenstates of the mass Hamil-

tonian) are the same as the quark states which couple to the w± bosons ( eigenstates of 

the weak Hamiltonian). This is in fact not the case. As we have written them so far, the 

interaction terms between the W bosons and the quarks are 

which we can write as "7z(J6cW:+h.c.), where the charged current to which theW couples 

is 

(Recall '¢£ 'YJ.I'¢L = '¢'YJJ.'¢L). Using row and column vectors, we can rewrite J6c as 

(Slightly wrong.) 

The problem with this expression is that it is not mass eigenstates (d, s, b) which ought to 

appear in the charged-current coupling to theW, but weak eigenstates (d', s', b'): 

Then the proper assignment of quark states to weak isodoublets would be (;,), (;,), (~). 

We can rotate the mass eigenstates into the weak eigenstates by means of a unitary 

matrix V 

[ ~ l [ Vud Vus Vub l [ d l 
S Vcd Vcs Vcb S 

b' lltd "Vts "Vtb b 
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and write the correct form of the charged current as follows: 

By convention, only the d-type quarks are rotated. However, since the product of two 

rotations is another rotation, this choice is completely general 7. The unitary matrix V 

describing the rotation between the mass eigenstates and the weak eigenstates of the d-type 

quarks is called the Cabibbo-Kobayashi-Maskawa (CKM) matrix. It can be parameterized 

by three quark-mixing angles and one complex phase. The current experimentally-measured 

values [7] for the magnitudes of the CKM matrix elements are shown below. 

[ 

0.9742 to 0.9757 0.219 to 0.226 0.002 to 0.005 l 
V = 0.219 to 0.225 0.9734 to 0.9749 0.037 to 0.043 

0.004 to 0.014 0.035 to 0.043 0.9990 to 0.9993 

The CKM matrix allows for generation-crossing charged-current weak couplings 

which, among other things, permit heavier quarks to decay into lighter ones. For example, 

if we expand J~h, we find there is a term c 'YIJ. PL Vcb b permitting the b quark to decay to a c 

and a virtual W. Such generation-crossing interactions are suppressed by a factor of an off-

diagonal CKM matrix element, which are smaller than the diagonal elements Vud> Vc8 , 'Vtb· 

The CKM matrix does not permit flavor-changing neutral-current interactions, however. If 
7 Suppose we also replace the u-type quarks of definite mass (u c t) in Jt]0 by rotated versions (u' t t'), 

i.e. write 
Jt]0 = 0' -y" PLD' 

whm U ~ ( : ) and D ~ ( : ) "'' '"' multipJ.ts of"""''""""'"'"· Unita<y matd~ v., and 

Vdown rotate to weak eigenstates according to U' = VupU, D' = VdownD. The factor 0' appearing in Jt] 0 
can be rewritten as (u c t)V,!P, so 

Defining V = V,!P Vdown, we recover the situation with only the d-type quarks rotated. 
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we replace the mass eigenstates (d, s, b) in the neutral-current terms in the Lagrangian with 

weak eigenstates (d', s', b')-expanded in terms of mass eigenstates, mixing angles, and the 

complex phase--all flavor-changing terms cancel, leaving only flavor-diagonal interactions. 

2.3 Feynman Diagrams and Matrix Elements 

The Standard-Model fermion couplings can be taken directly from the fermion La-

grangian and expressed as Feynman-diagram vertices. These are shown in Figures 2.1-2.4. 

f 

y 

Figure 2.1: The electromagnetic vertex, from LEM = eQ!(Jr~-' f)Aw f = 
e, J.L, r, u, d, s, c, t, b. The interaction of charged fermions with the photon is also known 
as quantum electrodynamics, or QED. 

f 

f 

Figure 2.2: The neutral-current weak vertex, from LNG= co;Ow [hr11 h(Tj- Qf sin2 Ow)+ 
fnr11 fn( -Qf sin2 Ow )JZw f = e, J.L, r, ve, v 11 , vr, u, d, s, c, t, b. 
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Figure 
The charged-current weak vertex, from Ccc 
f = eL, J.LL, TL; q = UL, CL, tL; q' = dL, SL, bL. 

q 

w 

2.3: 
= ~ [ (iJ'Y~' PL Vqq'q' + vn~' PLe)w: + h.c.]. 

q 

g 

Figure 2.4: The strong vertex, from CQcD = !If L:q ij0 1~' A~p qp G~. q = u, d, c, s, t, b. 

These vertices can be joined together to yield the diagrams for all possible Standard-

Model interactions. A Feynman diagram is more than just a visualization of how a set of 

particles interact. Each diagram represents a transition-matrix element M fi connecting the 

initial and final states of the diagram. This matrix element is a single term in an infinite 

series of all possible transitions connecting the initial and final states. The sum of all terms, 

called the S-matrix [8], contains all physical information for that scattering process. 

Feynman rules tell how to write down the transition-matrix element M fi represented 

by a particular diagram. These rules specify factors to be included in the transition matrix 

for each vertex, internal propagator line, or external wave function line in the diagram, 

along with rules for how to handle loops and other features. In a perturbative theory, 

each additional vertex introduces a multiplicative coupling-strength factor less than 1, so 
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that lowest-order terms in the series are the largest and most important in performing a 

calculation. 

The Feynman rules of field theory are derived from the Lagrangian. For example, 

within a phase factor, the vertex factor for a given vertex is the relevant interaction term 

in the Lagrangian, with the external wavefunctions removed-i.e. eQ J'Y JJ for the electro-

magnetic interaction, ~ Vqq''YJJPL for the charged-current weak interaction between quarks, 

and so on. To paraphrase Ref. [3], the matrix element produced by the Feynman rules of 

the Standard Model is approximately Mti :::::: (!!VIi), where the potential V is equivalent 

to the interaction Lagrangian. 

Observables such as cross sections and decay widths are in turn calculated from 

transition matrix element Mti· For example, the differential cross section for the general 

two-body scattering process A+ B--+ C + D can be shown to be [3] 

da _ (21T) 484(Pc + PD- PA- PB) d3 Pc d3 PD IM _12 
- 4V(PA. PB)2- m~m~ 2Ec(27r)3 2ED(27r)3 fz 

The line over M fi indicates that the matrix element has been summed or averaged over 

unobserved degrees of freedom such as spins or colors. 

2.4 The Higgs Mechanism 

For each massive fermion or gauge boson in a field theory, the Lagrangian ought to 

contain an appropriate mass term. For a fermion '1/;, this term is of the form m?f;'!f;; for a 

neutral boson Bl-', the term is of the form ~mBB~-' BJJ; and for a charged boson w:, of the 

form mw w+JJw+ w Experiment shows that all the quarks and charged leptons, along with 

thew± and zo bosons, have nonzero mass. But the Standard-Model Lagrangian we have 

written so far contains no mass terms for either fermions or gauge bosons. Nor can such 

terms be simply added into the Lagrangian by hand without explicitly breaking desired 

invariances of the theory. The fermion mass term m?f;'l/; can be rewritten as 
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Since right-handed fermions are SU(2) singlets while left-handed fermions occupy SU(2) 

doublets, the products iiJR'~PL and iiJL'I/JR are not themselves SU(2) singlets. A Lagrangian 

containing them would no longer be SU(2)-invariant. Similarly, the product BP. B,_,. appear-

ing in a gauge-boson mass term is patently not invariant under a gauge transformation such 

as BP. -+ BP.' = BP.- ~8P.x. The only way to preserve these desired invariances is to set 

m = 0 for all fermions and gauge bosons, in contradiction to experiment. 

The Higgs mechanism offers a solution to the problem of mass. This mechanism 

posits the existence of a fundamental scalar (spin-0) "Higgs field" pervading all space. This 

field carries nontrivial SU(2) and U(1) quantum numbers, yet is not orthogonal to the 

vacuum. This means that the vacuum does not share the SU(2) x U(1) symmetry of the 

Lagrangian. A symmetry possessed by the Lagrangian but not by the ground state of the 

system is said to be hidden or spontaneously broken. We will show in the remainder of this 

section that in the presence of the Higgs field, the fermions and gauge bosons no longer 

appear massless. 

2.4.1 Masses for the gauge bosons 

The Higgs field exists as an SU(2) doublet of complex scalar fields: 

where in terms of real components, 

¢+ = ~(¢1 + i¢2) 

¢0 = ~(¢3 + i¢4) 

The quantum numbers of the two states¢+, ¢ 0 are Q = +1,0 and ra, = +!, -! respec-

tively, from which we deduce that Y = +1 for both. The Higgs field is a singlet in SU(3) 

color space. The SU(2) x U(1) gauge-invariant Lagrangian for the Higgs field is 
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where the covariant derivative DJJ. includes the SU(2) and U(l) terms (DJJ. = 8J.1.-ig1 ~BJJ.

ig2; · WJJ.) and the potential V describes cubic and quartic Higgs self-interactions: 

The minimum of potential V is obtained 8 for ¢ t <P = 0, 2~
2

• Parameter A is necessarily ~ 0 

in order for V to be bounded from below, but J.L 2 can be positive or negative. If J.L2 < 0, the 

ground state of the system corresponds to 

This means that the ground state of the system corresponds to a nonzero value of the Higgs 

field: the field has a nonzero vacuum expectation value. The surface of minimum potential 

<f; t <f; = v; corresponds to a 4-sphere in ( ¢1, ¢2, ¢3, ¢4) space: 

In order to study the spectrum of the system using perturbation theory, it is necessary to 

choose a vacuum around which to expand. The choice of any particular vacuum-i.e. any 

particular point on the 4-sphere--will break global symmetries of the system, leading to 

the presence of Goldstone bosons in the theory. We choose the vacuum to be 

<Po = _.!.._ ( 0 ) 
v'2 v 

or, in real coordinates, ( ¢1, ¢2, ¢3, ¢4) = (0, 0, v, 0). This choice breaks three global symmtries 

of the system, so we expect the spectrum to contain three Goldstone bosons. It was nec-

essary to assign the vacuum expectation value only to the neutral member ¢0 of the Higgs 

doublet in order to preserve charge conservation, since the quantum numbers of ¢ are those 

of the vacuum. Had a vacuum expectation value also been given to ¢+, electric charge could 

disappear into the vacuum. 
8With the definition r 2 = cptcp, V = p. 2r 2 + >.r4

• The condition 8Vf8r = 0 is achieved for r = 0 and 
2 ~ r = -2.x· 
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The general form of ¢> expanded about the chosen vacuum is then 

¢>(x) =-1 ( 7JI(x) + i772(x) ) 

v'2 v + H(x) + i713(x) 

When ¢> is substituted back into the Higgs Lagrangian, several things happen. As desired, 

mass terms for the gauge bosons appear in the Lagrangian. So does a mass term for the 

Higgs field H(x). But undesired features appear as well: the fields 771 , 7]2, and 773 appear as 

three massless Goldstone bosons which are not seen in nature. Moreover, these fields have 

bilinear couplings to the gauge bosons, indicating that we have not correctly identified the 

fundamental particles of the system [9]. These couplings reflect the fact that the degrees 

of freedom represented by the Goldstone bosons and those represented by the longitudinal 

polarizations of the (now-massive) gauge bosons are not linearly independent. (If they were, 

the new Lagrangian would have too many degrees of freedom: three Goldstone boso'ns, one 

massive Higgs, and three gauge-boson longitudinal polarizations add up to more d.o.f. than 

the original Lagrangian's four scalars and no longitudinal polarizations.) To get rid of the 

Goldstone bosons, yet keep the mass terms for the gauge bosons, we exploit the fact that 

the Lagrangian is invariant under local SU(2) gauge transformations 9 • Therefore we can 

always choose f(x) such that ¢>' = eil(x)·f/2 ¢> is rotated into having zero components along 

the ¢>L ¢>~, and ¢>~ directions, i.e. is of the form 

¢>(x) =-1 ( 0 ) 
v'2 v + H(x) 

(not bothering to rename the field H.) That is, we "gauge away" the three fields that would 

become the Goldstone bosons. The Goldstone bosons and their bilinear couplings disappear 

from the Lagrangian. These three degrees of freedom are given wholly to the longitudinal 

polarizations of the SU(2) x U(1) gauge bosons. Hence the saying that the gauge fields 

"eat" the Goldstone bosons and gain weight. 
9Recall that C = (D"'cjJ)t(D,.cjJ)- V(cjJ). The covariant-derivative term is obviously SU{2)-invariant; 

and since V depends only on the quantity c/Jtc/J, V, too, is invariant under local SU(2) transformations 
cP-+ c/J' = eio(r)·T'/2cP· 
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To see how the mass terms for the gauge bosons appear in the Lagrangian, it is 

necessary to give at least a cursory glance to the algebra of the Higgs mechanism. Starting 

from the original Lagrangian, 

C (DJ.&¢)t(D~-'¢)- ... 

¢tDtD~-'¢- . .. 

t y f-t y f-
<P (8~-'- i912B~-'- i922 · W~-') (8~-'- i91 2B~-'- i922 · W~-')¢- ... 

Substituting in the vacuum-expanded expression for ¢ and focusing in on those terms which 

might give rise to mass terms for gauge fields B~-' and W 1-' 10 , 

When this matrix expression is fully expanded, it is found to be 

or, in terms of fields that correspond to particles of definite mass, 

from which we extract the following masses for the vector bosons: 

Mw 
1 = -v92 
2 

Mz = 1 J 2 2 2v 91 + 92 

M-y 0 

v, the vacuum expectation value of the Higgs field, is~ 246 GeV. 

The absence of a mass term for the electromagnetic gauge boson is not a surprising 

result, but rather a necessary consequence of charge conservation, which required the vac-

uum state to be electrically neutral. This means that the charge operator Q gives 0 when 
10 i.e. neglecting the a~', cancelling the two minus signs, and neglecting the H term in t/J 
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acting on the vacuum: Q¢o = (T3 + t)¢o = -~¢o + ~¢o = 0. Thus the vacuum is invariant 

under the U'(l) gauge transformation ¢o--+ eiaQ¢o: 

eia(x)Q ¢o 
2 

{l+iaQ- ~ Q2 + ... )¢o 

¢o 

If the vacuum retains a symmetry under any subgroup of the original SU(2) xU(l) symmetry 

of the Lagrangian, the gauge boson associated with that group of transformations will be 

massless [3]. Therefore we expect the theory to have a massless gauge boson associated 

with the group of U'(l) transformations whose generator is the electric charge operator. 

This massless gauge boson is the photon. 

2.4.2 Masses for the fermions 

We have seen how the nonzero vacuum expectation value v of the Higgs field leads 

to the presence of gauge-boson mass terms in the Lagrangian. We now show how the Higgs 

mechanism also gives mass to the fermions. We will see that while the Higgs mechanism 

provides a means to accommodate different, nonzero masses for the fermions, it does not 

derive the particular mass values. 

The previously-noted difficulty with fermion mass terms mifi'l/J is that they can be 

rewritten as m(ifiR'l/JL + ifiL'l/JR), which would explicitly break the SU(2) invariance of the 

Lagrangian since right- and left-handed states are assigned to different multiplets. However, 

the Higgs doublet provides a means to construct new SU(2) singlets to include in the 

Lagrangian. We can add in an interaction term for the first-generation fermions with the 

Higgs field: 

q,O• where ¢c = -i-r2¢* = (-q,- ) is also an SU(2) doublet. The coupling strengths 9e, gd, and 

9u are completely arbitrary. To see how mass terms arise from this interaction Lagrangian, 
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we substitute the expression for the Higgs field, expanded about its vacuum expectation 

value-i.e. </> = ~C+~(x)), </>c = ~cv-:(x))-into the above fermion-Riggs interaction 

Lagrangian, yielding 

Th. L . . £ h £ . W "d t"f ~ !W!. IS agrang1an contams a mass term or eac erm10n. e 1 en 1 y me = v'2 , md = v'2 , 

and mu = -?z· Unfortunately, since the coupling strengths 9e, gd, 9u were arbitrary, the 

particular mass values me, md, mu are not determined, but only accommodated. Rewriting 

the interaction Lagrangian in terms of the measureable masses m1 rather than the arbitrary 

coupling strengths gr 

This Lagrangian also contains interaction terms for each fermion with the Higgs boson, 

which correspond to the Feynman vertex shown in Figure 2.5. The coupling of each fermion 

f ' ' ' ' ' ' ' 

f 

Figure 2.5: The fermion-Riggs vertex, from LFH = ~ J f H. f = e, J..l, T, u, d, c, s, t, b. 

to the Higgs field is m f j v-i. e. proportional to the mass of the fermion. 
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2.5 Free Parameters and Unanswered Questions 

Since the Standard Model of elementary particle physics was formulated in the 

1970's, its predictions have been confirmed by experiment with spectacular precision. As 

just one example, the Standard-Model prediction for the anomalous magnetic moment of 

the muon all- = 9~=2-2 (10], the amount by which the magnetic moment of the muon departs 

from the value it would have in the absence of interactions with virtual particles [11], is 

a~heory = 0.00116591596 ± 0.00000000067 (2.1) 

while the world-averaged experimental measurement of this parameter is 

a~xp = 0.00116592300 ± 0.00000000840 (2.2) 

The Standard-Model prediction, and subsequent experimental discovery in 1979 and 1983, 

respectively, of the gauge bosons mediating the strong and weak nuclear forces, have rightly 

been ranked "among the major intellectual achievements of mankind" [3]. Yet for all its 

predictive power, the Standard Model leaves certain important questions unanswered. 

The Standard Model requires nineteen input parameters [4]. Their presence suggests 

the need for a further theory which would explain why these parameters have the values they 

do. The input parameters to the Standard Model are the three gauge coupling constants 91, 

92, 93; the three quark-mixing angles and one complex phase needed to express the CKM 

matrix; the Higgs quartic coupling), and mass ~; the QCD vacuum angle; and the 

nine values of the fermion mass spectrum: the three charged-lepton masses me, mil-, m 7 

and the six quark masses mu, md, me, m 8 , mt, mb. Figure 2.6 shows the fermion mass 

spectrum. 

The top quark mass, 175 GeV jc2, is especially puzzling. Although the top quark is 

a noncomposite, zero-radius point particle, it is roughly as heavy as a gold atom and thirty-

five times heavier than the next-heaviest quark. Moreover, the top mass is the only fermion 

mass comparable to v ~ 246 GeV, the energy scale characterizing electroweak symmetry 

breaking. These facts make the top quark a particularly interesting object of study. 
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Figure 2.6: Experimentally-measured masses of the fundamental building blocks of matter, 
the fermions. (1 MeV fc2 ~ 1.8 x 10-30 kg). The Standard Model says nothing about why 
these masses span five orders of magnitude. 
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Chapter 3 

Electroweak Single-Top-Quark Production 

In this chapter, we focus on electroweak single-top-quark production as a particularly 

powerful means of studying the top quark. We begin with a review of the various modes by 

which single top quarks can be produced at the Fermilab Tevatron. We next describe the 

Standard-Model parameters which can be measured in single-top events and the advantages 

of measuring them in single-top as opposed to tt events. We discuss how single top can be 

used to probe for new physics in the top sector. Finally, we review the Standard-Model-

predicted rates for single-top production at the Tevatron. 

3.1 Single-Top Production Modes at the Tevatron 

Electroweak single-top-quark production can proceed through several different chan-

nels at the Tevatron. In "W-gluon fusion" (Wg) production (Figure 3.1) [12, 13, 14], a light 

quark emits a virtual t-channel W boson which fuses with a b quark from initial-state gluon 

splitting to yield a single top quark (qg ---t tbq'). Along with the top quark, the Wg final 

state also includes the light q' recoiling from W emission and the b left over from gluon 

splitting. In a second mode of single-top production, known as W* production [15, 16], 

an initial-state q and ij1 annihilate to form a highly off-shell s-channel W boson-the term 

"W*" emphasizes that it has q2 » Ma.,-which subsequently decays to at and b (qij' ---t tb). 

Figure 3.2 shows a leading-order diagram for W* production of single top. A third produc-
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q 

b 

Figure 3.1: "W-gluon fusion" (Wg) single top. 

q 

q' b 

Figure 3.2: W* single top. 

tion mechanism, "associated production" of a single top quark and an on-shell W boson 

(gb-+ tW) [17, 18], is shown in Figure 3.3. The heaviness of the final state [19] and the fact 

g g 

b w b w 

Figure 3.3: Associated production of single top and a real W (tW). Suppressed at Tevatron. 

that it proceeds through a gluon-b interaction [20] makes this process much less important 

at the Tevatron energy (y's = 1.8 TeV) than the previous two. 

It is not immediately obvious that any of these single-top production mechanisms 

would have appreciable cross sections at the Tevatron compared to the dominant pure-QCD 
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tt production mode {Figure 3.4). One of the first papers on Wg single top (12] describes 

q t g 

q g 

Figure 3.4: Top quark pair ( tt) production. 

the result that Wg production of heavy u-type quarks can actually exceed strong-interaction 

production for sufficiently large mass splittings mu- md as "somewhat surprising", explain-

ing 

Although W -gluon fusion is lower order in the strong interaction than the pure strong-
interaction processes, it is second order in the weak interaction. W -gluon fusion also 
produces a three-body final state, and is therefore suppressed by a phase-space factor 
of about (211")-3 x f· We therefore expect W-gluon fusion to be suppressed relative to 
the strong processes by a factor a?/ 41ra8 "' 10-4 . [This includes a factor of 2 from the 
coupling of gluons to color-triplet quarks, which is a 8 /2 rather than a 8 .] [12] 

But Ref. [12] goes on to list a number of enhancements to Wg fusion which overcome this 

suppression factor. Some of these effects are more relevant at higher-energy colliders, but the 

effects apparently boost the Tevatron cross section as well. Among these effects are scaling 

behavior of the subprocess cross section at high energy (a "' 1/Mlv for Wg due to the 

spacelike w propagator vs. a"' 1/s for pure-strong processes); lack of color suppression 

for the Wg initial state relative to the gg; lower momentum fraction x in the structure 

functions due to the presence of only one heavy particle in the final state; and logarithmic 

enhancement associated with the collinear singularity if the b quark were massless. Ref. (21] 

also cites the presence of factors of (mjermion/Mw) in the couplings 1 . 

1Ref. (21] uses two approximations in calculating uw9 : the ueffective-W" approximation, in which the 
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In sections to follow we will discuss in more detail the Standard-Model calculation 

of the single-top cross sections, along with the uncertainties on these cross sections. Here 

we just present a preview of the results in Table 3.1. Note that the sum of the cross sections 

Process Name Theory Cross Section Uncertainty 
qq1 -7 tt tt 5.1 pb 18% 

qg -7 q1tb Wg 1.70 pb 14% 
qij1 -7 tb W* 0.73 pb 14% 
gb -7 tW tW < 0.1 pb 

Table 3.1: Theoretically-predicted cross sections for Standard-Model top production mech-
anisms at .jS = 1.8 TeV [22, 20, 23]. Sources of theoretical uncertainty include uncertainties 
in parton distribution functions, uncertainties in mt, and scale dependence. 

for all the single-top processes is nearly one half the cross section for pair-produced top. 

3.2 Single Top Within the Standard Model 

Electroweak single-top-quark production is of theoretical interest because it provides 

direct information on the charged-current interaction of the top quark. Unlike the case of 

top-pair production, where the electroweak vertex Wtb plays a role only in the top quark's 

decay, in single top the production cross section contains information on the coupling of top 

to W and b. Specifically, the cross section is proportional to the square of the W tb vertex 

factor. Therefore, as summarized by Ref. [20], "within the standard model, single-top-quark 

production offers a means to directly measure the ... CKM matrix element Vib· Beyond the 

standard model, it is sensitive to a nonstandard Wtb vertex, and to exotic single-top-quark 

production processes involving new particles." In this section we examine the first of these 

claims. 

W boson is treated as a parton within the proton, and an effective Lagrangian describing the interactions 
between the longitudinally-polarized gauge bosons, the Higgs boson, and the fermions. They find that cross 
sections involving WL's in the initial state are enhanced by powers of (mJermion/Mw?. 
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3.2.1 Measuring vtb 

We recall from Chapter 2 that in the Standard Model, the unitary 3 x 3 Cabibbo-

Kobayashi-Maskawa (CKM) matrix describes the rotation between the mass eigenstates 

and the weak eigenstates of the d-type quarks: 

:: l = 
b' 

Before discussing how single-top production can be used to measure Vib, it is useful to 

review how well Vib is known, and how well it can be measured through other avenues. 

(Since expressions for physical observables such as cross sections depend on the absolute 

square of Vib, we really only measure the magnitude IVibl· But for convenience, we will often 

drop the absolute-value bars and refer to this term simply as l'tb-) 

3.2.1.1 How well do we know Vib? 

How well we know Vib depends on whether or not we assume that the three-

generation Standard Model is the complete picture. If three-generation unitarity is required, 

then Vib is extremely well constrained; if not, then Vib is extremely poorly constrained. As 

Ref. [24] summarizes: 

If we assume unitarity and only three generations of quarks, then from direct and indirect 
measurements of the other elements, the magnitude of vtb is very precisely known: lvtb I = 
0.9991 ± 0.0001, without any direct measurements using the top quark system. However, 
once these two constraints are removed, then the allowed 90% confidence level (CL) 
limits 2 open up to leave essentially no bounds on vtb: 

( 0.004 to 0.014 0.034 to 0.046 0.9989 to 0.9993 ) 
3 gen. 

( 0 t~-0.11 0 to 0.52 0 to 0.9993 ::: ) 

__ 4+gen. 
2These values are from Particle Data Group, R. Barnett et al., Phys. Rev. D 54, 1 (1996). More-

recently-updated values are available, but do not change the argument here. For example, the year-2000 
PDG 90% C.L. limits [7] on lvtbl in the absence of three-generation unitarity are 0.07- 0.993. 
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A fourth generation of quarks (n could cause "Vtb to be significantly less than 1 3 . But 

the existence of a fourth generation cannot be ruled out by the above bounds on "Vtb· A 

direct measurement of "Vtb, by contrast, would provide model-independent bounds. A direct 

measurement of "Vtb less than unity would be a major discovery [16). 

3.2.1.2 Measuring "Vtb in tt events 

Since the gtt vertex is responsible for tt production, the cross section for tt produc-

tion does not contain any information on "Vtb· But information on "Vtb can be deduced from 

the pair-produced t and t's subsequent weak decays. To measure "Vtb in top decays, one 

looks at top events containing a W boson 4 and notes the fraction of those events which 

also contain b quarks: 

(Here "t ---+ Wb" is meant to indicate not the branching fraction to W b, but the fraction of 

decays with W's which also contain b's [26).) The principle for extracting ratio Bb is simple. 

If a pure tt sample were available, the ratio would be 

No. tagged events/ € B _ t---+ Wb 
b- t---+ Wq No. untagged events+ No. tagged events/€ 

where € is the efficiency for identifying a b jet [24). In practice, obtaining a pure tt sample 

is not feasible. Instead, various techniques-such as measuring the ratio of double-tagged 

to single-tagged jets in b-tagged "lepton+jets" events 5 , or measuring the fraction of tagged 

jets in "dilepton" events 6-are combined into a likelihood estimator to extract Bb [26). 

The value for Bb thus obtained is 0.99 ± 0.29 [27). 

If we assume three-generation unitarity, then lvtdl 2 + I"Vtsl 2 + I"Vtbl 2 = 1 and Bb = 
I"Vtbl 2 • This assumption yields ~~~ gen.l > 0.80 at 90% confidence level [27]. If, this as-

sumption is dropped, then we can solve for I"Vtbl 2 = 1 ~~b [1Vidl 2 + I"Vtsl2]. Clearly, some 
3Even if the decay t --+ Wb' were kinematically disallowed, the element V'tb' might still be large, which 

would force V'tb to be small [25]. 
4 As opposed to a charged Higgs, for example. 
5 "Lepton+jets" events display the signature of one semileptonic t decay and one hadronic t decay, as if 

from tt--+ ivtbqq'b. 
6 "Dilepton" events display the signature of two semileptonic t decays, as if from tt--+ i 1 vt1 bi2vt2 b. 
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assumptions must be made about CKM matrix elements lltd and llts in order to say any-

thing about vtb in the absence of three-generation unitarity. Requiring lltd and llts to 

have the mean values from the Standard-Model three-generation matrix (lltd = 0.009 and 

Vts = 0.040) permits the following lower limit to be set on lltb [27]: 

I~! gen.' I > 0.055 {90% C.L.) 

Thus even with these large assumptions about lltd and llts, the lower limit on lltb is weak. 

The "ironic" result that even excellent precision on Bb yields only a modest limit on lltb, to 

paraphrase Ref. [26], lies in the relationship between Bb and lltb· It can be shown that 

so that measuring Bb close to 1 results in large uncertainty on lltb· Thus the tt decay method 

for measuring lltb is model-dependent and not very powerful. Single top provides a better 

method. 

3.2.1.3 Measuring lltb in single-top events 

At tree level, assuming pure Standard-Model couplings, the Wtb vertex factor may 

be written as 

Since all the single-top production diagrams contain one instance of this vertex, any single-

top cross section a....., IM 12 ....., llltbl2 . Therefore if the Standard Model holds, the single-top-

quark production cross section directly measures lltb· As Ref. [24] points out, the uncertainty 

on lltb thus extracted is simply "the error on the measured single top cross section added in 

quadrature with the error on the theoretical calculation of that cross section, all divided by 

two." 7 Moreover, this measurement of lltb is free from assumptions about other elements 

of the CKM matrix, which as we saw in the preceding section were a chief disadvantage of 

measuring lltb through top-quark decays in tt events. 
7 Since u ex IVibl 2

, it is straightforward to show by error propagation that 5IVibi/IVibl = !5ufu. 
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3.2.2 Deriving f(t-+ Wb) 

Once V'tb has been measured, it can be used to normalize other top-quark observables, 

such as the partial decay width toW and b, through a relation such as (28] 

where k, theW momentum in the t rest frame, is 

1 1 

k = (m~- (Mw + mb) 2
] 

2 (m~- (Mw- mb) 2
] 

2 /2mt 

For large mt, this width takes on the asymptotic form 

r(t-+ bW)-::= 180 MeV X lvtbl 2 (;;~) 
3 

which for mt = 175 GeV fc2 , corresponds to a partial width of,....., 1.8 GeV (26] (if we assume 

Vtb ~ 1). This is an important calculation because the top-quark width is difficult to 

measure directly at a hadron collider, where the typical experimental resolution with which 

a mass peak can be reconstructed is nearly an order of magnitude larger than this value 8 

(Figure 3.5). 

3.2.2.1 Top quark lifetime 

The above-calculated value for the top-quark width r ,....., 1.8 GeV corresponds to 

a lifetime r = fijr of ,....., 0.4 x 10-24 sec. An interesting ramification of the shortness of 

this lifetime is that the top quark decays before the strong force can bind it into a hadron. 

Ref. [28] shows that the lifetime for an ultra-heavy quark Q that decays to Wq will, for 

sufficiently large quark mass mQ, become shorter than the timescale A"Qhn ,....., 10-23 sec 

needed for (Qq) or (QQ) hadrons to form. Therefore in many respects "such quarks behave 
8The measured width of the top mass peak is effectively the quadrature sum of the intrinsic top width 

and the experimental resolution: r meas = ..jr~nt + f~xp· Therefore the intrinsic top width can in principle 
be deduced: f;nt = ..jr;';.eas - nxp· However, the uncertainty on the thus-derived intrinsic top width is 
5Lnt = ~..jr;>;..a.5f;';.,as + r~xp5f~xp· We see in Figure 3.5 that fexp is large, which means that r.neas 

ont 
will also be large. Thus to make 5f;nt reasonably small, both 5fexp and 5fmeas must be made VERY small. 
The latter requires large numbers of real top events in data. 
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Figure 3.5: Distribution of reconstructed top-quark mass in tl events from HERWIG Monte 
Carlo with CDF detector simulation. Top mass assumed to be mt = 170 GeVfc2 . The 
shaded histogram shows the mass distribution when the Monte-Carlo-level information is 
used to assign the correct identities of final-state jets. The distribution is approximately 
Gaussian, with mean of 170.0 GeV fc2 and a = 11.0 GeV fc2 [26]. (Chapter 5 will provide 
more information on Monte Carlo event generators and detector simulation programs.) 

like (quasi)-free particles, their dynamical properties determined only by electroweak and 

perturbative strong interactions." The reason top hadrons do not form is as follows: 

The binding force in a heavy quarkonium state is essentially coulombic. The revolution 
time of the (QQ) bound state is then estimated as tR,....., 9/4mQa;. If the lifetime of the 
(QQ) system becomes shorter than the revolution time tR, then the quarkonium bound 
state cannot be formed any more. Setting a 8 = 0.15 to illustrate the point one finds this 
to happen for 

A somewhat stronger limit applies to ( Qij) bound states. We find a mass limit of 

mQ~1oo Gev x IVQqrt 

above which no more open-flavor hadrons can exist, i.e. Q decays before it can form a 
meson by picking up a light quark q: TQ <tHad,....., A(i~v ......, 10-23 s [28). 
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With a mass of 175 Ge V j c2 , the top quark is well above these thresholds for either tij- or 

tt-meson formation. 

3.2.3 Does single top measure r(t ---* bW+) directly? 

Some single-top phenomenologists have argued that single-top-quark production 

provides a means to measure the top-quark width directly. For example, Ref. [19) makes 

the claim: 

[Wg fusion] ... within the SM ... provides a way to directly probe the partial width of 
the top quark, r(t -4 w+b), through the effective-W approximation ... valid at energies 
much larger than .. . mw .. . in which theW boson is treated as a parton within the 
proton. Using this approximation, O"Wg can be related to the width r(t -4 w+b) by the 
equation [19) 

However, Ref. [29] disagrees with this view, saying 

Partial widths are physical observables, in the same league with masses-in principle, 
one can measure them without recourse to an underlying theory. In the case of single top, 
the physical observable being measured is the cross section, not the partial width. Thus 
it is misleading to report the result of the measurement in terms of the partial width. It 
is better to report the result of the measurement in terms of an unphysical parameter, 
vtb, which has no meaning outside of an underlying theory (the standard model) [29). 

Ref. [29] speculates that the reason Wg fusion single top has been "misguidedly singled out 

as a measurement of the partial width" is an overly-literal interpretation of the effective-

W approximation used in the earliest calculations of aw9 [30, 21). In the effective-W 

approximation, one thinks of "a quark radiating a W boson, which then strikes a b quark 

in the proton sea, promoting it to a t quark". Ref. [29) does not dispute the validity of the 

effective-W method, but stresses that the radiated W boson is not on-shell even though it 

is treated as on-shell in the calculation. It is this difference in q2 scale between the Wtb 

coupling involved in Wg single-top production vs. that in top decays which makes the 

identification of aw9 with r(t-+ Wb) invalid. As Ref. [29) explains, 
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The W boson in t-channel single top production is far off shell; its virtuality is restricted 
by the kinematics to q2 < 0. The W boson in top decay is on shell, q2 = M?v. Thus 
the two processes are not directly related. To make my point, consider [W* produc-
tion] ... where theW is again highly virtual, this time with q2 > (mt + mb)2. Nobody 
has proposed that one should consider this process to be a measurement of r(t ~ Wb), 
yet it is really no different than the t-channel process, in the sense that both processes 
have the t and b on shell and the W off shell. 

Furthermore, Wg single-top production and top-quark decay "have significant QCD ra-

diative corrections which are unrelated to each other. Thus any attempt to identify the 

two processes is at best valid at leading order." The correct way to proceed, according 

to Ref. [29], is to (1) measure ow9 ; (2) compare to the theoretically-calculated ow9 (with 

QCD corrections); (3) extract lltbi and (4) use lltb to calculate r(t-+ Wb), again including 

QCD corrections. This approach "is correct to all orders in QCD, and makes clear that the 

partial width is not being measured, but rather is a derived quantity." The same procedure 

can be followed for W* single top. 

3.2.4 Polarization in single top 

Before leaving the subject of Standard-Model measurements that can be made using 

single-top production, we mention that single-top events also provide an excellent oppor-

tunity to study top-quark polarization [31, 17, 20]. The weak charged-current interaction 

only couples left-handed chiral states, so the single top quarks are almost 100% left-handed 

polarized (17]. Moreover, we saw in Section 3.2.2.1 that the top decays before hadronization 

can obscure its spin state, so its polarization is observable in the distribution of its decay 

products (20]. Thus it has been said that in decaying, the single-top quark will "analyze its 

own polarization" [31]. 

In addition, the unique kinematics of single-top production permit the construction 

of a so-called "optimal basis" in which this polarization is especially easy to study (32]. 

Ref. (32] shows that in single-top-quark production, the spin of the top quark is highly 

polarized along the direction of the d-type quark in the event. In W* production at the 

Tevatron, the source of the d-type quark is predominantly the antiproton. In Wg production, 
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the d-type quark ends up in the recoiling light-quark jet about three-quarters of the time. 

Ref. [20] explains why, in Wg single top, even in the case where the light-quark jet does not 

contain the d quark, the top is often still polarized along the light-quark jet's direction: 

Since W -gluon fusion proceeds via ug -+ dtb about 77% of the time at the Tevatron ( ..jS = 
2 TeV), the d quark is usually the light-quark jet. The other 23% of the events proceed 
via dg -+ iltb, in which case the d quark is moving along one of the beam directions. 
However, since the light-(anti)quark (il) jet tends to move in the same direction as the d 
antiquark, the direction of the light-quark jet is still rather a good basis to analyze the 
spin in these events. 

Ref. [32] shows that the top quark is 98% polarized along the direction of the antiproton in 

W* single top and 96% polarized along the direction of the light-quark jet in Wg single top 

at the Tevatron. 

Re£ [20] cites [33] in singling out the charged lepton from the semileptonic decay of 

the top quark-however produced-as a particularly sensitive indicator of the top spin. In 

the top rest frame, the angular distribution of the lepton is given by 

1 di' 1 r dcosO = 2(1 +cosO) 

where 0 is the angle in the top rest frame between the direction of the lepton and the spin of 

the top. Since, for example, in Wg events the top spin is highly polarized along the direction 

of the light-quark jet, the angle between this jet and the charged lepton, in the top rest 

frame, would be expected to obey this distribution. Ref. (20] identifies the asymmetry in 

the angular distribution of f. as a simple test variable for polarization in Wg events: 

A= a(-1 <cosO< -0.1)- a(-0.1 <cosO< 0.8) 
- a(-1 <cosO< -0.1) + a(-0.1 <cosO< 0.8) 

(The small-angle region is excluded since lepton and jet identification require a minimum 

angular separation between the two.) Statistically-significant nonzero A would constitute 

observation of polarization of the top quark in Wg events. 
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3.3 Single Top as a Probe for New Physics 

If new physics is present in single-top production, then it cannot be used either to 

extract Vtb or derive r(t---+ Wb) [29). But the prospect of discerning new physics beyond the 

Standard Model is far more interesting than that of just measuring another Standard-Model 

parameter. 

It was observed over a decade ago [34) that the heaviness of the top quark makes 

the top sector an especially likely place to look for new physics. As the heaviest of all 

fermions, the top is most strongly coupled to the symmetry-breaking sector responsible for 

the generation of mass [35). This fact, along with the tantalizing proximity of the top mass 

to the Fermi scale v ~ 246 Ge V characterizing electroweak symmetry breaking 9 , have 

led to the suggestion that the top quark may participate in new dynamics underlying the 

generation of mass [37). 

In the Standard Model, v is the vacuum expectation value of the complex scalar 

Higgs field which generates the masses of the gauge bosons and fermions. But some argue 

from "triviality and naturalness" [38) that the fundamental Higgs scalar of the Standard 

Model is oilly an effective theory. Instead, they propose dynamical models of symmetry 

breaking in which condensates of fermions play the role of the Higgs boson: 

In theories of dynamical electroweak symmetry breaking, the electroweak interactions 
are broken to electromagnetism by the vacuum expectation value of a fermion bilinear. 
These theories may thereby avoid the introduction of fundamental scalar particles, of 
which we have no examples in nature (35]. 

Dynamical symmetry breaking with preferential involvement of the third quark gen-

eration is attractive because it simultaneously avoids a fundamental scalar and explains the 

large top mass. Models in which top-quark condensates [39) alone are responsible for sym-

metry breaking are not favored since they predict a too-large top mass [40), but this problem 

can be avoided by combining top condensation with technicolor (another model of dynami-

cal symmetry breaking) as is done in topcolor-assisted technicolor [41). In all these models, 
9Larios and Yuan cheekily write mt ~ vf,/2 (36]. 
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the large top mass is not an accident, but a necessary consequence: "the top mass is large 

because the strong forces needed to bind tops into Higgs result in a strong Higgs coupling 

to top." [37] Experimental study of the top quark is necessary to determine if these models 

are correct, i.e. in the words of Ref. [34], to determine "whether the top is just another 

quark or whether it holds the clue to the physics of the Fermi scale." 

In this section we outline the main points covered in Ref. [37], an excellent review of 

the impact on single-top production of the various proposed types of new physics. We will 

see that the Wg and W* single-top modes are sensitive to different kinds of new physics. 

Following this paper's example, we group the possible types of new physics that affect single 

top into two categories: those which involve the effects of a new particle that couples to 

the top quark, and those which involve the effect of a modification of the Standard-Model 

couplings between the top and other known particles. 

3. 3.1 New particles 

Ref. [37] cites a wide variety of extensions to the Standard Model which call for an 

extra set of quarks (~). For example, some models require additional fermions to participate 

in a seesaw mechanism to generate the top mass [42, 43]. These new quarks could affect 

single-top rates by mixing with the third generation. If Vib were significantly less than unity, 

rates for the Wg and W* diagrams shown in Figures 3.1 and 3.2 would be suppressed below 

Standard-Model expectations. However, other elements of the CKM matrix might also be 

affected by mixing in a way that counteracts the suppression. We saw in Section 3.2.1.1 

that when the requirement of three-generation unitarity is removed, the constraints on Vib 
and Vis become much weaker 10 : 

0.0 ~ ll/ts I ~ 0.55 

0.06 ~ lvtbl ~ 0.9993 ----------------------------10These values, taken from Ref. (37], are the 1998/1999 values available in C. Caso et al., The European 
Physical Journal C3, 1 (1998) and 1999 off-year partial update for the 2000 edition available on the PDG 
WWW pages (URL: http:/ /pdg.lbl.gov /). Since Ref. (37] was published, newer limits vt. = 0- 0.16 and 
Vtb = 0.07 - 0.993 have become available (7]. The tighter upper bound on vt. makes Ref. (37J's discussion 
of the large-vt. scenario less likely, but we include it because the general principle still holds. 
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If Vis took on the maximum allowed value of 0.55 and Vib were as large as allowed by 

unitarity, i.e. Vib = 0.835, since 0.552 + 0.8352 = 1, then Wg single top could proceed 

significantly through an initial-state gluon splitting to ss rather than bb. The much larger 

parton distribution function for the s quark compared to the b would increase the Wg rate 

above the three-generation-unitarity Standard Model value (NLO cross section 4.07 ph vs. 

2.44 ph [20] at Tevatron Run II.) The rate for W* with final state tb would meanwhile 

be suppressed to "' 0. 7 of the Standard Model expectation. Of course, the rate for W* 

with final state ts would be enhanced, but the absence of the long-lived b in the final state 

would make this mode distinguishable from tb. Additionally, the new b' might be directly 

produced in an s-channel W*-like interaction qij'-+ tb'. 
Other models of new physics posit the existence of additional gauge symmetries 

mediated by new gauge bosons. For example, a version of the top-flavor model proposes 

that the third-generation quarks transform under an additional SU(2)h symmetry that is 

related to the generation of the top mass [43]. This model requires three additional gauge 

bosons w~± and Z'. The W' boson could contribute to s-channel single-top production 

via qif.'-+ W' -+ tb, with a possible resonant enhancement if enough energy were available 

to produce the W' near on-shell. Additionally, the W' process could interfere with the 

regular W* -exchange diagrams, with the effect that the overall rate could be increased or 

decreased. The existence of a W' would have negligible impact on Wg fusion, however. 

There the virtual W boson is constrained by the kinematics to be spacelike, i.e. to have 

q2 < 0, so that the contribution from t-channel exchange of a W' is suppressed by the heavy 

W' mass (by a propagator factor of 1/M.a,, ). This type of argument is applicable to any 

new heavy particle's impact on single-top production: the s-channel process can receive 

resonant enhancement, while t-channel process is relatively insensitive. 

A similar analysis holds for the case of additional scalar bosons. Such particles are 

called for in a wide variety of theories. For example, the top-color dynamical model calls 

for pion-like bound states of top and bottom quarks [44] ("top-pions" 1r±, 1r0 ) to play the 

role of the symmetry-breaking Higgs bosons. These composite scalars couple strongly to 
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the top, but through a right-handed interaction. They contribute to the s-channel mode 

of single-top through cb --+ 1r+ --+ tb due to a large tR - CR mixing (not constrained by 

the CKM matrix, which refers only to left-handed states.) Since the interaction is right-

handed, this process does not interfere with the Standard-Model W* process. As in the case 

of the new gauge boson W', the s-channel process can receive a large resonant contribution 

from top-pion exchange, but any contribution tot-channel process is suppressed by 1/M'fr. 
Note that the single top quarks produced via an intermediate scalar particle will have 

different polarization properties than those produced through a vector boson. Specifically, 

the "optimal" polarization basis discussed in Section 3.2.4 no longer applies. Of course, if 

the interaction is right-handed, this also will show up in nonstandard polarization behavior. 

3. 3. 2 Anomalous couplings 

Ref. (37] uses a model-independent method of parameterizing the top's couplings to 

the known light particles called the "electroweak chiral Lagrangian". The EWCL approach 

involves writing an effective Lagrangian which applies at energies well below the scale A at 

which new physics becomes relevant. The first term in the EWCL is the usual Standard-

Model Lagrangian. Subsequent terms represent deviations from the Standard Model in 

terms of operators in successively higher and higher mass dimensions, which operators are 

suppressed by successively higher and higher powers of A: 

Ceff = CsM + £4 + Cs + ... 

Thus for energies well below A, the lowest-dimension operators have the largest effect. 

Dimension-4 operators which could affect single-top production include charged-current 

terms modifying the tWb coupling and flavor-changing neutral current (FCNC) terms in-

volving the top's coupling to Z and c. {Terms with the u substituted for the c are also 

possible but are omitted here.) 
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where ¢~~~Ztc) are CP-violating phases. The dimension-S operator contains terms that 

could also affect single-top production, through couplings of the top to the gluon and photon 

fields: 

Here iaJJ.v = - HrJJ., 'Yv]. 

The terms in £4 that modify the Wtb coupling could affect single-top production. 

Form factor ~~tb is already strongly constrained by preexisting low-energy b--+ S[ data [45), 

but both the Wg and W* modes are sensitive to ~fvtb· Moreover, the £4 and £s FCNC 

couplings Ztc, gtc, and [tc (and also with substitution c--+ u) can have a large impact on 

single-top production. New modes of s-channel production such as qij'--+ Z* fgf'Y --+ tc(u) 

would be open (Figure 3.6), but the absence of the long-lived b quark in the final state means 

they would probably not be confused with ordinary W* production. Nor would these new 

s-channel modes interfere with Standard-Model W*, since the final state is different. The 

q t 

q' C,U 

Figure 3.6: Exotic s-channel single-top production modes made possible by new FCNC 
couplings. The absence of the b in the final state makes these processes distinguishable 
from Standard-Model W*. 

t-channel mode of single top would be strongly affected by these new vertices, however, 

through diagrams in which initial-state b quarks are replaced by c's and the t-channel W 

by a Zfgh (Figure 3.7.) As in the case of W*, the final state contains a cor u instead of a 

b. But as will be discussed in Chapter 5, the final-state b in Wg single top tends to be low-

momentum and often missed anyway, so its absence here will not serve to distinguish this 
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Figure 3.7: Sample exotic t-channel single-top production modes made possible by new 
FCNC couplings. The (absent) final-state b is not a significant part of the Wg signature, so 
these processes are not distinguishable from Standard-Model Wg single top. 

final state from Standard-Model Wg. Moreover, the larger probability density for finding 

lighter c or u quarks in the parton sea could enhance this new t-channel rate with respect to 

ordinary Wg, an effect which might offset the presumably smaller FCNC coupling. These 

diagrams do not interfere with Standard-Model Wg fusion due to the different final state. 

Measuring the rate of single-top production will help constrain the magnitudes of 

the interactions of these new FCNC operators, set by Kztc, Agtc, and A-ytc· Some of these 

anomalous couplings are already constrained by low-energy data. For example, "'~tc and 

"'~tc are constrained by low-energy data to be less than 0.05 and 0.29, respectively [46]. But 

these constraints are indirect because they all rely on assumptions about the underlying 

theory. New physics could generate large cancellations to permit KZtc to be as large as 1! 

Single top, by contrast, provides an opportunity to constrain these couplings directly, with 

fewer assumptions. 

3.3.3 Summary of the impact of new physics on single top 

Thus we see that the Wg and W* modes of single-top production are sensitive to 

different kinds of new physics. While a modification of the W tb coupling affects both 

modes, the presence of additional heavy particles affects primarily the s-channel mode and 
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anomalous couplings affect primarily the t-channel mode. Thus studying the correlation 

of the measured single-top rates in the t-channel vs. s-channel (at-as) plane can help 

discern what, if any, new physics is affecting the production. Figure 3.8 shows this plane for 

Tevatron Run II. The Standard Model point is indicated with the 3a theoretical-uncertainty 

contour drawn around it. Points for several representative new-physics models are also 

shown. Figure 3.9 shows the analogous information for the CERN's Large Hadron Collider 

(LHC). Ref. [37] explains how these plots can be used: 

A deviation in as that is not also reflected in Ut is most likely due to the effect of 
nonstandard particles. A deviation in Ut that is not also seen in a8 is likely from a 
FCNC. A deviation that is comparable in both rates is most likely from a modification 
of the W -t-b interaction. In the very least, if the SM is a sufficient description of single 
top production, the fact that the two rates are consistent will allow one to use them to 
extract Vtb with confidenre that new physics is not distorting the measurement. 

Thus measuring single-top production is a win-win game: either we measure Vib, or we find 

evidence of new physics. 

3.4 The Standard-Model Calculations for uw9 and uw· 

Having established motivation for studying single top, we now take a closer look at 

the Standard Model calculations of the cross sections for the two main single-top processes 

at the Tevatron, the s-channel W* process and the t-channel Wg process. We examine 

features which simplify or complicate each rate calculation and which affect the systematic 

uncertainty on the final answer. 

3.4.1 TheW* cross section 

Calculating the next-to-leading-order (NLO) cross section for qij' --+ W* --+ tb is 

relatively straightforward for several reasons. The energy scale of the process, characterized 

by the top mass (mt = 175 GeVfc2 ) is well away from the scale at which QCD becomes 

nonperturbative (AQcD ~ 200 MeV) so that the calculation can be performed in a regime 
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Figure 3.8: The location of the Tevatron SM point {the solid circle) in the u 8-at plane, and 
the 3u theoretical deviation curve. Also shown are the points for the top-flavor model (with 
Mz' = 1 TeV and sin2 ¢ = 0.05) as the x, the FCNC Z-t-c vertex (IKztcl = 1) as the open 
circle, a model with a charged top-pion {m7!"± = 250 GeV and tR-CR mixing of"" 20%) as 
the cross, and a four quark generation scenario with lvtsl = 0.55 and lvtbl = 0.835 as the 
asterisk. All cross sections sum the t and t rates at -/8 = 2 TeV. Taken from [37]. 

where perturbative QCD is very reliable [23]. The q and ij1 parton distribution functions 

are evaluated at moderate values of momentum fraction x, where they are well-known [16]. 

Moreover, the process is similar to the well-studied Drell-Yan leptoproduction process qij' -+ 

f.v. This confers several advantages. The initial-state QCD correction for W* is identical 
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Figure 3.9: Analogous to Figure 3.8, except for the LHC (pp, ..fS = 14 TeV.) From (37]. 

to that for Drell-Yan, and the latter has been calculated to O(o:~) [47]. This leaves only 

the final-state QCD corrections still to be done, and these themselves are straightforward 

since they do not contain any collinear or infrared singularities [16]. Furthermore, the 

initial- and final-state corrections do not interfere at NLO since the tb final state is still 

a color singlet when a gluon radiates from an initial-state quark but a color octet when 

the gluon radiates from a final-state quark [23]. Finally, in W* the qif initial state can 

be experimentally constrained by comparing to Drell-Yan data. Note that the qif flux can 

only be constrained by measuring qij' --+ fv, not measured directly, because at a hadron 
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collider the Pz of the neutrino is not known, so the q2 of the W boson cannot be fully 

determined [16]. Nevertheless, Drell-Yan data can be used to reduce systematic uncertainty 

on PDF's and QCD corrections to the initial state. 

The most important corrections to the order-a~ leading-order W* cross section are 

the QCD correction of order a 5 and the Yukawa correction of order awml/M'fv [23]. We 

consider each in turn. 

3.4.1.1 O(a5 ) corrections to ow• 

Diagrams contributing to the O(a5 ) QCD correction to theW* process are shown in 

Figure 3.10 [48]. As discussed above, at this order the QCD corrections to the initial state 

q' 

b 
q 

b 
q 

q I . q 

q' b q' b 

Figure 3.10: Diagrams contributing to the O(a5 ) correction to qij1 -t tb. From [23]. 

and final state do not interfere and may be considered separately. The O(a5 ) corrections to 

the production of a W* of mass squared q2 are the same as for the Drell-Yan process and 

are found to increase the LO cross section by +36% at the Tevatron. Final-state corrections 

to the subsequent propagation and decay of the W* are obtained from the imaginary part 

of the self-energy of the W and are found to increase the cross section by + 18% over LO. 

Thus the total QCD correction increases the LO cross section by a significant amount-over 

50%. 
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3.4.1.2 O(awml/M?v) Yukawa corrections to ow· 

Diagrams contributing to the 0( awml I M?v) Yukawa correction to the W* process 

are shown in Figure 3.11. The Yukawa correction arises from loops of Higgs bosons and 

q 

q' w b 

Figure 3.11: Diagrams contributing to the O(awml/M?v) correction to qif -+ tb. The 
dashed lines indicate the Higgs boson and unphysical scalar W and Z bosons in the R{ 
gauge. The diagram on the left represents a wavefunction renormalization and the diagram 
on the right a vertex correction. From [23]. 

the scalar components of virtual vector bosons. (Note that a top-quark loop in the W 

propagator-which might be expected to contribute a term ofYukawa strength-has already 

been absorbed by the renormalized weak coupling constant aw = g2 l47r = ../2GI-'Mfvl7r.) 

The result for the Yukawa correction can be expressed as the fractional change in the total 

cross section, tlay I a LO, as a function of Higgs mass M H. For Higgs mass values in the 

range 60 Ge VI c2-1 Te VIc?, the absolute value of the correction is found to be never more 

than 1% of the leading-order cross section. 

Furthermore, since the Yukawa correction is of 0( awmU Mf..r), it is expected to be 

at least as large as the ordinary 0( aw) weak correction for the known value of the top mass 

175 Ge VI c2. Thus since the Yukawa correction is found to be negligible, so too should 

be the weak correction (which as of 1996 could not yet be calculated explicitly due to the 

unavailability of weak-corrected parton distribution functions.) Since the W -gluon-fusion 

process also involves the tb weak charged current, the Yukawa correction to that process is 

probably also negligible. 
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3.4.1.3 Results for aw•, with uncertainty 

The central value of the NLO calculation of aw• is 0. 73 ph. Uncertainty on this 

value arises from several sources: scale dependence, uncertainty in the modeling of the 

parton distribution functions, and uncertainty in the measured top mass. Scale dependence 

represents uncertainty from uncalculated higher-order QCD corrections. It is estimated by 

noting the change in the cross section induced by varying the relevant scale-factorization 

scale f..LF for initial-state corrections and renormalization scale f..LR for final-state-between 

~Hand 2VQ2. The total uncertainty from scale dependence is found to be 4%. The 

central value for the cross section uses f..LF = f..LR = J(ii, the mass of the virtual W. 

To minimize the effects of uncertainty in modeling of parton distribution functions, 

the cross section was calculated using two different sets of NLO PDF's-CTEQ3M and 

MRS(A')-and the central value was taken to be the average of the results. The difference 

between the results is a measure of the PDF uncertainty, which was taken to be 4%. 

The calculated cross section for qif -+ tb depends strongly on the top mass, so 

uncertainty on mt leads to additional uncertainty on aw•. Using the experimental result 

mt = 175 ± 6 Ge V / c2 , 15% uncertainty due to mt is obtained. The latest estimates of 

top-mass uncertainty ±5.1 GeV /2 [49] reduce the aw• uncertainty slightly, to 12.8%. 

Thus the total uncertainty on the NLO aw• calculation is 4% E9 4% ffi 12.8% = 14%. 

aw• = 0.73 ± 0.10 ph 

3.4.2 The Wg cross section 

In contrast to the case of W*, the Wg cross section calculation is not at all straight-

forward. The crux of the difficulty is that the tree-level diagram for Wg fusion (Figure 3.1) 

contains what would be a collinear divergence if the b quark were massless [50]. Specifi-

cally, if mb = 0, then the diagram is divergent when the initial-state gluon emits a collinear 

b, i.e. splits into a real bb pair. Of course, the b is not massless; its mass regulates the 

sin~ularity. But a memory of the collinear divergence remains in the total cross section as 
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logarithmically enhanced terms, i.e. terms proportional to 

where Q2 = -q2 is the virtuality of the W boson of four-momentum q. (Since Q2 is usually 

less than or of order Ma,, Ref. [50) abbreviates this logarithm in the text 11 as ln(ml/m~).) 

Ref. [50) summarizes the problem presented by these logarithmic terms as follows: 

The total cross section for W-gluon fusion contains these logarithmically-enhanced terms, 
of order a8 ln{m~ /m~), as well as terms of order as (both terms also carry a factor of a~, 
which we suppress in the following discussion). Furthermore, logarithmically enhanced 
terms, of order a~ lnn{m~ /m~)/n!, appear at every order in the perturbative expansion 
in the strong coupling, due to collinear emission of gluons from the internal b-quark 
propagator. Since the logarithm is large, the perturbation series does not converge 
quickly, and it appears difficult to obtain a precise prediction for the total cross section. 

The solution to this problem of large collinear logarithms lies in a paradigm shift in 

the treatment of the Wg process. Instead of the 2-+ 3 diagram of Figure 3.1, the leading-

order process is now taken to be the 2 -+ 2 diagram qb -+ q't (Figure 3.12) in which the 

initial-state b quark is described by a parton distribution function. Ref. [50) explains why 

q q' 

b t 

Figure 3.12: Leading-order diagram for Wg single top. This process is intrinsically of order 
a8 ln(ml/m~) due to the b parton distribution function. 

the b-quark PDF solves the problem of the large collinear logarithms as follows: 

The coefficient of the logarithmically-enhanced term is the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) splitting function Pq9 , which describes the splitting of a gluon 
into a bb pair. One can sum the logarithms by introducing a b distribution function 

11 Though not the calculations, of course. 
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b(x, fJ 2 ) and calculating its evolution with fJ (from some initial condition) via the DGLAP 
equations. Thus the b distribution function can be regarded as a device to sum the 
collinear logarithms. 

Moreover, since the b PDF "is calculated from the splitting of a gluon into a collinear bb 

pair, it is intrinsically of order as ln(p2 lm~)'' rather than "merely of order as". Ref. [50] 

shows analytically and graphically that 

where g(x, p2 ) is the gluon PDF. Thus the cross section for the 2 -+ 2 process is of order 

as ln(ml/m~) due to the b PDF (p ~ mt). 

There are then two independent, numerically comparable corrections to this process 

that must be considered at NLO: one correction of order 1 I ln( m~ I m~) and another of order 

3.4.2.1 O(ll ln(mUm~)) correction to aw9 

The 2 -+ 3 diagram of Figure 3.1 now represents a correction to the LO diagram 

from an initial gluon. The cross section contains terms of order as ln(mUm~) and order as. 

But the logarithmically-enhanced terms have already been included in the LO cross section 

by way of the b PDF. These collinear logarithms must be removed from the 2 -+ 3 diagram 

in order to avoid double counting them. This is done by subtracting the contribution of the 

diagram in Figure 3.13, which represents the collinear region of the 2-+ 3 process where the 

gluon splits to a real bb pair. After the terms of order a 8 ln(mF/mn have been subtracted 

from diagram of Figure 3.1 by the terms in the diagram of Figure 3.13, only terms of order 

as remain. Recalling that the LO process was of order as ln(ml/m~), we see that since 

the diagrams of Figures 3.1 and 3.13, taken together, contribute a term of order as, this 

contribution is suppressed by a factor of ll ln(ml/m~) with respect to the LO process. 

We might naively have expected the diagram of Figure 3.1 to constitute a correction of 

order as to the LO process, but this is not the case. The existence of a correction of 

O(ll ln(p2 lm~)) is "generic to any process involving a perturbatively derived heavy-quark 
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Figure 3.13: Diagram for the collinear region of the 2 --+ 3 process in which the gluon splits 
to a real bb pair. The cross section contains only the terms of O(a8 ln(~l/m~)), i.e. the 
collinear-divergence logarithms. The x on the internal b quark line indicates that the quark 
is on-shell. 

distribution function in the region 11-2 » m~." The overall size of the 0(1/ ln(ml/m~)) 

correction at the Tevatron is found to be -20%. 

3.4.2.2 O(a8 ) correction to ow9 

Diagrams contributing to O(a8 ) correction to the LO process qb --+ qt may be 

grouped into several categories: corrections to the light-quark vertex (Figure 3.14), a cor-g=fq 
q• w 

b 

Figure 3.14: QCD corrections to the light-quark vertex of qb--+ q't. 

rection to the heavy-quark vertex which does not contain more collinear logarithms (Fig-

ure 3.15), and a correction to the heavy-quark vertex which does contain more collinear 

logarithms (Figure 3.16). The light-quark-vertex corrections do contain collinear logarithms 

of order ln(Q2 /m~), where mq is the light-quark mass, but these are "absorbed by the light-

quark distribution functions in the usual way. Since the light-quark distribution functions 
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q' 

Figure 3.15: QCD correction to the heavy-quark vertex of qb-+ q't. 

g 
b 

Figure 3.16: QCD correction to the heavy-quark vertex of qb-+ q't. This diagram contains 
another power of the collinear logarithm in ( mt / m~) corresponding to emission of a collinear 
gluon. 

are intrinsically of zeroth order in as, the remaining corrections are of order as [with respect 

to the LO process]." The diagram of Figure 3.15, meanwhile, has a cross section of order 

a; ln(mt fm~) (including the factor of as ln(mt fmt) from the b PDF), so it is suppressed 

by a factor of as with respect to the LO process. The cross section for the diagram of 

Figure 3.16, however, contains terms of order a; ln(mtfm~) and a; ln2 (ml/m~). Collinear 

emission of the gluon, on top of the factor from the b PDF, yields the squared-logarithm 

term. Furthermore, "another power of this logarithm appears at every order in the strong 

coupling". To get the perturbative calculation to converge, it is necessary to modify the 

b PDF again. A term corresponding to gluon emission is added to the DGLAP evolu-

tion equation for the b PDF to sum these additional collinear logarithms. But once these 

logarithms have been absorbed into the b PDF (i.e. into the LO cross section), it is neces-

sary not to double-count them by including the O(a; ln2 (mt fm~)) terms from the diagram 

of Figure 3.16. The collinear region must be subtracted, leaving only the terms of order 
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O(a~ ln(m~ /m~)), which correspond to non-collinear gluon emission and constitute a true 

O(as) correction to the 10 process. 

An analogous approach can be used to include the contributions of still higher-order 

diagrams. As Ref. [50] summarizes, 

[A]II collinear logarithms are ultimately summed into the b distribution function; no 
explicit collinear logarithms remain. The remaining terms are all of order a: or, if the 
diagram has a b quark in the initial state, of order a: ln(m~ jm~). These correspond 
to corrections of order a:- 1 x 1/ ln(m~ /m~) or a:- 1 , respectively, compared with the 
leading-order process. 

The overall size of the O(as) correction is found to be +13%. It is apparently a numerical 

accident that this correction tends to compensate the 0(1/ ln(mUm~)) correction. 

3.4.2.3 Results for ow9 , with uncertainty 

The central value of the NLO calculation of ow9 is 1.70 ph (20]. This value was 

obtained using the CTEQ4M M S PDF's, mt = 175 GeV jc2 , lltb = 1, and scale J.L 2 = Q2 at 

the light-quark vertex and J.L2 = Q2 + m~ at the heavy-quark vertex. As in the case of W* 

single top, uncertainty on the cross section arises from scale dependence, PDF uncertainty, 

and top mass uncertainty. Scale uncertainty, i.e. uncertainty from uncalculated higher-

order QCD corrections, is estimated by varying the scale J.L in the b-quark PDF between 

one-half and twice its central value of J.L2 = Q2 + m~. The scale is also varied in the strong 

coupling [20]. But Ref. [50] argues that the scale in the light-quark PDF should not be 

varied, since there J.L2 = Q2 • The total impact of scale variation on the calculated cross 

section is found to be ±5%. 

The cross section for Wg single-top production is not as strongly dependent on the 

top mass as was the cross section for W* production. Although as mt increases the PDF's 

do decrease, this effect is not augmented by an accompanying decrease in constituent cross 

section a, since a"' 1/Ma,. rather than 1/s. An uncertainty of ±5.2 GeV jc2 12 corresponds 

to an uncertainty in the cross section of 9% due to mt [20]. 
12Close enough to the official uncertainty ±5.1 GeV /c2 [49]. 
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The worst source of uncertainty on aw9 is in the modeling of the gluon distribution 

function, which in turn affects the b PDF. Ref. [50) did not even venture to estimate this 

uncertainty. The more-recent paper (20) cites work (51) stating that this uncertainty appears 

to be less than 10% at the Tevatron and the LHC. 

Thus the total uncertainty on the NLO aw9 calculation is 5% E9 9% E9 10% = 14%. 

aw• = 1.70 ± 0.24 pb 
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Chapter 4 

Experimental Apparatus 

The data used in this analysis were collected by the Collider Detector at Fermilab 

(CDF) during the 1992-1995 run of Fermilab's Tevatron collider. The three-story-high, 

five-thousand-ton CDF detector surrounds the point at which the Tevatron's beams of 900-

GeV protons and 900-GeV antiprotons collide. As summarized in a 1988 NIM article, the 

purpose of the CDF detector is "to measure the energy, momentum, and where possible 

the identity, of particles produced at the Tevatron collider over as large a fraction of the 

solid angle as practical." [52) The first section of this chapter reviews how the Tevatron's 

proton and antiproton beams are produced and accelerated. The second section describes 

how the CDF detector measures the properties of the particles arising from the collisions. 

The present tense will be used in all descriptions. It must be noted, however, that at the 

time of writing, significant changes have been made to both accelerator and detector in 

preparation for Run 2. This chapter describes the experimental apparatus used for CDF 

Run 1. 

4.1 Colliding Beams at the Tevatron 

The Tevatron's counter-rotating beams of protons (p) and antiprotons (p) are pro-

duced in stages which are briefly described below. An overall view of the Fermilab acceler-

ator complex is provided in Figure 4.1. 
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Figure 4.1: Fermilab accelerator complex. For clarity, the Main Ring and Tevatron are 
shown separated, while in reality they have the same radius. 
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4 .1.1 Preaccelerators 

The proton beam starts out as hydrogen gas added to the slender gap between anode 

and cathode in a magnetron surface-plasma source in the presence of constant electric and 

magnetic fields (53]. Some hydrogen atoms get adsorbed onto the cathode, while others 

dissociate into a plasma of electrons and H+ ions. Several different reactions take place 

on the cathode surface to produce H- ions, or atoms of hydrogen containing an extra 

electron. Plasma particles strike the cathode and sputter off H- ions, or H+ ions pick up 

two electrons from the cathode surface. The H- ions are electromagnetically extracted 

through an aperture in the anode and steered into an electrostatic accelerating column. 750 

k V of potential difference are maintained between the two ends of the column by a Cockcroft-

Walton generator. The resulting 750-keV beam of H- ions passes into a transport line where 

its size and focus are adjusted and it is formed into bunches with the same periodicity as that 

of the electromagnetic field of the linear accelerator (Linac) into which it will be injected. 

4.1.2 Linac 

The Linac uses a radiofrequency (RF) electromagnetic field to accelerate the H-

ions from 750 keV to 400 MeV. Approximately 150m long, the Linac consists of a series of 

electrically resonant cylindrical metal tanks driven by klystron RF sources. A line of drift 

tubes, separated by gaps, runs down the axis of each tank. Spacing and length of drift tubes, 

and the frequency of the oscillating RF field, are arranged so that the ion bunches emerge 

into the gaps when the field is in the direction that will accelerate them, but hide shielded 

in the tubes when it is in the direction that would slow them down [54]. FUrthermore, the 

phase of the RF field is adjusted so that slower particles receive more energy, and faster 

particles less, than synchronous particles. Transverse focusing of the beam is achieved by 

quadrupole magnets. 
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4.1.3 Booster 

The next phase of acceleration takes place in the Booster, a 151-m-diameter syn-

chrotron ring around which accelerating RF cavities are interspersed among orbital bending 

magnets. 400-MeV H- ions from the Linac are brought tangent to the ring and sent through 

a carbon foil to strip off their electrons. The resulting bare protons are steered into the 

ring while electrons and unstripped ions are directed to a beam dump. After the Booster 

has been filled with roughly 3 x 1012 protons, the phase of the fields in its RF cavities is 

adjusted to form 84 stable phase regions known as "buckets". This captures the beam into 

84 bunches which are then accelerated to 8 GeV. The acceleration mechanism is the same as 

that used in the Linac-bunches alternately hide in drift tubes or emerge into gaps and get 

boosted by the RF field-except the beam is constrained to a circular orbit, and so makes 

repeated passes through the accelerating cavities. Since the protons' velocity increases 

with each successive turn, the frequency of the accelerating RF field (and the resonance 

of the RF cavities) must also be increased with each turn 1 . So must the field strength 

of the magnets which confine the beam to a circular orbit. Synchronous increase of the 

RF frequency and magnet strength with particle momentum is the origin of the term "syn-

chrotron". Quadrupole magnets that alternately focus in the x- and y-dimensions control 

the transverse beam profile. 

4.1.4 Main Ring 

Like the Booster, the Main Ring is also a proton synchrotron featuring tunable RF 

cavities and conventional bending and focusing magnets, except it is 2000 m in diameter. 

Protons are extracted from the Booster into the Main Ring for one of two purposes: either 

for acceleration to 150 GeV and injection into the Tevatron, or for acceleration to 120 GeV 

and injection to the Antiproton Source. The first step in either case is to capture the beam 
1In order for the RF to be in phase with the particle, i.e. so that as the particle moves from bucket to 

bucket it always finds the RF at the same phase, the RF must oscillate at frequency f = hjr. Here his the 
harmonic number of the ring (84) and r is the revolution period of the particle= 2trR..;n9 /v. As v increases, 
so must f increase. 
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from the Booster and ramp it to the desired final energy ("flattop"). In Tevatron-injection 

mode, only a fraction of the 84 Booster bunches are used. After acceleration, these are all 

coalesced into one large bunch and deposited into the desired stable phase location, or RF 

bucket, in the Tevatron. In antiproton-producing ( "pbar stack") mode, all possible Booster 

bunches are used. After flattop, the bunches are extracted from the Main Ring to the 

Antiproton Target. During normal Tevatron running, the Main Ring usually continually 

operates in pbar-stack mode whenever it is not needed for Tevatron injection. 

4.1.5 Antiproton Source 

Among the advantages of colliding p on p is that the same accelerators can be used 

for the two beams: their opposite charge means they can form separate counter-rotating 

beams within the same magnets and RF cavities. The disadvantage, however, is the cost and 

difficulty of making antiprotons. The Antiproton Source performs this task. It is comprised 

of a target where the particles are produced and two rings for cooling and collecting them 

into a beam. In the Antiproton Target, the 120-GeV Main Ring beam impinges on the 

edge of a nickel target disk. A wide variety of secondary particles, including antiprotons, is 

produced. The secondaries pass into a lithium lens, a cylinder of lithium carrying a large 

current, whose azimuthal magnetic field focuses the particles into a collimated beam. After 

the lens, beam particles with negative charge and momentum near 8 GeV are selected by a 

magnet and directed to the Debuncher ring. As they enter the Debuncher, the bunches of 

antiprotons are spread out in momenta. The Debuncher's RF fields rotate the bunches in 

phase space to be spread out in time rather than moment urn, and then de bunch the beam 

altogether into a continuous stream. Next the beam undergoes stochastic cooling to reduce 

its transverse (or betatron) oscillations by a factor of more than two. In stochastic cooling, 

pickups measure the beam's transverse size at a given point and send this information to 

a point across the ring so a corrective kick can be administered when the beam arrives at 

that point. The cooled batch of antiprotons enters the Accumulator ring where it is added 

to the tail of the accumulating stack of antiprotons and cooled further. When sufficient 
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antiprotons have accumulated in the stack core, they are extracted and injected to the 

Main Ring. There they undergo acceleration to 150 GeV, coalescing into one large bunch, 

and injection to the desired Tevatron RF bucket. 

4 .1. 6 Tevatron 

Like the Booster and Main Ring, the Tevatron is a synchrotron accelerator. Located 

directly under the Main Ring, in the same tunnel and at the same radius, the Tevatron has a 

very similar lattice of bending magnets as the Main Ring, except they are all superconduct-

ing and so can achieve higher field strengths at lower current. The magnets must be kept 

at liquid-helium temperatures (4.6 K). Under typical operating conditions, the Tevatron is 

injected with six bunches of protons (each containing'"" 150 x 109 particles) followed by six 

counterrotating bunches of antiprotons (each containing'"" 50 x 109 particles.) The bunches 

are roughly evenly spaced around the 1113 RF buckets of the ring and are separated by 

empty buckets. After both beams have been accelerated to their final energy of 900 Ge V, 

they are permitted to continue circulating the ring for tens of hours for a colliding-beam 

session or "store". At two points around the ring, known as BO and DO, the counterrotating 

beams undergo transverse squeezing by low-beta quadrupole magnets to'"" 40~-tm luminous 

spots and are directed head-on into each other. Bunch crossings occur at BO and DO ap-

proximately every 3.5 J.tsec. Thus are pp collisions at center-of-mass energy (y's) 1.8 TeV 

brought about. 

4.2 The CDF Detector 

A natural set of phase-space coordinates for describing the relativistic kinematics of 

pjj collisions is provided by azimuthal angle¢, rapidity y, and the component of momentum 

transverse to the beamline, PT (52, 55]. Ref. [55] explains the convenience of transverse 

momentum and rapidity for describing relativistic collisions as follows: 
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With these variables the configuration of particles in a collision process viewed in the 
laboratory frame differs only by a trivial shift of the origin of rapidity from the same 
process viewed in the center of mass frame. 

Azimuthal angle ¢ is defined with respect to the x axis of CDF's coordinate system, as 

shown in Figure 4.2. Rapidity y is defined according to 

<:;:::>Chicago Batavia c:::> 

Figure 4.2: CDF coordinate system, with azimuthal (¢) and polar (9) angles shown. The 
"Chicago" arrow corresponds to positive 1}, i.e. 1J -+ +oo, while the "Batavia" arrow 
corresponds to negative 1}, i.e. 1J-+ -oo. 

where Pii is the component of momentum lying along the beam direction. For convenience, 

the assumption of near-masslessness (valid at high energy) E:::::: IP1 is often made at CDF, 

and the quantity pseudorapidity 1J substituted for rapidity: 

Equivalently, pseudorapidity may be written as -ln(tan9/2), where() is the polar angle 

with respect to the proton-beam direction. The transverse component of momentum, PT, 

is defined as p sin (). 

Reflecting this natural set of coordinates, the CDF detector surrounds the BO pji 

collision point with approximate forward-backward and azimuthal symmetry. In structure 

the detector is akin to a cylindrical onion, composed of layered subsystems which perform the 

tasks of measuring the momentum, energy, and other properties of particles produced in the 

collisions. The first solid material encountered by a particle moving radially outward from 

the collision point is the wall of the 3.8-cm-diameter beampipe [56) which keeps the beam 
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volume under vacuum. To minimize multiple scattering 2 , the beampipe walls are made of 

thin, ultra-light beryllium metal. Subsequently, the particle passes through successive layers 

of tracking, calorimetry, and muon subsystems. These subsystems are shown in one-quarter 

view in Figure 4.3. Each will be described in a separate section below. 

CDF :~J'. 
~. 

FORWARD 
MUON 
TOROIDS 

t&Un {0UTOFTH£P.4.G£J 

FORWARO 
ELECTROMAGNETIC 
CALORIMETER 

BEAM·BEAM COUNTERS 

CENTRAL MUON CHAMBERS 

CENTRAL HAORONIC 
CALORIMETER 

SILICON VERTEX OIETECTOR 
INTERACTION POINT 

Figure 4.3: Quarter view showing major subsystems of the CDF detector. The detector 
is forward-backward symmetric across the transverse plane intersecting the collision point 
and azimuthally symmetric about the beam axis. 

4.2.1 Tracking 

After passing through the beampipe, a particle enters CDF's tracking systems. 

These consist of a precision silicon vertex detector, a vertex time projection chamber, and 

a large drift-chamber tracker immersed in a 1.4 T magnetic field. From measurements 

made in the tracking chambers, the three-dimensional trajectories of charged particles can 

be reconstructed. These trajectories are helical in geometry and are completely specified 

by five parameters: C (half-curvature), cot() (dip angle), zo (z-value of closest approach 
2 A charged particle traversing a medium will experience many small-angle deflections from Coulomb 

scattering off of the nuclei of the medium [57). 
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to beam axis), do (transverse distance of closest approach, also called impact parameter), 

and <Po (azimuthal angle at point of closest approach). From reconstructed tracks, much 

information about the particles can be deduced, including momentum, charge, correlation 

with energy deposition in the calorimeters or hits in muon chambers, and the presence of 

displaced vertices, the hallmark of heavy-flavor quarks such as bottom and charm. 

4.2.1.1 Silicon vertex detector 

The first tracking system encountered by an outgoing particle is CDF's Silicon Ver-

tex Detector (SVX) [58, 59]. The SVX provides ultra-precise tracking measurements in the 

r- </J, or transverse, plane. The excellent resolution with which the SVX measures impact 

parameter do, in particular, is crucial to identifying tracks that reconstruct to displaced ver-

tices. SVX information on secondary vertices is essential to the bottom-quark-identifying 

("b-tagging") algorithms used in this analysis. Between CDF Run lA and Run lB, the 

original SVX was replaced by an improved model. The SVX' differed from its predecessor 

in its use of a radiation-resistant readout chip, AC- rather than DC-coupled silicon strips, 

and a few minor geometrical improvements. In all other respects, the devices were similar. 

In subsequent discussion we refer to either of the devices as "SVX". 

Centered on the nominal interaction point, the SVX consists of two identical25.5-cm 

cylindrical "barrels" placed coaxial with the beam, separated from each other by 2.15 em. 

The z coordinate of pjj interaction vertices at CDF forms a Gaussian-like distribution around 

z = 0 with a= 30 em due to the length of the p andp bunches. The SVX's 51 em-long active 

region was chosen as a compromise between need to cover this relatively long interaction 

region vs. the capacitive and leakage-current burden that long strips impose on the readout 

electronics. The chosen length covers approximately 60% of pjj collision vertices and extends 

to 1771 < 1.9. Each barrel consists of four concentric layers of silicon strip detectors. The 

layers, numbered 0- 3, range in radii from 2.9 to 7.9 em. A layer, in turn, is composed 

of twelve flat rectangular panels known as "ladders" arranged parallel to the beam axis in 

a twelve-sided cylinder. An individual ladder is composed of three electrically-connected 
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silicon crystals held end-to-end in a lightweight frame. Ladder width increases with layer 

radius to keep ¢-coverage constant. Each group of four ladders at constant azimuth forms a 

"wedge" which points back to the beamline. A diagram of one barrel is shown in Figure 4.4. 

READOUT EAR 
SILICON 

DETECTOR 

DUMMY EAR 

BULKHEAD 

TUBE 

Figure 4.4: One barrel of the CDF silicon vertex detector (SVX). The four layers, each with 
its twelve ladders, can be seen. 

The smallest subunit, or channel, of the SVX detector is a microstrip etched onto 

the three crystals of silicon in a ladder. Strips run parallel to the beam; the strip spacing, or 

pitch, is 60 J-tm on layers 0- 2 and 55 J-tm on layer 3. Each strip operates as a reverse-biased 

p - n junction. When a charged particle passes through the depletion region of the silicon, 

it liberates many electron-hole pairs. These freed charge carriers move under the influence 

of the applied electric field and accumulate on the electrodes, where they are detected by 

a charge-integrating readout chip [60). Under normal running conditions, the chips operate 

in "sparse" mode where only channels above a hardware threshold are read out. The SVX 
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readout chips are mounted on small circuit boards called readout hybrids located on the 

ends of each ladder. 

Offline tracking algorithms associate raw charge levels of adjacent strips to clusters, 

which can be linked to track segments found in the outer tracking chamber. A cluster is 

defined as a contiguous group of strips whose pedestal-subtracted pulse height q is greater 

than a factor M times their noise a, where M depends on the number of strips in the 

cluster. Cluster positions are defined as charge-weighted centroids: x = L: Xiqi/ L: qi. 

The SVX impact parameter resolution for high-momentum tracks is 13 J.Lm 3 . 

4.2.1.2 Vertex time projection chamber 

Event vertices at CDF can be located anywhere within the long luminous region, 

which was described above as centered at z = 0 but distributed in Gaussian fashion with 

a = 30 em. Accurate track reconstruction demands that the precise z-vertex of each event 

be determined. The vertex time projection chamber (VTX) provides the r- z view tracking 

information necessary to this task. 

Outside the SVX, extending in radius to 22 em and in pseudorapidity from -3.25 < 
I7JI < 3.25 [61], the VTX consists of twenty-eight time-projection chambers mounted end-to-

end along the z-axis [62]. Like the SVX, the VTX is fabricated of lightweight materials to 

minimize multiple scattering [63]. Each time projection chamber or "module" of the VTX 

is a hollow octagonal cylinder, lying coaxial with the beam. At either end of the module are 

aluminum grids charged to a large negative voltage [64]. Separating each module into two 

drift regions is a central cathode plane charged to a lesser negative voltage. On either side 

of the central plane are strung sense wires at ground potential, followed by cathode grids. 

Figure 4.5 illustrates the chamber construction of the VTX. 

All chambers are filled with a 50/50 mixture of argon and ethane gas. When a 

charged particle passes through a chamber, it ionizes the gas, liberating electrons. The 

electrons drift at constant speed away from the high-voltage grids and toward the central 
3 Compare this to the~ 450 p.m impact parameter resolution of the central tracking chamber alone [58]. 
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sense wires cathode plane 

Figure 4.5: Cross-sectional view of the VTX; sketch of one sector of a time projection 
chamber. 

sandwich of sense-wire and cathode planes, which acts as a multiwire proportional counter. 

As the drift electrons accelerate to the anode wires they ionize other gas molecules, resulting 

in an avalanche of electrons and a detectable pulse on the wire. A signal is also produced 

on pads etched onto the adjacent cathode plane. Signals from each pad and sense wire 

are separately amplified and read out. From the arrival times of electrons on the sense 

wires-and the known polynomial dependence of the drift velocity on time [65]-the r- z 

(sideways) view of the particle's trajectory can be reconstructed. The z-vertex is measured 

with resolution 1 mm [61]. 

4.2.1.3 Central tracking chamber 

While the SVX and VTX perform the complementary tasks of tracking in the r- 4> 

and r- z planes, CDF's Central Tracking Chamber (CTC) is capable of standalone three-

dimensional track reconstruction [66]. Essential functions of the CTC for this analysis 

include measuring the momentum of charged particles, providing tracks to match calorime-

ter or muon-chamber information for lepton identification, and finding the tracks used for 

b tagging jets. 

A particle of charge e moving in a uniform, static magnetic field B with velocity-

component VJJ along the direction of B and v j_ perpendicular to B follows a helical path 

of radius a = cpj_feB and pitch angle a = tan-1 vufvj_ [67]. The relationship between 
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transverse momentum Pl.. (or PT as it is known on CDF 4 ), radius of curvature a, and field 

strength B can be rewritten as 

PT (GeV /c)= 3.00 x 10-4 Ba (kG- cm)t 

Thus in a magnetic field B = Bz, PT can be directly derived from the radius of curvature a 

of the charged particle's track. To permit this PT measurement, the CTC is surrounded by 

a superconducting solenoid of length 4.8 m and radius 1.5 m [56]. Inside the CTC volume, 

the solenoid provides uniform magnetic field B = 14.116 kG z. Outside the solenoid, the 

magnetic field is largely confined to a freestanding iron yoke which doubles as a flux-return 

path and a structural support member for other portions of the detector. 

The CTC is a cylindrical drift chamber, strung with 84 layers of sense wires and 

filled with a 50/50 mix of argon/ethane gas with a small admixture of alcohol [68]. As in the 

VTX, an incoming charged particle ionizes the gas, liberating electrons, which then drift at 

approximately constant speed to the positively-charged sense wires and cause a detectable 

pulse. The CTC's active region extends from 31 em to 132 em in radius and 3.2 min length, 

corresponding to the pseudorapidity range 1771 ~ 1. 

The CTC's 84 layers of sense wires are arranged in nine sub-groupings called "su-

perlayers". In five superlayers, wires run parallel to the beam axis. Alternating with these 

axial superlayers are four stereo superlayers in which wires are canted at an angle of +3° 

or -3° with respect to the beam axis. Axial layers provide r - ¢> information about tracks, 

while stereo layers provider- z. Within a superlayer, wires are arranged in parallel planes 

of twelve wires for an axial super layer and parallel planes of six wires for a stereo super layer. 

For both axial and stereo superlayers, the wire planes are tilted at an angle of approximately 

45° with respect to the radial direction. A transverse view of the nine superlayers is shown 

in Figure 4.6. Field wire planes, not visible in the figure, are interleaved between every 

adjacent pair of sense wire planes. 
4Recall that T stands for "transverse"-to the beamline, and to B. 
4 t Jackson, p. 582, slightly modified. In terms of track-parameter "half-curvature" C = l/2a, 

pr (GeV fc) = 0.00015B/C (kG- em). This is the origin of the formula in CDF tracking routines (c.f., 
for example, QTRKUN.CDF) PT = 0.0001498980 * BMAGNT/ABS(TRKSFP(CUFP)). 
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Figure 4.6: DF event display showing r- ¢ view of the CTC for a Run 1 event. Superlayer 
structure can be discerned. Close-up side window highlights the axial planes of twelve sense 
wires and the stereo planes of six sense wires (each appears as a small "+".) 

The CTC's superlayered structure subdivides the tracking volume into multiwire, 

azimuthally-overlapping cells, where one cell is defined by a pair of field wire planes and 

their intervening sense wire plane. The number of cells per superlayer was chosen to provide 

approximately equal drift distances in all superlayers. The geometry of one drift cell is shown 

in more detail in Figure 4.7. The purpose of subdividing the tracking volume into drift cells 

is to limit the drift time required for electrons to reach a sense wire and to permit many 

measurements to be made for each track. The reason the cells are tilted with respect to 

the radial f is that in the presence of crossed electric and magnetic fields (drift field E and 

solenoid field B), electrons drift at Lorentz angle (3 with respect to E: 
a_ v(E,B = O)B 

tan~-'- kE (MKS units) 

where v(E, B = 0) would be the speed of the electrons if B = 0. For ease in track recon-
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Figure 4.7: Geometry of one axial drift cell of the CTC. Note that the direction of the 
electric field is approximately 45° with respect to the radial and that the drift direction is 
roughly azimuthal. 

struction, it is desirable that electrons should drift in the azimuthal (¢) direction. Tilting 

the cells by (90° - fJ) with respect to f ensures that in spite of the Lorentz-angle effect, the 

electrons drift in the azimuthal direction J> (see Figure 4.7.) Another advantage of tilting 

the drift cells is that it causes the cells to overlap in ¢, guaranteeing that every high-PT 

track must pass close to at least one sense wire per superlayer. Tilted drift cells also reduce 

ambiguity in hit-pattern recognition. 

Each sense wire is connected directly to a preamplifier chip mounted on the chamber. 

From the preamplifier, the signals travel to an amplifier-shaper-discriminator (ASD) card 

mounted on the magnet yoke and then to a commercial LeCroy 1879 FASTBUS time-to-

digital converter (TDC) in the CDF counting room. 

Offiine track reconstruction at CDF relies most heavily on CTC information. The 

first step is to look for segments, or patterns of hits, in the axial superlayers of the CTC. 

Next, segments are linked across superlayers to form two-dimensional (r- ¢) tracks. The 

poorer resolution of the stereo superlayers (six sense wires vs. twelve) precludes segment-

finding in the stereo layers. Instead, the two-dimensional tracks are made three-dimensional 

using z-vertex information from the VTX and attaching hits from the stereo superlayers [66]. 

The helix parameters of the resulting three-dimensional tracks are then extrapolated into 

the SVX, defining a "road" in which SVX hits (clusters) are searched for. Starting at the 
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outermost layer and moving inward, SVX hits are attached to the track layer by layer. At 

each layer, the helix parameters are recalculated using the new information. The track 

candidate with the largest number of clusters and the best x2 is selected [58]. 

In terms of performance, the CTC is highly efficient at reconstructing tracks from 

particles with momenta down to 300 MeV jc2 . Momentum resolution 5 is OPT/PT2 = 0.002 

(GeV /c)- 1. When beam-constraint or SVX information is included, the resolution improves 

to OPT/PT2 = 0.001 (GeV/c)- 1 for high-PT particles (66]. 

4.2.2 Calorimetry 

After passing through the tracking volume, a radially-outgoing particle enters CDF's 

calorimeters, which measure its energy and position. CDF's calorimetry is divided into three 

separate 77-regions: "central", "plug", and "forward", which together cover the range -4.2 ::; 

77 ::; 4.2. Each 77-region is separately instrumented with electromagnetic and hadronic 

calorimeters. The former are specialized for detecting electrons and photons and the latter 

for detecting strongly-interacting particles. 

The task of the calorimetry is to reconstruct the energy flow in the largest possible 

fraction of the solid angle, with application to reconstruction of jets, identification of leptons, 

and reconstruction of the missing transverse energy associated with neutrinos or other 

noninteracting particles. "Transverse energy" Er, in analogy with transverse momentum 

PT, is defined as E sin(). Conservation of momentum demands that the PT of all particles 

in an event must sum to zero. On the assumption of near-masslessness, valid for highly 

relativistic particles, E ~ IP!, so Er ~ PT, and the zero-sum relation is taken to hold for 

Er as well. Thus the signature of an "invisible" particle such as a neutrino is an imbalance 

in Er. Missing Er (Er) is defined as - Ei Erini, where the sum runs over calorimeter 

cells and ni is a two-dimensional unit vector that points from the event vertex to the ith 

calorimeter cell (69]. 
5 Note that the relative error on pr, fJprfpr = 0.002(GeV/c)- 1pr, increases linearly with pr. For 

example, the relative error on a 5 GeV track would be 0.002(GeV /c)- 1 x 5 GeV jc = 1%, while the relative 
error on a 50 GeV track would be 0.002(GeV /c)- 1 x 50 GeV fc = 10%. 
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The different regions of CDF's calorimeters are used differently in this analysis. 

On account of their superior energy resolution and complete overlap with the tracking 

systems, the central calorimeters are used in jet reconstruction, lepton identification, and 

ET calculation. The endplug and forward-backward calorimeters miss the fiducial ry-reach 

of the tracking, and so are not used for lepton identification, but are used to measure jets 

and ET· 
The principle of operation for either an electromagnetic or hadronic calorimeter is 

to cause the incident particle to undergo a cascade of interactions or shower in which it 

loses all its energy to the calorimeter material [70]. This energy deposition is then detected. 

All of CDF's calorimeters are sampling calorimeters, which means the tasks of passive 

particle absorption and active signal generation are separated. In all CDF's electromagnetic 

calorimeters, the passive absorber is lead; in the hadronic calorimeters, it is iron. In both 

cases, layers of the absorber are sandwiched between layers of active detection medium. In 

the central region, plastic scintillator is used as the active medium; in the plug and forward 

regions, gas proportional chambers are used. The term "sampling" reflects the fact that 

only the fraction of particle energy seen by the active detection material is measured. 

In general, the energy resolution of a sampling calorimeter obeys the form u / E = 
ud VB E9 u2, where the E9 symbol indicates that the terms are to be added in quadrature. 

Statistical effects, whether from sampling or intrinsic fluctuations in shower development, 

give rise to the 1/VE term, while the constant term comes from nonuniformities in the 

calorimeter. The 1/VE term is generally larger for a hadronic calorimeter. That en-

ergy resolution improves with increasing E reflects the statistical origin of the 1/VE term. 

Crudely speaking, the larger E, the larger the number N of shower particles that can be 

produced, and the less important the .JN statistical fluctuations in the production and 

detection of those shower particles [71]. By the same token, the smaller the mass of the 

shower particles, the larger the number N that can be produced for a shower of given E. 

This explains why hadronic calorimeters, in which the shower particles are primarily pions 

and nucleons, tend to have worse energy resolution than electromagnetic calorimeters, in 
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which the shower particles are primarily electrons. Since m1r >>me, for a fixed E the num-

her N of particles that can be produced in a hadronic shower is much smaller than N for an 

equally energetic electromagnetic shower. Smaller N means worse statistical fluctuations 

in producing and detecting the showers, hence worse overall resolution [71]. 

In an electromagnetic shower, such as that produced by an electron (e) or photon 

('y), the dominant mechanisms of energy loss are bremsstrahlung, in which an electron in-

teracts with a nearby nucleus and emits a photon, and pair production ('y-y -t d+e-). The 

daughter particles produced in these processes are again e+, e-, and -y; the interactions 

occur repeatedly until the average energy per particle is low enough to stop further mul-

tiplication 6 , a point known as shower maximum. Electromagnetic showers are typically 

compact and do not fluctuate widely in shape. A convenient metric for describing the lon-

gitudinal extent of an electromagnetic shower is the mdiation length Xo. Xo is defined to 

be "the mean distance over which a high-energy electron loses all but 1/e of its incident 

energy by bremsstrahlung" [72) and depends on the atomic number Z and atomic weight 

A of the calorimeter material. Thus the shower length scales as the radiation length of the 

material. 

A hadronic shower proceeds by a succession of inelastic nuclear interactions including 

multiparticle production and emission from excited nuclei. Secondary particles produced 

are mostly pions and nucleons. The longitudinal extent of a hadronic shower scales with 

nuclear interaction length .A, which is defined as the mean free path of a particle before 

undergoing an inelastic collision. Hadronic showers tend to be much larger in extent than 

electromagnetic showers. They also display much wider fluctuations in shape. In addition 

to the relatively large mass of the shower particles, other factors contributing to the larger 

intrinsic fluctuations in hadronic showers include fluctuations in the fraction of neutral 

pions (rr0 ), since the rr0 's decay to 'Y'Y without further nuclear interactions, and the fact 

that processes such as the excitation and breakup of nuclei can vary widely in the amount 
6Radiative energy loss scales as E of the particle, while ionization energy loss scales as log E. At the 

critical energy Ec the two are equal, and shower multiplication stops. Instead, the particles lose their 
remaining energy through ionization and excitation [72]. 
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of detectable signal produced. The net effect of these fluctuations is to limit the energy 

resolution that can be achieved with a hadronic calorimeter. 

The relative positioning and thickness of the electromagnetic and hadronic portions 

of the calorimeter are chosen to maximize discrimination between the two kinds of showers. 

The goal is to contain the electromagnetic showers over a short distance but to keep hadronic 

showers from developing until they reach the hadronic portion of the calorimeter. The figure 

of merit to maximize is the ratio (interaction length/radiation length) >..j Xo. To this end, 

the electromagnetic layers of the calorimeter are fabricated of high-Z materials (hence the 

choice of lead as absorber) and placed closer to the interaction point than the hadronic. 

Reflecting the natural phase-space coordinates (1J, ¢,PT) of the detector, CDF's 

calorimeters are segmented into 1J - ¢ towers that project back to the interaction point 

(Figure 4.8). Each tower spans approximately 0.11 units in 1J· Tower ¢-segmentation is 
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Figure 4.8: r- ()or "sideways" one-quarter view of the central (A), endwall (B), and plug 
(C) calorimeters illustrating the projective tower geometry. Note that towers can extend in 
1J across modules. 
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15° in the central region and 5° in the plug and forward regions. Figure 4.9 illustrates the 

mapping of towers onto solid angle out to 1771 < 4.2. Table 4.1 summarizes the properties 
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Figure 4.9: Hadron calorimeter tower segmentation in one of the eight identical 77 - ¢ 
quadrants of the detector (0 < ¢ < 90°,0 < 77 < 4.2). Shaded or blacked-out towers 
indicate regions of partial or no coverage. The corresponding electromagnetic towers have 
full coverage out to 77 < 4.2. 

of CDF's calorimeters. 

4.2.2.1 Central calorimetry 

CDF's central calorimeters form a cylindrical annulus that can be separated into 

four freestanding C-shaped arches for maintenance. The inner surface of arches captures the 

tracking solenoid. Each arch is made up of twelve 15° wedges. The radially inner portion 

of each wedge is instrumented with electromagnetic calorimetry and the outer portion with 

hadronic. The electromagnetic layers of the wedge consist of thirty-one slabs of 5 mm thick 

polystyrene scintillator interleaved with thirty slabs of 1/8" thick lead [73]. As electromag-

netic shower particles pass through the scintillator, it gives off blue light. Acrylic waveshifter 

sheets flanking the azimuthal sides of each tower collect the light and redirect it into a pair 

75 



System "TLA" ry Range Energy Resolution Thickness 
CENTRAL EM OEM ITJI < 1.1 13.7%1JET EB 2% 18Xo 
PLUG EM PEM 1.1 < ITJI < 2.4 22% I .jE EB 2% 18- 21Xo 
FORWARD EM FEM 2.2 < ITJI < 4.2 26% I .jE EB 2% 25Xo 
CENTRAL HAD CHA ITJI < o.9 50%1JET EB 3% 4.5.Ao 
ENDWALL HAD WHA o.7 < ITJI < 1.3 75%1../E EB 4% 4.5.Ao 
PLUG HAD PHA 1.3 < ITJI < 2.4 106%/VE EB 6% 5.7.Ao 
FORWARD HAD FHA 2.4 < ITJI < 4.2 137%1../E EB 3% 7.7Ao 

Table 4.1: Summary of CDF calorimeter properties. Energy resolutions for the electromag-
netic calorimeters are for incident electrons or photons, while resolutions for the hadronic 
calorimeters are for incident isolated pions. Energies are given in Ge V. Thickness are given 
in radiation lengths Xo for the electromagnetic calorimeters and interaction lengths .Ao for 
the hadronic [56]. 

of acrylic-rod lightguides connected to photomultiplier tubes. The electromagnetic towers 

and light-collection apparatus for one wedge are shown in Figure 4.10. 

In addition to the lead-scintillator layers, the central electromagnetic calorime-

ter also contains two layers of proportional chambers. Preshower wire chambers (CPR) 

mounted on the front of the wedges help identify photons and soft electrons that begin 

showering in the tracking material and solenoid coil even before they reach the lead [7 4]. 

Proportional strip chambers (CES) sandwiched between the eighth layer of lead and the 

ninth layer of scintillator in each wedge help determine shower position and transverse 

shower development. The location of the CES chambers in the lead-scintillator stack cor-

responds to the average depth of shower maximum. One CES chamber covers all the ten 

towers in the wedge. In each chamber, sixty-two parallel anode wires run along the azimuthal 

or x-dimension while 128 orthogonal cathode strips run along the polar or z-dimension. The 

CES achieves spatial resolution in x and z on the order of a few mm [75]. 

The central hadronic calorimeter consists of the hadronic layers of the wedges ( CHA) 

plus additional endwall modules (WHA) mounted on the solenoid flux return yoke. As can 

be seen in Figure 4.8, in one CHAIWHA module pair, six towers are fully in the CHA, 

three are shared CHAIWHA, and three are fully contained in the WHA. The CHA consists 

76 



y 

Figure 4.10: One wedge module of the central calorimeter. Electromagnetic instrumenta-
tion, including light collection apparatus, is shown. The EM portion of the instrumentation 
for one wedge weighs 2 tons; the hadronic portion weighs 13.2 tons. 

of thirty-two interleaved layers of 2.5 em steel and 1 em scintillator [76]; the WHA consists 

of fifteen interleaved layers of 5 em steel and 1 em scintillator. Wavelength shifter strips 

lying alongside the long sides of each scintillator slab collect the light and redirect it to a 

pair of clear UVA light guides, one on either azimuthal side of the tower. The light guides 

from each sheet in a tower run up the ¢>-sides of the tower and into a pair of photomultiplier 

tubes. 

Readout and digitization of the photomultiplier tubes for both the electromagnetic 

and hadronic central calorimeters are performed by a system of custom-designed circuit 
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boards and crates collectively known as the RABBIT system (Redundant Analog Bus Based 

Information Transfer). 

4.2.2.2 Plug calorimetry 

CDF's endplug calorimeters fit like corks into either end of the tube-shaped central 

calorimetry. Like the central calorimeter wedges, each endplug calorimeter consists of layers 

of active sampling medium sandwiched between layers of passive absorber. The stack of 

layers begins as a cylinder of diameter 2.8 m [77] and flares into a frustrum, as can be seen 

in Figure 4.8. A concentric conical hole of opening angle 10° penetrates the stack. The 

inner layers of the stack, i.e. the base of the cylinder, are instrumented for detection of 

electromagnetic showers. Thirty-four 2. 7 mm layers of a lead alloy serve as absorber for 

the electromagnetic plug calorimeter (PEM). The outer layers of the cylindrical portion of 

the plug, along with the entire "frustrum" portion, are instrumented for hadronic showers. 

The absorber layers in the PHA are twenty 5 em-thick iron plates [78]. The PEM covers 

polar angles between 36° and 10°; the PHA, between 30° and 10°, corresponding to the 

approximate 77-range 1 < 1771 < 2.4. 

For both the PEM and PHA, the active sampling medium was chosen to be gas 

proportional chambers with anode-wire and cathode-pad readout. The chief advantage of 

gas over scintillator in the 1771 > 1 region is ease in constructing towers of constant 77-

segmentation. As 1771 increases, towers of constant L:i77 subtend ever smaller polar angles; 

such small towers are easier to implement in stacks of cathode pads rather than stacks of 

scintillator with their associated light-collection apparatus. The radiation-hardness of gas 

proportional chambers is an additional advantage given the plug calorimetry's proximity to 

the beamline. 

The proportional chambers themselves are high-resistivity conductive plastic tubes 

of 7 mm square cross section, strung with anode wires and filled with argon/ethane gas. In 

a given sampling layer, tubes are arranged side by side in a single flat layer and sandwiched 

between printed circuit boards onto which cathode pads have been etched. Avalanche signals 

78 



produced by shower particles are detectable both on the anode wires of the chambers and 

on the cathode-pad pickups abutting the tubes. Pads are segmented by constant /lry ::::: 0.09 

and /l¢ = 5° so that projective towers form when the layers are stacked. Figure 4.11 

illustrates the pad patterns on one sampling layer of the PEM. Pads at the same (ry, ¢) are 

Figure 4.11: Exploded view of one quadrant of a sampling layer of the plug electromagnetic 
calorimeter. Gas proportional-tube layer is shown sandwiched between PC boards, one with 
etched pad-patterns and one serving as ground plane. Pad pattern is not to scale! 

longitudinally ganged together to form projective ry - ¢ towers. In the PEM, the thirty-

four pads at a given (ry, ¢) are grouped to form three longitudinal segments of thickness 

five, twenty-four, and five layers respectively, whereas in the PHA all twenty layers are 

grouped into a single longitudinal segment. In addition to these cathode pads, the printed 

circuit boards on layers 6 through 15 of the PEM are also etched with cathode strips of 

finer segmentation. Even-numbered layers feature arc-shaped 0-strips (/lry = 0.02) while 

odd-numbered layers have spoke-shaped ¢-strips (/l¢ = 1 °). Anode wires, meanwhile, 

are ganged by plane and azimuthal sector (90° in the PEM, 30° in the PHA) to provide 

information about longitudinal shower development. 

4.2.2.3 Forward calorimetry 

CDF's forward/backward calorimeters are two identical systems placed fore and aft 

of the detector to cover the small-angle regions 2° < e < 10° and 170° < e < 178°. (The 

term "forward" is used to refer to either the forward or backward system.) The forward 
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electromagnetic calorimeter (FEM) is located 6.5 m [79] from the nominal interaction point 

with the forward hadronic calorimeter (FHA) immediately behind it. Both the FEM and 

FHA are sandwich counters, the FEM using thirty layers of lead and the FHA twenty-

seven layers of steel (80]. In both cases, single layers of Ar/Et gas proportional tubes are 

interleaved as the active sampling medium. The FEM and FHA are rectangular in shape, 

the FEM being roughly 3m on a side and 1m deep, while the FHA is 4.3 mona side and 

2m deep. The alternating absorber sheets and proportional tube-layers of each calorimeter 

are arranged into rectangular quadrants notched at one corner to fit around the beampipe. 

Instead of the conductive plastic tubes used in the plug, the forward gas calorimeters 

use tubes that are aluminum on three sides and fiberglass on the fourth. Each layer of 

proportional tubes is made from an aluminum "channel plate" which has the cross section 

of a comb with widely-spaced teeth. A single anode sense wire is stretched down the center 

of each channel and a fiberglass cover is epoxied on top of all the channels to form the 

fourth side of the tubes. The upper surface of this fiberglass panel is copper-clad with 

etched-on cathode pads of segmentation ll7J = 0.1, ll¢ = 5o. Pads at constant ( 7J, ¢) are 

longitudinally ganged to form projective towers. In the FEM, two separate depth segments 

are maintained, each fifteen layers thick, while in the FHA all pads at a given (7J, ¢) are 

grouped into a single depth segment. Both pads and wires are read out. 

All gas calorimeter signals-both plug and forward, pad and wir~are read out 

and processed by custom RABBIT hardware. Charge-integrating amplifiers preamplify 

the signals; sample-and-hold circuitry records the amplified signals before and after beam 

crossing; analog-to-digital converters digitize the difference between the "before" and "after" 

signal levels. 

4.2.3 Muon systems 

Muon detectors are the last CDF subsystem encountered by a particle moving 

radially outward from the beampipe. These are wire chambers mounted on the outer-

most surface of the detector, many inches of steel (hence many pion-interaction-lengths .\) 

80 



away from the interaction point. Since the cross section for radiative energy loss through 

bremsstrahlung drops with the inverse square of the mass of the incident particle [81], muons 

do not shower as electrons do. Nor do they engage significantly in the nuclear interactions 

responsible for hadron showers. Instead, muons pass through the many layers of lead and 

steel in the calorimeters largely unscathed. What energy they do deposit in the calorime-

ters is due to ionization, and even this is not large because their momentum lies in the 

minimum-ionizing 7 regime. Muons from t -t Wb followed by W -t J.LVIL are an essential 

part of the signal for this analysis. Muons are identified by reconstructing short segments 

("stubs") from hits in the chambers and matching the stubs to tracks in the CTC. 

CDF's central muon system has a certain "Rube Goldberg" flavor. It is composed of 

three subsystems which together cover the region 1771 < 1, each with its own set of strengths 

and shortcomings: 

• Central Muon System (CMU) Its barrel shape provides uniform 77- 4> coverage, 

but its location radially just outside the central calorimeter wedges means it has a low 

amount of shielding (it lies only"" 5.5>. [83] from the interaction region). Consequently 

the CMU is subject to a large "punch-through" background 8 from hadronic-shower 

pions which are not fully absorbed in the hadronic calorimeter but rather exit the back 

of the wedges and leave hits in the CMU. Moreover the CMU only covers to 1771 < 0.6. 

• Central Muon Upgrade (CMP) Shielded by 60 em more steel than the CMU, 

the CMP enjoys greatly reduced background from hadronic punch-through. Its chief 

function is to confirm CMU hits. However, the CMP's box rather than barrel shape 

means it has uneven 77 coverage as a function of azimuth, extending at best to 1771 < 0.6. 

• Central Muon Extension (CMX) The CMX extends coverage from 0.6 < 1771 < 1.0 

but has large azimuthal gaps (totalling 120° out of 360°) due to assorted mechanical 

obstructions. 
7Ionization energy Joss dEfdx reaches a broad minimum at -y::::: 3 (82). 
8In CDF's 1989 run, when CMU was the only central muon system installed, the single muon trigger rate 

was dominated by punch-through [84). 
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Figure 4.12 shows the 17- ¢ coverage of CDF's various central muon systems. Table 4.2 

-1 

CDF 11·<P Map for Central Muons --CMX --CMP §EJ.CMU 
0 

Figure 4.12: 17 - ¢ coverage of CDF's central muon systems. 

summarizes some features of the central muon systems. 

4.2.3.1 Central muon system 

1 

The central muon chambers are mounted parallel to the beamline, on the top of the 

central calorimeter wedges, as shown in Figure 4.13 [85]. Three chambers go on each wedge. 

Each chamber contains a 4 x 4 array of tube-shaped cells, as shown in Figure 4.14. The 

CMU chambers on a wedge do not reach all the way to the azimuthal edges of the wedge, 

so there is a 2.4° gap in muon coverage between each adjacent pair of wedges. 
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CMU CMP CMX 
77-coverage 1771 ::::;,-., 0.6 1771 ::::; "' 0.6 "' 0.6 ::::; 1771 ::::;,-., 1.0 
Drift-tube cross section 2.68 x 6.35 em 2.5 x 15 em 2.5 x 15 em 
Drift-tube length 226 em 640 em 180 em 
Maximum drift time 800 ns 1.4 f.tS 1.4 f.tS 

N >., from interaction region 5.5 7.8 6.2 
Minimum detectable muon PT 1.4 GeV /c 2.2 GeV/c 1.4 GeV /c 

Table 4.2: Summary of CDF central muon system properties [83]. 

--22<1Dmm--

8 

Figure 4.13: Location of central muon chambers on calorimeter wedge. In the head-on view 
(left) each of the three small boxes represents one CMU chamber (= sixteen tubes). 

Each 4-tube x 4-tube CMU chamber is constructed of parallel aluminum sheets 

with glued-on aluminum !-beams and C-beams forming the separations between tubes. A 

50 t-tm resistive sense wire is strung down the center of each tube. In a vertical stack of 

four tubes, known as a CMU tower, there are two pairs of wires. Wires in each pair lie on 

a radial line with the nominal interaction point. The two radially-aligned wire pairs are 

offset from each other by 2 mm. This offset causes a slight difference in arrival times at the 

two pairs, helping to resolve the ambiguity as to which side in ¢ a muon track passed. The 

operating voltages for the various parts of the chamber are +3150 V for the sense wires, 

-2500 V for the !-beam and C-beam tube walls, and 0 V for the aluminum sheets that form 
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Radial centerline 

,_- To pp interaction vertex 

Figure 4.14: Cross section of a CMU chamber, showing the sixteen tubes. A radial line 
and a sample muon track are shown. Drift times t2 and t4 are used by the muon trigger to 
determine a muon momentum cutoff [52]. 

the floor and ceiling of each tube. Tubes are filled with 50/50 argon/ethane gas with a small 

amount of alcohol added. At these voltages, the tubes operate in limited streamer mode, in 

which the gas is close to breakdown and output pulses on the anode are much higher than 

in proportional mode [86]. 

Several types of information are recorded when a streamer pulse arrives on a sense 

wire anode. A TDC digitizes the drift time of the pulse; from this time measurement, 

plus knowledge of the drift velocity, the azimuthal or drift distance can be deduced. In 

addition to this transverse measurement, an analog-to-digital converter (ADC) measures 

the charge deposited on the wire to extract z-position. This is done using the method of 

charge division. Wires in alternate tubes in the same layer are electrically connected at 

one end and read out by a pair of ADC's at the other (Figure 4.15.) Charge deposited a 

distance z along the wire of length L sees resistance R1 = p(L- z) to the closer ADC1 and 

R2 = p(L + z) to the farther ADC2, where p = resistance/unit length of the wire. Charge 

Q1 reaching ADC1 will be correspondingly larger than charge Q2 reaching ADC2. It can 

easily be shown that (Ql- Q2)/(Ql + Q2) = zjL, so that z-position can be obtained from 

Q1 and Q2. The resolution achieved by the CMU for drift-distance measurements is 250 J..Lm 

and for z-measurements 1.2 mm. 
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ADC2~----------------------------------------~ 
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lTUBE.~----------------------------

L 

A = resistance/ 
unit length 

R1 =A (L- z) 

R2 =A (L + z) 

Figure 4.15: Diagram showing how charge division is used to extract z-position of a muon 
segment. 

Another important feature of the CMU is its role in identifying muons for CDF's 

trigger system (c.f. Section 4.2.4.) The CMU uses drift-time differences between radially-

aligned wires to perform a quick, crude measurement of muon PT for use in the trigger. A 

muon's trajectory bends in the solenoidal B-field, then resumes a straight line. Because of 

the bending, the particle's path through the muon chambers deviates from a radial line by an 

angle a. The degree of bending-and consequently the magnitude of the angle a-depends 

inversely on the particle's PT· The angle a can be measured from the drift-time difference 

b.s between a radially-aligned pair of wires in a CMU tower according to b.s = H a/vdrift. 

where His the spacing between the wire pair {55 mm; see Figure 4.14.) The smaller the 

drift-time difference b.s, the smaller the angle a, the less the track was bent in the solenoid, 

and the higher-PT ("stiffer") the track. If b.s below a set threshold is detected, a trigger 

signal is generated. 

4.2.3.2 Central muon upgrade 

The CMP consists of 60 em of steel located behind the CMU, followed by drift 

chambers [84]. Some of the steel is provided by the solenoid yoke; the remainder is provided 

by a pair of steel walls flanking the north and south sides of the detector. The steel 

adds an average of three pion interaction lengths to the central region, reducing hadronic 
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punch-through by a factor of twenty 9 . Chambers are arranged parallel to the beamline 

in a box-like geometry of fixed z. Mechanical obstructions limit the CMP's cf> coverage to 

76%; the rectangular as opposed to cylindrical geometry makes the CMP's 'f/ coverage a 

nonuniform function of cf>, as shown in Figure 4.12. 

CMP drift tubes are layered four deep in a half-cell-staggered configuration atop the 

steel shielding. The half-cell offset reduces left-right ambiguities. The chambers themselves 

are wide, flat tube-shaped aluminum extrusions. Cathode field-shaping strips glued onto 

the floor and ceiling of each tube help keep the drift field uniform. The central cathode 

strip is held at +3000 V; the other cathodes decrement in voltage in units of 375 V until 

they reach the {grounded) tube wall. A single anode sense wire at +5600 V is strung down 

the center of the tube. At these voltages, the chamber operates in proportional mode. The 

gas mixture is the usual argon/ethane with alcohol added. 

Each CMP wire passes through a preamplifier and an ASD before being read out 

by a TDC. Drift-time measurements can be used to extract position measurements. The 

position resolution of CMP chambers is~ 300 J.Lm. In addition to drift-time measurements, 

the CMP TDC's also send information to the trigger system on coincidences of chamber 

hits that would be consistent with a muon coming from the interaction point. 

4.2.3.3 Central muon extension 

If the CMX had no azimuthal gaps, it would form a pair of rings fore and aft of the 

detector, where the rings are not cylindrical but rather flared as if to lie on the surfaces 

of cones with apices pointing away from the interaction region. This configuration covers 

the pseudorapidity range to 0.6 < 1"11 < 1.0. As it is, the CMX suffers from large gaps in 

azimuth due to obstruction from the Main Ring and solenoid refrigerator overhead, and the 

collision-hall floor underneath. The gaps total 120° in azimuth. 

The chambers used in the CMX are identical in structure, resolution, and readout 

to those in the CMP, except for their shorter overall length {1.8 m vs. 6.4 m). The tubes 
9Whereas the CMU-only trigger rate was dominated by punch-through, the CMU-CMP rate is dominated 

by single minimum-ionizing particles, as desired. 

86 



are stacked half-cell-staggered, eight layers deep. Since they fan out to form the surface of 

a frustrum, the tubes' edges do not touch, nor are their sense wires parallel to each other, 

though each tube's wire is coplanar with the beamline. Although the individual layers of 

tubes are non-hermetic on account of the tubes' having to fan out, alternating layers of 

tubes do compose a hermetic surface. The average muon passes though six layers of tubes 

on its trip through the CMX. Figure 4.16 illustrates the arrangement of tubes in the CMX. 

Figure 4.16: Tube layout in a portion of the CMX. 

In addition to the drift tubes, the CMX features several layers of scintillation coun-

ters ( CSX) mounted on both the inner and outer surfaces of the arches. The CSX system's 

fast response and excellent timing resolution helps reject the large CMX background coming 

from out-of-time interactions in the beampipe or the face of the forward calorimeter (83). 

The CSX also provides fast information for the trigger, compensating for the long {1.4 JJ.Sec) 

maximum drift time of the CMX chambers. The signature of a real muon from the inter-

action region is then a coincidence between the CSX layers plus a stub in the CMX drift 

chambers. 
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Like the CMU, the CMX can also provide a crude meaurement of PT for the trigger 

since it has projective (radially-aligned) wire pairs. 

4.2.4 Trigger system 

The total cross section for pjj interactions at ..jS = 1.8 TeV has been measured to 

be app = 80.03 ± 2.24 mb [87]. Of this cross section, the portion visible to CDF's beam-

beam counters (BBCs, discussed more fully in Section 4.2.5), is 51 mb [88]. Thus at a 

typical value of CDF Run 1 instantaneous luminosity C = 8 x l(f0 cm-2 s-1 , the rate of 

pjj interactions 10 as measured by the BBCs is 0.41 MHz. Yet the rate at which events can 

be written to a storage medium such as disk or tape is at most a few Hz [90]. The task of 

the CDF trigger system is to choose the one out of roughly every 100, 000 events that will 

be written to tape. 

Happily, the vast majority of the events resulting from the 80-mb pjj cross section 

are not very interesting. The single-top events relevant to this analysis typically contain 

physics objects such as electrons, muons, jets, or large EJr. Other events of interest at CDF 

might contain energetic photons, lepton pairs, etc. But most pjj interactions lack any such 

features: Rather, the bulk of the cross section consists of low-momentum-transfer (low-q2 ) 

interactions in which little trace is left in the detector, apart from the BBCs. Figure 4.17 

illustrates that the cross sections for "interesting" processes at the Tevatron are many 

orders of magnitude smaller than aPii = 80 mb. During datataking, CDF's trigger system 

performs a quick, on-the-fly analysis of a subset of the data from each event to determine 

if the event contains any interesting physics objects. The subset of data ("fast-outs") used 

by the trigger to make its decision, while not the full readout, does include information 

from the major subsystems of the detector including calorimetry, central tracker, and muon 

chambers. Events identified by the trigger as having interesting physics features are written 

to tape. Events rejected by the trigger are simply overwritten by the next incoming event. 

CDF's trigger system is implemented as a three-level hierarchy. Each level reduces 
10Dividing by the bunch crossing rate 1/3.5p.s = 0.286 MHz, the number of events per crossing is 0(1). 

Note that the number of events per crossing will obey a Poisson distribution about this "average" number [89). 
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Figure 4.17: QCD predictions for hard scattering cross sections at the Tevatron and 
LHC [91]. 

the rate to a point where the next level can apply a more sophisticated (and more time-

consuming) selection filter. Level 1 and Level 2 are implemented in dedicated hardware 

that uses fast, mostly analog inputs from the detector to make decisions. Level 1 discards 

roughly 99/100 of the events it sees, reducing the rate from the incoming once-per-bunch-

crossing 286 kHz to a few kHz. Events passing this first cut are sent on to Level 2, which 

further reduces the rate to 100Hz. Acceptance of an event at Level2 initiates a full detector 
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readout, which takes 1 ms. During readout the detector is "dead", i.e. unable to take any 

new data. The 100Hz rate of Level 2 Accepts was chosen to keep the readout deadtime at 

a manageable level (100 readouts/sec x 0.001 dead-sec/readout = 10% deadtime). Lastly, 

the full data for the event pass to the Level 3 trigger. Level 3 is implemented in software 

running on a group of processors. Here the rate is reduced by another factor of ten. The 

few Hz of events passing Level 3 are written to storage medium. Figure 4.18 summarizes 

the data- and decision-flow of the CDF trigger and data-acquisition (DAQ) system. 

Storage 

Accepted Event Data 
(-1Hz) 

Level3 

Event 
Builder 

Scanners 

Event Data 
(100Hz) 

Start Scan Trigger 

1 
Supervisor 

L---..----' 
L2 Accept 

Level1 
Level2 

Fast Analog 
Outputs 

-100,000 Front-End Electronics Channels 
Photomultlpler Tubes 
Drift Chambers 

Wire/Pad/Strip Chambers 
Silicon Stri s 

Figure 4.18: Overview of CDF trigger and data-acquisition system. The rate into Level 1 
is 0.286 MHz and the rate out of Level 2 is 100 Hz. 

Flexibility is built into the trigger system. A software table downloaded at run-time 

specifies all the filters to be used and cut values to be applied to each physics quantity 
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examined by each level of the trigger system (92]. (Nomenclature note: Such filters are 

themselves referred to as "triggers"-as in "This event passed a Level 2 electron trigger." 

This use should not be confused with "trigger" meaning the three-level system itself.) The 

trigger table can also specify rate limits or prescales to be applied to triggers that are 

expected to generate especially high rates of passing events. To prescale a trigger by a 

factor of N means to retain only one out of every N events passing the trigger. 

4.2.4.1 Level 1 trigger 

The Level 1 trigger is implemented in a set of custom-designed FASTBUS boards 

chiefly residing in crates in the CDF trigger room. Among the pieces of information calcu-

lated by Level 1 boards and used to make the Level 1 decision are the following: 

• Calorimetry information: Physical calorimeter towers are summed into logical 

"trigger towers" of segmentation (15° in ¢) x (0.2 in ry). In the interest of speed, 

the energy information for each trigger tower is not digitized. Calorimeter trigger 

hardware computes the analog sum of Er over all trigger towers above each of several 

programmable thresholds. Separate sums of electromagnetic, hadronic, and total (EM 

+ had) energy are maintained. In addition to "sum Er", the net imbalance in Er 
( Er cos ¢, Er sin¢) = - Er is calculated, and single towers above a high threshold are 

noted. 

• Tracking information: A hardware track finder (Central Fast Tracker, or CFT) 

applies two coincidence gates to digitized "fast-out" signals from axial sense wires in 

the CTC to locate prompt and delayed hits corresponding to short and long drift-times, 

respectively, in a given drift cell (93). While its chief function is to reconstruct r- ¢ 

tracks for Level 2 using both prompt and delayed hits, the CFT also performs a first 

pass using only prompt hits. Level 1 is notified if prompt hit patterns are found that 

correspond to tracks above a programmable threshold. 
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• Muon information: As discussed in Section 4.2.3.1, the angle a by which a muon 

stub departs from a radial line {a) depends inversely on the PT of the particle, and 

{b) can be measured by the difference in drift time t::.s between a radially-aligned pair 

of wires in the CMU or CMX. If t::.s for a wire pair is detected below a particular 

threshold, signals are sent to Level 1. 

• Beam-beam counter information: In addition to triggering on interesting physics 

objects, CDF also records "minimum bias" events at a fixed rate of approximately 

once every four seconds. The only requirement of a minimum-bias event is that it 

cause both the east and west BBC counters to fire within a 30 ns gate centered on the 

bunch-crossing time [94], signalling the fact that some sort of a beam-beam interaction 

has occurred. The BBCs are described in Section 4.2.5 where their role in calculating 

luminosity is discussed. 

The Level 1 trigger decision is made by a special hardware board known as Fred 

(oddly, not an acronym). Fred receives a set of summary bits from all the subcomponents of 

Level 1, including calorimeter, tracking, muon, and BBC logic. Fred uses these bits as the 

address to a look-up table which tells whether to pass or fail the event. The entire Level 1 

decision is made in the 3.5 J.LS between beam crossings, so the trigger incurs no deadtime. 

If an event is rejected at Level 1, all its data is promptly overwritten by the next incoming 

event. 

4.2.4.2 Level 2 trigger 

Like Levell, Level 2 is implemented in custom FASTBUS hardware residing in the 

CDF trigger room; in fact, many of the same boards used for Level 1 also perform Level 2 

functions. Also like Level 1, Level 2 uses the "fast-out" subset of data rather than the full 

detector readout. However, the Level 2 trigger is not deadtimeless. Instead, every time a 

Level 1 Accept is generated, the entire detector must hold onto its data and wait until a 

Level 2 decision is handed down. If Level 2 rejects the event, datataking resumes and the 

event is simply overwritten. If Level 2 accepts the event, the relatively lengthy 1 ms process 
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of readout (with its own associated deadtime) begins. The rate of events out of Levell, i.e. 

into Level 2, is a few kHz; in order to keep Level 2-incurred deadtime at a 5- 10% level, 

the Level 2 decision time 11 must be kept to roughly 10 JLS. 

This is enough time to perform more sophisticated operations on the fast-out data 

than were done at Level 1. Among the physics quantities calculated at Level 2 are the 

following: 

• Calorimeter clusters: Clusters of calorimeter energy deposition, such as would be 

left by electrons or jets, are identified by special hardware. The Cluster Finder board 

identifies "seed" towers over a high threshold and then looks around each seed for 

neighboring towers above a lower, "shoulder" threshold. Energy, position, width, and 

tower-multiplicity are among the quantities calculated for each cluster. In addition, 

clusters are matched to tracks identified by the CFT. This provides a first-order dis-

crimination between es and 7!'0s, both of which shower in the EM calorimeter. 

• Tracking: The CFT find r- ¢ tracks using both prompt and delayed hits. Momentum 

is measured with resolution 8'PT jp} ~ 3% (95). While at Level 1 only the presence 

{not the direction) of high-PT tracks was known, at Level 2 CFT the directions are 

known, so CFT tracks can be matched to calorimeter clusters or to muon stubs. 

• Muons: "Golden muons" are stubs in the muon chambers that match high-PT tracks 

found by the CFT. Calorimeter energy deposition by muon candidates is also identified. 

• Global L: Er; Er: Global sums of towers over threshold are redone at Level 2 since 

the analog signals have had more time to settle and are therefore more accurate. 

A set of dedicated Level 2 processors assembles the above information, compares it 

to the filters and cut values specified in the software trigger table, and decides whether to 

accept or reject the event. The 100 Hz rate of Level 2 Accepts corresponds to a rejection 

factor of roughly 10 - 50. 
11 Suppose the rate out of Level 1 is 5000 Hz. Then (5000 decisions/sec) X (10 X w-5 dead-

sec/decision) = 5% deadtime due to Level 2. 

93 



4.2.4.3 Level 3 trigger and data-acquisition system 

A Level 2 Accept initiates a Start Scan broadcast to CDF's data acquisition sys-

tem [92], prompting data from the front-end crates to be digitized and read by scanner 

modules 12 . The data for all channels is loaded into a specified buffer on all the scanners. 

The detector sits idle during this 1 ms readout process. Next, a FASTBUS object 13 known 

as the Event Builder pulls the data from that buffer on all the scanners and reformats it into 

subsections organized by detector component. These data-structure subsections are known 

as banks and are part of the YBOS memory management system [96). The Event Builder 

writes the entire reformatted event to a single processor ("node") of the Level 3 farm. 

Thus the Level 3 trigger makes its decision based on the full data for an event. Each 

node in the Level 3 processor farm executes FORTRAN filter algorithms which are a subset 

of the CDF event-reconstruction and oflline analysis code [97). By these sophisticated filters, 

Level 3 reduces the incoming data stream by another factor of 10 - 100 down to a few Hz, 

the rate at which events can be written to disk or tape for oflline analysis by individual 

physicists. 

4.2.5 Luminosity monitoring 

All cross sections measured at CDF, including the limit on the single-top cross 

section set by this analysis, are normalized relative to the integrated luminosity J Cdt of the 

CDF Run 1 dataset. This last section of the Experimental Apparatus chapter defines the 

quantity J Cdt, describes how J Cdt is measured, and provides the value of J Cdt that will 

be used later in this analysis. 

Instantaneous luminosity Cis the product of incident beam flux (particles/second) 

with target density (particles/unit area) [98). It is a measure of the intensity of a colliding 

beam machine, according to 

12The scanners are MX's for all systems read out by RABBIT, such as calorimetry and muon systems, 
and SSP's (later FRC's) for systems read out by FASTBUS, such as tracking. 

13Implemented in a group of FASTBUS boards. 
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where N 1 , N2 are the number of particles in each bunch, f is the revolution frequency, 

and Wx, Wy are functions of the horizonal and vertical beam profiles, respectively, each 

with units (length- 1) (99]. The units of instantaneous luminosity are inverse cross-section 

per unit time, commonly expressed either as cm-2 /sec or b- 1 /sec (1 barn = 10-24 cm-2). 

The units of time-integrated luminosity J Cdt are inverse cross-section (b- 1 ). Luminosity 

integrated over the period in which a dataset was collected is a measure of the size of the 

dataset. Note that since the units of this measure are b - 1, the prefix decreases as the 

integrated luminosity increases (1 inverse femtobarn fb- 1 > 1 inverse picobarn pb-1). 

Luminosity is the link between the cross section for a process and the rate of events 

from that process: 

R=aC 

or, integrating with respect to time, the number of events from that process: 

N=a j Cdt 

Thus, knowledge of the J Cdt used to collect the CDF dataset permits us to translate N 

observed from a given process to cross section for the process, according to a = j~dt. 
During running, CDF's luminosity is continuously monitored by a pair of beam-

beam counters located ±5.82 m from the nominal interaction point [94]. Each BBC is a 

plane of scintillation counters with photomultiplier-tube readout, arranged in a rectangle 

around the beampipe. At this low beam angle (pseudorapidity range 3.24 < ITJI < 5.9) 

the counters detect a large fraction of the low-q2 inelastic events that make up the bulk 

of the pj5 interactions [100]. A BBC "coincidence" is defined as hits in both the East and 

West counters in time with the bunch-crossing in the detector. The effective cross section 

for BBC coincidences has been measured to be 51.2 ± 1.7 mb in [88, 101]. The authors 

point out that aBBC is a visible cross section. That is, while aBBC is related to the physics 

of the pjj interactions, it is also CDF-detector-specific, since it depends on the number of 

secondary interactions taking place in the material between the BBCs and the interaction 

point. aBBC is calculated by counting the respective numbers of elastic, inelastic, and 

BBC-visible events in special dedicated runs and applying the optical theorem (88]. 
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From CTBBC, integrated luminosity may be obtained using 

! Cdt = NBBC 
CTBBC 

The possibility of multiple interactions occurring in the same crossing means that NBBC 

cannot directly be equated with the number of BBC coincidences. (A coincidence in the 

BBCs only indicates that at least one interaction has occurred.) Instead, we assume that 

the number of interactions per crossing is described by a Poisson distribution of mean J.L, 

and write 

where NBc is the number of beam crossings, which is counted by a scaler. The mean number 

of interactions per crossing, J.L, can be related to the Poisson probability of no interactions, 

Po, by 

Po= exp(-J.L) 

so that J Cdt = 1/aBBC · -lnPo ·NBC· With a little combinatorics and algebra, Po can 

be expressed as a function of number of hits in the West BBC only, East BBC only, and 

East-West coincidence, so that 

! Cdt = _1_. -ln ( 1 _ (NEw- NE · Nw/NBc) ) . NBc 
CTBBC (NBc+ NEw- NE- Nw) 

The above formula assumes that J.L remains constant, when in fact it drops with instan-

taneous C over the course of a run. In practice, integrated luminosity is calculated over 

many short intervals in the run, for each of which J.L is assumed constant. The sum of J Cdt 

over all subintervals in the run, over all good runs in the data sample, constitutes the total 

J Cdt of the sample. The values of J Cdt for the CDF Run 1A and Run 1B samples are 

summarized in table 4.3. 

Uncertainty on J Cdt derives chiefly from uncertainty on CTBBC· Table 4.4 lists the 

source and magnitude of uncertainties on J Cdt, along with the reference which discusses 

each source. To obtain the uncertainty on the total Run 1 J Cdt, we add the contribution of 
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Run Run Number Limits Integrated Luminosity 
Run 1A 40100- 47834 19.65 pb-1 

Run 1B 55273 - 71023 86.34 pb-1 

Total Run 1 106.0 pb 1 

Table 4.3: Luminosity for CDF Run 1. From Ref. [100], Table 8, p. 33. 

Uncertainty Run 1A Run 1B 
Derivation of assc [102] 

Measurement uncertainty 3.13% 
Event definition 0.50% 
Beam pipe 1.00% 

Accidental correction [101] 1.00% -
Correlated backgrounds [100] 1.00% 0.27% 
Instantaneous .C [100] - 2.34% 
Run-to-run [100] - 0.36% 
Total 3.61% 4.09% 
TOTAL 1A + 1B uncertainty 4.09 pb-1 

Table 4.4: Uncertainty on integrated luminosity for Run 1A, Run 1B, and entire Run 1. 
Modeled after Ref. (100], Table 6, p. 31. 

each row of table 4.4 in quadrature, i.e. assuming that rows ( = sources of uncertainty) and 

columns (Run 1A, Run 1 B) are uncorrelated 14 . This yields total uncertainty 4. 09 p b -l. 

Thus the total Run 1 integrated luminosity value used in this analysis is 106.0 ± 

4.1 pb-1• 

4.2.5.1 Luminosity for sample collected by a prescaled trigger 

Some of the events used in this analysis were selected by dynamically prescaled 

triggers. As discussed in Section 4.2.4, when a trigger is prescaled by a factor p = 1/N, 

only one out of every N events passing the trigger is retained. This effectively reduces 
14 0bviously the O"BBc-related uncertainties are 100% correlated for Run 1A and Run 1B, which is why 

they are listed as a single column. The calculation would proceed according to (3.13%)(106.0 pb- 1 ) EEl 
(0.50%)(106.0 pb-1 ) EEl (1.00%)(106.0 pb- 1 ) EEl (l.00%)(19.65 pb- 1 ) EEl (1.00%)(19.65 pb- 1 ) EEl 
(0.27%)(86.34 pb- 1 ) EEl (2.34%)(86.34 pb- 1 ) EEl (0.36%)(86.34 pb- 1 ) = 4.09 pb-1 . 
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the integrated luminosity for that trigger by a factor of 1/N (.C = fvRtrigger/atrigger)· 

"Dynamic" prescaling refers to the fact that the prescale factor p is not constant, but 

rather changes with instantaneous .C. If Pi = 1/ Ni is the prescale factor used during the ith 

segment of a run, then the prescaled (effective) integrated luminosity is 

(/ .Cdt) . = L Pi (! .Cdt) . 
ef fectzve ~ 

In this analysis we finesse the tedious task of scaling each sub-run's worth of integrated 

luminosity by the appropriate dynamic prescale factor. Instead, we incorporate the effect 

of the prescales into our calculated acceptance using a trigger simulation. This will be 

discussed more fully in the section on signal acceptance (Section 5.4.2). 

98 



Chapter 5 

Signal-Event Selection 

As discussed in Chapter 3, the dominant Standard-Model modes of single-top pro-

duction at the Tevatron are the t-channel process known as "W-gluon fusion" (qg---+ tbq') 

and the s-channel process known as "W*" (qq' ---+ tb). The theoretically-predicted single-

top cross sections are 1.70 ph for Wg-fusion and 0.73 ph for W*, for a total of 2.43 ph. 

Therefore CDF's entire Run 1 data set is expected to contain roughly 

2.43 ph x 106.0 pb-1 = 260 single top events 

These few hundred signal events are interspersed among millions upon millions of non-

single-top (background) events. 1 

This chapter addresses the needle-in-a-haystack challenge of isolating the single-top 

signal. The goal is to devise selection criteria which, insofar as is possible, simultaneously 

retain the maximum number of signal events and reject the maximum number of background 

events. When applied to data, these selection criteria yield a signal-enriched sample from 

which information on the single-top cross section can be extracted. In this analysis, we treat 

both Standard-Model single-top production mechanisms (Wg fusion and W*) as signal. 

That is, we design the selection criteria to retain both channels and we extract cross-section 

information as a combined result for both channels. 

Section 5.1 surveys the main kinematic features of single-top signal events. Based 
11£ we assume data were taken at a rate of ~1 Hz for 3 years, the CDF Run 1 data set contains roughly 

100 million events. 
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on this information, Section 5.2 presents a combined strategy for selecting both Wg-fusion 

and W* single-top events. Section 5.3 describes how this strategy is implemented in specific 

selection criteria or "cuts." Finally, Section 5.4 estimates the efficiencies of these cuts, i.e. 

how effective they are at retaining the desired signal events. 

5.1 Monte-Carlo Studies of Signal Events 

5.1.1 Simulating data with Monte Carlo techniques 

In 'real life', the machine produces interactions. These events are observed by detectors, 
and the interesting ones are written to tape by the data acquisition system. After-
wards the events may be reconstructed, i.e. the electronics signals (from wire chambers, 
calorimeters, and all the rest) may be translated into a deduced setup of charged tracks or 
neutral energy depositions ... In the Monte Carlo world, the role of the machine, namely 
to produce events, is taken by the event generators ... The behaviour of detectors-how 
particles produced by the event generator traverse the detector, spiral in magnetic fields, 
shower in calorimeters, or sneak out through cracks, etc.-is [done by) ... detector simu-
lation [programs). Ideally, the output of this simulation has exactly the same format as 
the real data recorded by the detector, and can therefore be put through the same event 
reconstruction and analysis chain . . . [103) 

To predict the kinematic features of single-top events, we use a Monte Carlo event 

generator. Coded into the Monte Carlo generator is the field-theory-derived expression for 

the total cross section for the process of interest. Denote this process by A+B-+ C+D. The 

expression for the total cross section has the form ofpartonic cross section a(A+B-+ C+D), 

weighted by structure functions FAfp(xl), Fs;p(x2) expressing the probability to find initial-

state partons A, B inside the beam particles p, p carrying fraction x 1, x 2 of the beam 

particle's momentum, integrated over momentum fractions. The constituent cross section 

a itself has the form of a differential cross section integrated over final-state phase space. 

That is, the total cross section for process A + B -+ C + D has the form 

This expression may be prohibitively difficult to evaluate. Mathematically, it is analogous 
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to 

or "an integral of a weight function f(x1, · · ·, Xn) over variables x1, · · ·, Xn that parameterize 

the possible physical configurations." [104] The Monte Carlo generator randomly samples 

the integrand of this expression to achieve two purposes [105]: (a) to evaluate the integral 2 , 

i.e. to estimate the value of the total cross section; and (b) to produce a set of events with 

the phase-space distributions that would be expected from the process of interest. Since 

our goal is to study the kinematic properties of single-top events, we are more interested in 

task (b). 

The generator selects random events, or points (x1(i), · · · ,xn(i)) in phase space-

each corresponding to a particular configuration of 4-momenta of initial- and final-state 

particles-and computes for each the value of the integrand f(xi(i), · · ·, Xn(i)) in the ex-

pression for the total cross section. To achieve task (a), i.e. to estimate the total cross 

section, the generator treats the value f(x 1 (i}, · · ·, Xn (i)) as a random sample of the inte-

grand. The average of N such samples constitutes an estimate of the integral [104]: 

N 

f = j · · · j f(xl, · · ·, Xn)dxl · · · dxn ~ ~ ?= f(xl (i), · · ·, Xn(i)) 
z=l 

Task (b) is closely related. Here j(xl(i),·· · ,xn(i)) is treated as a weight representing the 

relative probability for phase-space point (x1(i), · · · ,xn(i)) to occur. To convert weighted 

events to unweighted, so that the denser regions of phase space are proportionately better 

represented just as in real data, the Acceptance-Rejection deweighting method is applied. 

Phase space is scanned and the maximum weight !max is estimated. For subsequent phase 

space points the acceptance probability R = j(x1(i), · · ·, Xn(i))/ !max is computed, an aux-

iliary random number y E (0, 1} generated, and the point retained only if y < R [104]. 

Unit-weight events thus generated will display "the same average behavior and same fluc-

tuations as real data", except for the fact that the fluctuations arise from random sampling 
2 The advantage of estimating ad-dimensional integral using Monte Carlo methods is that the error on 

the estimate goes down as 1/../N, where N is the number of sample points, regardless of d. By comparison, 
the error on the estimate of an integral obtained from numerical methods {the "trapezoid rule") only goes 
down as 1/N2/d for N interpolation points [104]. 
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rather than from the quantum mechanics of the underlying theory [103]. These fake events 

can then be used to study the kinematic properties of signal. 

The primary Monte Carlo event generator we use in this analysis is PYTHIA version 

5.6 [106]. In practice, PYTHIA's method of event generation departs in several respects 

from the above description. First, PYTHIA's phase-space sampling technique is more so-

phisticated than simply random; rather, those regions of phase space expected to be more 

dense are sampled with proportionately greater frequency. This leads to less fluctuation in 

weights and greater accuracy for a given number of sample points [107]. Moreover, the task 

of event generation is more complicated than simply simulating the underlying hard process 

whose Feynman diagram we draw. PYTHIA also incorporates the "bremsstrahlung"-type 

effects of initial- and final-state radiation (parton showers) and the hadronization effects 

of color confinement [103]. The final result is an event consisting not of simply the two or 

three final-state partons from the hard scattering, but also possibly hundreds of additional 

particles from the parton-showering and fragmentation. That is, the output of PYTHIA is 

an event "as detailed as could be observed by a perfect detector" [103]. 

Downstream of PYTHIA we use two additional Monte Carlo programs to refine the 

modeling of heavy quark and lepton decays. We use CLEOMC [108], a CDF adaptation 

of the CLEO Monte Carlo generator QQ version 9.0, to redecay B hadrons and TAUOLA 

version 2.5 [109] to redecay taus, all using updated decay tables. 

Thus the output of the event generator for a single event is a long list of the identities 

and 4-momenta of particles arising from the hard scattering, showering, and fragmentation 

of the event. In CDF data-storage argot, such a list is known as a "GENP bank" (GENP 

being short for "generated particles"). The contents of a typical GENP bank for a PYTHIA 

Wg-fusion single-top event are shown in Figure 5.1. 

The next step in generating fake signal events is to simulate the interaction of 

these particles with the CDF detector. A detector simulation program contains detailed 

information on the shape, spatial extent, and material composition of every section of the 

detector, from silicon layers through calorimeters through muon chambers. A "full" or 
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==== GENP printout for Run 1 Event 9 ==== 
GENP Particle list 

Ind Name Px Py Pz Mass 
l p 0.000 0.000 899.999 0.938 
2 AP 0.000 0.000 -899.999 0.938 
3 up -0.440 -0.221 391.420 O.OOOE+OO 
4 Gluon -0.234 -0.045 -262.485 O.OOOE+OO 
5 up 5.189 -3.912 369.318 O.OOOE+OO 
6 bottom 4.111 -3.081 -40.670 O.OOOE+OO 
7 down -12.189 -16.287 175.406 9.900E-03 
8 top 21.489 9.295 153.242 175. 
9 W+ l. 993 72.340 100.913 81.6 

10 bottom 17.817 -64.597 60.023 5.00 
ll W+ 2.011 72.093 100.759 81.6 
12 bbar -3.360 -1.295 0.360 5.00 
13 up -0.527 1.967 -3.102 5.600E-03 
14 ubar 0.650 0.541 -1.355 5.600E-03 
15 Gluon -0.318 0.198 0.253 O.OOOE+OO 
16 G1uon -0.83 6 1.657 -212.731 O.OOOE+OO 
17 A(UD) 0.281 0.202 -376.419 0. 771 
18 down -12.387 -19.563 90.487 9.900E-03 
19 Gluon -1.667 -2.974 17.610 O.OOOE+OO 
20 Gluon l. 840 2.421 30.212 O.OOOE+OO 
21 Gluon 0.121 l. 320 9.303 O.OOOE+OO 
22 Gluon l. 584 4.062 20.100 O.OOOE+OO 
23 G1uon -5.424 2.494 8.310 O.OOOE+OO 
24 Gluon -0.160 1.163 8.553 O.OOOE+OO 
25 (UD) 0.440 0.221 399.811 0.771 

Figure 5.1: Excerpt from the first twenty-five entries in the list of generated particles (GENP 
bank) for a PYTHIA Wg-fusion single-top signal event. 

"detailed" detector simulation starts from each long-lived particle in the GENP bank and 

propagates it and its daughters through each successive layer of the detector, simulating its 

multiple-scattering, showering, and nuclear interactions along the way. 

An alternative approach is to use a "fast" or "parameterized" detector simulation. 

A fast simulation, in contrast to a full simulation, does not "deriv[e) the detector response 

from first principles" [110). Rather, properties of the long-lived GENP particles are input 

to parameterizations which yield high-level analysis quantities. Whereas a full simulation 

might return raw data in the form of photomultiplier-tube pulses or tracking-chamber hits, 

a fast simulation returns calorimeter-tower energies and tracking-chamber tracks, "elimi-

nating the need to run the complete reconstruction package on the simulation output" [110]. 

The parameterizations are carefully tuned to ensure simulated data distributions reproduce 

real data distributions as closely as possible. 

The detector simulation package we use, QFL' 3 , is a hybrid of these two kinds of 

detector simulation. The "prime" refers to the fact that the geometry of the Run lB SVX' is 

used rather than that of the Run lA SVX. The interaction of particles with the silicon vertex 
3The original meaning of this acronym is rumored to be "Quick, Fast, and Loose" (P. Savard). 

103 



detector is given a full simulation while the calorimeter interaction is parameterized. After 

QFL' simulation, the Monte Carlo-generated signal events have exactly the same format as 

real CDF data and can be immediately subjected to the same event-reconstruction chain 

as real data would be. SVX hits are grouped into clusters; CTC tracks are reconstructed; 

calorimeter towers are clustered into jets; electrons, muons, and missing Er etc. are all 

identified just as in real data. The event display for the simulated Wg-fusion single-top 

event whose GENP list appeared in Figure 5.1 is shown in Figure 5.2. 

Run 1 Event 
Pt Phi Eta 
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Figure 5.2: Event display, showing reconstructed CTC tracks and calorimeter energy de-
position, after QFL' detector simulation, for the same PYTHIA Wg-fusion single-top signal 
event whose GENP bank was shown in Figure 5.1. 

5.1.2 Signal Monte Carlo samples 

Tables 5.1 and 5.2 summarize the signal Monte Carlo samples generated for this 

analysis. Table 5.1 lists the standard samples used to study the properties of single-top 
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events and to calculate the signal yield, or the number of signal events expected to pass the 

analysis cuts. Table 5.2 lists the signal Monte Carlo samples used for studies of systematic 

uncertainty. These are included here for completeness. 

Process # evts generated # evts passing PARTFIL T Filenames 
VVg 152,912 42,500 pvg_n.pad, n=l-8 
vv· 131,838 40,000 pvs_n.pad, n=l-8 

Table 5.1: Default signal Monte Carlo samples. All were generated with PYTHIA 5.6. 

Effect Process # evts generated # evts passing PARTFILT Filenames 
Initial-State VVg 84,999 22,500 pvg_noisr_n.pad, n=l-4 

Radiation vv· 65,665 20,000 pvs_noisr _n. pad, n=l-4 
Parton Distrib. VVg 85,227 23,366 pvg_cteq3m-n.pad, n=l-5 

Function vv· 65,544 20,000 pvs_cteq3m_n.pad, n=l-4 
Generator VVg 75,578 20,000 hvg_n.pad, n=1-4 

(HERWIG) vv· 66,579 20,000 hvs_n.pad, n=l-4 
Mtop = 170 VVg 72,958 20,000 pvg_170_n.pad, n=1-4 

GeV/c2 vv· 66,202 20,000 pvs-170_n.pad, n=l-4 
Mtop = 180 VVg 71,586 20,000 pvg_180_n.pad, n=l-4 

GeV/c2 vv· 64,574 20,000 pvs_180_n.pad, n=l-4 

Table 5.2: Signal Monte Carlo samples used for studies of systematic uncertainty. Except 
where indicated, all samples were generated with PYTHIA 5.6. 

5.1.3 Kinematic properties of Wg-fusion and W* single-top signal events 

To recap from Chapter 3, a top quark decays after average lifetime "'0.4 x w-24 

seconds to a real W boson and a hard (i.e. high-momentum) b quark. The W, in turn, 

decays after average lifetime "'0.3 x 10-24 seconds to a lepton and neutrino {with branching 

fraction approximately i) or hadrons {branching fraction i). Thus the final-state partons 

in a Wg-fusion or W* single-top event consist of the W-decay products plus two or three 

quarks: one b quark from the top decay, a second b quark from the tWb vertex in W* events 
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or from the initial-state gluon splitting in Wg-fusion events, and, in the case of Wg only, a 

third quark recoiling from the W emission: 

tb(q) 
Lwb 

Levt,qii' 

In the following series of plots we review some of the distinctive kinematic features 

of the final-state particles in single-top events. The W boson in these events was permitted 

to decay to any final state. However, because our analysis strategy will be to demand 

evidence of a leptonic W decay (a choice that will be explained in Section 5.2), Monte 

Carlo events are required to pass a generator-level filter (PARTFILT) requiring the presence 

of an energetic electron or muon in the fiducial region of the detector. Specifically, the 

PARTFILT cuts require an e or J.L with: 

• PT > 15 GeV fc 

• 1771 < 3.0 

5.1.3.1 Parton-level properties 

Figure 5.3 shows the PT spectra of the final-state quarks in Wg-fusion and W* 

single-top events. The 77 distributions of the same partons are shown in Figure 5.4. From 

these plots, it may be observed that the final state of both processes features a high-PT, 

low-1111 b quark from top decay. The kinematic properties of the second b quark in the event, 

however, differ markedly between the two processes. In W* this second b quark is just as 

hard and central as the b quark from top decay. In Wg fusion, however, the second b quark 

has much lower PT and is not confined to the central region of the detector. A further 

difference between the final states of the two processes is the presence, in Wg fusion alone, 

of the additional light quark recoiling from the W emission. This quark is produced at high 

PT and high 1771· 
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Figure 5.3: PT of final-state quarks in PYTHIA Wg-fusion and W* single-top events. All 
histograms normalized to 1. 
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Figure 5.4: ry of final-state quarks in PYTHIA Wg-fusion and W* single-top events. All 
histograms normalized to 1. 

A curious feature of this recoiling light quark in Wg-fusion events is that its ry value 

displays a characteristic correlation with the charge of the lepton from top decay. This can 

be seen as follows. The recoiling light quark tends to keep going in the direction of the 
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initial-state hadron which emitted both it and the virtual W boson. That is, if a q in the 

proton emits q'W, the q' tends to move along"' > 0, while if a ij in the antiproton emits ij'W, 

the ij' tends to move along "' < 0. From the uud valence makeup of the proton we expect 

it to emit dW+ ~ of the time and uw- ~ of the time. Similarly, the ( ii:ud) composition of 

the antiproton means it ought to emit Jw- ~ of the time and uw+ ~ of the time. From 

these facts we deduce that no matter which hadron emits the virtual W, the sign of the 

W boson and the "' of the recoiling light quark or antiquark ought to be the same ~ of the 

time. Since the sign of the virtual W is carried into the sign of the lepton from top decay, 

Wg-fusion events display a pronounced bias toward Q,_ x 'f/q > 0. This phenomenon is shown 

in Figure 5.5. While we include this plot for completeness, this particular kinematic feature 

Figure 5.5: Product of charge of lepton (from W decay, from top decay) and"' of recoiling 
light quark in PYTHIA Wg-fusion events is preferentially > 0. 

will not be used in this analysis since it is not common to both single-top processes. In 

higher-statistics data samples the Q x "' correlation of Wg-fusion single top will be a useful 

tool for separating Wg and W*. 
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5.1.3.2 Validity check of signal model 

While on the subject of parton-level quantities for Wg-fusion and W* single-top 

events, we address the question of how well PYTHIA 5.6 is expected to model both processes. 

The choice of PYTHIA is uncontroversial in the case of W*, where the similarity to the 

precisely-calculated Drell-Yan process ( qij -+ t+ z-) makes the uncertainties in the theoretical 

calculation of the production cross section relatively small. However, the same is not true for 

the Wg-fusion channel, where the treatment of the soft b quark in particular can differ from 

Monte Carlo generator to generator. (Even within a generator-PYTHIA-the handling of 

the soft b quark can be dramatically altered by the setting of switches; turning off initial-

state radiation causes this b to disappear from the GENP bank.) To assess how well our 

chosen generator models Wg-fusion single top, we compare kinematic distributions from 

PYTHIA with corresponding distributions from ONETOP [6], a generator that performs a 

full helicity-amplitude matrix-element calculation. Since ONETOP outputs 4-vectors, these 

comparisons were made at parton level. (Had ONETOP's matrix calculation been spliced 

to PYTHIA's parton-showering and fragmentation, a truly superior generator would have 

resulted, but this option was not available in time for this analysis.) 

Nevertheless, the comparisons, shown in Figures 5.6-5.8 for the PT of the second b, 

the PT of the recoiling light q, and the scalar sum Er over all final-state partons and W 

daughters, reveal little discrepancy between the two generators. This bolsters our confi-

dence in using PYTHIA to model Wg signal. Also shown in these plots are corresponding 

distributions for a third generator, HERWIG 5.6 [111]. HERWIG's distribution for the sec-

ond b quark is noticeably different from that of either PYTHIA or ONETOP but even this 

effect does not have a large impact on the overall I: Er distribution, for which all three 

generators agree well. 

Thus we conclude that PYTHIA appears to model signal (i.e. agree with gold-

standard ONETOP) reasonably well. In Chapter 9 we quantify this assertion by assigning a 

systematic uncertainty associated with choice of Monte Carlo generator. We estimate this 
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Figure 5.6: Comparison of PT spectrum of second b quark in Wg-fusion events between 
three generators. Note acceptable agreement between PYTHIA and ONETOP but strange 
distribution for HERWIG. All histograms normalized to 1. Cuts applied: Er of W daughters 
above 15 GeV; Er of second b quark below 90 GeV. 
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Figure 5. 7: Comparison of PT spectrum of light quark in Wg-fusion events between the 
three generators. All histograms normalized to 1. Same cuts as in Figure 5.6. 

"generator systematic" uncertainty by assessing the impact on our fitted result of switching 

between HERWIG and PYTHIA. 
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Figure 5.8: Comparison of scalar sum Er for the three final-state quarks plus the two 
W daughters, for the three generators. All histograms normalized to 1. Same cuts as in 
Figure 5.6. 

5.1.3.3 Detector-level properties 

Thus far we have only examined parton-level kinematic properties of single-top 

events. To study the properties such events will display in the CDF detector, we examine 

the same Monte Carlo events after QFL' detector simulation. In the following plots, events 

were required to contain evidence of a leptonic W decay: an energetic electron or muon plus 

the large missing energy suggestive of the lepton's undetected neutrino counterpart. The 

motivation behind the requirement of leptonic W decay will be discussed in Section 5.2. 

Figure 5.9 shows the type of the W daughters in events passing the leptonic-W 

selection cuts. Clearly not all such events arise from W ---+ eve or W ---+ f.Wp.; there is a 

substantial ( ""6%) contribution from W ---+ rv7 followed by leptonic decay of the tau. 

Of course, the final-state partons from a Wg-fusion or W* single-top event appear in 

the detector not as bare quarks, but as jets of hadrons. We define "jet multiplicity" to be the 

number of energetic (Er > 15 GeV), central (1171 < 2.0) jets in the event. Figure 5.10 shows 

the jet multiplicity in single-top events after W selection, both before and after application 

of an additional requirement that at least one jet be tagged as likely to contain a b quark. 
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Figure 5.9: Identity of lepton from W decay in Wg-fusion and W* single-top events passing 
the leptonic-W-selection analysis cuts. Note that though cuts require the presence of an 
electron or muon, 6% of the events are from W-+ TVr. 

The algorithms used to define jets and to tag b-quark jets will be described in Section 5.3. 

Note that most of the signal resides in the one-, two-, and three-jet multiplicity bins. This is 

#of cone-0.4, Ey>15 GeV, lt11<2.0 jets per event 

Wg-fusion 2.42 

W* M .. n 2.41 

2.65 

before btag 
after b tag 

2.57 

before btag 
after b tag 

Figure 5.10: Jet multiplicity in single-top events after W selection. Solid histograms nor-
malized to 1; dashed histograms normalized to the respective fraction of events passing b-jet 
identification algorithm (SECVTX tag). 
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true of both Wg and W*. The reason both processes are spread out over several multiplicity 

bins rather than being confined to the bin corresponding to the expected number of final-

state partons-i.e. three in the case of Wg (b, b, q) or two in the case of W* (b, b)-is 

that some events will have final-state jets that fail the Er > 15 GeV, 1"71 < 2.0 binning 

requirements, while others will have extra jets due to gluon radiation. 

Lastly, we examine two kinematic variables that will be crucial to isolating the 

single-top signal. The first of these is the "reconstructed top mass", or the invariant mass 

of the lepton, neutrino, and highest-Er b-tagged jet in the event. The specific techique used . 
to construct Mtvb will be discussed in Section 5.3. The second key kinematic variable for 

Invariant mass of lepton, v, and leading b jet 

0 
c ! O.tt 

~ 
0.1 

.... 

.... 

.... 

.... 

176.68 183.95 
27.03 36.06 

Wg-fuslon 
W* 

O.VIc2 

Figure 5.11: Reconstructed mass of lepton, neutrino, and leading b jet in single-top events. 
The cut window 140 < Mtvb < 210 GeV jc2 (i.e. Mevb = 175 ± 35 GeV jc2 ) is shown. This 
cut is designed to improve signal strength and will be explained in Section 5.2. Histograms 
normalized to 1. 

this analysis is Hr = 2: Er {over all jets, lepton, and missing energy in the event}. The 

remarkable similarity in the Hr spectra of Wg-fusion and W* single-top events (Figure 5.12) 

motivates our choice to perform a combined W g + W* search using this variable. 
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Scalar l:Er of lepton, missing ET, and jets in event 

236.57 231.00 
67.23 66.62 

Wg-fusion 

W* 

.... 

.... 

.... 

.... 

.... 

QeV 

Figure 5.12: Hr, or scalar 2:: Er, in single-top events after Mlvb cut. The virtual indis-
tinguishability of the Hr distributions for the Wg-fusion and W* processes (Kolmogorov-
Smirnov probability of 1.0) makes Hr an ideal variable to use in a combined W g + W* 
single-top search. Histograms normalized to 1. 

5.2 Search Strategy 

To review from the previous section, the final state of a single-top event consists of 

W-decay products (qij1 or ivl) plus one b-quark jet from t-+ Wb, a second b-quark jet from 

initial-state gluon splitting (in Wg) or the Wtb production vertex (in W*), and, in Wg only, 

a third jet from the light quark recoiling from W emission. 

If the W decays hadronically (W -+ qij'), the final state consists of four or five 

energetic jets. This final state is difficult to distinguish from the vastly more common back-

ground of pure-QCD events which produce multiple jets in the detector. Sample Feynman 

diagrams for QCD multijet production are shown in Figure 5.13. While the unique kine-

matic properties of single-top events could be brought to bear in a search for "all-hadronic" 

single top (for example, requiring two jets to reconstruct near the W mass, etc.) we do not 

consider the all-hadronic channel any further in this analysis. 

Instead, in order to isolate the single-top signal from the QCD multijet background, 

we demand evidence of a leptonic W decay. The first requirement of leptonic W selection is 
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Figure 5.13: Representative Feynman diagrams for QCD multijet production. 

the presence of an energetic electron or muon candidate in the central region of the detector. 

The lepton from W decay is expected to be isolated, i.e. free from excess additional energy in 

its immediate vicinity. The specific cuts used to identify leptons from W decay are described 

and motivated in Section 5.3. The reason we ask for an electron or muon candidate but 

not a tau, despite the fact that the W is roughly equally likely to decay to any of the three 

lepton channels e, J.l., r, is that while electron and muon identification are straightforward 

at CDF, tau identification is less so. Nevertheless, as we saw in Figure 5.9, the W -t TVr 

channel does contribute some additional events passing the leptonic-W -selection cuts. The 

second requirement of W-selection is the presence of large missing energy (h, defined in 

Section 4.2.2) such as would be left behind by the noninteracting neutrino from W -t f.vt. 

In letting theW boson decay to any final state in our Monte Carlo samples, we make sure 

to include the extra events from T decays of the W in our kinematic distributions and 

acceptance calculations. 

From Figure 5.10, we saw that if after W selection we group events by jet multiplicity, 

or number of central, high-ET jets in the event, the bulk of the single-top signal resides in 

the one-, two-, and three-jet bins. This is true for both Wg and W* single top. Thus we 
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narrow our search to events which pass W -selection cuts and which have one, two, or three 

jets. 

While the leptonic-W-selection requirements greatly reduce background from QCD 

multijet processes, large backgrounds still remain from QCD or electroweak processes which 

produce a real W boson along with jets. However, these QCD-produced jets do not prefer-

entially contain heavy-flavor quarks 4 . Therefore an effective way to isolate single-top events 

from this "W +jets" background is to demand evidence of at least one b quark in the final 

state. The relatively large mass and long lifetime of b quarks permit the use of "b-tagging" 

algorithms which distinguish b jets from light-quark jets with reasonable efficiency. The 

b-tagging algorithm used in this analysis, known as SECVTX, is described in Section 5.3. 

We require events to contain at least one b-tagged jet. 

Even after requiring events to pass W + 1, 2, 3-jet cuts with b tag, background remains 

from processes which produce a W boson along with true heavy-flavor (b- or c-quark) jets. 

Examples of true W + heavy flavor processes include Wbb production (pp -t W g, followed 

by g -t bb) or electroweak W c production (pp -t W c). In addition to these non-top 

backgrounds, top pair production (tt) itself constitutes a background to single top. All our 

lepton, Er, and b-tag cuts are by construction efficient at retaining the tt background! To 

reject these remaining backgrounds, we apply an additional cut on kinematic variable Mlvb· 

Thus we conduct our combined W g+ W* single-top search in the channel W + 1, 2, 3 

jets plus b tag plus additional Mlvb cut. In the next section we explain in more detail how 

these cuts are implemented. 
4 Since QCD interactions are flavor-independent, if we neglect phase-space considerations, the QCD-

produced jets must be distributed equally across the five lighter quark flavors. In reality, the relative 
heaviness (4.2 GeV fc2 ) of the b quark means it will be even less prevalent than k in the QCD-producedjets. 
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5.3 Implementation: Analysis Cuts 

5. 3.1 W selection 

In this section we describe the cuts used to identify the lepton candidate and large 

ET which we demand as evidence of a leptonic W decay. Our reason for choosing these 

particular cuts is that they are the same as those developed for CDF's tl analyses. The 

kinematics of W daughters from top decay ought to be very similar for the single-top and tt 
processes. Ref. (112) studied the efficiencies ofthe lepton-identification cuts by applying the 

cuts to samples of Z-+ e+ e- and Z-+ f..L+ f..L- events in CDF data and noting the respective 

numbers of events in which both leptons vs. only one lepton passed the cuts. 

5.3.1.1 Electron cuts 

An electron candidate is defined as a cluster of calorimeter towers associated with 

a three-dimensional CTC track (113}. Electron clustering starts from an array of "seed" 

towers with electromagnetic transverse energy ET > 3 GeV. The ET of a tower is defined 

as E sine, where E is the tower energy and e is the polar angle defined by the center of the 

tower and the event primary vertex, or pfi interaction point 5 . Towers adjacent to the seed 

are added to the cluster, up to the maximum cluster size of three towers in pseudorapidity 

(.6.7J'"" 0.3) by one tower in azimuth (.6.¢ = 15°). Table 5.3 lists the identification cuts we 

apply to electron candidates. Explanation of each cut variable follows. 

• Calorimeter 

Only electron candidates which shower in the Central Electromagnetic Calorimeter 

are considered. 
5Recall from Section 4.2.1.1 that event vertices at CDF are distributed along the luminous interaction 

region according to a Gaussian centered at z = 0 of width ~30 em. The primary vertex (P.V.) is identified 
event-by-event by software module VXPRIM (114]. The code starts from a seed, or guess, of the P.V. and adds 
tracks to the vertex using a constrained fit. Results of this fit are then used as inputs to an unconstrained 
vertex fit. The process is repeated, each time discarding the track with the largest residual above a cut until 
no such track remains. The coordinates of the firial fit are deemed the P.V. 
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Quantity Cut Value 
Calorimeter CEM 
Er ~ 20 GeV 
Had/EM (3 x 3) :::; 0.05 
E/P :::; 1.8 
Track-Strip Match l~xl:::; 1.5 em 

l~zl:::; 3.0 em 
Lshr :::; 0.2 
Strip x2 :::; 10.0 
!~vertex -- ~dl :::; 5.0 em 
!~vertex! :::; 60.0 em 
Fiducial .true. 
Conversion .false. 
Isolation (Er0.4 / Er) :::; 0.1 

Table 5.3: Electron candidate selection cuts. 

•Er 
Total transverse energy of towers in the cluster. 

• Had/EM (3 x 3) 

Ratio of hadronic to electromagnetic Er for the towers in the cluster. 

• E/P 

Ratio of the energy of the cluster to the magnitude of the momentum of the CTC 

track. 

• 1Xack-Strip Match 

Electron position at shower maximum is obtained from a fit to the shower shapes 

measured by the CES, using a nominal electron profile from test-beam data. This 

shower-max position is required to match the extrapolated position of the CTC track 

in two different views: polar (z) and azimuthal (x). x-coordinate matching is done 

between the track and the largest-pulse-height CES wire cluster; z-coordinate matching 

is done between the track and the largest-pulse-height CES strip cluster [115]. 
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• Lshr 

A measure of the lateral development of an electron shower, Lshr compares the electron 

candidate's observed lateral shower profile to the expected profile as calculated from 

test-beam data. Defined as 

where Efdj is the measured energy in the ith tower; Erob is the expected energy in 

that tower calculated using a shower profile parameterization from test-beam data; E 

is the EM energy of the cluster; tl.Erob is the uncertainty on E"(ob, and the sum runs 

over the towers adjacent to the seed tower in the same azimuthal wedge. Note that 

0.14VE is the energy resolution of the CEM 6 so that Lshr has the form of (energy 

deviation)/ (characteristic fluctuation) [116]. 

• Strip x2 

x2 of the fit to shower shapes used to determine the shower-max position. 

• I Zvertex - Z81 
Distance between z coordinate of event primary vertex and parameter z0 of the electron 

candidate's CTC track. If the event has multiple primary vertices (due to multiple 

interactions), the distance to the closest vertex is used [117]. 

• IZvertexl 

z coordinate of the event primary vertex, z.e. z distance from the nominal collision 

point (0, 0, 0). 

• Fiducial 

Electron shower must fall within fiducial region of the CEM, i.e. avoid cracks, tower 

boundaries, and other uninstrumented portions of the CEM volume. The fiducial 

fraction of the solid angle for 1111 < 1.0 is 84% [56]. 
6Thanks to J. Guimaraes's thesis for pointing this out. 
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• Conversion 

Electron candidate must not come from photon conversion ('y(N) --+ e+e-). Conver-

sion electrons are identified by their low VTX occupancy and by being accompanied 

by an oppositely-charged track within a close angular separation and a characteristic 

radial distribution [118]. 

• Isolation ( Er0.4 / Er) 
A measure of the presence of other energetic particles near the electron candidate. 

Defined as 
Ecane _ Eclu.ster 

I= T T E!j!u.ster 

Ere is the Er of all towers in a cone of D.R = J D.ry2 + D.¢J2 = 0.4 in "1- </J space 

centered on the electron cluster; Erj.u.ster is the Er of only those towers included in the 

cluster. Isolation is the ratio of excess Er in the cone to Er of the cluster. 

5.3.1.2 Muon cuts 

A muon candidate is defined as a track segment ("stub") in a muon chamber associ-

ated with a track in the CTC [56]. Table 5.4 lists the identification cuts we apply to muon 

candidates. Explanation of each cut variable follows. 

• Detector 

Only muon candidates which left hits in the CMU, CMP, or CMX chambers are 

considered. 

• Pr 
The CTC-measured transverse momentum of the muon track. 

• Eem 

Energy deposited in the CEM tower traversed by the muon track. Required to be 

characteristic of a minimum-ionizing particle, i.e. small. 
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Quantity 
Detector 
PT 
Eem 

Ehad 

Eem + Ehad 

l~xl 

do 
IZvertex- zgl 
IZvertexl 
Isolation ET0 .4 / Pr 

Table 5.4: Muon candidate selection cuts. 

Cut Value 
CMU, CMP, CMX 

?: 20 GeV jc 
:::; 2.0 GeV 
:::; 6.0 GeV 
?: 0.1 GeV 

l~xlcMu :::; 2.0 em .or. 
l~xlcMP:::; 5.0 em 
l~xlcMX:::; 5.0 em 

:::; 0.3 em 
:::; 5.0 em 

:::; 60.0 em 
:::; 0.1 

Energy deposited in the CHA tower traversed by the muon track. 

Sum of CEM and CHA tower energies. In requiring this sum to be above a small 

minimum, this cut is designed to remove tracks which point at empty calorimeter 

towers due to track reconstruction problems (56]. 

• l~xl 
Distance (em) in r - ¢ plane between the muon stub and the extrapolated CTC 

track (117]. 

• do 

Impact parameter, or distance of closest approach as measured in the r- ¢ plane, 

between the CTC track and the beam position (117] . 

• IZvertex - zgl 
Distance along z axis between event primary vertex and muon candidate's CTC track. 
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If the event has multiple primary vertices (due to multiple interactions), the distance 

to the closest vertex is used [117]. 

• IZvertexl 

z distance from the primary vertex to the nominal interaction point (0, 0, 0). 

• Isolation Er0.4 / Pr 

Er deposited in a cone of 0.4 centered on the muon track, less the Er of the tower 

actually traversed by the track, divided by the PT of the track. 

In addition to these quality cuts, the electron or muon candidate was required to 

have passed the appropriate Level2 hardware trigger for Run 1A [119] or Run 1B [120, 121]. 

These triggers are summarized in Table 5.5 below 7 . 

5.3.1.3 Missing Er 

Er was defined in Section 4.2.2 as the negative of the vector sum of transverse 

energy over all calorimeter towers, or - :Ei Ei sin Oi'ni, where Ei is the energy deposited in 

the ith calorimeter tower, Oi is the polar angle of the ith tower, and iii is a unit vector in 

the azimuthal plane pointing from the event vertex to the ith tower. The sum runs over 

all towers from -3.5 < 'fJ < 3.5 [122]. The reason a portion of the forward calorimetry 

is omitted in this sum-recall that it extends to 1"11 = 4.2-is that the low-,8 quadrupole 

magnets obscure part of the FHA. To be included in the sum, towers must have energies 

above certain detector-dependent thresholds on the order of several hundred MeV [69]. 

Since muons do not shower in the calorimeter, their energy does not get included in 

the - Er sum. Therefore, we correct Er to account for the presence of muons, according 

to (123] 

(Ercorr)x = (Erraw)x _ (pJL)x + (Er~epos.)x 
------------------------------

7This task was nontrivial in the case of Run lA events, since the trigger masks in topfnd. cdf are valid 
only for lB events. We fixed this problem by deriving a correct set of Run lA masks from the list of Run lA 
triggers described in CDF Note 3855 [119], page 4. We implemented the new masks in a private version of 
topfnd. cdf. 
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Lepton candidate Run lA Run lB 

HPTE 
CEM-9* CEM_l6_CFT _12* 

MET..20* MET..20* 
CMU or CMU-CMP 

CMUP _CFT -9..2* CMUP _CFT _l2_5DEG_V* 
CMNP _CFT _9 ..2* CMNP _CFT _l2_5DEG_ V* 
CMU_CMP _CFT _9..2* CMUPJET* 
MET _35_TWO* CMNPJET* 
MET _35_TEX* CMU_CMP JET* 

CMUP _CFT _l2_5DEG..M* 
CMNP _CFT _l2_5DEG..M* 
MET _35_TWO* 
MET_35_TEX* 

CMP-only 
MET_35_TWO* MET _35_ TWO* 

MET -35-TEX* MET_35_TEX* 
CMX 

CMX-CFT _9..2_ET* CMX_CFT _l2-5DEG_V* 
CMX_CFT _9..2_ V5* CMX_CFT _l2-5DEG..M* 
CMX-CFT_9..2 CMX_CFT _l2-5DEG..E* 
MET_35_TWO* CMXJET* 
MET _35_TEX* MET _35_TWO* 

MET _35_ TEX* 

Table 5.5: Hardware triggers for an electron or muon candidate. 

That is, the CTC-measured muon PT is taken to be an approximation of the muon Er and 

vectorially added to Er (recall Er is a negative sum) while whatever small amount of ene_rgy 

the muon did deposit in the calorimeter is vectorially subtracted [56]. The above correction 

is done not just for muon candidates which pass the quality cuts of Section 5.3.1.2, but also 

for muon candidates which pass a looser set of cuts and for "minimum-ionizing objects" 

which display the stiff track and low energy deposition of a muon candidate but which 

traverse an uninstrumented region of CDF's muon chambers. In CDF jargon, Er after 

these muon corrections is known as "version 4" Er. 
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5.3.2 Jets 

We identify jets using a cone-clustering algorithm that sums the energy of calorime-

ter towers lying within an 'T/ - <P cone of fixed size t::.R = J t::.'T/2 + t::.¢2 = 0.4. A full 

description of the jet-reconstruction algorithm may be found in [124]. We require events to 

have one, two, or three jets which are both energetic (Er > 15 GeV) and centrally-located 

(J'TII < 2.o). 

For the purposes of counting jets with ET > 15 GeV, we use regular calorimeter-

measured transverse energy. However, this measurement is known to underestimate the 

actual energy of the original parton which gave rise to the jet. It is this original parton 

energy that we wish to use in reconstructing the kinematic variable Mtvb, discussed in 

Section 5.3.5 below. Jet-energy mismeasurement arises from a variety of effects, some due 

to detector limitations, others due to unavoidable features of jet physics [124]. The former 

category includes calorimeter nonlinearities, B-field bending of low-PT charged particles, 

and reduced calorimeter response at tower and module boundaries. The latter category 

includes extraneous energy contributions from the underlying event 8 , out-of-cone losses, 

and undetected energy carried off by muons or neutrinos [56]. Figure 5.14 shows that jet 

corrections raise the Er of a typical light-quark jet (in this case, the jet arising from the 

recoiling light q in Wg-fl}sion events) by an factor on the order of 1.4. 

The jet corrections we use are as follows. To the PT of every jet in the event we 

apply a set of "flavor-independent" corrections of the form [125] 

Pfarr= (p"Taw X lrel- UEM) X labs- UE + OOC 

where 

• lrel, the relative jet energy scale, corrects for nonuniformities in 'T/ response; 

• U EM accounts for energy due to multiple interactions in the event; 

• labs is the absolute jet energy scale; 
8The underlying event is defined as the "ambient energy produced in hadron collisions associated with 

the soft interactions of spectator partons" (124). 
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Figure 5.14: Effect of jet energy corrections: ratio of {original parton ET from the GENP 
bank} to {jet Er}, both before and after corrections, for the jet arising from the recoiling 
light q in Wg-fusion events. The corrections increase the ET of the average jet by a factor 
of 1.4. 

• U E accounts for energy due to the underlying event; 

• OOC corrects for out-of-cone losses. 

We use CDF routine JTC96S (by way of driver-routine JETOPS) to implement these cor-

rections. 

In addition, we apply a set of tl-specific corrections (known in CDF jargon as "AA 
' corrections") to the four most energetic jets in the event. In a tt lepton+ jets event, these 

four jets presumably arise from the four hadronic-top daughters (b, b, q, ij1); the purpose 

of these additional corrections is to obtain a refined estimate of these original partons' 

momenta [125] above and beyond the "flavor-independent" corrections described above 9 . 

Different corrections are applied to each jet's energy depending on its b-tagged status. Four 

categories of jet are distinguished: (a) not SVX-tagged; (b) SVX-tagged but not soft-lepton-

tagged; (c) SVX-tagged and soft-electron-tagged; (d) SVX-tagged and soft-muon-tagged. 
9For example, among other things, the tt-specific corrections account for the energy lost through semilep-

tonic decays of band c hadrons [125]. 
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(See Section 5.3.3 below for an explanantion of SVX tagging and soft-lepton tagging.) While 

these tt-specific corrections were tailored to the final state of tf rather than single top, the 

similarity is close enough to warrant their application. 

5.3.3 b tagging 

The long lifetime of the b quark-0(10-12 ) s-means that a B hadron formed at the 

interaction point of a single-top event may travel a significant distance before decaying into 

a collection of lighter hadrons. In principle, the tracks from these decay hadrons can all be 

traced back to the spot where the B hadron decayed. This so-called secondary vertex will 

be displaced from the pjj interaction point, or primary vertex, by the decay length 10 . The 

main method of identifying b jets ( "b tagging") used in this analysis looks for the presence 

of secondary vertices within jets. 

The b-tagging algorithm we use, called SECVTX [126], applies a loose set of quality 

cuts to all the SVX tracks 11 lying in a cone of 6.R = 0.4 about the jet axis, then searches 

the list of passing tracks for sets of three or more tracks that form a vertex. If this attempt 

fails, the sub-list of tracks passing a set of tighter cuts is compiled to see if the jet contains 

at least two such higher-quality tracks. If either attempt is successful, the list of candidate 

vertex tracks is then revertexed afresh in three dimensions. This process of revertexing the 

candidate track list is iterated, each time discarding the track contributing the most to the 

vertex x2 , until the worst track contributes less than a x2 cut value. (If this condition is 

still not met by the time the track list has dropped to two, the search for a secondary vertex 

is deemed a failure.) If a secondary vertex is found, its transverse distance Lxy from the 

primary vertex (P.V.) of the event is calculated, along with the error on Lxy· If the Lxy 

significance satisfies the condition 

1Lxy/O"L.,11 1 2:: 3 
10 Another factor contributing to long average decay length for B hadrons in single-top events is that the 

PT of the b quarks (Figure 5.3) are large compared to the scale set by the b-quark mass (Ref. [56) explains 
this for the case of tt.) 

11 A track having at least two hits in the SVX. 
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(along with a few other cuts), the jet is termed "tagged". 

The sign of Lxy indicates the position along the jet axis of the secondary vertex 

with respect to the primary vertex. Positive-Lxy secondary vertices, located in front of the 

P.V., are consistent with having been produced by a hadron that traveled a distance away 

from the P.V. before decaying. Negative-Lxy vertices, located behind the P.V., are likely 

to be products of coincidence. Figure 5.15 illustrates the difference between positive-Lxy 

and negative-Lxy secondary vertices. The utility of Lxy for b tagging is that coincidence is 

d: 

Prompt 
Tracks 

True Secondary 

Tracks 

Figure 5.15: Diagram showing real-tag (Lxy > 0) and fake-tag (Lxy < 0) reconstructed 
secondary vertices. 

equally likely to produce positive or negative tags in light-quark jets, which contain no true 

secondary vertices, while heavy-quark jets show a preponderance of positive tags. 

We also use another b-tagging algorithm [127] which looks for medium-energy ("soft") 

electrons or muons, such as would be expected from semileptonic b decay (b--+ clvt)· The 

soft-lepton-tagging (SLT) algorithm has lower efficiency and higher fake rates than the 

SECVTX algorithm [125]. The only role it plays in this analysis is in identifying soft-lepton-

tagged jets for extra jet energy corrections (see Section 5.3.2 above.) 

5. 3.4 Removals 

We remove from our sample events that fall into the following categories: 

• Bad runs: CDF maintains a run-by-run record 

run_sum$library:master_exp_run.list 

127 



of which, if any, detector subsystems were nonfunctional while that run's data were 

collected. We exclude runs in which any subsystem was known to have been nonfunc-

tional. 

• Z candidates: We remove events which satisfy a loose set of Z-candidate criteria, 

namely the presence of a second lepton which forms an invariant mass with the primary 

e or J.L in the range 75 < Mz < 105 GeV fc2 • 

• Dilepton events: We employ a two-stage process to cut out background from tt 
events in which both W bosons decay to leptons. First, we remove events that pass 

the cuts designed to select events for CDF's tt dilepton analysis. Next we reduce 

background from tt dilepton events where one lepton fails the lepton-identification 

cuts by rejecting events with an isolated, high-momentum track with charge opposite 

to that of the primary lepton (after CDF Note 4112 [128]). The PT criterion for the 

tracks is 15 GeV/c and the isolation requirement is L:PT < 2.0 GeV/c in a cone of 

radius 0.4 around the candidate track. 

To summarize, using CDF top-analysis-code jargon, we apply the following cuts on "TOPFND" 

variables: BR_CODE = 15 or -1; ZFLAG = 0; DILCD = 0. 

5. 3. 5 Kinematic variables 

Finally, we explain the specific techiques used to construct kinematic variables Mtvb 

and HT. 

The challenge in constructing Mtvb, or the invariant mass of the lepton, neutrino, 

and highest-Er ("leading") b-tagged jet in the event, i.e. 

lies in the fact that we need all three components of the neutrino momentum, yet we only 

have information on transverse missing energy (ET)· 
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To get around this problem, we constrain the lepton-neutrino invariant mass to the 

W-boson mass, 80.22 GeV fc2 [129] 12 : 

Since we have measurements forE,_, p£, Pvx, and Pvy, we can solve the resulting quadratic 

equation for the unknown Pvz· For the purposes of computing Pvz, we do not equate 

(pvx, Pvy) with the "version 4" muon-corrected (Erx, Ery) described in Section 5.3.1.3. 

Instead, we perform a much more careful computation of (pvx,Pvy), according to 

Pvx = -((Ef:;[on)x + ~)Ej:r)x + 1.6 · (Euce)x) 
jets 

Electron energies are corrected with CEMFIX. The sum over jets includes all jets with raw 

Er > 8 GeV and 1771 < 2.4. Jet Er's are corrected as described in Section 5.3.2 above. 

Unclustered energy Euce is defined as the negative sum of {raw lepton Er, rawEr of all 

jets with Er > 8 GeV, and lepton-corrected Er }. It is multiplied by K-factor 1.6. The 

origin of this factor is explained in [125]. 

In general, this process yields two solutions for Pz of the neutrino. We pick the 

solution with the smallest IPzl value, or, in the case of an imaginary solution, we retain 

Re(pz). Once we have Pz, it is straightforward to compute Mevb· 

The second key kinematic variable for this analysis, Hr, is constructed by summing 

the following quantities: 

• Primary electron(muon) Er(pr); 

• Muon-corrected ("version 4") Er; 

• Corrected 13 Er's for all jets with raw Er > 8 GeV and 1771 < 2.4. 
12This value is a bit out of date. The most recently-available value for the W mass is 80.419 GeV fc2 (2]. 

This miniscule inaccuracy does not affect the analysis. A general principle to keep in mind when discovering 
any sub-optimal feature of one's cuts after the fact is that "cuts are neither right nor wrong, they're smart 
or dumb." (K. Bloom) 

13Corrected with flavor-independent jet corrections (JTC96S). 

129 



5.4 Signal Acceptance and Yield 

Having chosen a set of specific cuts to implement our analysis strategy, we must 

now determine the numbers of signal events expected to pass the cuts. To do this, we apply 

the cuts to the Monte Carlo signal samples described in Section 5.1.2 and note the ratio of 

the number of events passing all cuts to the number of events generated. We define total 

acceptance Atot to be this fraction, Npass/ Ngenerated· Folded into Atot are all the individual 

acceptances for the various criteria the event must satisfy. That is, we can factorize Atot as 

Atot = BR(single top-+ lX) · fprt>20 X flep X fMET X fb-tag X fremovals X fMtvb 

where 

• BR(single top -+ lX) · Eprt>20 

represents the branching ratio of single top to a final state containing an electron or 

muon, which includes BR(W -+ ev), BR(W -+ J.LV), and extra efficiency 14 from 

W -+TV followed by T -+ lvtvr, times the efficiency for the lepton to have detector-

measured PT > 20 Ge V / c; 

• flep 

represents the efficiency of all the lepton-identification cuts, including geometric, kine-

matic, quality, and trigger requirements; 

= NPTt>20, passing lepton cuts/NPTt>20 

• fMET 

represents the efficiency of the requirement Er > 20 GeV; 

= NPrt>20, passing lepton cuts, miss. Er>2o/NPTt>20, passing lepton cuts 
14The terms efficiency and acceptance are essentially interchangeable. Both refer to the fraction of events 

passing a particular cut. 
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• f.b-tag 

represents the efficiency of the requirement that the event have one, two, or three jets 

withEr > 15 Ge V and 1111 < 2.0 and that at least one of these jets be SECVTX-tagged; 

= N ... and ~1 SVX tag/N ... and miss. ET>20 

• €removals 

represents the efficiency of the Z and dilepton removal requirements; 

= N ... and removals/N ... and >1 SVX tag 

• f.Mtvb 

represents the efficiency of the requirement that the event have 140 < Mtvb < 210 GeV /c2 ; 

=N /N - ... and Mtvb cut ... and removals 

= Npass all cuts/ Ngenerated· 

With this factorization, it is evident that Atot = Npass/Ngenerated· 

5.4.1 Data-to-Monte Carlo scale factors 

Since no Monte Carlo generator perfectly models every aspect of a given physics 

process, acceptances measured in a Monte Carlo sample are not exactly correct for real 

events. For example, in the cleaner Monte-Carlo environment, uncontaminated by multiple 

interactions, lepton-identification cuts might perform better than they would in a real event. 

Or else the Monte Carlo might overestimate the track multiplicity in b jets, making the 

Monte-Carlo-measured b-tagging rate appear too high. We compensate for such known 

shortcomings of our Monte Carlo by correcting our Monte-Carlo-measured efficiencies by 

the linear scale factors summarized in Table 5.6 below. With these corrections, 

Atot = BR(single top-+ fX) · f.PTt>20 X 

(sflep. f.lep) X f.MET X (sfb-tag. sflA. f.b-tag) X €removals X f.Mtvb 
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Effect 
Lepton trigger & ID efficiency 
b-tagging efficiency 
Run 1A SVX correction 

Scale factor 
sflep = 0.94 ± 10% 
sf b-tag = 1.0 ± 10% 
sfiA = 0.97 ± 1% 

Table 5.6: Data-to-Monte-Carlo scale factors used to correct acceptances. 

5.4.1.1 sftep: Lepton-trigger and ID-efficiency scale factor 

Lepton triggering and identification is more efficient in Monte Carlo than in data. To 

compensate for this effect, we degrade the Monte-Carlo-measured acceptance €tep by lepton-

trigger and ID-efficiency scale factor sftep = 0.94. This factor was derived in CDF Note 

3855 (119] by comparing the lepton-ID efficiency measured in Z ~ ll Run 1B data to that 

measured in a HERWIG W + ;::: 1 jet Monte Carlo simulation. The comparison was done 

separately for electrons and muons. The resulting ratios of efficiencies €data/€W+~lj MC 

were averaged over the expected abundances of electrons and muons in a tf-pair-production 

sample to yield average scale factor sf lep lB. (The relative abundances of electrons and 

muons in a single-top sample ought to be similar enough that the same scale factor applies.) 

This factor was further degraded to account for differences in W rates between Run 1A and 

Run 1B to yield the average sftep lA+lB = 0.94. 

Ref. [119] cites two sources of systematic uncertainty on sftep= a 9% uncertainty 

taken from CDF Note 3403 [130] and a 10% uncertainty taken from CDF Note 3481 [131]. 

In quadrature these yield 13.4%, or ±0.125. The second, or 10%, uncertainty is ascribed to 

uncertainty on the trigger efficiency used in the simulation. We retain this 10% uncertainty. 

However, we neglect the former, or 9%, uncertainty, for the following reasons: 

The 9% uncertainty taken from [130] represents the total impact of sources of sys-

tematic uncertainty such as jet Er scale, initial-state radiation (ISR), Mtop, etc. on tt 

acceptance Att· If we make the assumptions (a) that €data in {sftep = €data/€W+~lj Me} 

is fixed and {b) that f.W+~lj MC ~ €tf Me, then it is reasonable to ascribe this 9% un-

132 



certainty to sflep 15 . However, in this analysis, we will take into account the single-top 

acceptance uncertainty introduced by precisely the same list of systematic effects (jet Er 

scale, initial-state radiation, Mtop, etc.: see Section 9.2.) To do this and include the 9% 

error on sflep would be to double-count these uncertainties 16 . Thus we neglect the 9% and 

use sflep = 0.94 ± 10% as our lepton-trigger and ID-efficiency scale factor. 

5.4.1.2 sfb-tag: b-tag efficiency scale factor 

The method used to estimate the scale factor for correcting the Monte-Carlo-measured 

b-tag efficiency changed over the course of CDF Run lB. An initial study estimated the scale 

factor to be 0.87 per tagged event. However, a later study using improved methods derived 

the value 1.25 per tagged jet. The differences in method and philosophy between these 

two derivations of the b-tag-efficiency scale factor are summarized in CDF's official internal 

statement on the matter, CDF Note 4939, Godparents Report on the New tt Cross Sec-

tion Measurement in the Lepton + Jets Channel Using SECVTX Tags [132], Section 9. A 

major difference between these estimates is that the later study assumes the use of "track-

degraded" Monte Carlo, in which track-reconstruction performance is deliberately reduced 

to better mimic tracking in real data. Adopting the new official sf b-tag for this analysis 

was complicated by the fact that we use non-track-degraded Monte Carlo to model both 

signal and background. The informal recommendation of CDF Top Group experts under 

these circumstances has been to use b-tag-efficiency scale factor 1.0 ± 10%. In this section 

we attempt to put this choice on a firmer footing. 

CDF Note 4939 defines the data-to-Monte-Carlo b-tagging-efficiency scale factor as 
15Error propagation gives UsJ,.p = €data/€Mc x (u•Mc /€Me) = 9%sflep 
16The most correct strategy would have been to generate new samples of HERWIG W + 2:: 1 jet Monte 

Carlo, each with a separate systematic effect shifted, to recompute sf1.P for each, and to correct our 
systematically-shifted signal acceptances each by a separate scale factor. Since the systematically-shifted 
sf1.P's would tend to display the opposite fluctuations as the systematically-shifted signal acceptances, the 
net impact would be to reduce overall systematic fluctuations in signal acceptance. For example, sup-
pose turning off ISR improves lepton-ID efficiency for HERWIG W + ;::: 1 jet Monte Carlo. The same 
is likely true of signal Monte Carlo. Thus both €Me and Asignal will fluctuate up, so the product 
sflep X Asignal = (€data/€Mc) X Asignal will fluctuate less than if we had used a fixed sflep· Thus we 
conclude that our strategy of using a fixed sf1ep = 0.94 and incorporating systematic effects after the fact 
is, if anything, conservative. 
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the quantity in parentheses in the following expression: 

€tf _ €tf ( €~~ta) data - MC --ere-
f-MC 

f.~~ta' €'ftc are the efficiencies for tagging a b jet in a tt event for data and Monte Carlo, 

respectively. f.~~ta, €'i/c are the efficiencies for tagging a b jet in a low-PT electron sample 

for data and Monte Carlo, respectively. The text explains how to use the scale factor 

s:J _ (€ele /€ele ) . b-tag - data MC · 

Using track degraded MC ... this scale factor [is)1.25 ± 0.13 per b-jet for Run lB ... Note 
that [this) scale factor [is) specifically for the MC package ... which includes track degra-
dation. One can use [this) scale factor[] if track degradation is used by either the explicit 
use of the routine that removes tracks from the MC, or by taking account of the effect of 
track degrading by multiplying by 0.87 ± 0.07 ... All the error in the b-tagging efficiency 
is in the above scale factor[ ]. That is, if one had previously used the 0.87 factor and 
taken the b-tagging efficiency error to be 0.07, then one should now take no error in the 
0.87 and use instead the error in the ... [1.25 ± 0.13) scale factor. .. 

This passage tells us to use per-jet scale factor 1.25. In addition, we must apply per-event 

scale factor 0.87 since our Monte Carlo is non-track-degraded. Any uncertainty we ascribe 

to b-tag efficiency should derive solely from that on the 1.25 ± 0.13 scale factor, i.e. should 

be 10.4%. 

The first step in using new scale factor 1.25 is to convert this per-jet value into a 

per-event scale factor. This must be done separately for tt, Wg, and W*, since the tag 

efficiency will not necessarily be the same for the various b jets in each process. Each per-

event scale factor must then be multiplied by 0.87. If the informal Top Group prescription 

is correct, the final overall per-event scale factors thus obtained ought to be consistent with 

1.0 ± 10%. 

To derive the per-event scale factor for a particular process, we start from a sample 

of Monte Carlo events and measure the efficiency to tag each b jet in the event. Suppose the 

efficiency to tag the first b jet is e1 and the efficiency to tag the second b jet is e2. Suppose 

moreover that the efficiency to tag all other (non-b) jets in the event is zero. The efficiency 

to tag the entire Monte Carlo event is then 

event tag efficiency = probability that event has at least one tag 
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single-tag efficiency + double-tag efficiency 

The desired per-event scale factor is just the event tag efficiency for data divided by the 

event tag efficiency for Monte Carlo: 

al £ 
tag efficiency for data event event sc e actor = ___::::..._---.--=----,----
tag efficiency for MC event 

To obtain the tag efficiency for a data event, we start from the expression for the tag 

efficiency for a Monte Carlo event and correct the tag efficiency for each jet (ei) by the 

per-jet scale factor 1.25, i.e. 

The overall event scale factors thus derived, along with the Monte Carlo tag efficiencies used 

to derive them, are recorded in Table 5.7 for tt, Wg, and W*. Event scale factors in the 

third column of the table have been multiplied by the necessary track-degradation factor 

0.87. 

Process Tag efficiency for b jet 1 Event s.f. 
Tag efficiency for b jet 2 including x0.87 

tt 27.2 ± 0.2% 1.04 ± 0.09 
26.7 ±0.2% 

Wg 24.2 ±0.2% 1.07 ± 0.10 
6.5 ± 0.1% 

W* 24.8 ±0.2% 1.05 ± 0.10 
20.5 ± 0.2% 

Table 5.7: Event b tag scale factors for top processes. 

We conclude that the event scale-factor values in Table 5. 7 are consistent enough 

with the informal Top Group prescription of 1.0 ± 10% that we should continue to use this 
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value and uncertainty. In doing so we remain consistent with other published CDF analyses 

that use non-track-degraded Monte Carlo 17 . 

5.4.1.3 sf1A: Run lA correction 

Roughly 20% of our data was collected with the Run 1A SVX. Radiation damage 

suffered by this device reduced its b-tagging efficiency to 

el~tag = (0.855 ± 0.044)el~tag [130] 

To account for the reduced tagging efficiency in Run 1A data, we perform detector sim-

ulation on all Monte Carlo events using the parameters of the Run 1B SVX', then re-

duce the tagging efficiency by the luminosity-weighted average of el~tag and el~tag' namely 

(0.97 ± 0.01)el~tag [130]. 

The 10% uncertainty on the b-tagging-efficiency scale factor, in quadrature with the 

1% uncertainty on the Run 1A correction factor, gives overall b-tag-efficiency uncertainty 

10%. 

5.4.2 Signal acceptance and yield 

Scale-factor-corrected efficiencies (sf lep • f.lep), f.M ET, (sf b-tag · sf 1A · f.b-tag), €removals, 

and f.Mtvb' along with total corrected acceptance At0 t, are given in Tables 5.8 and 5.9. The 

values for Atot can be used to calculate expected yields in Run 1 data using the relation 

Yield= Nexpected = CTSM · J Cdt · Atot 

We use dataset size J Cdt = 106.0 pb-1 and cross sections CTSM from theory. In the case 

of electron events, it is valid to scale the product CTSM · Atotal by the full Run 1 luminosity 

because these events are selected by a hardware trigger 18 which is "'100% efficient [133]. 

Muon events, however, are selected by an assortment of prescaled triggers which are not 
17We note that, of course, the most-correct approach would be to re-do the entire analysis with track-

degraded Monte Carlo and to use the per-event scale factors from Table 5. 7 without the 0.87 degradation 
factor. 

18 A combination of CEM_l6_CFT _12 and MET_2Q 
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100% efficient. We incorporate the reduced effective luminosity for muon events by applying 

a muon trigger simulation sim_mutrig [134] to all Monte Carlo muon events and only 

counting events which pass this trigger simulation in our measured muon acceptance. The 

entire expected signal yield in Run 1 data is N8 = 4.3 events. 

Wg Acceptance Yield ( # events) 
Produced 180 
Lepton 8.7% 15.6 
Lepton+.iT 7.5% 13.6 
Lepton+ET+b tag 2.2% 4.0 
... and Z, dilepton removal 2.2% 3.9 
... and mass window cut 1.8% 3.2 
... W + 1jet bin 0.44% 0.80 
... W +2jet bin 0.81% 1.45 
... W + 3jet bin 0.41% 0.75 
TOTAL W+1,2,3 jet bin 1.7% 3.00 

Table 5.8: Acceptance and yield for Wg-fusion single top (aw9 = 1.7 pb) 

W* Acceptance Yield ( # events) 
Produced 77 
Lepton 7.8% 6.0 
Lepton+ET 6.8% 5.3 
Lepton+ ET+b tag 2.5% 2.0 
... and Z, dilepton removal 2.5% 1.9 
... and mass window cut 1.7% 1.4 
... W + 1jet bin 0.36% 0.28 
... W + 2jet bin 1.0% 0.79 
... W + 3jet bin 0.29% 0.23 
TOTAL W +1,2,3 jet bin 1.7% 1.29 

Table 5.9: Acceptance and yield for W* single top (aw• = 0.73 ph) 

The Wg-fusion and W* signal yields quoted above have both statistical and system-

atic uncertainties. These uncertainties are studied in Chapter 9 and are found to be 18.5% 

for J-tWg and 18.6% for J-tw•. (Section 9.2.2.) Thus 1-'Wg = 3.00±0.56 and J-tw• = 1.29±0.24. 
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Chapter 6 

Background Composition and Modeling 

Certain categories of non-single-top events are expected to pass the selection cuts 

described in the previous chapter. We group these surviving background processes under 

the headings "tt" and "non-top", where the former category refers to tl pair production 

and the latter to all other QCD and/or electroweak processes that can mimic the single-

top signature. In this chapter we describe the Monte Carlo samples we use to model the 

kinematics of the tl and non-top backgrounds and the techniques we use to estimate how 

many events of each type of background will pass our selection cuts. We conclude the 

chapter with a table summarizing the respective numbers of signal and background events 

expected to remain in the final sample after all cuts. 

6.1 tl Background to Single Top 

Since the lepton, ET, and b-tag cuts we use in this analysis were developed for CDF's 

tl search, it is not surprising that these cuts are efficient at retaining tl events. We will show 

in Section 6.2.2 how the additional cuts we apply to jet multiplicity and Ml.vb help reject 

tl events. Dilepton removal, i.e. removing events with evidence of a second lepton such as 

would have come from tl ~ elvl.l bf2V1.2b, further reduces background from tl. Nevertheless 

tl remains a major background to single top, particularly in the two- and three-jet samples. 
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6.1.1 Modeling the tl background 

To model the kinematic features of the tt background, we use a sample of tt Monte 

Carlo events generated by the CDF Top Group using HERWIG 5.6 (Table 6.1). Table 6.2 

lists the additional tt Monte Carlo samples we use for studies of systematic uncertainty. 

Process # evts generated Filenames 
tl 210,526 htt_vseL175..n.pad, n=a,b 

Table 6.1: Default tt background Monte Carlo sample. Generated with HERWIG 5.6. 

Process Effect # evts generated Filenames 
tl Mtop = 170 80, 000 htt_vseL170. pad 

Mtop = 180 80,000 htt_vsel_180.pad 

Table 6.2: tt background Monte Carlo samples used for studies of systematic uncertainty. 
Generated with HERWIG 5.6. 

In all these samples the W boson is permitted to decay to any final state, just as 

was the case for signal Monte Carlo, in order to account for extra acceptance from events 

with a final-state electron or muon but which did not come from W -t eve or W -t J.W~ 

(which came from, e.g., W -t TVr.) 

6.1. 2 tl background prediction 

To determine the number of tt background events expected to pass the selection cuts 

described in Chapter 5, we perform an acceptance calculation exactly as was done for signal 

in Section 5.4. We apply the cuts to the tt Monte Carlo sample, correct the acceptances by 

the appropriate data-to-Monte Carlo scale factors, multiply by the size of the CDF Run 1 

dataset, and normalize to the theoretically-calculated tt production cross section, according 

to 

Ntf, expected= aa. I Cdt. Atot 
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We use theory cross section Gtf = 5.1 pb (22]. The reason we normalize to a theoretically-

calculated value rather than the CDF-measured tl cross section Gtf = 6.5~U pb [135] is 

because implicit in the CDF measurement are assumptions about the single-top content 

of data, which is what we seek to measure in this analysis. The issue of tl background 

normalization is discussed more fully in Section 6.2.3.2. 

Table 6.3 lists the scale-factor-corrected efficiencies and yields for the tl background. 

We expect a total of 8.4 events from this background. 

6.1.3 Uncertainty on tt background prediction 

Uncertainty on the above tl background prediction arises from uncertainty on Gtf, 

I Cdt, and Atot· With regard to uncertainty on aa, Ref. [22] states the result aa; = 
5.06~g:~~ pb at ..jS = 1.8 Te V and Mtop = 175 Ge V f c2 , i.e. that there is 7% uncer-

tainty on Gtf, which is ascribed to scale dependence. However, the calculated value for Gtf is 

a function of top quark mass, as is shown in Figure 6.1. The Run 1 Tevatron measurement 

for the top quark mass is Mtop = 174.3 ± 5.1 GeV jdl [49]. From the plot in Figure 6.1 we 

estimate that this ±5-Ge V uncertainty on Mtop introduces an additional uncertainty on Gtf 

of .-v17% 1. In quadrature with the 7% this gives .-v18%. 

Next we must include uncertainty due to I Cdt and Atotal· Since our analysis cuts 

closely parallel those of CDF's standard tf analysis [136], we use the same acceptance 

uncertainty derived there (13.5% 2), except rounded up to 20% to account for integrated-

luminosity uncertainty. Lastly, we take into account the fact that the standard CDF tf 

analysis does not include a cut on Mlvb as we do in this analysis. To estimate the addi-

tional uncertainty introduced by this cut, we recompute the tt background prediction from 

HERWIG samples (listed in Table 6.2) in which Mtop = 170, 180 GeV/c2 respectively. We 

compare the shifted-Mtop background predictions to the nominal and take the larger per-
1To estimate the additional uncertainty introduced by tSmt, we note the values of Utf that correspond to 

174 + tSmt and 174- tSmt and take a generous interpretation of the average difference from the nominal ua, 
i.e. ~17%. 

2Table II, p. 12, of [136] cites Etotal = 0.037 ± 0.005 in the SVX-tagged Jepton+jets channel, or 13.5%. 
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tt Acceptance Yield ( # events) 
Produced 540.6 
Lepton+Er 14.9% 80.68 
... W + Ojet bin 0.03% 0.15 
... W + 1jet bin 0.66% 3.59 
... W + 2jet bin 3.2% 17.48 
... W + 3jet bin 5.2% 28.22 
... W + :2: 4jet bin 5.8% 31.23 
Lepton+Er+b-tag 6.6% 35.76 
... W + 1jet bin 0.18% 0.97 
... W + 2jet bin 1.3% 7.04 
... W + 3jet bin 2.3% 12.54 
... W + :2: 4jet bin 2.8% 15.21 
After Z removal 6.5% 35.06 
... W + 1jet bin 0.17% 0.94 
... W + 2jet bin 1.3% 6.84 
... W + 3jet bin 2.3% 12.25 
... W + :2: 4jet bin 2.8% 15.04 
After dilepton removal 5.5% 29.91 
... W + 1jet bin 0.11% 0.60 
... W + 2jet bin 0.86% 4.62 
... W + 3jet bin 1.9% 10.37 
... W + :2: 4jet bin 2.6% 14.32 
After mass window cut 3.2% 17.37 
... W + 1jet bin 0.04% 0.21 
... W + 2jet bin 0.42% 2.27 
... W + 3jet bin 1.1% 5.90 
TOTAL W+1,2,3 jet bin 1.6% 8.38 

Table 6. 3: tt background prediction. 

centage difference ( 17%) as the additional if-acceptance uncertainty due to the Mevb cut. 

Adding these contributions in quadrature (18% EB 20% EB 17%), we assign total uncertainty 

32% to our tt background prediction. 
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Figure 6.1: Total tt production cross-section in pp collisions at .jS = 1.8 TeV, as a function 
of the top-quark mass. Dashed lines: NLO result; solid lines: NLO+NLL result. Upper 
lines: JJ- = mt/2; lower lines: JJ- = 2mt. Figure and above caption text taken from [22). 
We use this plot to estimate the additional uncertainty on O'tf introduced by top-mass 
uncertainty. 

6.2 Non-Top Background to Single Top 

Unlike the tt background, which consists of a single well-defined process (strong-

interaction tt pair production), the background we call "non-top" is a collection of disparate 

processes whose only common feature is that they all possess the signature of-though 

perhaps not the actual presence of-a leptonically-decaying W boson and a b jet. Such 

events can survive our lepton, Er, and b-tag requirements and contaminate the final sample. 

The largest contributor to the non-top background is direct production, through 

QCD and electroweak vertices, of a real W boson along with heavy-flavor quarks. Tree-

level diagrams for direct W +heavy flavor production, which we call "Wbb/W ce'' and "W c", 

are shown in Figures 6.2 and 6.3. Analogous processes in which a leptonically-decaying 

142 



q q w 

b,c 

q' g 

b,c 

Figure 6.2: Sample tree-level diagrams for Wbb/W cc production. 
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Figure 6.3: Diagram for W c production. 

Z boson is substituted for the W (and one decay lepton is lost) also contribute, though 

to a much smaller degree. In addition to direct W /Z+heavy flavor production, small 

contributions come from "diboson" production (WW, WZ, ZZ) where one boson decays 

to a lepton and the other to heavy-flavor quarks (Figure 6.4) and from qij-+ Z-+ TT, since 

the r lifetime can lead to a secondary vertex. 

The remaining contributions to the non-top background come from events which fake 

W,Z 

q 

q 

W,Z 

Figure 6.4: Diagram for diboson production. 
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the signature of either an electroweak boson or a heavy-flavor quark. The fake-electroweak-

boson type of event, known as "non-W" (where we really mean "non-W or Z") contains a 

lepton and missing Er from some other source, such as from direct bb production followed 

by semileptonic decay of one b. While it would be unusual for this process to give rise to 

a lepton sufficiently energetic and isolated to pass our cuts, bb production is copious at a 

hadron collider. Finally, the fake-b-quark category of events, known as "mistags", are simply 

W +light flavor events (substitute light quarks for the b's or c's in Figures 6.2 and 6.3) in 

which a light-quark jet is mistakenly identified as a b by the SECVTX b-tagging algorithm. 

So abundant is the production of W +light-quark jets that even a small SECVTX fake rate 

makes for a significant background from mistags. 

6.2.1 Modeling the non-top background 

To model the kinematic features of the non-top background, we use a VECBOS [137]-

generated sample (Table 6.4) of W + 2-jet events in which the two quarks were forced to 

be bb. Events were sent through HERPRT to model parton showering and fragmentation. 

In this sample theW boson was forced to decay to eve. However, since--in contrast to the 

Process # evts generated Filenames 
Wbb 107,973 v2bmrgbb_vec..n.hqfl, n•Ol, ... ,50 

Table 6.4: Wbb Monte Carlo sample (Courtesy of F. Ptohos). Generated by VECBOS with 
force bb option; used to model kinematic features of all sources of non-top background. 

cases of signal and tt Monte Carlo-we will not use this sample to calculate an acceptance 

for the non-top background but only to model its kinematic behavior, we need not worry 

about accounting for theW--+ J.WJ.L channel or extra acceptance from W--+ rv7 • Instead we 

will normalize to a standard CDF non-top background estimate known as the "Method 2 

background calculation." The subject of non-top background normalization is addressed in 

Section 6.2.3. 
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Comparing VECBOS Non-Top Model to Data in W+1j Bin 
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Figure 6.5: Check of VECBOS non-top background model in the W + lj bin after all cuts 
except Mlvb· Points are CDF data, line is VECBOS. VECBOS distributions normalized to 
CDF Method 2 prediction (65 events.) K-S probability of agreement for Hr distributions: 
2%; for Mlvb distributions, 29%. 

6.2.1.1 Validity checks of non-top background modeling 

The choice to use VECBOS Wbb Monte Carlo to model all sources of non-top back-

ground is reasonable, since WbbjWcc production is the largest single contributor to the 

non-top background 3 . However, we cannot necessarily expect Wbb to reproduce accurately 

the kinematics of such diverse processes as WW, W c, and direct bb. To check that VECBOS 

Wbb adequately models the mix of processes that make up the non-top background in data, 

we compare two relevant kinematic distributions predicted by VECBOS to the correspond-

ing distributions in data after all cuts except Mlvb (Figure 6.5.) We restrict our attention 

to the W + lj bin, where the top content of data is expected to be very small. The good 

agreement we observe between data and Monte Carlo model leads us to conclude that our 

use of VECBOS to model all non-top backgrounds is acceptable. 
3Section 6.2.3, Table 6.6 lists the bin-by-bin predictions for all processes contributing to the Method 2 

background calculation. 
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In Chapter 9 we assign a systematic uncertainty associated with using VECBOS Wbb 

to model all non-top backgrounds. We estimate this "Background Model" systematic by 

assessing the impact on our measured a single top of switching between an all-VECBOS-Wbb 

background model and a model that combines VECBOS Wbb and PYTHIA W c. Table 6.5 

lists the W c Monte Carlo files that were generated for this purpose. 

Process # evts generated # passing filters Filenames 
We 4,210,372 30,000 pvc..n.pad, n=1, ... ,4 

Table 6.5: W c Monte Carlo sample used for studies of systematic error on non-top back-
ground model. Generated using PYTHIA 5.6 process fg-+ f'W. Two GENP filters applied: 
the usual requirement of a 15-GeV lepton with 1'71 :::; 3.0 plus the additional requirement of 
a 10-GeV cor c quark with 1'71 :::; 2.0. 

6.2.2 Background kinematics 

Figures 6.6 and 6.7 demonstrate the usefulness of the jet-multiplicity cut in rejecting 

tl and the Mtvb-window cut in rejecting both tf and non-top background events. Figure 6.6 

shows the jet multiplicity in signal and background events after W selection and b tagging. 

Note that while signal resides chiefly in the one-, two-, and three-jet multiplicity bins, the 

tl background prefers the three-jet and higher multiplicity bins. 

Figure 6. 7 shows the invariant mass Mtvb of the lepton, neutrino, and leading b-

tagged jet for signal and background events after W selection and b tagging. The cut 

window 140 < Mtvb < 210 GeV fc2 clearly discriminates against the non-top background. 

Note that it is also effective against the tl background, despite the fact that real top quarks 

are present in tl and single-top events alike. This is because the more-complicated tl final 

state {nominally lvtbbqq') reduces the chances that the l, Vt, and leading b-tagged jet will 

have all come from the same t quark, broadening the distribution of reconstructed Mtvb 

compared to single top. This effect was first anticipated in Ref. [13]. 

Figure 6.8 shows the distributions of the HT variable for signal and background 
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Figure 6.6: Jet multiplicity in signal and background events. Solid line is single-top signal 
(weighted sum of Wg and W*); dashed is tl; dotted is non-top. All histograms normalized 
to 1. The jet multiplicity ::; 3 cut helps reject tl. 
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Figure 6. 7: Reconstructed mass of lepton, neutrino, and leading b jet in signal and back-
ground events. Solid line is single-top signal (weighted sum of Wg and W*); dashed is 
tl; dotted is non-top. All histograms normalized to 1. Note that the Mtvb cut window 
discriminates against both tl and non-top backgrounds. 
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Figure 6.8: Hr distributions for signal and background after all analysis cuts. Solid line 
is single-top signal (weighted sum of Wg and W*); dashed is tl; dotted is non-top. All 
histograms normalized to 1. 

after all analysis cuts. This plot underscores the usefulness of Hr for a combined single-top 

search. We saw in Figure 5.12 that the distributions for Wg and W* signal are virtually 

indistinguishable; here we see that signal Hr is also reasonably separated from backgrounds. 

6.2.3 Non-top background prediction 

We now address the topic of normalization of the non-top background. While for 

signal and for the tl background we normalized Monte-Carlo-calculated acceptances to 

theoretically-predicted cross sections, this is not feasible for the diverse collection of pro-

cesses we call "non-top". {While, e.g., the theoretical cross section for diboson production is 

known, the concept of cross section for the mistag background is not well-defined.) Instead, 

to estimate the non-tf background to single top, we rely on the background calculation 
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from another CDF analysis which had the same lepton, Er, b-tag, Z, and dilepton cuts we 

use [128). 

6.2.3.1 CDF "Method 2" calculation 

This calculation, first described in CDF internal notes [138) and [139) and known 

as the "Method 2" background calculation, relies on a mixture of techniques to estimate 

the various contributions to the non-top background. Contributions from processes with 

well-defined cross sections, such as diboson production, are calculated from Monte Carlo 

normalized to theory predictions just as is done in this analysis for signal and for tl back-

ground. The Z-+ rr contribution is estimated from Monte Carlo normalized to the CDF-

measured Z cross section. Contributions from processes with less-well-known (in the case 

of W +heavy flavor) or ill-defined (in the case of the mistag and non-W backgrounds) cross 

sections are estimated with reference to the data. 

The direct W / Z +heavy flavor rates are obtained from Monte Carlo normalized to 

data. In the case of Wbb, Monte Carlo is used to derive two ratios, F1~ttl and F2~t;t), 

representing the fraction of direct W +jets events in the Njet bin containing, respectively, 

exactly one or two final-state jets with (a) Er > 15 GeV and (b) a GENP-level b hadron 

within a conesize of !:l.R = 0.4 about the jet axis. Since the available Monte Carlo models 

have complementary strengths and weaknesses, different approaches-and different Monte 

Carlo programs-are used to calculate the two ratios: HERWIG W + 1 jet with parton shower 

to derive F1, and VECBOS with forced bb to derive F2. Tagging efficiencies d~ttl and 

t:2~t;t) are also derived from Monte Carlo for the one- and two-b-jet classes of event. Then 

these ratios are normalized to the number of W +jets events in data to obtain the expected 

number of tagged Wbb events in each jet-multiplicity bin, according to 

N[N~et) = N[Njet) {F1[Nj_:t] 1[Nj_:t) + F 2 [Nj_:t) 2[Nj_:t)} 
Wbb W X Wbb X f Wbb Wbb X f Wbb 

In the above expression NWjet) is the number of events from direct W +jets production in 

theN jet data bin. Direct W +jets is not the only source of W candidates in data, however. 

To calculate Nw, we count the total number Ndata of W candidates in data and subtract the 
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contributions from all sources other than direct W +jets production. These other sources 

include non-W, diboson, Z -t TT, and top: 

N[Njet] = N[Njet](l _ p[Njet] ) _ N[Njet] _ N[Njet] _ N[Njet] 4 
W data non-W dzboson Z-tTT top 

p[Njet] is the fraction of W candidates that are not real W events. Estimation of the non-W 

non-W background is discussed below. 

The calculation of the W cc background, Nl.fjtl, is exactly analogous. The W c 

calculation is also similar, namely 

N[Njet] _ N[Njet] {p,[Njet] X [Njet]} 
We - W X We €tag 

where Fwc is the fraction of W+jet events from We, estimated from HERWIG W+l jet 

with parton shower. Calculation of the analogous direct Z+heavy flavor rates is essentially 

similar, though with a few additional complications [139]. The crucial point regarding all 

these calculations is that while Monte Carlo simulation is trusted to provide the fraction 

of the W + N jet bin that each type of event occupies, the overall normalization must be 

obtained from data. 

For the backgrounds we call mistag and non-W, no adequate Monte Carlo model 

even exists, so these rates are estimated entirely from data. Mistags are estimated by 

parameterizing, as a function of Er and track multiplicity, the probability that a light-

quark jet will be misidentified as a b. This parameterization is derived from the - Lxy 

tagging rate in generic-jet events. (Of course, only vertices with +Lxy are counted as true 

b tags. But the rate of + Lxy tags in generic jets is not a good measure of the mistag rate, 

because it consists of both mistags and real tags from the real heavy flavor in the sample. 

- Lxy tags, however, ~ all fake since they come from a coincidence of tracks rather than a 

real secondary vertex. Light-quark jets are equally likely to have - Lxy as + Lxy tags. Thus 
4This expression is a simplification-the LHS should really be Nw + Nz, where Nz is the number of 

Z+jets events where the Z decays to ee and is mistaken for a W. The equation then becomes 

Nw = Ndata(l- Fnon-W)- Ndiboson- Nz-+rr- Ntop 
l+Nz/Nw 

where the ratio Nz fNw is obtained from Monte Carlo [140]. 
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the - Lxy rate in generic jets is an approximation of the + Lxy rate for light-quark jets, i.e. 

the mistag rate.) Thus to obtain the mistag contribution for a given set of data events, this 

mistag probability is computed for each jet in each event and summed over all events in the 

sample. 

Finally, the non-W background is estimated using a technique known as the "Isola-

tion vs. Missing Er" method [141]. The scatterplot for pretagged events of isolation of the 

primary lepton vs. Er of the event is divided into four regions: 

• Region A: Er :::; 15 GeV and iso :::; 0.1 

• Region B: Er :::; 15 GeV and iso 2': 0.2 

• Region C: Er 2': 20 GeV and iso 2': 0.2 

• Region D: Er 2': 20 GeV and iso :::; 0.1 (W signal region) 

The assumptions are made (1) that real-W events are confined to Region D and (2) that non-

W events are distributed among all four regions with no correlation between isolation and 

1/r. With these assumptions, an estimate of the number Nn,non-W of non-W background 

events in the W-signal region is provided by (NA x Nc)/NB. The non-W fraction in this 

region Fnon-W (which is needed to calculate Nw) is then Nn,non-w/Nn, or Fnon-W = 

(NA x;~)/Ns. Next the tagging rate, defined as the ratio of tagged jets to taggable jets, is 

computed for Region A, the region most analogous to the signal region. By counting the 

number of taggable jets in Region D and multiplying by the tagging rate and Fnon-w, the 

number of tagged non-W events in Region D is estimated 5 . 

The Method 2 calculations of [128] for the contributions of the various sources of 

non-top background in the tagged W +jets sample after Z and dilepton removal are given 

in Table 6.6. 
5 Since (taggable jets)x {tagging rate) is in units of tagged jets and Fnon-W is in units of events, Ref. [141) 

seems to have left out a piece of information on the number of tagged jets per tagged event (perhaps assumed 
to be 1 ?), but the general idea can be discerned. 
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Source W+1jet W+2jet W+3jet 
Mistags 18 ± 7 6.3 ± 2.6 1.6 ± 0.6 
Wbb/Wcc 18 ± 7 9.0 ± 2.5 1.7 ± 0.5 
We 17±6 4.3 ± 1.5 0.6 ± 0.2 
Zbb/Zcc, Zc 1.5 ± 0.5 0.7 ±0.3 0.2 ± 0.1 
Diboson, Z -+ TT 1 ± 0.4 1.4 ± 0.5 0.3 ± 0.1 
Non-W 9±4 2.3 ± 1.0 0.8 ± 0.4 
;:::: 1-SVX-tag events 65 ± 13 24 ±4.5 5.2 ± 1.1 
After mass window cut 37.4 13.9 2.7 
TOTAL W+l,2,3j 54± 12 events 

Table 6.6: Numbers of tagged non-top background events in CDF Run 1 data predicted by 
Method 2 calculation of [128]. The mass window cut is discussed in Section 6.2.3.3. The 
±12 uncertainty cited in the last line of the table is explained in Section 6.2.4. 

6.2.3.2 Dependence of Method 2 numbers on assumptions about single-top 

content of data 

It must be noted that CDF's Method 2 background calculation is dependent on 

assumptions about the single-top content of data for the same reason CDF's tt cross sec-

tion measurement was. However, we will show in this section that while the single-top 

assumptions could not be neglected in the case of the tt prediction, they can in the case of 

the non-top prediction, so that it is still valid to use the Method 2 numbers despite their 

dependence on these assumptions. 

CDF measures the tt cross section using an iterative procedure [142] inextricably 

linked to the Method 2 background calculation. First, a Method 2 calculation is performed 

in which at'£ is taken to be 0.0 pb, i.e. tl production is assumed to contribute zero events 

to Ndata, the total number of W candidates in data. Therefore to calculate Nw (the 

number of events from direct W +jet production, which appears in the expressions for 

Nwbb• Nwcc., and Nwc), we count Ndata and subtract the contribution from all sources 

other than direct W+jets production-non-W, diboson, Z -+ TT, single top, but not tt: 
Nw = Ndata(1- Fnon-W)- Ndiboson- Nz-trr- Nsingle top· From this Nw, all the various 

Method 2 backgrounds (Nwbb• Nwcc., etc.) are calculated. The excess of tagged data events 
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over this predicted background in theW+ 2:: 3-jet bin is used to estimate Otf. The Method 2 

calculation is redone using this new, nonzero value of oa; and the process is iterated until 

a stable value of Of£ is reached. 

Since Nsingle top is among the non-W +jets contributions that must be subtracted 

from Ndata in the above calculation of Nw, both the Method 2 background and the measured 

tl cross section depend on assumptions about single top. Typically, Nsingle top is obtained 

from Monte Carlo normalized to a theory prediction for a single top· This poses a problem for 

an analysis attempting to measure a single top· However, it can be shown with some algebra 

that while the predicted number of tt events Na depends fairly sensitively on the single-top 

cross section, this is not true of the predicted number of non-top events Nnt· Appendix A 

of Ref. [143) proves this for the W +2-jet bin after tagging. Defining x to be the ratio 

between the single-top cross section in the data to that predicted by theory, Ref. [143) uses 

information on the pre- and post-tag composition of the W + 2-jet and W + 2:: 3-jet samples 

to derive expressions for the tt and non-top normalizations in the tagged W + 2-jet sample 

as a function of x. Ref. [143) shows 6 that in the tagged W +2-jet bin, 

Ntl,2,SVX = 4.12- 0.15 x (x- 1) 

Nnt,2,SVX = 25.2- 0.11 X (x- 1) 
-----------------------------

6Ref. [143] defines six variables: 

• Nwzj, ;::a, number of W, Z+jets events in the pretag W + 2: 3 sample; 

• Na, ;:: 3 , number of tt events in pretag W + 2: 3; 

• Nwzj,2, number of W,Z+jets events in pretag W+2; 

• Ntt, 2, sv x, number of tt events in tagged W +2; 

• Nnt, 2, sv x, number of non-top events in tagged W +2; 

• x, the ratio of single-top cross section in data to theory; 

and writes five equations using these variables, for the following quantities: 

• number of events in pretag W + 2: 3; 

• number of events in tagged W + 2: 3; 

• number of events in pretag W + 2; 

• number of tt events in tagged W + 2; 

• number of non-top events in tagged W + 2; 

using information from the Method 2 pre- and post-tag tables of Ref. [142]. Next, Ref. [143] solves for 
Na, 2, svx and Nnt, 2, svx in terms of x. 
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If we increase x from 1 to 10, i.e. if the data contains ten times more single top than 

expected, Ntl changes by 33% while Nnt changes by only 4%. Clearly it is acceptable to 

neglect the non-top prediction's dependence on an assumed single-top cross section but 

not the tt prediction's. While [143] makes this argument for the W +2-jet bin only, we 

generalize the procedure of using pre- and post-tag information from bins N and N + 1 to 

derive expressions for the tt and non-top normalizations in the tagged bin N as a function 

of x to the cases of N = 1 and N = 3, i.e. for theW+ 1-jet and W +3-jet bins 7 . Summing 

the results across all three bins, we show that the same conclusion holds for the SVX-tagged 

1, 2, or 3-jet bin: that it is safe to neglect the non-top prediction's single-top dependence 

but not the tt prediction's. 

6.2.3.3 Effect of Mlvb cut 

The only remaining obstacle to using the Method 2 numbers of [128] is the fact 

that that analysis does not apply a cut on reconstructed top mass Mlvb as we do. To 

estimate the amount of non-top background that survives this additional cut, we measure 

the efficiency of this cut on our VECBOS Wbb sample. We measure the efficiency separately 

for each jet-multiplicity bin. These efficiencies are summarized in Table 6. 7 and applied 

in the second-to-last line of Table 6.6. That is, we scale the total prediction in each bin 
7In the W + 1-jet bin, we obtain the equations 

and in the W + 3-jet bin, 

Ntt, 1, svx = 0.95- 1.03 x (x- 1) 
Nnt, 1, SVX = 63.4- 0.064 X (x- 1) 

Ntr,3,SVX 

Nnt,3,SVX 

9.71-0.118 x (x -1) 
5.74-0.032 x (x- 1) 

Summing the results across all three bins, we obtain 

Ntr,123,SVX 14.75-1.41 x (x -1) 
Nnt, 123, SVX = 94.3- 0.21 X (x- 1) 

so that a tenfold increase in the single-top cross section reduces the tt prediction for the W + 1, 2, or 3-jet 
bin by 86% but the non-top prediction by only 2%. 

154 



Bin EMlvb cut 
W + 1jet 57.6% 
W + 2jet 57.9% 
W + 3jet 52.0% 

Table 6.7: Bin-by-bin efficiency of Mevb cut for non-top background. 

{third-to-last line of Table 6.6) by the appropriate efficiency from Table 6.7: 

NM2 after= EMlvb cut· NM2 before 

We expect a total of 54 events from non-top backgrounds. 

6.2.4 Uncertainty on non-top background prediction 

To obtain the total non-top background prediction, we add across the jet-multiplicity 

bins of Table 6.6. This yields 94.2 events before the cut on Mevb· To estimate the uncertainty 

on this value, we must consider the impact of bin-to-bin correlations. While the correlation 

matrix for the background uncertainties found in [128] is not available, the correlation 

matrix for the uncertainties of a very similar Method. 2 background table may be found 

in [139]. A portion of this correlation matrix is reproduced below {Table 6.8). Assuming 

W + 1jet 
1.00000 
0.85748 
0.78414 

W + 2jet 
0.85748 
1.00000 
0.93922 

W + 3jet 
0.78414 
0.93922 
1.00000 

Table 6.8: Correlation matrix for Method 2 background uncertainties. From [139]. 

these correlations are approximately valid for the Method 2 calculation of [128], we derive 8 

that the uncertainty on the sum of the three jet-multiplicity bins is ±18.0, or 19.1 %. {Note 
8 We use the fact that for f(x,, X2, xa) = x1 +x2+xs, fJ/ 2 = u;, +u;2 +u;3 +2p., 1 ., 2 u., 1 u., 2 +2p., 1 .,3 u.,, u., 3 + 

2p.,2 ., 3 u.,2 u.,3 • 
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that if we neglected bin-to-bin correlations, we would have found the uncertainty on the 

total value to be ±13.8, or 14.7%.) 

We must also include uncertainty associated with the additional Mtvb cut. We 

measure the efficiency of this cut using VECBOS Wbb and assume that this efficiency is 

valid for all sources of non-top background. As an estimate of the additional uncertainty 

this introduces, we test the effect on the efficiencies in Table 6. 7 of shifting the Mtvb 35-

GeV jc2 cut window, nominally centered at 175 GeV jc2 , up or down by 5 GeV jc2 . We find 

this introduces an additional uncertainty on the 54 events of ±6 events, or 11%. Adding 

this in quadrature with the previous 19% uncertainty, we assign 22% uncertainty to our 

non-top background prediction. 

6.3 Summary: S /B 

The predicted amounts of signal and background, along with their uncertainties, 

are summarized in Table 6.9. We conclude that after applying our selection cuts to CDF 

Process W + 1 jet W + 2 jet W + 3 jet W + 1,2,3 jet 
Wg 0.80 1.45 0.75 3.00±0.56 
W* 0.28 0.79 0.23 1.29 ± 0.24 
tt 0.21 2.27 5.90 8.38± 2.68 
non-top 37.4 13.9 2.7 54±12 
Total 38.7 18.4 9.6 66.7 

Table 6.9: Predicted numbers of signal and background events after analysis cuts. 

Run 1 data, we expect roughly 4.3 single top signal events to remain, on a background of 

62 non-top and tt events. 

These predictions for Sand B can then be used to determine a priori whether we 

expect to have sufficient statistical sensitivity to observe single top, and if so, then with 

what accuracy we might be able to determine a benchmark Standard-Model parameter such 

as Vib· As Ref. [20] points out, the figure of merit is not the same for these two goals: 
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The statistics for discovering a signal are different from those for measuring its cross 
section. To claim a discovery, one needs to demonstrate that the signal is not consistent 
with a fluctuation in the background. The discovery significance is therefore governed 
by ... S / ..Jlj, On the other hand, the accuracy with which a cross section can be measured 
is limited by the fluctuation in the total number of expected events in the signal region, 
S +B. Thus the fractional uncertainty on the measured cross section is JS + B/S. 

The a priori numbers we obtain for S and B yield a signal-to-background ratio of 

approximately 1 : 15; S/v'B = 0.5. Clearly, the CDF Run 1 data sample does not have 

sufficient sensitivity to observe Standard-Model single-top production. Therefore in this 

analysis we will set an upper limit on the cross section. 
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Chapter 7 

Fit Method 

In previous chapters we discussed a kinematic variable, Hr, which is identical for Wg 

and W* signal yet well-separated from backgrounds. In this chapter we describe how the Hr 

distribution can be used to measure the signal content of data. We construct a distribution 

which is a superposition of the single-top, tl, and non-top Hr shapes and find the single-

top and background normalizations such that if the N events observed in data were chosen 

from respective single-top and background Poisson distributions having those means, the 

likelihood of observing these particular data would be maximized. This technique is called 

"maximum likelihood fitting" and we speak of "fitting the data" to extract the single-top 

content. After describing the maximum-likelihood fit technique, we describe checks of fit 

performance. Finally, we note that when we apply this fit to CDF Run 1 data, we expect 

from the S / B calculations of the previous chapter that the statistical precision on the signal 

normalization returned by the fit will be poor. In a later chapter we show how to use the 

likelihood-fit technique to obtain an upper limit on the single-top content. 

7.1 Derivation of the Likelihood Function 

Our data is of the form of measured values of a variable--call it x for simplicity-for 

each of N observed events. We assume that each event is either from signal or background, 

i.e. N = Ns + Nb, and that N 8 and Nb are themselves distributed according to Poisson 
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distributions about unknown means n 5 , nb· We further assume that we have an independent 

estimate f..Lb of the mean background content nb of our sample. In this section we derive [144] 

the general form of a function £ that expresses the joint probability of observing these N 

data events at their respective values {xi} of variable x. £, which we call the unbinned 

likelihood function, is a function of unknown Poisson means n 8 , nb; if we permit ns and nb to 

vary, those values n~Ax, nf:Ax at which£ achieves its maximum are our best estimate of the 

signal and background content N 8 , Nb of the sample. Finally we apply this general treatment 

to the case of extracting a measurement of single-top content from the Hr distribution of 

CDF data. 

7.1.1 General form of£ 

The likelihood function £ consists of two factors: £ = £Poisson/shape x LGaussian· 

The first factor, £Poisson/shape> embodies the shape information from the x-distributions for 

signal and background (which distributions we call templates) and the Poisson behavior of 

the respective amounts of signal and background about unknown means ns, nb· The second 

factor, LGaussian, incorporates the additional information from the independent background 

calculation. 

7.1.1.1 Constructing LNm<Sk{xk}: Known m, Known Arrangement 

We construct £Poisson/shape in a series of steps, starting with simpler artificial cases. 

First we consider the probability of observing a particular arrangement of N events-say 

sbbsb . .. ssb--in which m events are signal, N - m are background, and each event has its 

respective observed x value. Let Ok = 1 if the kth event is from signal, 0 if from background. 

Let the respective density functions (templates) for signal and background be f 8 (x), fb(x). 

The probability of observing this arrangement can be written as 

LNmok{xk} = (Poisson probability of observing m = L:f=1 ok signal events in any order) x 

(Poisson probability of observing N - m background events in any order) ..;-

(binomial coefficient (;;:) expressing number of ways in which m signal can be 
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That is, 

chosen from N total, since we seek P for one particular arrangement) x 

(probability that event 1 has x-value between x1, x1 + dx1) x · · · x 

(probability that event N has x-value between XN, XN + dxN) 

-n. m -nb N-m 1 
e m~s e(N :bm)! (;;:) [(!s61 (xl)/b1

-
61 (xl)dxl) ··· (!s 6N(xN)fb

1
-

6
N(xN)dxN )] 

e-(n.+n&) N 
N! nsmnbN-m II fs 6k(xk)fb 1- 6k(xk)dxk 

k=l 

7.1.1.2 Constructing .CNm{xk}: Known m, Unknown Arrangement 

Of course in a real data sample, the arrangement of which events ares and which are 

b is not known. To construct the probability .CNm{xk} of observing any arrangement of N 

events in which mare signal and all the x-values are those observed, we sum .CNmok{x~r.} over 

all possible sequences which give m signal events, i.e. over sequences for which 81 + .. . +8N = 

m. That is, 

.CNm{xk} = L .CNm6~r.{xk} 
OJ+ ... +ON=m 
e-(n.+n&) N 

N! nsmnbN-m L II J/k(xk)fb 1- 6k(xk)dxk 
61 + ... +ON=m k=l 

7.1.1.3 Constructing .CN{x~r.}: Unknown m, Unknown Arrangement 

Finally we are in a position to write down the likelihood function for the situation 

we face in real data, in which only the total number of events Nand the individual x-values 

{ xk} are known. Both the arrangement of signal and background events and the number 

of signal mare unknown. This probability .CN{xlr.} is the sum of .CNm{xk} over all possible 

values of m, i.e. 
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The bracketed portion [] of the above equation can be expanded, and terms regrouped, to 

give 

so that 

By construction, the function .CN{xk} embodies the shape information from density functions 

fs, fb and the Poisson behavior of the numbers of signal and background about unknown 

means ns, nb. This is the desired LPoissonfshape· 

7.1.1.4 .Caaussian: Incorporating an independent background calculation 

If we have an independent estimate of the amount of background present in our 

sample, we ought to incorporate that information into the likelihood function. Specifically, 

suppose we have an estimate JLb with uncertainty a JJ.b of the unknown Poisson mean nb. To 

add this information to our likelihood function, we introduce an extra term .Coaussian: 

The term .Caaussian introduces a Gaussian penalty for unknown Poisson mean nb to go 

too far from expected Poisson mean JLb, within the uncertainty a JJ.b on that estimate of 

the expected Poisson mean. The complete likelihood function is then .C = £Poisson/shape x 

LGaussian · 

7.1.1.5 Corollary: Interpretation of n~Ax, nrAx returned by a likelihood fit 

It is useful to review the implications of the above derivation of the unbinned likeli-

hood function .C for our understanding of the meaning of fit parameters n 5 , nb. Specifically, 
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we note that n 5 , nb appearing inC are not N 5 , Nb-the actual numbers of signal and back-

ground in our particular sample--but are rather the Poisson means about which N 5 and 

Nb are assumed to be distributed. We permit these unknown Poisson means n 5 , nb to vary 

and we find the values n~Ax, nf:Ax at which C achieves its maximum. 

Therefore the correct interpretation of parameters n~Ax , nf:Ax returned by the fit is 

"those Poisson means such that if theN events observed in this experiment were chosen from 

respective signal and background Poisson distributions having those means, the likelihood of 

observing these particular data would be maximized." A wrong interpretation of parameters 

n~AX, nf:Ax returned by fit is "the actual amounts N 5 and Nb of signal and background in 

this experiment." All we can know about Ns and Nb are n;'Ax and nf:Ax. In practice, we 

assume 

nf:Ax --* best guess at Nb 

as our best estimate of the signal and background content of the sample. This is valid 

because the most-probable value of a Poisson-distributed variable is the Poisson mean. 

These observations have implications for applying background constraints. As dis-

cussed above, we Gaussian-constrain fit parameter nb to J..Lb within uncertainty u~b in order 

to incorporate the result of an independent background calculation J..Lb ± u ~b into our like-

lihood function. Since nb is a mean-not a fluctuation about a mean-it obeys Gaussian 

statistics by the Central Limit Theorem and can be constrained to an expected mean J..Lb· 

Had we made the "nb = Nb" misinterpretation, we might have worried that Gaussian-

constraining nb would "kill" the Poisson fluctuations of Nb, since we expect Nb to fll!ctuate 

about J..Lb with uncertainty (u~b + (..fiib) 2 ) ~. It is true that the desideratum Nb does fluctuate 

according to Poisson statistics. But fit parameter nb does not. 
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Smoothing Algorithm 
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Figure 7.1: Hr distributions for Wg signal before and after smoothing. 

7.1. 2 £ for single top 

We can now write the likelihood function for the specific case of our single-top search. 

The x variable is of course Hr. Since we have two signal sources and two backgrounds 

there are four fit parameters (nw9 , nw-, na, nn1) and four Hr templates (fw9 , fw-, j 1l, 

fnt) to incorporate into the Poisson/shape factor £Poisson/shape· With the shorthand n = 
nw9 + nw- + ntl + nnt' £Poisson/shape may be written as 

Templates {fJ (Hr)} are simply smoothed versions of the signal and background Hr dis-

tributions from Monte Carlo that were shown in Figure 6.8. We smooth the templates in 

order to remove statistical fluctuations. To do the smoothing, we bin Hr histograms with 

extremely fine granularity (10, 000 bins) and average each bin with the 200 bins on either 

side of it. As an example, the Hr distribution for Wg signal before and after smoothing is 

shown in Figure 7.1. Smoothed distributions for all four processes are shown in Figure 7.2. 

TheN events over which the product II runs are the CDF Run 1 data events that survive 

our selection cuts. 

Meanwhile Gaussian-constraint term .Caaussian has two separate factors, one for each 
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Figure 7.2: Smoothed Hr distributions (templates) for signal and background. 

of the two background estimates: 

rG . - 1 e-(n,f-tLt1)2 /2tr~"tf2 X 1 e-(n .. t-llnt)2 /2tr'""' 2 
'-- ausstan - _ J 

V 27ra lltl2 V 2?ra llnt 2 

The background estimates J..L 1r ± a lltl and J..L,., ± a llnt appearing in LGaussian are simply the 

tt and non-top predictions from Table 6.9, (J..La = 8.38; J..Lnt = 54.0) with their respective 

uncertainties (all,;:= 2.68; all,.,= 12). 

Thus we arrive at the final form of£= £Poisson/shape X LGaussian· This likelihood 

function expresses the joint probability of observing these N data events at their respective 

values {Hrd- As the four fit parameters nw9 , nw-, na, n,., are permitted to vary, £Gaussian 

constrains n,, and n,., to stay close to predictions /-Ltl and J..L,.1 with respective Gaussian 

penalties. Those values n~;x, n~x, n:fAx, n~Ax for which £ is maximized are our best 

estimate of the signal and background content Nw9 , Nw-, N,l , N,., of the sample. 

7.2 Maximizing £ 

In earlier chapters we emphasized that the Hr distributions for Wg and W* are 

virtually indistinguishable, making Hr an ideal variable to fit for the combined Wg + W* 
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signal content of data. To treat the two processes as a single signal, we ask the fit to tell us 

the combined Wg + W* content of data rather than the separate amounts of Wg and W* . 

We do this by fixing the relative normalizations of templates fw9 and fw- at the ratio of 

the Standard-Model cross sections. That is, we fix 

(aw·) nw- = nw9 --awg 
By forcing nw- to covary with nw9 in the fit , we have effectively reduced our fit parameters 

t th . d " . " h . - + - ( 1 + ~) o ree. ntr, nnt, an nstgnal , w ere nstgnal - nw9 nw- - ~ nw9 • 
vWg 

The goal is then to maximize .C with respect to the three fit parameters ntr, nnt' 

and nsignal· This problem is equivalent to maximizing log .C, or minimizing -log .C. We 

use the MINUIT [145] software package to perform this task. MINUIT subroutine MIGRAD 

performs a gradient search for the minimum value of a user-supplied multiparameter func-

tion using the Davidon-Fletcher-Powell algorithm. In addition to finding the parameter 

values corresponding to the function minimum, MINUIT finds the parameter errors. The 

one-standard-deviation error on a parameter corresponds to the amount by which the pa-

rameter would need to change in order to increase - log .C by 0.5. This error is statistical 

only. 

7.3 Checks of Maximum Likelihood Fit Method 

To test our maximum likelihood fit method, we apply it to many pseudoexperiments, 

or samples of fake data such as would be expected from repeats of the CDF experiment. 

We examine the resulting distributions of fit parameters. 

7.3.1 Method for generating pseudoexperiments 

A pseudoexperiment consists of an ensemble of Hr values randomly generated ac-

cording to the expected Hr distribution for CDF data. We expect this distribution to have 

contributions from the two signal (Wg, W*) and two background (tt, non-top) processes, in 

the respective amounts predicted in Table 6.9. The smoothed Hr distributions for each of 
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these four processes were shown in Figure 7.2. To generate a pseudoexperiment, we draw 

random Hr values from each of the four smoothed distributions in turn. 

To choose the number of times Ni to draw from the ith distribution, we take a 

Poisson fluctuation about predicted mean number of events /Li from the ith process. To 

perform the actual random drawing according to the ith distribution, we use CERNLIB 

routines HISPRE and HISRAN. HISPRE takes distribution g(x) and forms its cumulative 

distribution G(x) = J; g(x')dx'. HISRAN generates a random number a E (0, 1) and 

inverts the cumulative distribution to find x such that a= G(x). x values thus generated 

are distributed according to g( x) 1 . After sampling N w9 times from the Wg distribution, 

N W' times from the W* distribution, and so on for all four distributions, we arrive at a 

random ensemble of Hr values chosen according to the expected distribution for CDF data. 

Of course, the ensemble of Hr values will be different for each pseudoexperiment. 

Finally, we address the fact that the background means fL,l, fL,. 1 appearing in the 

Gaussian-constraint term of our likelihood function C are known with finite precision. For 

each pseudoexperiment, we Gaussian-fluctuate these means within their uncertainties a JJtl' 

aJJnt to obtain values fttlfluctuated' ftntfluctuated· We use these fluctuated means in place of 

the default means fLu , fL,., in the Gaussian-constraint term in C. By dynamically generating 

background constraints in this way for each pseudoexperiment, we account for the fact that 

we only know fL 1l, fL,.1 to within aJJtf' aJJ,.t • 

7.3.2 Results of fitting pseudoexperiments 

Next we fit this fake sample of "data" for a given pseudoexperiment, i.e. ensemble 

of Hr values, using the pair of background constraints {ft tlfluctuated ' ftntfluctuated} and the 

maximum likelihood method. MINUIT returns fitted values for the three parameters nsignal, 

n,c, n,., along with errors an. ;gnal , an,p an,., on these parameters. We repeat the process of 

generating and fitting pseudoexperiments a large number of times and examine the resulting 

distributions of fit parameters and errors. We also examine the distribution of pulls, where 
1 ~ = ~~ ~: = 1 · g(x) 
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pull is defined as the difference between fitted vs. predicted number of events, divided by 

the error on the fit parameter: 

n-p, 
pull (for fit parameter n) = --

an 

Here an is the parabolic error returned by MINUIT. If the fit is performing correctly, we 

expect to see pull distributions centered at 0 with standard deviation 1. 

Figure 7.3 shows the distributions of fit parameters, fit-parameter errors, and pulls 

for each of 10,000 pseudoexperiments. While we see that overall the fitter appears to be 

performing adequately (fit-parameter distributions centered roughly at their input values; 

pull distributions centered at 0 with standard deviation 1), there are several non-ideal 

features. The distribution of fitted nsignal is biased a bit high ( (nsignal) = 5.4 vs. input 

value 4.3) while the distributions of fitted numbers of background are biased a bit low 

( (ntf) = 8.1 vs. input value 8.4; (nnt) = 52.6 vs. input value 54). Also, the pull distribution 

for the tt background has a distinctly non-Gaussian low tail. However, it is reassuring for 

the purposes of a limit-setting analysis to note that the bias is on the conservative side, i.e. 

tends to overestimate the signal content. 

To rule out the possibility that the issues mentioned above indicate the presence of 

bugs in our fitting software, we check how well the fitter performs on pseudoexperiments 

with less-challenging statistics. These plots are shown in Figure 7.4. With signal fraction 

enhanced so that Sj../B = 5 and background uncertainties reduced to 10% each, the biases 

disappear and the pull distributions look fine. We conclude that the fitter biases are an 

artifact of the low statistics ( 4.3 on a background of 62) rather than a reflection of a problem 

with the fitting method. 
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Figure 7.3: Distributions of fit parameters, fit-parameter errors, and pulls for 10, 000 pseu-
doexperiments performed using the expected amounts of signal and background from Ta-
ble 6.9. 
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Figure 7.4: Distributions of fit parameters, fit-parameter errors, and pulls for 10,000 pseudo-
experiments performed using artificially enhanced signal fraction (11-signal = 30; /1-•l = /1-nt = 
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Chapter 8 

Setting an Upper Limit 

In Chapter 6 we calculated that we expect CDF Run 1 data to contain roughly 4.3 

signal events on a background of 62, which corresponds to S/VB = 0.54. In Figure 7.3 we 

saw the impact of these challenging statistics on the performance of our likelihood fitter: in 

default pseudoexperiments using the expected amounts of signal and background, the mean 

value of fit parameter nsignal is 5.4 but the mean value of the error on that fit parameter 

is 8.1. In other words, we expect the signal normalization returned by the fit to have poor 

statistical precision. We shall instead use the likelihood-fit technique to obtain an upper 

limit on single-top production. In this chapter we begin by defining the upper limit at a 

given confidence level. We consider both Bayesian and frequentist methods of constructing 

an upper limit. The method we choose for this analysis is the Bayesian, but we explain how 

to check our result against the frequentist standard as well. Next we apply the upper-limit-

contruction method to many pseudoexperiments in order to arrive at an a priori estimate 

of the limit we expect to be able to set in real data. We compare this a priori limit with 

the limit we would expect from a pure counting experiment to show the power of including 

shape information. Finally, we check if there is a priori motivation for narrowing our search 

to a subset of the jet-multiplicity bins W + 1, W + 2, or W + 3. We conclude the answer is 

no. 
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8.1 Definition of Upper Limit at 95% Confidence Level 

8.1.1 Introduction to f3, or the relative amount of signal 

It is convenient to rephrase our likelihood function .C in terms of fit parameters and 

density functions with a different normalization. We define the following terms: 

• J.tj: Predicted number of events for process j. 

• Fj(Hr): Template for process j, normalized to the total number of events predicted 

for process j, i.e., J Fj(Hr)dHr = 1-"i· 

• /3j: Fit parameter representing the relative number of events from process j, i.e. 

{3 .- ~ J- 1-'i. 

/3j is interpreted as a deviation from the expected number of events from process j. For 

example, the fit returns f3signal < 1 if it prefers less than the predicted J.tsignal, f3signal > 1 

if it prefers more, and f3signal = 1 if it prefers exactly the predicted amount. With this 

nomenclature, and with the previously-defined shorthand n = nw9 + nW' + n 11 + nnt = 
/3w9J.tw9 + f3W'/-tW' + f3tt/-ttf + f3ntl-"nt, we rewrite the Poisson/shape factor as 

Recall that the product II runs over the N data events passing all cuts. Recall also that 

/3w9 and f3W' are forced to covary in the fit, so f3w9 = f3W' = f3signal· Rewriting the Gaussian 

factor in terms of f3's, 

Thus we arrive at the final form of .C(f3signal,f3tt,f3nt) = .CPoissonfshape X .Ccaussian· Sub-

sequent discussion will refer to setting an upper limit on f3signal, or "/3." for short, rather 

than on nsignal· Next we define what we mean by an upper limit on {3 •. We begin with the 

frequentist definition. 

171 



8.1.2 Frequentist definition of upper limit at 95% confidence level 

Measurement of a physical constant f3 results in an estimator {J [146, 147]. For a 

given value of f3, measurements {J will fall in a probability distribution function f ({3; /3) in 

which the true value f3 appears as a parameter. We can construct 'Y such that repeated 

measurements produce results ({3 > 'Y) 95% of the time by integrating f({J; (3) up to {J = 'Y 

such that 5% of the area under the curve lies in the interval ( -oo, 'Y): 0.05 = f!.oo f({J; f3)d{J. 

(Figure 8.1). Note that 'Y depends on the unknown true value (3. Repeating this procedure 

Figure 8.1: Cartoon showing the distribution of measurements {J for a given unknown true 
value (3. Also shown is"(, the value of /J such that 95% of measurements are larger than 
this value. 

for different true values of (3, we construct curve 'Y(/3). Then, when we make a measurement 

using real data {in which f3 = f3actv.ad and observe /J = f3exp, we note that f3exp intersects the 

curve 'Y(/3) at f3 = C. Since by definition f3exp > 'Y(f3actv.al) 95% of the time, by construction 

C > f3actv.al 95% of the time. (Figure 8.2.) Call this C "f3gs". The f3gs thus constructed has 

a 95% probability of being an upper bound on f3actv.al; therefore we call it "the upper limit 

on f3actv.al at 95% confidence level." 

In practice, we obtain upper limit (3g5 from measured value f3exp by a series of iter-

ations. Since 'Y(f3gs) = f3exp, or 0.05 = J~~P J(/J; f3gs)d/J, we know that pseudoexperiments 

conducted with f3 = f3gs will yield measured values /J :::; f3exp 5% of the time. Thus we 

generate ("throw") pseudoexperiments with input f3 equal to guessed value /395gv.ess and 

integrate the resulting distribution of measured values J(/J; /395gv.ess) up to f3exp· If this 
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y(f3) 

Figure 8.2: Cartoon showing how upper limit /395 is constructed: /395 = ,-l (f3exp). 

integral is<(>) 5%, we know f3exp <(>) 'Y(f395gu.ess), so we must decrease( increase) f395gu.ess 

(Figure 8.3). 

Figure 8.3: Cartoon showing the iterative procedure for deducing /395· If the integral of 
f ({J; f395gu.ess) up to f3exp is < 5%, f395gu.ess must be too high, but if it is > 5%, f395gu.ess must 
be too low. 

8.1.3 Bayesian definition of upper limit at 95% confidence level 

In a Bayesian treatment (148, 149], we treat the unknown physical constant /3 as a 

statistical variable rather than a parameter. We replace the parameterized p.d.f. J({l; /3) 
by the conditional p.d.f. J(iJI/3) and rephrase the confidence-limit question as follows. Our 

measurements sample J(iJI/3), the distribution of measured values jJ for fixed, unknown /3, 
when what we really seek is g(f31iJ), which tells us that, given our measurement {1, the 
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"true answer" fJ lies between fJ and fJ + dfl with probability g(fJi/J)dfJ. This viewpoint 

provides another way to define upper limit at 95% confidence level: we seek {395 such that 

J~! g(fJi/J)dfJ = 0.95, i.e. such that the probability (given the data) that fJ::; /395 is 95%. 

The connection between the data-derived f(/JifJ) and the desired g(fli/J) is provided 

by Bayes's Theorem 1: 

, J(/JifJ)P(/3) 
g(flifl) = If (/3ifJ)P(,B)dfJ 

In a Bayesian interpretation, we take P(,B) appearing on the RHS to be the "prior" p.d.f. 

for ,B, reflecting our beliefs about the true value of the parameter before conducting the 

experiment. In similar fashion we take g(fli/J) appearing on the LHS to be the "posterior" 

p.d.f. for fJ (given the data), reflecting our modified beliefs after conducting the experiment. 

The f which relates posterior and prior p .d.f.'s is our likelihood function .C(datal/3). 

Actually, we do not equate f (/31,8) appearing in the above equation with the full 

likelihood function .C(/3., /311 , ,8"1) defined in Chapter 7. Instead we first reduce .C to a function 

of the single variable ,B. by maximizing .C for each value of fl. with respect to /31r and flnt· 

The resulting "reduced likelihood function" .C(/3.) represents the probability, for each value 

of fit parameter /3. (itself signifying a possible Poisson mean n 5 = flsi-Ls about which N 5 

would be distributed), of observing the data we do observe. It is this reduced likelihood 

function .C(/3.) that is equivalent to J(/JI,B). 
A conventional choice of prior p.d.f. for ,B, reflecting the claim of no advance knowl-

edge of fJ except that it lie in the physical domain, is the so-called "fiat" prior 

P(,B) k for fJ ~ 0 

0 for fJ < 0 

Then the equation for the posterior p.d.f. becomes 

(,Bid ) .C( datal .B) fJ 0 9 ata = Jt:.o .C(datal,8)d,8 ' ~ 
----------------------------1 Note that Bayesians and frequentists debate only the interpretation of this theorem, not its mathematical 
correctness. 
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Integrating both sides up to f3gs such that the probability (given the data) that (3 ::; f3gs is 

95%, which on the LHS means integrating the posterior p.d.f. for (3 up to f3gs such that 

J!!! g(f31data)d(3 = 0.95, we obtain 

0.95 = Jfgs C.( datalf3)d(3 
J0+oo C.( datalf3)d(3 

Thus to calculate (3g5 in a Bayesian treatment, we simply integrate the product of 

(reduced likelihood function .C.(datalf3) x fiat prior) up to that value (3 = f3gs such that 95% 

of the area under the curve occurs for (3 < (395 
2 . To perform the numerical integration we 

use software developed by H. S. Kim [150]. 

8.1.4 Comparing Bayesian and frequentist limits 

In this analysis, we use the Bayesian method to calculate f3gs. Then, we check 

whether (395 satisfies the frequentist definition of upper limit at 95% confidence level. To 

perform this frequentist check, we throw pseudoexperiments with input (3 = (3g5 , fit each 

pseudoexperiment to obtain /:3, and smear each /:J according to systematic uncertainty u(/3). 

(Chapter 9 will describe both the calculation of systematic uncertainty u(/3) and the proce-

dure used to smear. The frequentist check will be applied to the limit obtained from CDF 

Run 1 data in Chapter 10.) Plotting the values of smeared /3 for each pseudoexperiment 

yields distribution J(/:JI(3gs). Next we integrate this distribution out to f3exp, or the partic-

ular value of /:J obtained from the fit to real CDF data. If l~ J(/31f3gs)d/:J = 5%, we know 

f3exp = -y((3g5 ), so our Bayesian-calculated (3g5 satisfies the frequentist definition of upper 

limit exactly. If the integral is <(>) 5%, f3exp <(>) -y(f3gs), so the Bayesian-calculated f3gs 

is too high(low), corresponding to frequentist over(under)'coverage. Therefore if the integral 

is ::; 5%, our Bayesian-derived result is at least conservative by frequentist standards. 
2So far this treatment neglects systematic uncertainty. We will discuss how to fold systematic uncertainty 

into the likelihood function in Chapter 9. 
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Figure 8.4: Distribution of a priori 95% C.L. upper limits fJgs for 2500 pseudoexperiments. 
The mean value of this distribution, (fJ9s), is an estimate of the limit we can expect to set 
in CDF data. 

8.2 An A Priori Upper Limit on CTsingle top 

Having defined an algorithm for obtaining fJ9s, we can now make an a priori estimate 

of the upper limit on we expect to be able to set in CDF Run 1 data. We throw many 

pseudoexperiments with the expected amounts of signal and background, calculate fJgs for 

each, and interpret the mean value of this distribution (fJ9s) as an estimate of the a priori 

fJ9s we expect to achieve in CDF data. The expected limit on the single-top cross section 

follows immediately: 0'95 = fJgs x asM. 

8.2.1 Expected limit from Hr fit 

The distribution of fJgs for 2500 pseudoexperiments is shown in Figure 8.4. Thus 

our a priori {395 = 5.25. Since the Standard-Model-predicted combined cross section for 

W g + W* single top is 1. 7 + 0. 73 = 2.43 pb, (3g5 = 5.25 corresponds to ags = 5.25 x 2.43 pb 

= 12.8 pb. 
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8. 2. 2 Expected limit from counting experiment 

It is interesting to compare the above expected limit, obtained using information 

both on the predicted amounts of S and B and on the shapes of the S and B Hr distri-

butions, to the expected limit obtained from a pure counting experiment. In a counting 

experiment we do not use shape information; all we know is the number of observed events 

and the predicted amount of background. 

8.2.2.1 1996 PDG method for Poisson process with background 

To paraphrase the 1996 Particle Data Group treatment (151], suppose we observe 

Nabs events in a Poisson process with two components, signal and background. Let J.Ls 

denote the unknown signal mean and J.Lb the predicted mean for the sum of all backgrounds. 

For the time being, assume J.Lb is known with negligible error. We do not know Nb, the 

actual number of background events in this particular experiment, but we do know that 

Nb ~ Nabs· We seek Ng5, the upper limit on J.Ls at 95% confidence level, which is defined to 

be 

• "that value of J.Ls such that any random repeat of the current experiment with J.Ls = 

N95 and the same J.Lb would observe more than Nabs events in total and would have 

Nb ~Nabs, all with probability 95% 3 ." 

Ng5 is the solution to the equation 

3 This definition appears to be a frequentist/Bayesian hybrid. The parallel with the generic frequentist 
definition of /39s is immediate; in Section 8.1.2 f39s was defined to be such that any random repeat of the 
experiment with f3 = f3gs yields a measurement {3 greater than data-observed value f3exp with probability 
95%. Yet no analogue to the restriction Nb :::; Nob• was found in that definition. Rather, renormalizing to 
unit area a subset of the p.d.f. for possible values of Nb recalls the Bayesian handling of a measurement near 
an unphysical boundary [148]. 
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-l'b Nb 
which can be understood as follows. Since the p.d.f. for Nb , Pb(Nb) = e N~b , is normalized 

b· 

to 1, we can write 

00 

1 E Pb(Nb) 
Nb=O 
Nob• 00 

1 = E Pb+ E pb 
Nb=O Nb=Nob•+l 

Obviously, since the second term on the RHS is nonzero, the probability that Nb ::; Nobs 

is less than 1. But we desire that the new p.d.f. P£(Nb) for {Nb, subject to the constraint 

Nb ::; Nobs}, should be normalized to 1, i.e. that Pt(Nb = 0) + ... + Pt(Nb = Nobs) = 1. 

We achieve this by means of normalization factor C: 

-1-'b Nb 
R'(N) = C e f..Lb 

b b Nb! 

The probability for observing Ns signal is the usual P8 (N8 ) = e-N.1;'•. Then the probability 

of observing a total of Nobs events due to signal and background, subject to the constraint 

Ptot(Nobs) 
Nob• -1-'• N. -J.'b (Nob•-Ns) 

= C 2: e f..Ls _e-:--:-c:-'-f..L_,b<-------:-:--
N.=O Ns! (Nobs- Ns)! 

C e-(J.'.+J.'b)(J..Ls + J..Lb)Nob• 
Nobs! 

The probability of observing Nobs or fewer events due to Sand B is just Ptot(n), summed 

from n = 0 ton= Nobs · The Ngs we seek is that value of f..Ls such that this probability is 

0.05: 

Nob• 
0.05 2: Ptot(n) 

n=O 
Nob• e-(J.'b+N95)(J..Lb + Ngs)n 

cL: ' n=O n . 

But what is C? Requiring P£(Nb) to be normalized to 1 means L:Z:~o P£(Nb) = 1, i.e. 

Nobs -J.'b n 
C ~ e f..Lb = 1 

L.- n! n=O 
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or 

Thus we recover the formula for Ngs. 

In practice, we solve for Ngs by means of pseudoexperiments. This method has 

the added advantage of permitting us to incorporate the nonnegligible uncertainties on our 

background prediction and signal acceptance. We proceed as follows: 

• Guess Ngs; 

• Gaussian-fluctuate signal and background means within their respective uncertainties 

to obtain N95fluc' J..Lbfluci 

• Generate (Ns + Nb) using Poisson statistics about (N95fluc + f..LbJluc) and increment 

Counter #1 if (Ns + Nb) ~ Nobs; 

• Generate Nb using Poisson statistics about J..Lbfluc and increment Counter #2 if Nb ~ 

Nobsi 

• Take the ratio of Counter #1/Counter #2 over many trials; if this ratio >( <) 0.05, 

increase(decrease) Ngs, and repeat. 

To obtain an a priori estimate of the limit we expect to be able to set in a pure 

counting experiment, we take the number of observed events, Nobs, to be the sum (J..Ls + J..Lb), 

rounded to the nearest integer. For our analysis cuts, f..Ls = 4.29 ± 0.69 and f..Lb is the sum of 

8.38 ± 2.68 and 54± 12 (Table 6.9.) Thus we take "Nobs" to be 67 events. With the above 

algorithm for computing Ngs, we obtain Ngs = 35.4, which corresponds to f3g5 = 8.25. Thus 

we see the a priori utility of including shape information in setting a limit: the expected 

f395 from shape-fitting was 5.25. 
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8.3 Optimization Studies 

Finally we check whether an improved a priori limit can be achieved by restricting 

our search to a subset of theW+ 1, 2, 3-jet bins. We consider three cases in addition to the 

default (W + 1, 2, 3-jet) case: 

• W + 2-jet bin only 

• W + 1, 2-jet bin 

• W + 2, 3-jet bin 

For each case we recalculate the expected numbers of signal and background. These numbers 

are shown in Table 8.1. Note that if we used S/..JB as the figure of merit, we would choose 

W + 2,3-jet as the best channel (Sj..JB = 0.65 vs. 0.54). However, when we conduct 

CDF Preliminary 
Default W + 2j only w + 1,2j w +2,3j 

f..Lwg 3.00 1.45 2.25 2.20 
f..Lw- 1.29 0.79 1.07 1.02 
f..Lti 8.38 2.27 2.48 8.17 
f..Lnt 54.0 13.9 51.3 16.6 
TOTAL # predicted 66.7 18.4 57.1 28.0 
s;TB 0.543 0.557 0.453 0.647 
(fJgs) 5.25 5.71 5.80 5.22 

Table 8.1: Predicted numbers of events for alternate-jet-bin search channels 

pseudoexperiments 4 and examine the distributions of fJg5 for each case, we discover that 

there is in fact no significant a priori advantage to changing our W + 1, 2, 3-jet search 

strategy {Figure 8.5). 

4Using, of course, new templates Fi (HT) and normalizations 1-'i appropriate to each new, more restrictive 
set of cuts. 
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Figure 8.5: Distributions of a priori /395 for alternate search channels. Note that there is 
no significant a priori advantage to changing the default W + 1, 2, 3-jet search strategy. 
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Chapter 9 

Incorporating Systematic Uncertainty 

Systematic uncertainty in this analysis arises from sources ranging from hardware 

to theory-from uncertainty on the calorimeter response to jets to uncertainty on the mea-

sured value of Mtop to uncertainty on the theoretical modeling of gluon radiation .. For our 

result properly to include this uncertainty, we must fold the uncertainty into the reduced 

likelihood function £({3) used to calculate f3gs. This process is known as smearing the 

likelihood function. We derive a function a(/3) representing the net effect of all sources of 

systematic uncertainty on f3 at a given value of {3. We replace the contents of each bin of the 

unsmeared likelihood function £({3) with a Gaussian of width a(/3} so that one bin of the 

unsmeared likelihood contributes to multiple bins of the smeared likelihood (Figure 9.1}. 

The contribution of C bin f3 to Csmeared bin {3' is 

The contribution of all such bins to the Csmeared bin {3' is the integral over all contributing 

bins {3: 

Csmeared(f3'} = (Xl C(/3} 1 e-(f3'-f3)2/2u2(f3)df3 
lo v'27ra2(/8} 
j C(f3)G({3; a({3)}df3 

That is, we use a(/3} as the width of a Gaussian to convolve with C(/3). In this way we 

implement the loss of resolution on C(/3} caused by the systematic uncertainty inherent at 
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\ ... {3' 

Figure 9.1: Cartoon showing how a representative bin f3 in the unsmeared likelihood is 
replaced by a Gaussian of width a(/3) so that it contributes to multiple bins /3' in the 
smeared likelihood. 

each value of /3. Qualitatively, the effect of convolving with the Gaussian is to reduce the 

sharp peak of the likelihood function, lengthen the tail, and increase the value of /395 at 

which 95% of the area under the curve occurs for f3 < f39s. 

Most of the rest of this chapter is spent deriving the function a(f3). We begin 

by discussing the ways in which a given systematic effect can produce uncertainty in /3. 

Based on this discussion, we derive a general functional form of a(/3). We then review the 

relevant systematic effects and discuss how each will be studied. Next we estimate the 

amount of uncertainty each effect contributes to a(/3). We conclude the chapter with a 

revised estimate of the a priori limit we expect to set in CDF Run 1 data, this time taking 

systematic uncertainty into account. Since in this analysis the largest source of uncertainty 

is not systematic but statistical, including smearing does not increase the a priori expected 

limit much. 
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9.1 Form of u(/3): Normalization vs. Shape Uncertainties 

As an example of the ways in which a given systematic effect can lead to uncer-

tainty on {3, consider the specific case of uncertainty in jet energy scale. Suppose all our 

measurements of jet energies are off by a certain percentage. Since we apply cuts on jet 

energies, the predicted number of signal events /Js might be affected. We call uncertainty 

on /Js "normalization uncertainty" CT I'•. Since we also use jet energies in calculating Hr, 

the shape of the Hr distribution might be affected, giving rise to uncertainty in the num-

ber of signal n 8 obtained from fitting the distribution. We call uncertainty on n 8 "shape 

uncertainty" CTn 8 
1 . In other words, a given systematic effect gives rise to uncertainty on {3 

through either or both the normalization or the shape of the predicted Hr distribution. 

In "factorizing" systematic uncertainty thus into effects on normalization vs. effects 

on shape we follow the precedent of CDF's 1991 top search paper [152]. That paper justified 

this approach by appealing to the form of {3 itself. {38 is defined as the relative number of 

signal events required to fit the data, i.e. 

R - ns 
I-'S-

1-'s 

From error propagation in which we assume no correlations between shape and normaliza-

tion uncertainties, we can derive 

2 (8f3s)
2 

2 (8f3s)
2 

2 CTtJ. = ons CTn. + O!Js (1 P.s 

( 1 ) 
2 

[ 2 2 2] !Js Clns + f3sCTJls 

Transforming uncertainties on !Js and n 8 to units of {38 by dividing by !Js, we define the nor-

malization uncertainty on {38 to be f3sllNoRM, where flNoRM = ~.and the shape uncertainty P.s 

on f3s to be flsHAPE = ~. With this terminology, 

u(f3) 2 = flsHAPE 2 + {32 flNORM 2 

-----------------------------
1The claim that n. (and nb) are determined purely by the shapes of the data distribution and the Monte 

Carlo templates is only true if we neglect the effect of the Gaussian constraints on background. In reality, 
nb is constrained to l-Ib by the Gaussian terms and n. is in turn coupled to nb via the Poisson term, so n. 
depends partly on l-Ib and not just on shape. Therefore to treat n. as dependent only on shape (i.e. un. as 
dependent only on shape uncertainty) is an approximation. 

184 



This is the form of the width u((3) with which we will smear C((3). Note that while 

l:l.NoRM is a relative quantity expressing the fractional uncertainty on J.L, f:l.sHAPE is not a 

fractional but an absolute uncertainty on the magnitude of (3. Paraphrasing Ref. (152], to 

see that this must be so, consider the case when the fit returns (3 = 0. Ifwe treated f:l.sHAPE 

as a fractional uncertainty, we would obtain zero uncertainty on the number of signal in the 

fit-"a clearly erroneous result." 

Having obtained an expression for u((3), we now address the task of computing 

the terms l:l.NoRM and f:l.sHAPE appearing in it. The sources of uncertainty we consider are 

summarized in Table 9.1 below. In our choice of effects to study we follow the example of 

other CDF top analyses [136, 143], with some modifications specific to this analysis (e.g. 

choice of signal generator; background model.) 

Effect 
1 Monte Carlo statistics 
2 Integrated luminosity 
3 Lepton-trigger efficiency 
4 ~tag efficiency 
5 JetEr scale 
6 Modeling of initial-state 

radiation {ISR) 
7 Modeling of final-state 

radiation (FSR) 
8 Choice of parton distribution 

function (PDF) 
9 Choice of signal generator 
10 Top quark mass 
11 Background model 

Contributes to l:l.NoRM 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

Contributes to f:l.sHAPE 

X 

X 

X 

X 

X 

X 

X 

Table 9.1: Sources of systematic uncertainty affecting this analysis. Whether each source 
contributes to l:l.NoRM (normalization uncertainty on (3 due to uJ.I.) or f:l.sHAPE (shape uncer-
tainty on (3 due to un. ), or both, is noted. 

Our general approach will be to shift the ith systematic effect by one standard 

deviation-or some reasonable approximation thereof-and calculate the terms l:l.NoRMi, 

f:l.sHAPEi resulting from this "1u shift." After obtaining l:l.NoRMi, f:l.sHAPEi for each effect we 

185 



combine the individual terms into a single t:l.NonM, f::l.sHAPE by adding in quadrature. The 

methods for shifting each effect by 1a are summarized in Table 9.2; the specific techniques 

used to extract t:l.NoRMi• f::l.sHAPEi from the shifted samples are discussed in the two following 

sections. 

9.2 Normalization Uncertainties 

We first consider the case of normalization uncertainty D..NoRM = 9;:-, the fractional 

uncertainty on the expected number of signal events J.Ls· Since J.Ls =a· f .Cdt ·A· s.f., the 

systematic uncertainty on J.Ls arises from uncertainties on integrated luminosity, data-to-

Monte Carlo scale factors, acceptance, and theory cross section. 

9.2.1 Methods for obtaining normalization uncertainties 

We already discussed uncertainty on luminosity in Chapter 4 and on scale factors in 

Chapter 5. In this chapter we derive acceptance uncertainty by recalculating the acceptance 

A from the "1a"-shifted samples described in Table 9.2 and comparing to the default A. 

We omit uncertainty on theory cross section because we do not want the smearing of our 

data result to depend on theoretical predictions. Note that since J.Ls and A only differ by 

multiplicative constants, the desired fractional uncertainty on J.Ls is the same as that on 

A. The specific methods used to extract the normalization uncertainty D..NoRMi due to each 

systematic effect are summarized in Table 9.3. Two cases requiring lengthier explanation 

are discussed in subsections 9.2.1.1 and 9.2.1.2. 

9.2.1.1 Normalization uncertainty due to Monte Carlo statistics (D..NonM)Mc stats 

The default Wg and W* acceptances Aw9 and Aw· already have uncertainties due 

to Monte Carlo statistics. From Bernoulli statistics 2 we can derive a formula for the 
2 Acceptance calculations are analogous to Bernoulli trials in which the probability of success, p, is the ratio 

of number of successes r to number of trials N. The variance on number of successes is (6r) 2 = Np(l- p). 
In an acceptance calculation A = ( np;u) x s.f.. Assuming the scale factors are errorless (and recalling that 
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1 
2 
3 
4 
5 

6 

Effect 

MC statistics 
Luminosity 
Lepton-trigger efficiency 
b-tag efficiency 
Jet ET scale 

ISR 

7 FSR 

8 PDF 

9 Signal generator 

10 Top mass 

11 Background model 

"1a Shift" Implementation Samples Affected 
S B 

Shift ET scale for all jets in event by 
±1a using ET _CORR_SYS [153) 
Generate new MC with ISR turned off 
in PYTHIA 

X 

X 

Effectively "turn off FSR" by identi- x 
fying no-ISRFSR events within a no-
ISR sample (all final-state jets match 
a GENP parton within fj.R = 0.4) 
Generate new MC using CTEQ3M x 
PDF in PYTHIA rather than EHLQ 
default 
Generate new MC using HERWIG in- x 
stead of PYTHIA 

X 

Generate new MC with Mtop set x tt only 
to 170, 180 Ge VI e2 rather than 
175 Ge VI c2 default 
Generate new MC using PYTHIA We; non-top only 
mix with VECBOS Wbb in the ap-
proximate ratio 30% Wbb:70% We (Ta-
ble 6.6 shows that after all cuts ex-
cept Mtvb, the non-top background is 
"'30% Wbb and Wee, ....... 70% other); 
use WbbiW e admixture to model non-
top background instead of pure VEC-
BOS Wbb. 

Table 9.2: Method for shifting each systematic effect by "1a." In cases where new Monte 
Carlo samples for signal or background needed to be generated, the samples were described 
in the appropriate Signal or Background chapter (Table 5.2 for signal; Tables 6.2 and 6.5 
for background.) 

uncertainty on an acceptance measured in a sample of N Monte Carlo events and corrected 

there is no error on N), 8A = ( •J· )8npass· The error on npass is just the Bernoulli error on number of 
successes, i.e. (8npass) 2 = N(.~.)(l- .~). This leads to a formula for 8A. 
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Effect Method for Estimating b:.NoRMi 

1 MC statistics 2% statistical uncertainty on individual 
Awg, Aw· and combined Awg+W· (see Sec-
tion 9.2.1.1} 

2 Luminosity 4% uncertainty on J .Cdt derived from [100] 
(Section 4.2.5) 

3 Lepton-trigger efficiency 10% uncertainty on lepton-trigger & ID-
efficiency scale factor sflep (Section 5.4.1.1) 

4 b-tag efficiency 10% uncertainty on b-tag efficiency scale fac-
tor (sflep x sf IA) (Section 5.4.1.2) 

5 Jet Er scale Computed A±Iu using jet-.Er-scale-shifted 
samples. (6-NORM)ET scale = the larger of the 
% differences between {A+Iu, Adefault} and 
{A-lu, Adefault}· 

6 ISR Computed AnoiSR using no-ISR samples. 
(6-NoRM)noiSR = ! the % difference between 
AnoiSR, Adefault· 

7 FSR Derived AnoiSRFSR using no-ISR samples 
with match criterion (see Section 9.2.1.2.) 
(6-NoRM)FSR = ! the % difference between 
AnoiSR and AnoiSRFSR· 

8 PDF Derived ACTEQ3M using CTEQ3M sam-
ples. (6-NoRM)PDF = % difference between 
AcrEQ3M, Adefault· 

9 Signal generator Derived AHERWJG using HERWIG samples. 
(6-NORM)generator = % difference between 
AHERWJG, Adefault· 

10 Top mass Computed AMtopl70, AMtoplBO using Mtop-
shifted samples. (6-NoRM)Mtop = the larger 
of the % differences between 
{AMtopl1o, Adefault} and {AMtopiso, Adefault}· 

11 Background model 

Table 9.3: Methods for computing the normalization uncertainties 6-NoRMi· Note that % 
differences in acceptance As are the same as those in number of signal J.l.s· 

by (presumed errorless) scale factors: 

c5A = J A(s.~- A} 
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From this formula, and recalling that the sample sizes N used to calculate acceptances were 

listed in Table 5.1, we obtain the following statistical uncertainties on the default Wg and 

W* acceptances: 

Aw9 0.01664 ± 0.00031 (2% error) 

Aw· 0.01672 ± 0.00034 (2% error) 

We now show by error propagation that these uncertainties lead to 2% uncertainty on the 

total acceptance Aw9+w· = Aw-:9 ( u_:s ) + Aw· ( ur ) . We assume zero error on uw9 uw• uw9 uw• 

cross sections. Since we do not know the correlations between Aw9 , Aw· we use the Schwarz 

inequality (with abbreviations A= Awg+W• and a= awg+W" ): 

Thus to get an upper limit on the statistical error on Awg+W· we take the cross-section-

weighted sum of the errors on the individual acceptances. Awg+W· = 0.01666 ± 0.00032 

(2% error}, so .6.AMc stats = 2%. 

9.2.1.2 Normalization uncertainty due to FSR (.6.NoRM)FsR 

More detail must be supplied on the method used to compute the normalization 

uncertainty associated with modeling of final-state radiation (FSR). In case of inital-state 

radiation (ISR) modeling, we generated a sample with ISR turned off, compared the accep-

tance calculated from this sample with the default acceptance, and took half the difference 

as the measure of uncertainty due to ISR modeling. Unfortunately, we cannot proceed anal-

ogously in the case of FSR because turning off FSR in the Monte Carlo spoils the parton 

showering of jets. Therefore we must obtain FSR uncertainty in a more roundabout way. 

We start from the no-ISR sample, infer AnoiSRFSR, and take half the difference between 

this and AnoiSR as the uncertainty due to FSR. Inferring AnoiSRFSR is not entirely trivial. 

We now describe how this is done. 
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Starting from the no-ISR sample, we define "match" events to be events in which 

all jets match a final-state parton from the single-top reaction within a cone of 0.4. "Match" 

events lack extra jets from gluons and so are presumably no-ISRFSR. The desired AnoiSRFSR 

is then the ratio of match events passing all cuts to match events generated: 

A Npassing all cuts, match 
noiSRFSR = 

Ngen, match 

The problem is that the denominator is unknown. When generating Monte Carlo events, 

we only save events passing the PARTFILT requirement of a 15-GeV lepton with 1171 < 3; we 

do not know the number of match-events generated upstream of this filter. Nevertheless, 

we can deduce the acceptance denominator by making two assumptions. 

• Assumption #1: Match events are no more or less likely to pass PARTFILT, so the 

fraction of the sample they occupy is the same before and after the filter. That is, we 

assume: 
Ngen, match _ NPAKI'FILT, match 

Ngen - NPARTFILT 

Unfortunately, the numerator on the RHS, i.e. the number of match events passing 

PARTFILT, is also unknown. This is because leptons that fail the lepton-ID cuts can 

fake non-match jets unless we explicitly remove them, but in analyzing events, we did 

not retain the information on each bad lepton necessary to do so. We get around this 

problem by making a second assumption: 

• Assumption #2: Match events are no more or less likely to have a "golden" lepton 3 , 

so the match-event fraction of the sample is the same before and after the lepton 

requirement. That is, we assume: 

NPARTFILT, match _ Nlepton, match 
NPARTFILT - Nlepton 

All quantities on the RHS are known, so we can easily solve for Ngen, match: 

N _ Nlepton, match N 
gen, match - N X gen 

lepton 
3 i.e. a lepton passing all the lepton-ID cuts 
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and consequently for the desired AnaiSRFSR= 

A Npassing all cuts, match X Nlepton 
noiSRFSR = N 

lepton, match Ngen 

9.2.2 Normalization uncertainty results 

Focusing now on those systematic effects which contribute to acceptance uncertainty 

(Er scale, gluon radiation, PDF, signal generator, top mass), we present the results of the 

above-described methods in Tables 9.4 and 9.5 4 • Note that shifting a given systematic 

Effect Acceptance (x w-2 ) ~Ai (x 10-2) ~Ai (%) 
0 Default 1.664 ± 0.031 
5 JetEr scale +1a 1.663 ± 0.031 +0.013 ± 0.044 +0.8% 

Jet Er scale -1a 1.677 ± 0.031 
6 ISR 1.562 ± 0.041 -0.051 ± 0.026 -3.1% 
7 FSR 1.629 ± 0.081 +0.034 ± 0.045 +2.1% 
8 PDF 1.569 ± 0.041 -0.095 ± 0.051 -5.7% 
9 Signal generator 1.556 ± 0.043 -0.108 ± 0.053 -6.5% 
10 Top mass 170 GeV jil 1.567 ± 0.044 -0.097 ± 0.054 -5.8% 

Top mass 180 Ge V / c2 1.676 ± 0.046 
TOTAL ACCEPTANCE UNCERTAINTY ~Aw9 = 0.184 ± 0.068 11.1% 

Table 9.4: Sources of systematic uncertainty on Wg-fusion signal acceptance. Statistical 
uncertainties are shown in order to emphasize that while the uncertainties on the individual 
acceptance shifts are fairly large, the quadrature sum or "total acceptance uncertainty" is 
known to within reasonable precision. 

effect (say, turning off initial-state radiation) does not necessarily have the same impact on 

Wg and W* signal acceptance (~AnoiSR for Wg = -3%; ~AnoiSR for W* = +2%.) This 

is not surprising, given the different kinematics of the two signal processes 5 . 

4 To review the methods used to obtain errors appearing in these tables: Statistical error on 
ith acceptance is oA; = J A;(s.f.- A;)/ N;. (Table 5.2 lists N; for each sample.) Accep-
tance shift l!.A; = A: - Adefault (in some cases, multiplied by a factor of ~ ); error on accep-
tance shift o(l!.A;) = J(oA:) 2 + (oA.i.Jau~t) 2 (neglecting correlations between A:, A.ietauzt.) To-
tal acceptance uncertainty (L!.A)2 = l:(L!.A;) 2 ; error on total acceptance uncertainty o(AA) = 

a1
A (l:(L!.A;)2 (oA;)2 + (0Adefauu) 2(l: l!.A;) 2)!, again neglecting correlations between A:, Adefault· 

5 Specifically, when ISR is turned off, PYTHIA uses the 2-+ 2 process (qb-+ q't) to generate Wg. The loss 
of the second b jet in the final state contributes to a reduced b-tag efficiency for the event. (See Figures 5.3 
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Effect Acceptance (X 10-2 ) .6.Ai ( x 10-2 ) .6.Ai (%) 
0 Default 1.672 ± 0.034 
5 Jet Er scale +1a 1.665 ± 0.034 +0.030 ± 0.048 +1.8% 

Jet Er scale -1a 1. 702 ± 0.034 
6 ISR 1. 729 ± 0.049 +0.029 ± 0.030 +1.7% 
7 FSR 1.846 ± 0.102 +0.059 ± 0.057 +3.4% 
8 PDF 1.672 ± 0.048 +0.0 ±0.059 +0.0% 
9 Signal generator 1.835 ± 0.050 +0.163 ± 0.060 +9.7% 
10 Top mass 170 GeV / c2 1.675 ± 0.048 -0.062 ± 0.058 -3.7% 

Top mass 180 GeV jc2 1.610 ± 0.047 
TOTAL ACCEPTANCE UNCERTAINTY .6.Aw· = 0.189 ± 0.069 11.3% 

Table 9.5: Sources of systematic uncertainty on W* signal acceptance. 

Note also that despite the fact that the acceptance-shifts reported in Tables 9.4 and 

9.5 are not very statistically significant 6 , the total quadrature sum of all the shifts {i.e. total 

acceptance uncertainty, the quantity of interest) is known to within reasonable precision. 

This is expected, since it can be demonstrated that the uncertainty on the quadrature sum 

of a list of uncorrelated numbers is on the order of the uncertainty on any one of the numbers 

in the list. 

Combining acceptance uncertainty .6..A with uncertainties due to Monte Carlo statis-

tics, integrated luminosity, and scale factors, we obtain the desired total normalization un-

certainty. For the separate processes we obtain 11.1% ffi 2% ffi 4% ffi 10% ffi 10% = 18.5% 

uncertainty on J..LWg and 11.3% ffi 2% ffi 4% E9 10% E9 10% = 18.6% uncertainty on J..Lw•. How-

ever, since in this analysis we treat Wg + W* as a single signal, we need the normalization 

uncertainty on the combined amount of signal J..Ls = J..LWg+W·· We show the shifts in com-

bined acceptance Awg+W· in Table 9.6. (Statistical errors are omitted here, but the same 

and 5.4 for the kinematics of the second b quark in a Wg-fusion event.) This effect outweighs the improved 
Mtvb resolution and lower loss to the W :5 3-jet cut that we would expect in a no-ISR sample. These effects 
do cause improved acceptance for w•, which does not lose a final-state b jet when ISR is turned off. Hence, 
when ISR is turned off we see the Wg acceptance go down while thew· acceptance goes up. 

60f course, we could reduce the statistical uncertainty by generating more shifted Monte Carlo. However, 
the improved precision on the overall acceptance uncertainty that would be achieved by halving the statistical 
uncertainties on the acceptance shifts was not judged worth quadrupling Monte Carlo samples. 
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argument regarding uncertainties on individual shifts vs. uncertainties on the quadrature 

sum of shifts hold as in the cases of the individual acceptances.) Note that since some of 

Effect Aw9 (xl0- 2 ) Aw· (xl0-2 ) Awg+W· (X w- 2) ll.Awg+W• (%) 

0 Default 1.664 1.672 1.666 
5 Jet Er scale +1o 1.663 1.665 1.664 1.1% 

Jet Er scale -1o 1.677 1.702 1.685 
6 ISR 1.562 1.729 1.612 1.6% 
7 FSR 1.629 1.846 1.694 2.5% 
8 PDF 1.569 1.672 1.600 4.0% 
9 Signal generator 1.556 1.835 1.640 1.6% 
10 Top mass 170 GeV jc? 1.567 1.675 1.599 4.0% 

Top mass 180 GeV jc2 1.676 1.610 1.656 
TOTAL UNCERTAINTY ON COMBINED ACCEPTANCE D.Awg+W• = 6.7% 

Table 9.6: Systematic uncertainty on total signal acceptance Awg+W•. 

the acceptance shifts are anticorrelated for Wg and W*, the uncertainty on the combined 

acceptance ( "'7%) is smaller than that on either of the individual acceptances ("' 11 %). The 

uncertainties on Awg+W·, along with all other contributions D.NoRMi to uncertainty on p,8 , 

are summarized in Table 9.7. Adding in quadrature, we obtain a total fractional uncertainty 

on f..Ls of D.NoRM = 16%. 

9.3 Shape Uncertainties 

Now we turn to the problem of estimating DosHAPE = 'fJ:, or the ~-scaled absolute 

uncertainty on fitted number of signal events n 5 due to uncertainty on the shape of the Hr 

distribution. The method for estimating the uncertainty DosHAPEi due to the ith systematic 

effect is as follows. We again use the signal (and in some cases, background) samples in which 

the effect of interest is shifted by some approximation of one standard deviation as described 

in Table 9.2. We reapply cuts; remake smoothed Hr distributions for events passing cuts; 

throw pseudoexperiments from the new, shifted distributions; and fit the pseudoexperiments 

to the default, unshifted templates. In all cases we throw pseudoexperiments using the 

193 



Effect % normalization uncertainty (.6.NoRMi) 

1 MC statistics 2% 
2 Luminosity 4% 
3 Lepton-trigger efficiency 10% 
4 b-tag efficiency 10% 
5 JetEr scale 1.1% 
6 ISR 1.6% 
7 FSR 2.5% 
8 PDF 4.0% 
9 Signal generator 1.6% 
10 Top mass 4.0% 

TOTAL .6,NORM = 16% 

Table 9. 7: Summary of contributions .6.NoRMi to fractional uncertainty on Jl.s ("normalization 
uncertainty.") 

default expected amount of signal and background as shown in Table 6.9. We plot the 

distribution of :a -scaled 7 fitted n 8 , i.e. {38 , for these "shifted" pseudoexperiments and 

note the mean of the distribution, {{38 ). We compare it to (fJs)default' the mean of the 

analogous distribution from a set of pseudoexperiments thrown from the default templates. 

Figure 9.2 shows the distribution of {38 for default pseudoexperiments. We take the difference 

.6.(f3s)i = (fJs)i- {fJs)default between the means of the fJ distributions for shifted vs. default 

pseudoexperiments to be an estimate of the absolute shape uncertainty .6.sHAPEi on fJ due 

to the ith systematic effect. Figure 9.3 shows schematically how .6.(f3s)i = .6.sHAPEi might 

be obtained for one systematic effect. 

9. 3.1 Calculating !:l.sHAPE for {3 = 1 

For each of the seven sources of shape uncertainty listed in Table 9.1, we threw 

default and shifted pseudoexperiments using the expected amounts of signal and background 

(fJ. = fJti = {3,.1 = 1.0). The techniques used to generate the samples for the shifted 

pseudoexperiments were described in Table 9.2. The techniques used to extract estimates 
7Recall the default amount of signal is IJ• = 4.29 
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Entries 9888 
1.262 
1.964 

Figure 9.2: Distribution of (38 for pseudoexperiments thrown from the default templates 
and using input (3. = f3tt = f3nt = 1.0 ("default pseudoexperiments.") The distribution of ns 
for these same pseudoexperiments was shown in Figure 7.3. A discussion of the bias that 
causes the mean of this distribution, (f3s)default' to be offset from 1.0 may also be found in 
that chapter. 
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Figure 9.3: Cartoon showing how D..(f3s)i is calculated. 

of D..sHAPEi from differences D..(f3s)i are summarized in Table 9.8 below. Table 9.9 lists (f3s)i 

and D..sHAPEi for each source of shape uncertainty we considered. Adding in quadrature, we 
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Effect Method for Computing f:!l.sHAPEi 

5 Jet Er scale Made new templates for signal and bkgd. 
(f:!l.sHAPE)ET scale = symmetrized ~-difference 
between (/3)±lu. 

6 ISR Made new templates for signal; used default 
templates for bkgd. (f:!l.sHAPE)noiSR = sym-
metrized ~-difference between (/3)no/ s R and 
(/3)default· 

7 FSR Made new templates for signal from the 
no-ISRFSR subsample; used default tem-
plates for bkgd. (f:!l.sHAPE)noi SRFSR = sym-
metrized ~-difference between (f3)noiSRFSR 

and (f3)no!SR· 
8 PDF Made new templates for signal; used default 

templates for bkgd. (f:!l.sHAPE)PDF = sym-
metrized difference between (/3)crEQ3M and 
(/3) default· 

9 Signal generator Made new templates for signal; used default 
templates for bkgd. (f:!l.sHAPE)generator = sym-
metrized difference between (/3) HERWIG and 
(/3) default· 

10 Top mass Made new templates for signal and tf bkgd; 
used default template for non-top bkgd. 
(f:!l.sHAPE)Mtop = symmetrized ~-difference be-
tween (/3) Mtopl70 and (/3) MtoplSO· 

10 Background model Made new template made for non-top bkgd; 
used default templates for signal and tt bkgd. 
(f:!l.sHAPE)bkgdmodel = symmetrized difference 
between (f3)bkgdmodel and (f3)default· 

Table 9.8: Methods for computing the shape uncertainties f:!l.sHAPEi· 

obtain total shape uncertainty f:!l.sHAPEi.B=l = 0.27. 

9.3.2 Calculating f:!l.sHAPE for other values of f3 

Having calculated f:!l.sHAPE at /3 = 1, we repeat the procedure for other values of {3. 

That is, we measure absolute shifts f:!l.sHAPEi in (/3s)i for pseudoexperiments thrown with 
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Effect (f3s} i f:lSHAPEi 
0 Default 1.262 
5 Jet Er scale + 1a 1.406 ±0.21365 

JetEr scale -1a 0.9787 
6 ISR 1.131 ±0.0655 
7 FSR 1.095 ±0.018 
8 PDF 1.246 ±0.016 
9 Signal generator 1.141 ±0.121 
10 Top mass 170 GeV jt? 1.255 ±0.043 

Top mass 180 Ge V / c2 1.169 
11 Background model 1.201 ±0.061 

TOTAL f:lsHAPEI.B=l = 0.27 

Table 9.9: Absolute uncertainties on {38 due to sources of error that affect the shape of the 
Hr distribution, evaluated at {38 = 1. 

input {38 = 0, 2, 4, ... etc. For each different input value of {38 , we adjust input values of {311 

and f3nt so that the total expected number of events is always equal to the predicted number 

66.7 (Table 6.9). This accounts for the fact that for a given number of data events, the 

Poisson term in the likelihood ensures that a fit with a larger (smaller) value of {38 will have 

correspondingly smaller (larger) values of f3tf, f3nt 8 . 

For each set ofpseudoexperiments we make a table of {llsHAPEi}'s and add them in 

quadrature to obtain an overall llsHAPE exactly as done in the previous section for {3 = 1. 

In this way, we assess the dependence of llsHAPE on input {3. Since each measurement of 

llsHAPEI.B requires many tens of thousands of pseudoexperiments, only a few representative 

points in ({3, llsHAPE)-space are sampled. The values of {3 and llsHAPEi.B are summarized in 

Table 9.10. 

These points are plotted in Figure 9.4 and fitted to a quadratic function. This 

function permits us to interpolate a value of llsHAPE for any given value of [3. 
8 Recall that the Poisson term ·-;~:.7•·, where n = nw9 + nW' + n 1r + nnt, keeps n from deviating from 

Nob• with a Poisson penalty. 
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Input f3 Input n 8 Input n,f Input nn, ~SHAPEI/1 
0 0.0 8.96 57.7 0.27 
1 4.29 8.38 54.0 0.27 
2 8.58 7.80 50.3 0.37 
4 17.16 6.65 42.9 0.61 
8 34.32 4.35 28.0 0.95 
12 51.48 2.04 13.2 0.80 
15 64.35 0.31 2.01 0.18 

Table 9.10: Shape uncertainties evaluated at various values of /3signal· 

Parameterized Dependence of .dsHAPE on 13 

... 
0.7 

... 

... 
0.4 

... 

... 
0.1 

6sttAPE(Il): (-o.012398)(32 + (0.19504)(3 + 0.12677 

Figure 9.4: ~sHAPE can be extracted for /3 in the range (0, 15) using this interpolating 
function ~SHAPE(/3). 

9.4 Smearing the Likelihood Function 

Having obtained expressions for both ~NORM and ~SHAPE(/3), we have now derived 

the function a(/3) to be used as the width of the Gaussian for smearing the reduced likelihood 

function £({3). The smeared likelihood is 

Lsmeared(/3') = fooo £({3)G({3; a(f3))d{3 
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We perform the smearing by Monte Carlo methods. Treating £(/3) as a p.d.f. for (3, 

we sample ten million values of (3. For each value of (3, we compute a(/3) using fixed !),.NORM 

and interpolated f).sHAPE(/3). We then fluctuate the value /3 by a Gaussian of width a(/3). 

The distribution of the thus-smeared /3 values, after re-smoothing, constitutes our smeared 

likelihood function Lsmeared(/3'). 

9.4.1 A priori limit, with smearing 

Using this method for smearing the likelihood function, we can now calculate upper 

limits f39s that incorporate systematic uncertainty. Figure 9.5 shows the distributions of 

/395 calculated with and without smearing for 1000 pseudoexperiments. 

Effect of smearing on ~ 
.5110 

Entries 1000 1000 
~ c 5.23 5.56 
1110 1.54 1.66 

i 
oll1 .. Unsmeared 

... Smeared 
1 .. 

100 

.. 
~-

: 
i .. 

.. 
12 14 

~95 

Figure 9.5: Smearing with systematic uncertainty causes the average value of (395 , or the 
limit we can expect to set in CDF data, to increase from 5.2 to 5.6. 

That the effect of including systematic uncertainty only raises the a priori f39s from 

5.2 to 5.6 reflects the fact that the dominant source of uncertainty in this analysis is not sys-

tematic, but statistical. Recall that in Figure 7.3 we saw that in default pseudoexperiments 

using the expected amounts of signal and background, the mean value of the fit parameter 
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n 5 was 5.4 9 but the mean value of the error on that fit parameter was 8.1. If the statis-

tical error is on the order of 150%, we do not expect the additional systematic smearing 

by u(/3)/ f3 ~ J[~SHAPE(l.26)]2 + (1.26) 2 [~NORMJ2 /1.26 = J(0.35)2 + (1.26)2(0.16)2 /1.26 = 
0.40/1.26 ~ 30% to have a large effect. 

Thus the limit we expect to set in CDF data, with smearing, is 5.56 x 2.43 ph= 

13.5 ph. 

9Which corresponds to a mean value of {38 = 5.421/4.29 = 1.26 
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Chapter 10 

Results from CDF Data 

Thus far we have developed a set of techniques-for selecting events, for extracting 

an upper limit on the signal content of the HT distribution, for incorporating systematic 

uncertainty into the calculation of that upper limit-using only Monte Carlo events. In 

this chapter we at last apply these techniques to real CDF data. We begin by describing 

the results of applying the selection cuts to data. Sixty-five events pass all cuts. We next 

compare the data numbers of events per jet-multiplicity bin and the HT distribution to the 

predictions of Monte Carlo and find excellent agreement. Then we fit the data to extract 

a measure of the single-top content and obtain, predictably, a value with too large of a 

statistical uncertainty to be very useful. Finally we integrate the product of likelihood 

function x fiat prior to obtain the desired upper limit on the single-top content of data 

at 95% confidence level. We check this Bayesian-calculated value against the frequentist 

definition and find it is conservative by frequentist standards. 

10.1 Data Strip 

Events from CDF Run lA and Run lB are organized into streams according to 

which Level 3 trigger each event passed. In this analysis we use events from high-.PT central 

electron and muon triggers, which correspond to Stream 2 in Run lA and Stream A in 

Run lB [154]. Inclusive electron and muon data sets are drawn from the larger data sample 
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using loose cuts. For both Run 1A and Run 1B our cuts are standard enough that we 

can use preexisting stripped samples made for previous analyses. For Run 1A, we use tapes 

ICE1A1 and IMU1A1 provided by CDF Top Group convenor R. Roser. These tapes contain 

approximately 130, 000 electron events and 80, 000 muon events. For Run 1B, we use the 

TOPFND strip of the so-called "Gordon-Glenzinski" inclusive lepton sample. This strip, 

described in [120], applies tight lepton-ID cuts (no cut on isolation) to reduce the Gordon-

Glenzinski electron sample from roughly 750, 000 to 130, 000 events and the muon sample 

from 570,000 to 90,000 events. Table 10.1 lists the samples we used to select events. In 

summary, we effectively analyzed all data from CDF Run 1A +Run 1B, corresponding to 

a total integrated luminosity of 106.0 ± 4.1 pb- 1. 

Run Lepton Dataset Level 3 Triggers Filenames #Events 
1A Electron ICE1A1 COMBINED..ELE2_CEM ICE_CCxxxx.PAD 133,805 

(pr cut 18 GeV /c) 
1A Muon IMU1A1 COMBINED..MU02_CMU WZ_CM_CCxxxx.STRX..3P 84,645 

(pr cut 18 GeV /c) 
1B Electron EIA ELEA_CEM_18 NxxxxxMM..EIA_TOPFND.PAD 128,761 

ELEA_CEM-50 
1B Muon MUA MUOA_CMU_18 NxxxxxMM..MUA_TOPFND.PAD 90,908 

MUOA_CMX_18 (N =A,E; MM=2 letters) 
MUOA_CMP _18 

MUOA_CMU...AND_CMP _18 
MUOA_CMU..ETA_GAP 

Table 10.1: Run 1 high-Pr inclusive central lepton samples used to select events. Level 3 
trigger names are taken from Table 2 of [155]. 

10.1.1 Lepton-z fix to data 

Before applying the analysis cuts we perform a minor fix to CDF data. Unlike 

Monte Carlo events, data events may contain multiple vertices due to multiple interactions 

per bunch crossing. Only one of these vertices corresponds to the high-PT event of interest; 

any others, if present, almost certainly come from low-q2 "minimum-bias" scatterings. The 
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high-PT lepton certainly came from the high-pr vertex. To make sure that calorimetry 

quantities are calculated with respect to the best guess at the primary vertex, we recluster 

jets using the z coordinate of the P. V. closest to the lepton if more than one candidate vertex 

is identified by CDF's vertex-finder software. CDF routine ZLECHG [156] implements this 

change. 

1 0.1. 2 Events passing cuts 

Tables 10.2 and 10.3 list good-run events in the 1, 2, or 3-jet bins which pass our 

lepton, Er, and b-tag criteria. Events which also pass Z and dilepton removal and the 

kinematic cut Mtvb = 175 ± 35 Ge V / c2 are indicated with an asterisk. Sixty-five events in 

CDF Run 1 data pass all cuts. 
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CDF Run JA 
Run Event #Jets Lepton Pass All Cuts 

41477 57938 1 e * 
41838 168601 1 e 
42686 8608 1 e * 
43670 146935 1 e 
40759 21592 1 p. (CMUP) * 
47615 20806 1 p. (CMUP) * 
40190 98182 2 e * 
41540 127085 2 e 
41627 87219 2 e * 
43066 66455 2 e 
45776 386857 2 e * 
45801 316268 2 e 
46935 266805 2 e 
47439 128290 2 e * 
46357 511399 2 p. (CMX) 
47689 80060 2 p. (CMUP) 
43096 47223 3 e 
46269 44897 3 e * 
46818 221912 3 p. (CMX) * 

TOTAL 19 10 

Table 10.2: Good-run Run lA events in the 1, 2, 3-jet bins passing lepton, ET, and b-tag 
requirements. Events which in addition pass removals and Mtvb cut are flagged with an 
asterisk. 
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CDF Run lB 
Run Event #Jets Lepton Pass All Cuts 

58341 40319 1 e * 
58400 180048 1 e 

58485 4226 1 e * 
60293 212047 1 e * 
61094 173847 1 e 

61169 37139 1 e 
61226 210745 1 e 
63191 132125 1 e 
63209 565078 1 e * 
63209 659741 1 e 
63581 13494 1 e 
63684 165025 1 e * 
64021 46988 1 e 
64311 43078 1 e * 
64880 623030 1 e 
64916 472453 1 e * 
65022 54018 1 e 
66367 882795 1 e 
66435 3103 1 e 
67327 103984 1 e * 
67561 296209 1 e 
67757 460709 1 e * 
67899 292190 1 e 
67989 25379 1 e * 
68110 123757 1 e * 
68185 122336 1 e * 
68333 44335 1 e 
68570 669666 1 e * 
68636 597980 1 e 
68637 252145 1 e * 
68638 8084 1 e * 
68685 411056 1 e 
69007 19019 1 e * 
69007 60885 1 e 
70543 235167 1 e ·* 
70965 207907 1 e 
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CDF Run 1B, cont'd 
Run Event #Jets Lepton Pass All Cuts 

58400 230496 1 11- (CMX) 
58887 12132 1 11- (CMX) 
60004 87159 1 11- (CMX) * 
61188 287356 1 11- (CMU) * 
61525 167543 1 11- (CMUP) 
62912 4\)52 1 11- (CMP) 
63127 173868 11- (CMUP) * 
63370 109338 1 11- (CMUP) * 
63541 173943 1 11- (CMUP) * 
63946 194706 1 11- (CMU) * 
64185 420652 1 11- (CMUP) 
64700 98497 1 11- (CMUP) * 
65277 404855 1 11- (CMUP) * 
65298 736831 1 11- (CMU) 
65426 273116 1 11- (CMUP) 
65721 139367 1 11- (CMUP) * 
65751 179487 1 11- (CMUP) 
65834 199574 1 11- (CMU) 
66185 669100 1 11- (CMX) 
67561 450608 1 11- (CMX) 
67842 5949 1 11- (CMUP) 
68570 802975 1 11- (CMX) 
68685 755190 1 11- (CMUP) * 
69408 39712 1 11- (CMP) * 
69500 24560 1 11- (CMUP) * 
69876 48956 1 11- (CMUP) 
69956 562345 1 11- (CMUP) 
70559 489196 1 11- (CMUP) 
70577 158396 1 11- (CMUP) 
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CDF Run lB, cont'd 
Run Event #Jets Lepton Pass All Cuts 

57621 45230 2 e 

60766 299452 2 e 

61167 368226 2 e * 
63883 935 2 e 

64126 52063 2 e * 
64293 534789 2 e 

64916 499208 2 e * 
64997 46557 2 e * 
65022 34157 2 e * 
65298 907072 2 e * 
65384 266051 2 e * 
65470 4390 2 e * 
66103 563542 2 e 

66412 121506 2 e * 
67692 420568 2 e 

68044 53510 2 e * 
68374 364586 2 e 

68464 275644 2 e 

68986 185443 2 e 

69520 136405 2 e 

69683 21986 2 e * 
69709 173294 2 e * 
70965 296522 2 e 

59103 196685 2 p. (CMX) 
60705 93795 2 p. (CMUP) 
61377 114526 2 p. (CMX) 
63603 4029 2 p. (CMX) * 
63946 43019 2 p. (CMUP) * 
65741 654870 2 p. (CMX) 
65750 106257 2 p. (CMUP) * 
66103 743101 2 p. (CMUP) 
66518 203555 2 p. (CMUP) 
68231 157759 2 p. (CMUP) 
68423 3326 2 p. (CMUP) 
68593 37659 2 p. (CMUP) * 
68637 225974 2 p. (CMUP) 
68774 150313 2 p. (CMUP) * 
69498 36574 2 p. (CMUP) * 
69761 157205 2 p. (CMUP) 
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CDF Run 1B, cont'd 
Run Event #Jets Lepton Pass All Cuts 

56911 114159 3 e 
61074 103772 3 e 
63417 142823 3 e 
64934 416715 3 e * 
66573 107219 3 e 
67824 281883 3 e 
67899 82457 3 e * 
69761 99801 3 e 
69808 639398 3 e 
70627 56836 3 e * 
56669 21631 3 p, (CMU) 
59124 31243 3 p. (CMUP) * 
61024 217119 3 p, {CMUP) 
61548 284898 3 p, (CMUP) * 
65025 152 3 p. (CMUP) * 
65277 209495 3 p. (CMUP) * 
65581 322592 3 p, (CMU) 
67879 407958 3 p. (CMX) * 
67971 55023 3 p. (CMX) 

TOTAL 123 55 

Table 10.3: Good-run Run 1B events in the 1, 2, 3-jet bins passing lepton, Er, and b-tag 
requirements. Events which in addition pass removals and Mtvb cut are flagged with an 
asterisk. 

10.2 Comparing Data to Monte Carlo Prediction 

The numbers of data events passing cuts in each jet-multiplicity bin are summarized 

in Table 10.4. Also shown are the predicted numbers of events from each process in each 

bin, as taken from Table 6.9. 

Comparing the data Hr distribution to the sum of predicted Hr shapes from sig-

nal and background Monte Carlo, weighted by their respective predicted abundances, we 

find excellent agreement (Figure 10.1). Applying the Kolmogorov-Smirnov test to the two 
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Process W + 1 jet W + 2 jet W + 3 jet W+1,2,3jet 
Wg 0.80 1.45 0.75 3.00 ± 0.56 
W* 0.28 0.79 0.23 1.29 ± 0.24 
ti 0.21 2.27 5.90 8.38 ± 2.68' 
non-top 37.4 13.9 2.7 54± 12 
Total 38.7 18.4 9.6 66.7 
Observed 33 22 10 65 

Table 10.4: Numbers of events predicted and observed in CDF data. 

distributions, we find the probability of compatibility between the data histogram and the 

summed Monte-Carlo histogram to be 50%. 

Scalar Sum Er for Data and Monte Carlo 
~ Entries 65 
CJ 
Cl 14 f, signal 

Figure 10.1: Hr distribution for data, with smoothed Monte Carlo predictions for signal and 
backgrounds. (In this plot, the smooth appearance of the Monte Carlo templates is enhanced 
with PAW; the actual smoothed templates used in the fit were shown in Figure 7.2. K-S 
comparison of data and Monte Carlo is of course performed using unsmoothed templates.) 
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10.3 Fitting the Data Hr Distribution 

We apply the likelihood fit method of Chapter 7 to the Hr distribution from CDF 

data. The result we obtain, expressed both in absolute and relative number of events, is 

ns = 8. 73 ± 7. 76 events, or 

f3s = 2.04 ± 1.81 (statistical errors only) 

The complete fit results for signal and background are summarized in Table 10.5. The size 

Process #Predicted #Fitted Fitted f3 
Wg + W* signal 4.3 ± 0.7 8.7 ± 7.8 2.04 ± 1.81 
tt background 8.4±2.7 7.6 ±2.5 0.90 ± 0.30 
non-top background 54± 12 50.8 ± 7.6 0.94 ± 0.14 

Table 10.5: Fit results: Comparing predicted and fitted amounts of signal and background 
in CDF data. Errors are statistical only. 

of the statistical uncertainty on the fitted ns confirms our expectation that we do not have 

sufficient data to measure the single-top cross section. Instead we must set an upper limit 

on this quantity. 

10.4 Extracting {395 from Data 

To obtain the upper limit on f3s in CDF data, we perform the Bayesian procedure for 

integrating the product of the reduced likelihood function and the flat prior as outlined in 

Chapter 8. To recap, we use fixed /j.NORM = 16% 1 and interpolated b.sHAPE(/3) {Figure 9.4) 

in width a(/3) = J b.sHAPE(/3)2 + {32fj.NORM2 of the Gaussian to smear the reduced likelihood 

function C(/3) for data. Integrating C(/3), before and after smearing, up to /395 such that 
1We emphasize again that D.NORM omits theory uncertainty on the single-top cross sections in order that 

our result not depend on this prediction. If Utheory changes, so does our predicted J.Ls· But since our fit 
parameter is ultimately ns, the product f3sJ.Ls does not change. Neither does the product U95 = /39sUtheory· 

So our limit would be unaffected by a change in Utheory· (This discussion is not precisely correct once 
smearing is taken into account, since the smearing width depends on the magnitude of {3.] 
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95% of the area under the curve occurs for f3 < (395 , we obtain the following estimates of 

!395 for data: 

Before smearing : 

After smearing : 

1395 = 5.509 

!395 = 5.895 

Figure 10.2 shows the shape of the reduced likelihood function for data with smeared and 

unsmeared values of l395 indicated. 

Upper Limit on cr51ngleTop from CDF Run 1 Data: 14.3 pb 
co: ::r g 0.25 
.c 
j 
:::; 

0.15 

0.1 

0.05 

Figure 10.2: Likelihood function for data. 

__ Unsmeared L(f3) 

.......... Smeared L(f3) 

Unsmeared 1395 = 5.51 

Relative number of events from fit f3 

10.5 Frequentist Check of Upper Limit 

Having obtained a value for /395 from data, we are now in a position to apply the 

frequentist check of this value as described in Section 8.1.4. We throw pseudoexperiments 
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with input /3 = /395 2, fit each pseudoexperiment to obtain /3, and smear each !-J according 

to a Gaussian of width u(/3) = V t::..sHAPE(/3) 2 + i-J2 !::,.NORM 2. Plotting the values of smeared /3 

for each pseudoexperiment yields distribution J(/31/395)· Next we integrate this distribution 

out to f3exp = 2.04, i.e .. the particular value of !-J obtained from the fit to real data. If this 

integral is less than or equal to 5%, then the Bayesian-calculated value of /395 coincides with 

or exceeds the frequentist definition. Figure 10.3 shows the distribution of smeared /3 values 

for the Bayesian-calculated /395 = 5.895. We find the integral is equal to 3%, indicating that 

Frequentist Check of Smeared 1395 from Data 
c Entries 9982 
~ Mean 6.051 
c 360 II 
E 

"C 
8. 
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f3exp=2.04 Smeared fitted 13. 

Figure 10.3: Frequentist check: Integrating the distribution of smeared /3 values j(/JI/395) 
up to f3exp = 2.04. (The actual integration was performed using PAW++ on a much more 
finely-binned histogram than is shown here.) 

the Bayesian-calculated value /395 = 5.895 corresponds to frequentist overcovemge at 95% 

C.L., or to frequentist coverage at 97% C.L. 
2Pseudoexperiments were thrown with backgrounds uniformly scaled by a factor of (66.7- fJgsp..)/(P.tf + 

P.nt) to make the total number of expected events still equal to 66.7 (see analogous discussion in Section 9.3.2). 
That is, we threw the "frequentist check" pseudoexperiments using signal mean /395 x 4.29 = 25.3, tf mean 
5.56, and non-top mean 35.8. 
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Thus we obtain an upper limit at 95% confidence level on the single-top-production 

cross section of 

0"95 = /395 X O"SM = 5.895 X 2.43 pb = 14.3 pb. 
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Chapter :Ll 

Conclusions 

We search for single top production in 106.0 pb-1 of CDF Run 1 data by performing 

an unbinned maximum likelihood fit to the Hr distribution in the tagged W + 1, 2, 3-jet 

sample after a cut on reconstructed mass of the lepton, neutrino, and leading b jet of 

140 < Mtvb < 210 GeV /c2 . From acceptance studies normalized to theory predictions, 

we predict 4.29 signal to pass the analysis cuts. The fit prefers nsignal = 8.7 ± 7.8, or in 

terms of parameter {3 expressing the deviation from the Standard-Model prediction, {3 = 

2.04 ± 1.81. However, with a background prediction of 62.4 events--for a Sj...(jj = 0.54-

we knew from the outset that the goal of this analysis would be not to measure but to 

put an upper limit on the single-top content of CDF Run 1 data. To do this we form 

the reduced likelihood function £([3), convolve with a Gaussian incorporating systematic 

uncertainties, and integrate the resulting smeared distribution up to f3gs, the Bayesian 

definition of upper limit at 95% confidence level. We check that the result we achieve, 

(3g5 = 5.895, is conservative according to the frequentist definition of upper limit at 95% 

confidence level. This corresponds to an upper limit on the combined Wg + W* single-top 

cross section of 14.3 pb at 95% C.L. 

To translate our measured value of and upper limit on {3 into a measured value 

of and upper limit on the Standard-Model parameter Vib, we recall that the Standard-

Model-calculated cross section contained an implicit factor of IVibl2 = 1. That is, asM = 
IVib, sMI2 X. If we absorb into Vib, fit all deviation of the fitted cross section a fit from the 
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predicted value asM, we can write a fit= lvtb, fitl 2 X, or 

z.e. lvtb, fitl = ,.,(fiji; = 1.43. The uncertainty on this measurement is one half the 

quadrature sum of the experimental and theoretical uncertainties on the cross section, i.e. 

8j'Vtbi/I'Vtbl = h/<>a';tat. + 8a;ys. + 8atheor., where 

• statistical uncertainty 8a stat. = 

1.81/2.04 = 89%; 

• systematic uncertainty 8asys. = 

J[~SHAPE(2.04)]2 + (2.04)2[~NORMJ2 /2.04 = J(0.47)2 + (2.04)2(0.16)2 /2.04 = 28%; 

• theoretical uncertainty 8atheor. = 

14%; 

or 47%. That is, we measure lvtbl = 1.4 ± 0.7. The 95%-C.L. upper limit on lvtbl is 

lvtb, 9sl = .,fff95 = 2.43. These results-a limit on the combined Wg + W* cross section of 

six times the Standard-Model prediction, or the result lvtbl < 2.4-do not strongly constrain 

any models of new physics in the top sector. 

The analysis strategy laid out in this paper is tailored to the small statistics of a 

Run 1 search. With the 20x larger sample of CDF Run 2, the strategy will shift toward 

more-stringent cuts and separate searches for the Wg and W* modes. A lower bound on the 

performance of a combined search in Run 2 data can be estimated from Table 8.1. Using 

the same cuts as this analysis but restricting ourselves to the W + 2, 3-jet bin, with 20x 

the data we would already achieve Sj..,fB = 2.9, the benchmark of evidence for single-top 

production. 
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