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ABSTRACT

We describe a measurement of the top quark mass in tt production where the �nal

state is 6 or more jets, which is otherwise known as the all-jets channel. The mass

is extracted from 110.2 pb�1 of data taken with the D� detector at the Fermilab

Tevatron (center-of-mass energy
p
s = 1.8 TeV) from 1993{96. The top quark mass

is measured to be 176:6+17�1�13�4 GeV/c
2. The corresponding cross section is estimated

to be 11:5+4�9�4�7 pb.
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CHAPTER 1

THE TOP QUARK

\When a society is rich, its people don't need to work with their hands;

they can devote themselves to activities of the spirit. We have more and

more students. If students are going to earn degrees, they've got to come

up with dissertation topics. And since dissertations can be written about

everything under the sun, the number of topics is in�nite. Sheets of paper

covered with words pile up in archives sadder than cemeteries, because

no one ever visits them, not even on All Souls' Day. Culture is perishing

in overproduction, in an avalanche of words, in the madness of quantity."

{ Milan Kundera from his book The Unbearable Lightness of Being.

This dissertation describes the measurement of the top quark mass. The top quark

(a.k.a. the truth quark) is a sub-atomic particle, and a fundamental constituent of

matter. In this chapter, we motivate why the top quark and, speci�cally, why the

measurement of the top quark mass in the all-jets decay channel at D� is important.

To help understand its importance, we must �rst look at the wider �eld of high energy

physics, which is concerned with the discovery and measurements of such particles

and the forces that govern them.

1
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1.1 The Standard Model

High energy physics or particle physics is the study of the fundamental con-

stituents and interactions of matter. It has been shown that matter and its inter-

actions can be described in terms of particles. The current, most widely accepted

description of these particles is called the \Standard Model." Within this theory, all

particles in the universe can be described in terms of properties such as color, electric

charge and intrinsic angular momentum (i.e. spin). The constituents of matter are

called \fermions" because they have half integer spin. The Standard Model fermions,

as listed in Table 1.1, are divided into two types (leptons and quarks) depending on

their interactions via the fundamental forces. Here, we will describe the forces �rst,

and then the particles on which they act.

The interactions between particles can be described in terms of the exchange

of particles called \bosons" (i.e. particles with integer spin). The Standard Model

bosons are listed in Table 1.2 with the forces with which they are associated. The

strengths of these forces are quanti�ed by the coupling constant. This parameter in

fact is not constant; it is determined by the energy at which the particles in question

are interacting. Not listed in Table 1.2 is the particle associated with gravity (the

graviton, a spin 2 boson). Since the gravitational force is much weaker on the scale

of the experiments of particle physics, it is neglected.

As mentioned previously, the fermions are grouped into two categories: quarks

and leptons. Quarks interact via the electromagnetic, weak and strong forces, while

leptons interact via only the electromagnetic and weak forces. Also, because the

quarks interact via the strong force, they carry an additional property that the

leptons do not, which is called \color." Each quark carries one of three colors, which

are labeled red, blue, and green. These colors are analogous to the electric charge,
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Table 1.1. The Standard Model fermions (i.e. spin 1/2 particles) tabulated with
their commonly used symbols, electric charge and mass.

Leptons Quarks

Flavor Symbol Charge Mass (GeV/c2) Flavor Charge Symbol Mass (GeV/c2)

electron neutrino �e 0 <3�10�9 up u +2/3 0.003

electron e -1 0.000511 down d -1/3 0.006

muon neutrino �� 0 <0.00019 charm c +2/3 1.3

muon � -1 0.106 strange s -1/3 0.1

tau neutrino �� 0 <0.0182 top t +2/3 175

tau � -1 1.7771 bottom b -1/3 4.3

Table 1.2. The Standard Model vector bosons or gauge bosons (i.e. spin 1 particles)
tabulated with their commonly used symbols, electric charge and mass. These
particles are responsible for carrying the Electromagnetic, Weak and Strong forces.

Force Carriers

Name Symbol Charge Mass (GeV/c2)

Photon (Electromagnetic) 
 0 0

W� (Weak) W� �1 80.4

Z (Weak) Z 0 91.187

gluon (Strong) g 0 0

except that unlike electric charge of which there are two kinds, positive and negative,

color comes in three varieties: red, blue or green.

Certain leptons and quarks are found to have similar properties, and so they

are grouped into pairs or generations. The quarks can be grouped into up/down,

charm/strange and top/bottom. Until 1995, properties of all of the quarks except

the top quark had been directly measured. This pairing strongly suggested that the
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bottom quark had a heavier partner with properties similar to the up and charm

quark.

Before we move on to the strong force, we must introduce a larger symmetry in

the Standard Model: for each particle shown in Table 1.1 there exists an anti-particle

with the same mass and opposite quantum numbers (e.g., charge, color, etc.).

Anti-particles are represented by the same symbols as their partners, except they

carry a `bar' over them. For instance, an anti-down quark in Table 1.2 is denoted d.

The behavior of strong interactions at large distances is such that all particles

isolated in Nature are colorless. The color force, unlike the other forces of Nature,

increases as a function of the distance between quarks. As the force and potential

energy increase, a threshold is reached when it is energetically favorable to form

a quark-anti-quark pair or a 3 quark (anti-quark) bound state. For instance, a

proton is made of two up quarks and one down quark, with each quark carrying

a di�erent color, yielding a `colorless' proton. In the same way, a meson is a

colorless (quark-anti-quark) bound state with the quark having a certain color, and

the anti-quark having the corresponding anti-color. The quark is therefore con�ned

to a bound state, and so, in a particle detector, quarks transform into sprays of

particles as they move away from one another. These `sprays' are called jets.

Also not listed on either Table 1.1 or Table 1.2 is the as yet undiscovered Higgs

boson, which is believed to be responsible for electroweak symmetry breaking, and

gives mass to the massive fermions and bosons. This spin = 0 particle is not a force

carrier. Rather, the bosons and fermions acquire mass through their interaction with

the Higgs �eld that pervades the vacuum.

We have put the top quark in some context, while introducing the force carriers

which will be key to understanding its production and decay. In the next section, we

discuss the details of its production.
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1.2 Top Production

In this thesis, we will be measuring the top quark mass when tt pairs are produced

in the collision of protons (p) and anti-protons (p) colliding at a center-of-mass energy

of 1.8 TeV. At these energies, the p and p can interact as an incoherent collection

of quarks, anti-quarks and gluons to produce tt pairs. The total production cross

section for pp! tt can be expressed as

�(pp! tt) =
X
a;b

Z
dxadxbf

p
a (xa; �

2)f pb (xb; �
2)�̂(ab! tt; ŝ; �2; mt); (1.1)

where the summation indices a and b run over light quarks and gluons. The

perturbative, Standard Model calculation of the cross section (the partonic cross

section) is denoted �̂. The partons a and b carry momentum fractions xa and

xb of the proton and anti-proton, respectively. The PDF's f pa and f pb are the

probability densities of �nding a parton with a given momentum fraction in a proton

or anti-proton. The arbitrary parameter, �, is the renormalization scale and the

factorization scale; the renormalization scale is the momentum transfer scale at which

certain quantities that appear in the calculation are rede�ned. The factorization scale

determines the splitting of the cross section into perturbative and non-perturbative

parts. These two scales, in principle, do not need to be the same. However, since

they are both arbitrary, we set them equal to each other. If the calculation of �̂ were

carried to all orders, the PDF and �̂ would be completely separable. More will be

said about the parameter � below.

The main contribution to the partonic cross section, �̂, is from the strong

interactions of qq or gg pairs (qq ! tt, gg! tt). Ninety percent of the time when a

tt pair is created at 1.8 TeV in the Tevatron, it is the result of a quark and anti-quark

annihilation (qq ! tt); the rest of tt production is the result of gluon-gluon fusion

(gg! tt). The partonic cross section, �̂, is calculated as a perturbative expansion in

the strong coupling constant (�s), which is a small expansion parameter at the high



6

energies of the Tevatron (1.8 TeV). The leading order (LO) processes shown in Fig. 1.1

are of order �2s, and are the diagrams considered when calculating the processes to

simulate tt events (e.g., in a Monte Carlo event generator). The next-to-leading order

cross section is calculated by including both real one-gluon emissions and virtual

one-gluon exchange (i.e. loop diagrams), and are of order �3s. Higher orders with

more complicated diagrams become increasingly suppressed with increasing factors

of �s. Divergences arise at each order in the perturbative calculation of �̂, f
p
a and f

p
b .

The standard renormalization procedure applied to the strong interaction Lagrangian

takes care of eliminating the ultra-violet divergences from the large momentum

terms. The infra-red divergences from soft gluon exchange and soft/colinear gluon

emission cancel between virtual and real corrections. However, the schemes used

to remove these divergences leave large logarithmic terms that can be resumed by

reorganizing the perturbative expansion of �̂. We can therefore calculate the cross

section to the Nth order in logarithms as opposed to the Nth order in �s. Both the

renormalization used to calculate �̂ and factorization procedures used to calculate

the PDF's introduce scale dependences in the theory that remain in the physical

cross section when it is calculated to �xed order in perturbation theory. Here, the

scaling factor in the renormalization of �̂, and the PDF are set equal to the same

parameter �, which is then set to the mass of the top quark (mt) by convention.

However, a well behaved cross section should show a decreasing scale dependence

the higher the perturbative order. This is the case for �(pp ! tt) where the cross

section is calculated to next-to-leading order (NLO) or next-to-next-to-leading order

(NNLO) and the technique of resuming large logarithms is applied, obtaining the

next-to-leading log (NLL) or next-to-next-to-leading log (NNLL) expressions. Figure

1.2 illustrates the decrease in scale dependence by showing the results of the cross

section for NLO and NNLO calculations. As we can see, the cross section calculated
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to NNLO has less of a dependence on the renormalization and factorization scale,

�, as compared to the NLO calculation [1{2]. Theorists typically estimate the error

introduced by truncating the series by varying � within some (arbitrary) range, such

as mt=2 < � < 2mt. However, it should be recognized that neither the choice of

�, nor the range over which it is allowed to vary, have physical signi�cance. But

the degree to which �(pp ! tt) depends on � is a possible indication that one has

taken the calculation to enough orders for it to be a close approximation of the full

calculation to all orders.

In this analysis, the NNLO-NNLL tt cross section in Fig. 1.2 is used to calculate

the number of signal events in fake data samples that optimize the neural network

cut and determine the expected mass and cross section uncertainties.

From Fig. 1.2 we see that the tt cross section calculated to NNLO for a 180 GeV1

top quark is 5 pb [2], corresponding to 551 tt pairs with a 110.2 pb�1 luminosity2

during Run I at D�. The NNLO cross section is larger than that for NLO (4.4 pb).

1.3 Top Decays

We detect top quarks through the decay products of the top and anti-top quarks.

The top (anti-top) quark decays almost 100% of the time into aW+ (W�) and a b (b)

quark. The W bosons can either decay leptonically or hadronically (i.e. to quarks).

1Mass will be expressed in either GeV or GeV/c2 by adopting the convention c � 1.
2The cross section is de�ned as

Number of Events = Cross Section� Luminosity (1.2)

or

N = � �L: (1.3)

For instance, given a number of particles/unit area (L) that are �red on a target and a given cross

section (�), then we expect a certain number of events (N).
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Figure 1.1. The leading order Feynman diagrams considered for tt production.
These diagrams show how tt events are produced with their respective branching
fractions. The arrow of time in these diagrams points to the right, and anti-particles
can be considered as particles moving backward in time. The �rst diagram, for
instance, shows a quark (q) and anti-quark (q) annihilating into a gluon, denoted by
a `curly' line, which decays into a top (t) and anti-top (t) quark.
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Figure 1.2. Plot of the cross section as a function of top mass. The cross section
is calculated for NLO and NNLO-NNLL with the energy scale varied from 1/2 to 2
times the top mass. These calculations are plotted with the CDF and D� top mass
and cross section measurements. The all-jets mass measurement discussed in this
thesis is not included in the D� combined measurement [2].

Figure 1.3 shows a graphical representations of the three di�erent decay processes

(i.e. decay channels) of the tt pair with their respective branching fractions. The

three channels are the dilepton channel where both W 's decay to leptons, the lepton

+ jets where one W decays to a lepton, neutrino and the other to quarks, and the

all-jets (all-hadronic) decay channels where both W 's decays to quarks. 3 Table 1.3

shows a breakdown of the branching fractions to all possible Standard Model decays.

3The name `all-jets' comes from the fact that the 6 quarks manifest themselves as jets, or `sprays'

of particles, in the detector.
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Figure 1.3. These diagrams show the 3 standard model decay modes of tt pairs.
The arrow of time points to the right. The t (t) quark decays into a b (b) and a
W+ (W�). The W's can then decay into leptons or quarks. Note that the lepton +
jets channel also represents the cases where the W+ decays to quarks and the W�

decays to leptons.
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The �nal states for all three channels have two b quarks. The b quark decays to

a muon �10% of the time. Requiring an event to have a muon within a jet can then

be useful in identifying b quarks, which can be a good way of cutting background

events. This requirement is called a soft lepton tag (SLT) or �-tag, which was used

by both CDF and D� to �nd the top quark. The CDF experiment was further

able to identify b quarks by their long lifetimes. A precision measurement of the

distance traveled by the b quark between production and decay enabled them to

better identify b quarks. This measurement was made using a silicon vertex or SVX

detector, which D� did not have.

This thesis describes the measurement of the top quark in the tt! all hadronic

decay channel. That is, when both the W+ and the W� decay into quarks.

1.4 Why We Want to Measure the Top Quark in the

All-Jets Channel at D�

In 1995 the top quark was observed by D� and CDF [3{4]. Before its discovery,

it was an important missing piece of the Standard Model fermions. Its mass is also

an important parameter in constraining the mass of the yet to be discovered Higgs

particle. This particle is a prediction of the Higgs mechanism that gives mass to the

Standard Model fermions and bosons. The Yukawa coupling to the Higgs particle

is directly proportional to mtop=v where mtop is the mass of the top quark, and v is

the vacuum expectation value of the Higgs �eld. This vacuum expectation value is

a parameter which determines the mass of the Higgs particle.

The CDF experiment has measured the mass for all possible decays of the top

quark, while the D� experiment has only measured the mass in the dilepton

and lepton + jets channel. In CDF's measurement of the top quark mass in the

all-hadronic (all-jets) channel their silicon detector played a crucial role in improving
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Figure 1.4. Masses measured by D� and CDF with the combined measurement.

the signal-to-background ratio. To do this measurement at D� without the bene�t

of the silicon detector is diÆcult. One is faced with a daunting background, and it

is not obvious apriori that the analysis can even be done, as this analysis is the only

measurement of the top mass in the all-jets channel using the Run I D� detector.

Currently, the combined mass from CDF and D� is 174.3 � 5.1 GeV. This

number excludes the mass measurement from the D� all-jets channel described in

this thesis. Figure 1.4 shows the masses measured in the various decay channels.

However, this analysis is important for a number of reasons. First, the techniques

of estimating the background and utilizing neural networks can be used to measure

the mass in the all-jets channel in future experiments. Soon, using the techniques

from this analysis, the upgraded D� detector will have enough data to perform
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this analysis with or without the use of their newly commissioned Silicon Microstrip

Tracker detector.

Also, as can be seen from Figs. 1.4 and 1.5, D� has managed to have competitive

measurements to CDF in most of the decay channels. Although the all-jets channel at

D� cannot be measured in the same simple fashion as was done by CDF, advanced

analysis techniques could result in a useful measurement. Moreover, it is always

scienti�cally useful to have independent measurements of fundamental quantities,

such as the top quark mass.

Lastly, the measurements of the masses on both experiments (Fig. 1.4) suggest

that the mass grows as the number of jets in the �nal state increases. Although all

the measurements are well within uncertainties, it would be interesting if this trend

is seen at D� with the measurement from the all-jets channel.

For completeness, Fig. 1.5 shows the tt cross section for all of the decay modes

measured by D� and CDF. The cross section measurements of the two experiments

have not been combined as yet. D� measured a tt cross section of 5.9 � 1.7 pb and

CDF a cross section of 6.5+1:78�1:4 pb.

1.5 Overview of this Analysis

The background from the all-jets channel is daunting. After some initial selection

cuts, the signal to background ratio is �1/1000. We require a muon to be within

one of the jets (i.e. to tag the b quark) to increase the signal to background ratio

by a factor of 10 with a >80 % cut in signal eÆciency(!). Only then do we have

a signal/background ratio of �1/100, where a sophisticated analysis tool called a

neural network will be used to bring the signal/background ratio to �1/10. What

follows is a detailed overview.
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Figure 1.5. The cross sections of tt plotted with the theoretical cross section and
combined measurements. HAD = all-hadronic decay channel, SVX = measurement
of the lepton + jets channel using the silicon vertex detector, SLT = measurement
of the lepton + jets channel using the soft lepton tag, DIL = dilepton channel, L+J
(topo) = measurement of the lepton + jets channel using the SLT, and L+J (�-tag)
= measurement of the lepton + jets channel using the SLT.

For this analysis, the �rst order of business will be to establish the initial selection

criteria. These criteria are based on the fact that top events tend to be more central in

the detector (i.e. more perpendicular to the direction of the proton and anti-proton

beam which produces the tt pair). These events also tend to produce jets with a

larger momentum in this transverse direction. Furthermore, we select events with at

least 6 jets. Although this requirement does not improve the signal/background, it

is necessary if we want to reconstruct the invariant masses of the top and anti-top

quarks. To avoid measuring tt events already measured in previous analyses, we will

exclude events with isolated muons or electrons (i.e. muons or electrons that are
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not within jets). Lastly, we require a muon within a jet. Since light-quark QCD

background has a muon 3% of the time, and tt decays have two b quarks which

each decay to a muon 10% of the time, a factor of 2�10%/3% ' 7 increase in

signal/background can be obtained by requiring a muon within a jet. Since there

is no reliable Monte Carlo that can model 6 jet QCD events, we use a subset of

the data to model the background. The background is modeled through a function

that weights the untagged events in such a way that it reproduces the tagged data

distributions in the absence of top events. After we have a background estimate, the

signal is estimated using Monte Carlo simulations.

We then want to �nd a variable that is able to discriminate between di�erent top

masses. The most obvious variable is the averaged invariant mass of the top and

anti-top quark, which is what we use.

After the initial selection criteria, the background and signal modeling, and

a mass discriminator have been found, we still need to dramatically increase the

signal/background ratio from 1/100. Many variables discriminate between signal

and background a little, but we are not able to make a dramatic improvement

with any single variable. We therefore employ a neural network which combines the

discrimination power of many variables so that we make a �nal cut that improves

the signal/background to 1/10.

Before the neural network cut is made, we develop a likelihood method which

serves to estimate the top mass. The likelihood �nds that combination of signal and

background that best �ts the data. The neural network cut is then optimized to

minimize the uncertainties in the �nal result. Fake data samples are created with

Monte Carlo and the background sample created from data. That neural network cut

which allows us to make the best estimate of the top mass in these fake data samples

will be the one applied to the real data. Also, we �nd the correction for the mass
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obtained from the likelihood to the true mass, using the fake data samples. Then,

using the real data, we make the neural network cut, employ the likelihood, correct

the result and produce an answer for the top mass. The cross section measurement

as a by-product of this analysis is not very good - but we do not lose sleep over

it since the methods of �nding the top mass described above are not optimized to

measure the cross section.

As will be seen, after initial selection cuts, about 9 events are expected, assuming

a 175 GeV top mass and 6 pb theoretical cross section at the D� detector. After a

neural network cut, only a few of these events will be used to measure the top mass

in the all-jets channel.

The following chapter describes the D� experiment which was used to collect the

data for this analysis, while Chapter 3 will describe the data sample. The simulation

of the top quark signal and the background estimation will be described in Chapters

4 and 5, respectively. Chapter 6 will then discuss the reconstruction of the top mass

per event, and Chapter 7 will discuss the neural network used to separate signal from

background. The likelihood, which encompasses all uncertainties and which will �nd

the most probable mass of the top quarks in the data, is described in Chapter 8. The

�nal chapter (9) will give the conclusions.
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Table 1.3. A list of the tt decay channels with their respective branching fraction.
The branching fraction is de�ned as the fraction of time that a particular decay mode
appears from a given initial set of particles.

channel Branching Fraction

bbe�e�ee 1/81 � 0.012

bbe�e��� 1/81 � 0.012

bbe�e��� 1/81 � 0.012

bb����ee 1/81 � 0.012

bb������ 1/81 � 0.012

bb����� � 1/81 � 0.012

bb����ee 1/81 � 0.012

bb������ 1/81 � 0.012

bb������ 1/81 � 0.012

bbqq0e�e 6/81 � 0.074

bbqq0��� 6/81 � 0.074

bbqq0��� 6/81 � 0.074

bbe�eqq0 6/81 � 0.074

bb���qq0 6/81 � 0.074

bb���qq0 6/81 � 0.074

bbqq0q00q000 36/81 � 0.44



CHAPTER 2

THE DETECTOR

The D� detector is one of the two general-purpose detectors at the Tevatron

designed to study pp collisions at high energies. The two detectors (CDF and D�)

are positioned at nearly opposite sides of a ring that is 1 km in radius.

The D� detector was built to measure high mass states and high transverse

momentum (pT ) phenomena at the highest center of mass energy available at the

time,
p
s = 1.8 TeV. These most interesting phenomena include top-quark physics,

heavy-boson physics, b quark production and potential new phenomena beyond the

Standard Model. These types of objects are more likely than their light-quark QCD

backgrounds to decay to leptons and jets. The detector was therefore optimized to

identify and measure electrons and muons, measure jets at large pT through highly

segmented calorimetry and good energy resolution, and to have a good measurement

of the transverse energy (ET ). Also, the detector was designed to have good angular

coverage to provide a good measurement of the missing transverse energy.

For jets, the transverse energy is de�ned as

ET =
X
cells

Ecell � sin �; (2.1)

where Ecell is the energy in a calorimeter cell, and the summation is over all cells

belonging to the jet (as de�ned by the jet algorithm described in Section 3.1.2).

Figure 2.1 shows a cross section of the D� detector. The detector is over 3 stories

high from top to bottom. Moving from the center outward, the detector consists of

18
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D0 Detector

Muon Chambers

Calorimeters Tracking Chambers

Figure 2.1. The D� detector.

the central tracking chamber, the transition radiation detector, the calorimeter and

the muon system. A supporting platform (not shown) under the detector transports

the detector from a `work' area (the `assembly hall') to the collision region while

holding much of the front end electronics. The calorimeter is very large and dense,

which makes it highly improbable that particles that are not muons reach the outer

layers of the muon system without interacting.

A more complete description of the detector parts follows. However, a brief

digression is necessary to explain the coordinate system of the detector and the

source of the 900 GeV protons and anti-protons.
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2.1 Coordinates and Key Variables

To describe the orientation of objects in the detector, a right-handed coordinate

system will be employed. The positive z-axis is along the direction of the colliding

proton momentum, and the y-axis is upward. The � and � angles are the azimuthal

and polar angles, respectively; �=0 is along the proton beam direction. The

r-coordinate is the perpendicular distance from the beam. We also use the pseudo-

rapidity � � { ln(tan(�/2)) which approximates the true rapidity of a particle,

y = 1/2 ln((E+pz)/(E-pz)). Now � can be measured from the absolute center of

the detector where z � 0. This is de�ned as detector � or �det. However, � can also

be measured from the point at which the particle is created since proton-anti-proton

collisions are spread over a region of z. Therefore we de�ne physics �, also denoted

simply � where � � { ln(tan(�0/2)) and �0 is the particle's polar angle measured

relative to the collision point where the particle is created. When � is discussed in

this thesis, it is assumed to be physics � unless stated otherwise.

2.2 The Accelerator

The Tevatron at Fermilab is a proton synchrotron. A synchrotron is an accelerator

where the particles follow a closed orbit while being accelerated via multiple passes

through accelerating stations. This requires that the magnetic �elds constraining

the particles to their orbits and the radio frequency (RF) �elds accelerating the

particles vary synchronously with the change in particle momentum. When operated

in the \�xed-target" mode, the Tevatron accelerates protons up to 800 GeV. The

accelerated protons are then extracted and steered onto a �xed target. For this

thesis, we are interested in its operation as a proton-anti-proton collider. Figure 2.2

shows a schematic of the facility and can serve as a reference to the di�erent

stages of proton and anti-proton acceleration. The accelerator complex consists of
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Figure 2.2. The collider facility at Fermilab (circa 1992-1996). The D� detector is
located about its namesake, the D� collision point.

a series of seven components: a preaccelerator, a linear accelerator (Linac), the

booster, a debuncher, an anti-proton source, the Main Ring, and the Tevatron.

Proton-anti-proton collisions can occur in 6 places along a ring of magnets that is 1

km in radius (�6.3 km in circumference). There are 6, because there are 6 proton

and 6 anti-proton `bunches' of protons injected into the Tevatron moving in opposite

directions. Based on the relative timing at which each bunch is injected, they can be

made to collide at certain places along the ring. The protons and anti-protons are
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accelerated until they each have an energy of 900 GeV. Since protons and anti-protons

have opposite charges, they can be accelerated and bent by magnets in opposite

directions in the same beam pipe. Only the D� collision point and the B� collision

point have detectors around them to measure the proton-anti-proton interactions,

D� and the Collider Detector at Fermilab (CDF), respectively.

However, before a proton and anti-proton collide, they must �rst be prepared and

accelerated. A good overview of this process is given in [5], and only a super�cial

overview will be given here.

A proton is easy to prepare; protons are nuclei of hydrogen. However, the �rst

stage in accelerating the proton is not to separate protons from their electrons.

Rather, an electron is added to the hydrogen atom in the Negative Hydrogen

Ion Source (NHIS) to make an H� ion. It is then extracted from the source and

magnetically steered to an electrostatic accelerating column. The high voltage for

this column is produced by a Cockcroft-Walton Generator which is essentially a chain

of capacitors and diodes creating a column of increasing voltage. The generator

produces a factor of 10 increase to the input voltage of 75 kV. Leaving the NHIS at

18 keV, the H� ions make their way out of the column with an energy of 750 keV to

the Linac.

The Linac is a two-stage linear accelerator. The �rst stage of the Linac is an

Alvarez drift-tube accelerator shown in Fig. 2.3 which accelerates the H� ions to

116 MeV. This accelerator is a series of 5 tanks which are each �79 m in length.

Each tank consists of several drift tubes which increase in length as a function of

the speed of the protons at that stage in the tank. An electric �eld oscillates in the

tank at such a frequency that it produces a standing wave. A negative hydrogen ion

moving from left to right in Fig. 2.3 `sees' an electric �eld opposite to its direction of

motion, and is therefore accelerated. As it moves into the tube, the tube shields the
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Figure 2.3. A cross sectional view of a simple Alvarez drift tube Linac [6].

ion from the electric �eld when the electric �eld reverses direction. By the time the

particle leaves the tube again, the electric �eld has switched back to pointing in the

opposite direction of motion to accelerate it again. 1 The second stage of the Linac

is a side-coupled Linac, and operates at a higher resonant frequency.

The negative hydrogen ions leave the Linac with an energy of 400 MeV and are

injected into a proton synchrotron (\Booster") through a carbon foil which strips

the electrons from the protons. After the Booster has reached maximum capacity

(about 3�1012 protons), the RF stations are brought into a proper phase over a

period of 100-200 �s in order to capture the protons into the RF bucket structure of

the Booster. The protons are then accelerated to 8 GeV and injected into the Main

Ring.

The Main Ring accelerates the protons and anti-protons to 150 GeV and injects

them into the Tevatron. Contrary to what is pictured in Fig. 2.2, the Main Ring

has the same radius as the Tevatron (1000 m), so it runs parallel to it. The Main

Ring beam pipe and magnets are above the Tevatron and close to it, except for

1Why would one accelerate an ion in this fashion? Why not set up a 115 MV potential between

two plates (say) and accelerate the ion between them? The answer lies in the fact that it would be

terribly diÆcult to shield anything with a 115 MV potential.
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overpasses at B� and D�. The overpass at CDF bypasses the detector completely.

However, the D� detector is not so lucky; the Main Ring passes through its forward

muon chambers and outer calorimeter modules. The Main Ring Veto, which will be

discussed in Section 2.10.4, rejects events arising from noise in the Main Ring.

The Main Ring also serves as a source for the 120 GeV protons used to create

anti-protons. The 120 GeV protons are extracted from the Main Ring and steered

onto a nickel target to produce anti-protons. For about every 100,000 protons, 1

anti-proton has the proper momentum (�8 GeV) and angle such that it can be

focused and directed to the Debuncher. The Debuncher reduces the momentum

spread of the anti-protons and injects them into the Accumulator. The Accumulator

then stores up anti-protons for injection into the Main Ring.

Eight GeV protons or anti-protons injected into the Main Ring in 11, 13 or 15

bunches are congealed into one bunch and injected into the Tevatron. Six proton

and six anti-proton bunches are accelerated in opposite directions to an energy

of 900 GeV making a 1.8 TeV center of mass collision. The accelerator consists

of dipole, quadrupole and correction magnets which are all super-conducting and

super-cooled to a temperature of 4.6 K. The acceleration of both protons and

anti-protons can occur in the same ring because they are traveling in opposite

direction and have opposite charge. Special super-conducting quadrupole magnets

(\low � quadrupoles") on either side of the B� and D� collision points squeeze

the beam to have a cross sectional diameter of �40 �m. This squeezing increases

the luminosity. The distribution of inelastic collisions along the z-coordinate in the

interaction region is roughly Gaussian, where �z � 30 cm is determined mainly by

the bucket length.

General information about the accelerator is tabulated in Table 2.1.
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Table 2.1. Vital statistics of the Fermilab Accelerator.

Parameter Value

Center-of-Mass Beam Energy 1.8 TeV

Types of Collisions Protons and Anti-protons

Instantaneous luminosity �1030cm�1s�2

Run Period Run I from 1992-1996

Integrated luminosity over

Run Period �110 pb�1

Width of Beam 40 �m

�z of Beam at D0 30 cm

Period Between Bunch Crossings 3.5 �s

2.3 The Central Detectors

The central detector (CD) is divided into three parts (see Fig. 2.4): the vertex

drift chamber (VTX), the transition radiation detector (TRD), the central drift

chamber (CDC) and the two forward drift chambers (FDC's). This analysis uses

the CD to help track muons and to �nd the jet vertices.

Owing to the absence of a central magnetic �eld, the CD cannot be used to �nd

the momentum of tracks. Rather, the tracking is optimized to resolve tracks with a

high eÆciency and to have good ionization energy measurements to distinguish single

electrons from closely spaced conversion pairs. All four parts �t within a hollowed

cylindrical volume with an inner radius of 3.7 cm, and an outer radius of 78 cm. The

central detector is 270 cm in length, and is centered around the interaction region.

The TRD was included to gain an additional factor of 50 for rejection of isolated

pions versus electrons beyond that given by the calorimeter alone. However, this

detector was found to be practical for lower instantaneous luminosity, which was not
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Figure 2.4. The central detector layout.

the condition at D�. The scale for track spatial resolution was set by the need to

determine the primary z-vertex and to matching tracks to showers on the calorimeter

to �1 mm.
The central detectors were designed to match collider bunch-time intervals of 3.5

�s. This time period allows for long drift (�1 cm) cells. Good two-track resolving

power is obtained by designing a system to sample charge at �10 ns intervals giving
the detector an e�ective granularity2 of 100-350 �m with relatively few channels

(� 4200 wires and 6080 channels).

General properties of the central tracker are listed in Table 2.2. The following

sections give a more detailed description of each part of the central detector.

2The e�ective granularity is the detector's e�ective resolution given the spacing of the wires and

the accuracy by which tracks can be measured along the wires.
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Table 2.2. Table of central detector parameters.

Parameter Value

Constituent Detectors Vertex Drift Chamber (VTX),

(listed from the center outward) Transition Radiation Detector (TRD),

Central Drift Chamber (CDC),

Forward Drift Chamber (FDC)

Inner Radius 3.7 cm

Outer Radius 78 cm

Length 270 cm centered around interaction region

E�ective Detector Granularity 100� 350 �m

Purpose Detection of charged particles

and reconstruction of their tracks.

2.3.1 Vertex Drift Chamber

The passage of ionizing radiation through the gas in a chamber cell leaves a trail

of electrons and positive ions. A drift chamber is a tracking device that uses the

drift time of ionization electrons from the particle passing through gas to measure

the spatial position of the particle liberated that produced the ionization. Knowing

the drift velocity of the electrons for a given gas mixture allows one to locate the

position of the charged particle in the chamber. The VTX, CDC and FDC work on

this principle.

The VTX is the innermost tracking detector. It has an inner radius of 3.7 cm

(which places it just outside the accelerator's Beryllium beam pipe), and an outer

active radius of 16.2 cm. Figure 2.5 shows the three concentric layers of cells that

make up the VTX chamber. In each cell, eight sense wires provide measurement of

the r-� coordinate. As is seen in Fig. 2.5, the inner layer consists of 16 cells in the

azimuth while the outer layers have 32 cells. The cells of the three layers are o�set in
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Figure 2.5. The Vertex Drift Chamber.

� to aid in pattern recognition and calibration. Wires with a resistivity of 1.8 k
/m

read out at both ends provide a measurement in z. The electrostatic properties of

the cell are determined by the grounded planes of grid-wire on either side of the sense

wires planes. The outer cathode �eld wires shape the E-�eld in the cell. Coarse �eld

shaping is provided by aluminum traces on carbon �ber support tubes just beyond

the �ne �eld shaping wires.

The track resolution is highly dependent on the choice of gas mixture. As the

tracked particle ionizes atoms or molecules as it traverses the gas, the resulting free

electrons may cause ionization of other atoms or molecules. This process is called

secondary ionization. Sometimes, the electrons recombine with atoms, and emit

UV light which can knock electrons from atoms far from the primary ionization.

Ultimately, this process spatially spreads out the electrons measured by the chamber

wire, and decreases the spatial resolution of the track. Therefore, large molecules with

many vibrational and/or rotational degrees of freedom are introduced to absorb the
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Table 2.3. Table of vertex drift chamber parameters.

Parameter Value

Inner Radius 3.7 cm

Outer Radius 16.2 cm

Gas CO2 ( 95%) and ethane ( 5%)

at 1 atmosphere with �0.5% H2O

Gas Gain 4�104

Drift Field 1.0 { 1.6 kV/cm

Drift Velocity 7.3 �m/ns

Resolution 50 �m

Two Track Resolving Power 90% eÆciency for 2-hit resolution for 0.63mm

UV light. On the other hand, the amounts of large, complicated molecules should

be minimized as they can lead to polymer depositions on the sense wires, which

degrade the detector's sensitivity. To obtain good spatial resolution and track pair

resolving power, the gas chosen for operation of the VTX is CO2( 95%)-ethane( 5%)

at 1 atmosphere with �0.5 %H2O. The water is added to stabilize the chamber's

operation in the high radiation environment. Table 2.3 lists the main properties of

the vertex drift chamber.

2.3.2 Transition Radiation Detector

With the absence of a magnetic �eld, the curvature of the track cannot be used to

di�erentiate between �Æ's and electrons. Instead, D� built the transition radiation

detector for this purpose. Since we do not use electron identi�cation in the analysis,

its performance will not be discussed. Details can be found in Ref. [8].
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Figure 2.6. Sector of the Central Drift Chamber.

2.3.3 Central Drift Chamber

The CDC provides coverage for tracks at large angles after the TRD, and just

prior to their entrance into the calorimeter. The CDC is a cylindrical shell 184 cm

in length, and at radii between 49.5 and 74.5 cm. Figure 2.6 shows an end view of

the CDC, which consists of four concentric rings of 32 azimuthal cells/ring. Each cell

contains seven 30 �m gold-plated tungsten sense wires read out at one end, and 2

delay lines located inside the inner and outer cell walls. These delay lines are denoted

by small circles in Fig. 2.6 just before (after) the �rst (last) sense wires; these delay

line wires inside the walls are read out at both ends. Delay lines allow a measurement

of a track along a wire by measuring the relative time the induced charge on the wires

is read out at either end of the wires. This allows a measurement along the wire (in

this case, in the z-coordinate). Adjacent wires within the cell are staggered in � by

�200 �m to remove the left-right ambiguity at the cell level. Table 2.4 lists the main

properties of the central drift chamber.
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Table 2.4. Table of Central Drift Chamber parameters.

Parameter Value

Inner Radius 49.5 cm

Outer Radius 74.5 cm

Gas Ar(92.5%), CH4(4%), CO2(3%) with �0.5% H2O

Gas Gain 2�104

Drift Field 620 V/cm

Drift Velocity 34 �m/ns

Resolution Between 150�m and 200�m

Two Track Resolving Power for FDC/CDC 90% eÆciency for 2-hit resolution for �2mm

2.3.4 Forward Drift Chambers

The forward drift chambers extend the coverage of the CDC for charged particles

to � = 5Æ (� = angle with respect to the proton-anti-proton beam axis). Figure 2.7

shows three modules that make up one of the end caps of the FDC's, and indicates the

sense wire orientation. These chambers are located at either end of the concentric

barrels of the VTX, TRD and CDC and just before the entrance wall of the end

calorimeters. Each of the two FDC packages consists of three separate chambers:

the � module whose sense wires are radial and measure the � coordinate, sandwiched

between a pair of � modules whose sense wires measure essentially the � coordinate.

The � module is a single chamber containing 36 sectors over the full azimuth,

each with 16 anode wires along the z-coordinate. Each � module consists of four

mechanically separate quadrants, each containing 6 rectangular cells at increasing

distance from the center. Each cell contains 8 anode wires in z; the sense wires in the

3 inner cells are at one edge of the cell so that the electrons drift in just one direction

(removing the left-right ambiguity). Each � cell is equipped with one delay line of

identical construction to that of the CDC, in order to give local measurement of the

orthogonal coordinate. The � chamber electrostatic environment is determined by a
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Figure 2.7. One of the two sets of Forward Drift Chambers.

single grounded guard wire between anodes. The � module electrostatic cell employs

2 grounded guard wires between adjacent anodes similar to the CDC's construction.

The FDC uses the same gas mixture as the CDC with similar values for the drift

�eld and the gas gain. The maximum drift time in the � chamber is 1.5 �s. Table 2.5

lists the general properties of the FDC's.

2.3.5 Readout of the Central Detectors

The electronics for all CD devices consist of three stages of signal processing:

preampli�ers mounted directly on the chambers, signal-shaping electronics on the

detector platform, and 
ash-ADC3 digitizers in the Moving Counting House4 (MCH).

(The preampli�er output signals are carried out to the shaping circuits through 15

3An Analog-to-Digital Converter (ADC) whose output code is determined in a single step by a

bank of comparators and encoding logic [9].
4An enclosure that houses the readout and trigger systems. It was placed next to the control

room 40 m away from the detector.
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Table 2.5. Table of forward drift chamber parameters.

Parameter Value

Coverage Extends coverage of central detector to �=5Æ

Gas Ar(92.5%), CH4(4%), CO2(3%) with �0.5% H2O

Gas Gain 2�104

Resolution Between 150�m and 200�m

Two Track Resolving Power 90% eÆciency for 2-hit resolution for �2mm

m long coaxial cables.) The read-out electronics for the full CD including the TRD

consists of 6080 channels.

2.4 Calorimeters

A calorimeter is a block of matter in which the particle to be measured interacts

and transforms part of its energy into a measurable quantity. The D� calorimeter is a

sampling calorimeter. Sampling calorimeters are de�ned by absorption (or passive)

media sandwiched between signal-detecting (or active) media. In the case of the

D� detector, liquid argon, the active medium, is sandwiched between layers of a

dense absorption material (e.g., uranium, stainless steel, or copper), the passive

medium. As a particle moves through the calorimeter, it undergoes nuclear and

electromagnetic reactions with the absorber material producing particles that will be

measured in the argon.

The photon interacts with matter via three di�erent processes: the photoelectric

e�ect, Compton scattering and electron-positron pair production. Electrons can

ionize the medium that they traverse (i.e. `knock' electrons from the atoms

in a medium), or they can radiate energy in the Coulomb �eld of a nucleus
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(Bremsstrahlung). If the incident photon's energy is large, where its energy is much

larger than two times the mass of an electron,5 then an electromagnetic shower

develops in the medium.

When the high energy hadron penetrates a block of matter, it can interact with

its electrons or nuclei depending on the block thickness and the cross section. Often,

some fraction of the initial particle energy is lost in nuclear excitations, which produce

x-rays. The higher-energy particles produced in the initial collision (mesons, nucleons

or photons) can, in turn, interact again, or lose their kinetic energy by ionization.

These processes also produce a shower. Such a hadronic shower is characterized

by the nature of nuclear interaction, and the shower dimensions are governed by

the nuclear interaction length, �int, which scales only approximately as the nuclear

radius and more like �50�A1=4(g/cm2).

In any given calorimeter, the energy deposited by mono-energetic pions has a

wider distribution than for electrons of the same energy. This is due to the fact that

hadron showers su�er from larger 
uctuations in their interactions. 6 This is true for

both the fraction of the total energy carried by ionizing particle as well as for losses

to nuclear binding, which can consume up to 40% of the incident energy. The ratio

of the electromagnetic (e) to hadronic (h) response of the calorimeter, e/h, should

be close to unity, because otherwise the energy resolution for a complex shower is

degraded.

5That is, the energy of the photon is such that it can produce an electron-anti-electron pair.
6Hadrons can undergo scattering by strong interactions producing photons and electromagnetic

objects. Also, some of the hadronic shower is used up in nuclear excitation or `breaking' the nuclear

binding. In addition, all of these processes depend on the kind of particle interacting with the nuclei

in the absorber. A hadron shower is made of a variety of particles with a variety of dE/dx's and

can have a variable EM fraction.
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The energy resolution of sampling calorimeters is usually dominated by the fact

that the shower is sampled. The nature of such sampling 
uctuations is purely

statistical and, therefore, they contribute as
p
E to the �nal energy resolution.7 An

energy-independent noise term (electronics and radiation from uranium), and a term

proportional to the energy (e.g., from gain variations in ampli�ers), also contribute

to the energy resolution of the calorimeters.

Since the D� detector does not have a central magnetic �eld, the calorimeter alone

must measure the energy of electrons, photons and jets, and establishes the transverse

energy balance in the event. In addition, the calorimeter helps in the identi�cation

of electrons, photons, jets and muons. Liquid argon is the active medium to sample

ionization produced in electromagnetic or hadronic showers. Liquid argon was chosen

because of its unit gain, simplicity in calibration, 
exibility o�ered in segmenting

the calorimeter into transverse and longitudinal cells, good radiation hardness, and

low unit cost for readout electronics. However, liquid argon calls for an expensive,

complicated cryogenic system; a massive containment vessel which gives regions of

uninstrumented material and inaccessibility of calorimeter modules during the life of

the detector.

As there is a need to get to the central detectors within the calorimeter, more

than 1 vessel is necessary. The calorimeter is therefore split into 3 parts: one central

vessel called the central calorimeter (CC) that covers an j�detj region < 1.0, and two

`endcap' vessels called the end calorimeters (EC) that cover an j�detj region to about

4.0. As can be seen in Fig. 2.8, the divisions between the CC and the EC were chosen

to be perpendicular to the beam direction because this con�guration was shown to

7This dependence comes from strictly statistical considerations. On average, the number of

charged particles in the shower is proportional to the energy deposited in the calorimeter. This is

proportional to the sum of the path lengths of all the charged particles, which is proportional to the

number of charged particles (N). The uncertainty in the energy then is proportional to
p
N / pE.
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Figure 2.8. View of 1/4 of Calorimeter sliced along the r-� plane. The numbers
denote the angle in �det.

introduce less degradation in missing ET than one in which the EC's were nested

within the CC.

The dimensions of the calorimeters are set by the constraints imposed by the

size of the experimental hall, adequate depth to ensure good containment of shower

energy, requirements of the magnetic measurement of the muon momentum and the

need for good tracking in front of the calorimeter.

Within the EC and the CC there are 3 types of modules: an electromagnetic

(EM) section made of relatively thin uranium absorber plates, the �ne-hadronic

section made of thicker uranium plates and the coarse-hadronic section made of

thick copper or stainless steel plates. The EM section lies closest to the center of

the interaction region. Showers originating from electrons tend to be fully absorbed

sooner than those showers resulting from hadrons. Inclusion of the coarse sections

allows sampling of the end of the hadronic showers while keeping the density high

and the outer radius small. Except at small angles in the EC, several (16 or 32)

modules of each type are arranged in a ring. The modular design provides units of
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Figure 2.9. Calorimeter unit cell.

workable size without creating undue complications from a degraded response near

the module boundaries.

Figure 2.9 shows a typical calorimeter unit cell. An electric �eld is established

by grounding the metal absorber plate and connecting the resistive surfaces of the

signal boards to a positive high voltage (2-2.5 kV). The drift time for electrons across

the 2.3 mm gap is about 450 ns.

Di�erent absorber plate materials are used in di�erent parts of the calorimeter

The EM modules for both the CC and the EC use nearly pure depleted uranium (3

and 4 mm thick respectively) while the �ne hadronic section uses a thick uranium-

niobium alloy. The coarse hadronic section uses relatively thick (46.5 mm) plates of

either copper (CC) or stainless steel (EC).

The patterns and sizes of the readout cells were determined from several con-

siderations. The transverse sizes of the cells were chosen to be comparable to the

transverse sizes of the showers (�1-2 cm for EM shower, and �10 cm for hadron

showers). In addition, the cells are arranged in evenly spaced intervals in � and �

(����� is proportional to the solid angle elements �
). The scale of these intervals
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is set by the typical size of the jets �R =
p
��2 +��2 = 0.5. Segmentation �ner

than this is useful in probing the shape of the jets and EM showers, and in resolving

adjacent showers. If � here is de�ned as the distance from the center of the detector,

those divisions that divide the calorimeter along � help distinguish between electron

and hadron showers. As mentioned before, electromagnetic showers tend to be shorter

in � than hadronic showers.

Variations in cell capacitance cause changes in the pulse rise time, but the

sampling of signals occur at �xed time intervals synchronized to the accelerator

bunch crossing time (�t = 3.5 �s). Therefore, it is not infrequent that `negative'

energy cells are observed. Cells that were activated in a previous bunch crossing are

still settling to equilibrium as the initial and �nal voltages are read just before and

2.2 �s after the crossing. The di�erence between the �nal and initial measurement is

therefore negative and gives the appearance of a `negative' energy jet, which arises

from the slow recovery time due to the capacitance in the cell. There is no way to

avoid these objects, but events with large `negative' energy jets are veto-ed from the

data sample (see Chapter 3).

The calorimeter has a \pseudo-projective" set of readout towers, with each tower

subdivided in depth. This means that the centers of the cells of increasing shower

depth lie on rays projecting from the center of the interaction region, but the cell

boundaries are aligned perpendicular to the absorber plates. Figure 2.8 shows a

portion of the D� calorimeter segmentation pattern.

There are 4 separate depth layers for the EM modules in the CC and the EC. The

�rst two layers are 2 radiation lengths thick to help measure the longitudinal shower

development near the beginning of the showers where photons and �Æ's are most

distinct. Electrons tend to shower earlier than photons and �Æ's. The third layer

spans the region of maximum EM shower energy deposits, and the fourth completes
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Table 2.6. Table of parameters for di�erent sections of the Central Calorimeter.
* The third layer of the EM section has 0.05�0.05 segmentation.

Parameter EM Section Fine Hadronic Section Coarse Hadronic Section

Coverage j�detj <1.2 j�detj <1.0 j�detj <0.6
Absorber Uranium Uranium Copper

Absorber Thickness (cm) 0.300 0.599 4.128

Argon Gap Thickness (cm) 0.229 0.229 0.229

Argon Gas Gain 1 1 1

Total Radiation Lengths 20.5 96.0 32.9

Segmentation� (�����det) 0.1�0.1 0.1�0.1 0.1�0.1
Number of Readout Layers 4 3 1

the EM coverage of approximately 20 radiation lengths. The �ne hadronic modules

are typically segmented into 3 or 4 layers. The coarse hadronic modules are ganged

into one or three layers. Typical transverse sizes of the towers in both EM and

hadronic modules are ��det = 0.1, �� = 2�/64 � 0.1. The 3rd section of the

EM module is twice as �nely segmented in both �det and � to allow more precise

location of EM shower centroids. For triggering purposes, inter-module gangings are

provided in the early stages of the front-end electronics (prior to digitization) in order

to join segments of cells which cross EC and CC module boundaries (see Section 2.9).

Table 2.6 lists important parameters of the CC.

2.5 The Intercryostat and Massless Gaps

As can be seen in Fig. 2.8, there is a large amount of uninstrumented material in

the form of the cryostat walls at 0.8< j�detj <1.4. To correct for energy deposits along
these walls, two scintillation counter arrays called intercryostat detectors (ICD's) are

mounted in front of the ECs. Each ICD consists of 384 scintillator tiles of size

��det = �� = 0.1, which are aligned with respect to the calorimeter. In addition,

single-celled structures called massless gaps were installed inside both the CC and
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EC calorimeters for further sampling information. These massless gaps are readout

pads with no corresponding absorber plates.

2.6 Readout and Performance of the Calorimeter

Calorimetric signals are channelled to multilayer printed-circuit boards, and

reordered from a module-oriented to �det�� oriented form, appropriate for subsequent
analysis. The outputs are then brought to the preampli�ers, and are transported on

30 m twisted-pair cables to baseline subtractor shaping and sampling circuits. Input

signals are integrated and di�erentiated. The main signals are sampled just before

a beam-crossing and 2.2 �s after, and the di�erence is attributed to the collected

charge. 8 Subsequently, 24-channel, 12-bit ADC circuits in the Moving Counting

House digitize the sampled signals.

The observed energy resolution can be parametrized as

��E
E

�2
= C2 +

S2

E
+
N2

E2
(2.2)

where C, S, and N represent calibration errors, sampling 
uctuations and noise

contributions, respectively. Analysis of test beam data [10, 14] has shown that for

electrons,

C = 0:003� 0:002; S = 0:157� 0:005
p
GeV ;N � 0:140 GeV; (2.3)

and for pions,

C = 0:032� 0:004; S = 0:41� 0:04
p
GeV ;N � 1:28 GeV: (2.4)

8As explained previously, cells that are still settling to equilibrium from the previous event will

be interpreted as having `negative' energy.
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2.7 The Muon System

Muons rather than electrons are used in this analysis, because it is much easier

to identify a muon within a jet; other particles are absorbed in the inner chambers,

calorimeter and muon toroid before making it to the outer chambers of the muon

system. Since a muon must have a pT of at least 4 GeV to penetrate the central

tracking detectors and calorimeter, e�ectively only those muons with a pT greater

than this will be considered.

Muons usually provide one of the cleanest signals in the collider environment.

Because muons are approximately 200 times heavier than electrons, they rarely

produce electromagnetic showers when their energy is below 500 GeV.9 Muons also

do not have strong interactions. Consequently, they leave minimum-ionizing tracks,

and can sometimes be identi�ed even in the middle of hadron jets.

The muon system consists of �ve separate solid-iron toroidal magnets together

with sets of proportional drift tubes (PDT's) to measure track coordinates to �3Æ.
Since the bend in the toroids (B� B0�̂) is approximately in the r-z plane, and the

Tevatron interaction region is long (�z = 30 cm), it is necessary to measure the

muon direction before and after the bend. A measurement is made in the A-layer

before the toroid in the central or forward region. Also, measurements are made in

the B- and C-layer after the toroid in the central or forward region. The A-layer

consists of four planes of PDT's whereas the B- and C-layers each have three planes.

The incident trajectory is determined from a combination of the primary interaction

point, the track seen in the Central Detector and the �rst muon chamber track

vector. A comparison of incident and exit muon directions provides the bend angle

in the toroid, and hence the momentum. Multiple Coulomb scattering in the toroid

9Bremsstrahlung will occasionally initiate an EM shower.



42

Figure 2.10. Cross sectional view of the D� Detector.

limits the relative momentum resolution to > 18% up to a limit imposed by the bend

coordinate resolution in the PDT's.

With precise alignment of the muon chambers, a 3� determination of the sign is

expected for pT � 200 GeV/c at �det = 0 and pT � 30 GeV/c at j�detj = 2.3.

The central toroid (CF) covers the region j�detj �1 and two end toroid (EFs)

cover 1< j�detj �2.5. The small angle muon system (SAMUS) di�ers somewhat from

the large angle system; the SAMUS toroids �t in the central hole of the EF toroids

and cover 2.5< j�detj �3.6. Since the end chambers were so highly degraded from

radiation damage, this analysis will only be concerned with muons with a physics

j�j �1.0 and which are within the CF.

Figure 2.10 shows the elevation view of the D� detector with the 5 toroids and

the A, B and C PDT layers indicated. The A-layer of the PDT chambers is mounted
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in the inner surface of the magnetized toroids. The B- and C-layers are mounted

outside the toroids and are separated by � 1.4 m.

To emerge from the toroid, the muon must have a momentum of �3.5 GeV/c at �
= 0 and 5 GeV/c at larger � - hence the e�ective requirement of muon pT > 4 GeV.

The wide angle muon system (WAMUS) provides measurement for all muons

traversing the CF and most of those which cross the EF toroids. WAMUS chamber

wires are oriented along the primary B-�eld direction to give an accurate measure-

ment of the bend coordinate. Depending on the position within the toroid, the �eld

varies from about 1 to 2 T.

2.7.1 WAMUS Chambers

Because of its relatively high acceptance as compared to the SAMUS, only muons

that traverse the CF (and the WAMUS) will be accepted. There are three main layers

of WAMUS drift chambers: the A-layer before the toroid, and the B- and C-layers

about 1 m after the toroid.

The coordinate of the track is measured by a combination of cathode pad signals

and timing information from the anode wires. A coarse measure of the resolution

obtained by measurement of �t from the two ends of the wire is about 10-20 cm.

Two hits/wire are allowed to accommodate Æ rays. 10

Finer resolution can be obtained using cathode pads. Figure 2.11 shows the

diamond-shaped space between the inner and outer electrodes that make up the

pads measuring 61 cm in length. By measuring the sum and di�erence of the charge

deposited on the two electrodes, the position resolution is improved to �3 mm.

Diamond patterns for adjacent planes of PDTs shift in the direction of the anode to

10Also known as knock-on electrons, these electrons are emitted from atoms by the passage of

charged particles through matter [15].



44

Figure 2.11. Cathode cell pad.

minimize ambiguities near the diamond pattern extrema. The drift velocity is 6.5

cm/�s with a maximum drift distance of 5 cm.

2.8 Readout and Performance of the Muon System

Much of the signal-processing electronics for the PDT's resides on the chamber

modules, while digitizers and trigger electronics reside in the MCH. Signals from each

cell of the WAMUS are brought to a charge-sensitive preampli�er that is similar to

the one used in the calorimeter. Digitization of the signals from the chamber cathode

pads and determination of timing information is performed in the MCH using a 12-bit

ADC circuit.

PDT drift-coordinate resolution is about �0.53 mm. Studies of the chamber

eÆciency as a function of position within the unit cell showed nearly full eÆciency.

Cosmic ray studies also showed that the resolution for the coordinate along the

chamber wire direction is �3 mm.

2.9 Muon System History

The muon system had problems throughout the run - mainly due to aging

e�ects from radiation. This was especially true in the forward region. To regain
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some of the eÆciency and resolution in the muon system, several things were tried.

As a consequence, the muon system went through di�erent `epochs' which will be

important when measuring the background. First, in run 84,000, the gases in the

muon chambers were changed and the voltages were increased, thereby a�ecting

muon detection. Then, just before run 89,000, the muon chambers were cleaned

using high-voltage pulsing to free the sense wires of depositions. The data before

and after this `pulsing' is called `pre-zap' and `post-zap', respectively. A detailed

explanation of this `pulsing' can be found in Ref. [7].

2.10 Triggers

The D� trigger and data acquisition systems are used to select and record

interesting events from the �352,000 collisions per second which are `seen' by the

lowest level triggers. The triggers are divided into four parts: Level 0, Level 1,

Level 1.5, and Level 2. The Level 1.5 triggers are an extension of the Level 1 triggers

as explained below. The Level 0 is a scintillator based trigger that passes those events

that are consistent with an inelastic collision. At a luminosity of 5�1030cm�2s�1, the

Level 0 output rate is 150 Hz. Level 1 is a collection of hardware trigger elements

arranged in a 
exible software-driven architecture which allows for easy modi�cation

consisting of muon and calorimeter triggers. Many of the Level 1 triggers operate

within the 3.5 �s time frame (i.e. the time between beam crossings) and thus

contribute no deadtime. The Level 1.5 triggers take longer having only the TRD

and muon trigger as inputs. The rate of events passing the Level 1 triggers is

150 Hz while the Level 1.5 is under 100 Hz. Candidate events from the Level 1

and 1.5 triggers are passed to standard D� data acquisition pathways to a farm of

microprocessors which serve as event builders as well as the Level 2 trigger systems.

Sophisticated algorithms reside in the Level 2 processors which reduce the rate to
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2 Hz before passing them on to the host computer for event monitoring and recording

on permanent storage media.

The trigger requirements continually changed throughout the run period for a

variety of reasons. A better understanding of the detector and the physics helped

optimize the signal over background. Also, as the instantaneous luminosity increased,

some signal eÆciency had to be sacri�ced so that the triggers wouldn't saturate the

bandwidth.

2.10.1 Level 0 Trigger

The Level 0 trigger registers the presence of inelastic collisions, provides a fast

estimate of the location of the event vertex and serves as the luminosity monitor for

the experiment. The Level 0 trigger uses two hodoscopes 11 of scintillation counters

mounted on each of the front surfaces of the end calorimeters. The hodoscopes have a

checker-board-like pattern of scintillators inscribed within a 45 cm radius circle giving

a partial coverage for the rapidity range 1.9< j�detj <4.3 and nearly full coverage for

2.3< j�detj <3.9. Rapidity coverage is set by the requirement that the coincidence

of both hodoscopes be 99% eÆcient in detecting non-di�ractive inelastic collisions.

Two planes of hodoscopes rotated by 90Æ relative to one another are mounted on

each of the endcap calorimeters 140 cm away from the center of the detector.

The Level 0 trigger also provides information of the z-coordinate of the primary

collision vertex. The vertex position has a root-mean square spread of 30 cm, which

can potentially lead to a large error in sin � in Eq. (2.1), and therefore the ET used in

the trigger. The Level 0 trigger z position resolution was 15 cm [16]. (The resolution

11A combination of multiple detector elements arranged in space and connected by logic circuitry

such that particle tracks can be identi�ed (the literal translation from the Greek is \pathviewer").

Most often, hodoscopes are used for triggering purposes; they are based on fast detectors,

scintillation counters with very short output pulses [15].
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is improved to 8 and 3 cm for the Level 1 and Level 2 triggers, respectively.) The

z-coordinate is determined from the di�erence in arrival time for particles hitting the

two Level 0 detectors. The Level 0 counters provide excellent time resolution (e.g.,

� 100�150 ps using cosmic ray tests) since the active scintillator elements are either

small or viewed by photomultiplier tubes on both ends so that the time average can

be used.

At high luminosities, there is a high probability of multiple interactions. At a

luminosity of 5� 1030 cm�2s�1, there is an average of 0.75 interactions/crossing. 12

Multiple interactions lead to ambiguous time di�erences, and these events are 
agged

for the higher trigger levels.

A requirement of jzvtxj <100 cm separates beam-beam interactions from beam-gas

and beam-halo events.

2.10.2 The Tevatron Luminosity and the Level 0 Trigger

The Tevatron luminosity is obtained by measuring the rate for non-di�ractive

inelastic collisions. Events of this type are selected by requiring a Level 0 coincidence

with jzvtxj <100 cm. This is done by counting the number of events measured in the

Level 0 hodoscopes, coincidences satisfying the vertex cut and single hits in groups of

similar counters with and without valid coincidences. These measurements allow the

luminosity to be measured independently for each beam bunch and provide feedback

to accelerator operations.

12Assuming an average of 0.75 interactions per crossing, the Poisson probability of one or more

interactions is P (> 0 interactions) =
P
1

n=1
0:75n

n
e�0:75 � 0:65, while the probability of more

than one interaction is P (> 1 interactions) =� 0:30. Therefore, P (> 1 interactions)=P (>

0 interactions) = 0:45.



48

2.10.3 Level 1 Trigger

Operation of the Tevatron collider with six bunches of protons and anti-protons

gives 3.5 �s between crossings. Any rejection of events which can be accomplished in

this time incurs no deadtime. The hardware calorimeter trigger and part of the muon

trigger satisfy this constraint, but the remaining portion of the muon trigger takes

several bunch crossing times to complete. The overall control of these Level 1 trigger

components and the interface to the next higher level trigger resides in the Level

1 framework. The framework gathers digital information from each of the speci�c

Level 1 trigger devices and chooses whether a particular event is to be kept for further

examination. In addition, it coordinates various vetoes which can inhibit triggers,

provides the prescaling13 of triggers too copious to pass on without rate reduction,

correlates the trigger and readout functions, manages the communication tasks with

the front end electronics and with the trigger control computers (TCC) and provides

a large number of scalers which allow accounting of trigger rates and deadtimes.

2.10.4 Level 1 Calorimeter Trigger

The Level 1 calorimeter trigger operates on the circuits that sum the cell signals

in each trigger tower and trigger `tile'. The trigger towers are divided into angular

sections of ��det = �� = 0.2 which extend out to j�detj = 4.0. Meanwhile, trigger

`tiles' divide the calorimeter into sections of ��det = 0.8 and �� = 1.8 that are on

the order of the size of a jet [17]. Separate trigger inputs are provided for the EM and

�ne hadronic sections of the calorimeter. Each input signal voltage is weighted by

the sine of the trigger tower polar angle to give the ET appropriate for an interaction

vertex at z = 0. The signal is then digitized and pipelined. The EM and Hadronic

ET for each trigger tower is measured relative to a �xed number based on electronic

13If an event rate is so large that every event cannot be captured by the trigger, it is prescaled.

That is, only a representative fraction of the events are ultimately recorded.
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noise and physics consideration. Also, the z-vertex position is passed from the Level 0

(if it can be found).

A number of variables are then found including the EM and hadronic ET , the

sum of both the EM and Hadronic ET 's, the EM and Hadronic ET for each trigger

tower with and without the vertex correction and the missing transverse energy for

the x and y coordinate.

In addition to the sums described above, each individual EM and Hadronic trigger

tower transverse energy as well as the total ET are compared with programmable

reference values. Decisions are then made on whether to veto events or set bits for

higher level triggers based on these values.

In this analysis, Run Ia and the �rst part of Run Ib only required that there be

3 large tiles that have at least 15 GeV. Additional requirements are imposed during

Run Ib. Appendix A gives details of the trigger requirements throughout Run I.

Veto bits are also included in the Level 1 that are used to remove events due to

noise from the Main Ring. Since the Main Ring runs through the calorimeter and

the EF muon chambers, bunches of protons passing through the ring can obviously

cause noise. Two bits (the Main Ring bits) were set at Level 1, MRBS LOSS and

MICRO BLANK, respectively. MRBS stands for Main Ring Beam Synchronous

Clock which can be used to veto events within 0.4 seconds after the injection time of

beam into the Main Ring. If the Main Ring cycle is 2.4 seconds, this causes a dead

time of 0.4/2.4 or �17% [18]. MICRO BLANK vetoes those events that occur while

the beam is going through the detector. This adds an additional 1600 ns (the veto is

implemented �800 ns before and after the bunch crosses the center of the detector).

This veto adds another �8% to the dead time. Both vetoes were fully active after

Run 58,000 in Run Ia, and a more eÆcient scheme was implemented during Run Ib

which increased the live time by 8% [19].
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Table 2.7. Table of trigger requirements and the number of events that pass those
requirements, assuming Level 1 trigger requirements are a subset of the Level 2 �lter.

E�ective Number of Data Events
Sequential Trigger Cross Section That Pass Requirements EÆciency for

Trigger Requirement of Trigger (with L = 111.0 pb�1) where mt = 180 GeV

Level 1 Three large tiles each with
Trigger ET >15 GeV 0.4 � 0.1 �b (43.0�10.7)�106 ?

Level 2 Five R=0.3 jets
Filter all with j�detj <2.5 and ET > 10 GeV, 20 � 5 nb (21.5�5.4)�105 0.65

2.10.5 Level 2 Filter

At this level software is used to �lter events to a rate of 2 Hz so that those

events that pass may be logged for o�ine analysis. This software consists of a

collection of tools to identify certain objects or events or calculate their properties.

Examples are algorithms to �nd jets, electrons, muons EM clusters, tracks associated

with a calorimeter cluster, scalar energy sum or the missing energy in the event. A

combination of tools and their input parameters are what make up a trigger which, in

this case, is the MULTI JET trigger. Table 2.7 provides a summary of the triggers

as they pertain to this analysis. Since this analysis was done at such a late date, the

trigger simulator framework no longer existed. Consequently, determination of the

eÆciency for tt events for the Level 1 trigger was impossible, although it is known

to be � 95� 98% [20]. The Level 2 eÆciency was obtained by imposing the Level 2

requirements in the Monte Carlo simulation, assuming that the Level 1 requirements

were a subset of those for Level 2. This is a justi�able assumption since the eÆciency

for multi-jet events in the Level 1 trigger was high and the Level 1 requirement was

essentially a requirement for at least three 15 GeV towers (i.e. three 15 GeV jets).

The full list of selection criteria for this analysis as well as signal eÆciencies for those

criteria are discussed in Chapter 3.
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2.11 If an Event Has Been Selected...

If an event has been selected by the triggers for further analysis, the detector con-

stants are used as input to the o�ine D� event reconstruction program (D�RECO),

which identi�es the vertex position and various important variables concerning the

event and objects within it. D�RECO output is written into two formats, the

standard output (STA) and data summary tapes (DST). The STA �le contains all

the information that is necessary for event re-reconstruction, including the signals

from all the detectors. The DST's are compressed versions of STA's with no raw

signal information. The DST's are then put into an ntuple format that can be

processed by HBOOK and thereby analyzed.



CHAPTER 3

THE DATA SAMPLE

The data sample for this thesis was collected by the D� detector [8] from 1992

to 1996. This period of data taking was called Run I, and is divided into three parts

denoted by a, b and c. These parts are further subdivided into `runs' where the �rst

run of Run Ia is run number 50,000, Run Ib begins with run number 70,000, and

Run Ic begins with run number 94,000. What follows is a description of how objects

in the event are reconstructed for this data sample, and the selection criteria applied

to those objects and events.

3.1 Object Reconstruction

As alluded to, reconstruction of event and object properties were done using a

program called D�RECO. Here, the determination of the vertex, the jet reconstruc-

tion and energy correction, and the muon reconstruction will be described. The

central theme of the object reconstruction was to make the object counts, calculate

their direction and calculate their energy such that energy scale is equivalent for real

and simulated Monte Carlo data.

3.1.1 Vertex Position

Knowledge of the z of the vertex is essential for a correct calculation of the trans-

verse energy (ET ). Using tracks in the Central Drift Chamber (CDC), D�RECO

determines the z-coordinate of the vertex as follows. All CDC tracks are extrapolated

52
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to the z axis, and the intersection in z for each track is stored. A cluster-�nding

algorithm determines the number of clusters associated with any given z position.

Once this is done, a constrained �t is performed to yield a precise measurement

of the z-vertex. For an event with multiple interactions, up to three vertices can

be identi�ed. However, even in the absence of multiple interactions, sometimes

more than one vertex will be reconstructed. Fig. 3.1 shows the reconstructed

number of vertices for data (top) and Monte Carlo (bottom). With an average

of 0.75 interactions/crossing, we expect � 30% of the interactions to have more

than one interaction (i.e. vertex). The ratio of the probability of > 1 vertex over

the probability of > 2 vertices is � 45%, which is about what we see in the top

histogram. Comparing the top and bottom histograms in this �gure, we can see that

secondary interactions are not modeled in the Monte Carlo.

Assuming that the correct vertex is the primary vertex used in the ET calculation,

the interaction from one of the two vertices has a negligible e�ect, because the

probability of two high transverse energy interactions happening at the same time is

very low. Also, we can assume that secondary vertices are just as likely to show up

in top events as in background events, so no cut on vertex multiplicity will be made.

3.1.2 Jet Reconstruction Algorithm

At D�, a jet manifests itself as a localized cluster of energy deposited in the

calorimeter. Therefore, before any reconstruction of objects from the calorimeter

can occur, the Analog to Digital Converter counts from each cell in the calorimeter

must be converted to energies. After this is done, algorithms to identify jets can

be applied. The exact de�nition of a jet often depends on the physics process one

wants to study. Furthermore, it hinges on a simplifying assumption that although in

reality a jet receives contributions from multiple partons, these interference e�ects
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Figure 3.1. Normalized histograms of the reconstructed number of vertices for
data and Monte Carlo after all selection criteria are imposed.

are small for well-separated jets. Here, we made the approximation that a jet can be

identi�ed with a single quark, although quantum mechanically it is not be strictly

correct to make this assumption. Various algorithms including the �xed cone, nearest

neighbor [20], neural network [21], and more recently the kT algorithm have been

studied.

However, in 1990, scores of physicists gathered upon a hilltop in Snowmass,

Colorado, to decide upon such de�nitions, and called the agreed upon de�nitions the

Snowmass Jet Accord. The accord de�nes a jet as a collection of partons, particles

or calorimeter cells contained within a cone of opening angle R. The ith object in
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an event has a distance from the jet center, Ri �
p
(�i � �jet)2 + (�i � �jet)2 where

�jet and �jet de�ne the direction of the jet and (�i,�i) are the coordinates of the

parton, particle or center of the calorimeter cell. If Ri � R then the object is part

of the jet. The jet de�nition, therefore, includes the cascading of secondary particles

from the interactions of the particles with the dense material in the calorimeter. The

Snowmass Jet Accord algorithm for measuring jets is as follows:

1. Determine a list of jet `seeds' each with a location �jet, �jet.

2. Form a jet cone with direction (�jet, �jet).

3. Recalculate the ET and direction of the jet.

4. Repeat 2 and 3 until the jet direction is stable.

The de�nition of the jet seed is not given in the Snowmass Jet Accord, but an R =

0.7 cone size is suggested.

The D� jet algorithm follows this formula quite closely. The details of the

algorithm are set out in [34], and this section relies heavily on this paper.

1. Calorimeter towers with ET >1 GeV (a set of four calorimeter cells of size

�� � �� = 0:2 � 0:2) with ET >1 GeV are ordered in ET . Starting with

the highest-ET tower, clusters (called preclusters) are formed from contiguous

towers around these seed towers.

2. The jet direction (�jet, �jet) is calculated using the ET weighted average of �jet,

�jet in a �xed cone R around the precluster center.

3. The energy deposited in a cone of size R around the jet axis is summed and

the jet direction (�jet, �jet) is recalculated using the Snowmass algorithm.
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4. Step 3 is iterated until the jet direction is stable (typically achieved in two or

three iterations).

5. Jets with ET >8 GeV are retained.

6. Jets are merged or split according to the following criteria: two jets are merged

into one jet if more than 50% of the jet with the smaller ET is contained in the

overlap region. If less than 50% of the ET is contained in the overlap region,

the jets are split into two distinct jets and the energy of each calorimeter cell

in the overlap region is assigned to the nearer jet.

After this �nal step, the jet directions are recalculated using alternative

de�nitions to the Snowmass Jet Accord:

�jet = tan�1
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where i corresponds to the ith tower whose center is within the jet radius R,
Ei
x = Eisin�icos�i, E

i
y = Eisin�isin�i, and Ei

z = Eicos�i.

There is one subtle deviation from the jet accord in this analysis. A muon within

the cone of a jet will not be considered part of a jet. That is, its energy is not

included in the jet reconstruction or jet energy.

In high jet multiplicity events, such as top to all-jets �nal states, a large cone

size (i.e. R = 0.7) tends to merge jets that arise from di�erent partons with the

result that partonic level information is lost about the distribution of these objects.
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Although a R = 0.3 cone algorithm allows one to better associate jets with quarks,

it gives larger energy uncertainties [23]. Therefore, a cone size of 0.5 has been chosen

for this analysis as a satisfactory compromise. From this point, a jet will refer to a

0.5 cone jet unless stated otherwise.

3.2 Jet Correction

D� has developed a correction procedure called CAFIX version 5.0 or CAFIX 5.0 [24]

to calibrate jet energies to the particle level (i.e. true) jet energy, which is applied

both to collider data and Monte Carlo data. The measured jet energy, Emeas
jet , depends

strongly on the cone algorithm. An estimate of the true jet energy, Eptcl
jet is given by

Eptcl
jet =

Emeas
jet � EÆ(R; �;L)

Rjet(�; E;R) � Sh(R; �; E) (3.4)

where:

� EÆ is an o�set, which accounts for the e�ects of the underlying event, radioactive

decays in the uranium absorber, e�ects of previous interactions (pile-up) and

contributions from additional pp interactions in the event.

� Rjet is the calorimeter's energy response to the jets, which is commonly

called the response correction. Clusters of hadronic particles incident on the

calorimeter will not always be contained by the calorimeter cells, nor will

they strike at a 90Æ angle [25]. Some particles may instead pass through

a crack between cells or travel diagonally through only a portion of a cell.

Furthermore, low ET particles respond non-linearly, in contrast to more linear

energy deposition of high ET particles. Finally, the calorimeter modules di�er

slightly in construction. The outer layers of the CC were copper, while the

outer layers of the EC were steel. This calibration was only a renormalization

of the EC response to the response of the CC [26{27]. The response correction
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adjusts the reconstructed energy to remove these e�ects on average. This

e�ect is measured using photon + jets events, where the well measured photon

should be balanced by the jet in ET . The Rjet is typically less than unity

because energy can be deposited in uninstrumented regions of the detector,

and because of di�erences in the calorimeter's response to electromagnetic and

hadronic particles (e/h>1). Note that Rjet is dependent on the energy, � and

the cone size.

� Sh is the fraction of the jet energy that showered inside the algorithm cone at the

calorimeter level [25, 34]. As �nal-state partons from the interaction hadronize,

the resulting particles strike the D� detector and initiate a cascade of secondary

particles that propagate through the calorimeter. A cone surrounding the initial

particles may not be large enough to contain all the secondaries. Conversely,

particles with vectors outside the cone may initiate a cascade that ultimately

deposits energy inside the cone. Because theoretical models of tt production

consider jets without these showering e�ects, the data must be corrected for

these e�ects. This factor compensates for the 
ow of energy into and out of the

jet cone during the cascade through the calorimeter, yielding only the energy of

the particles that began within the cone. For instance, Sh < 1 would indicate

a net 
ux of secondary particles 
owing out of the cone while an Sh >1 would

indicate a net 
ux of particle 
owing into the cone.

This correction is the only Monte Carlo based piece of the energy correction [27].

This correction is small (jSh� 1j <1% in the central region and 3% at � =3.0).

The calibration is performed using data taken in pp collisions at
p
s=1800 GeV and

630 GeV.1

1For our purposes here, the 630 GeV data was used as a check in the calibration of the jet

energy correction. Although the o�set (EÆ) was derived independently for 630 GeV and 1800 GeV
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Additional out of cone corrections for top physics have been tried on multi-jet

data, but do not signi�cantly narrow the mass distribution or its associated variables

(such as the reconstructed W masses) [20].

It should also be noted that the jets' energies and direction are corrected such that

they originate from the interaction vertex (vertices). If there are multiple vertices,

an e�ort is made to trace the jet to the correct vertex.

3.3 Event Selection Criteria

Events will be selected based on three distinct properties of tt! all-jets events:

1. At lowest order, top to all-jets events will have 6 quarks in the �nal state. This

does not necessarily yield 6 jets due to splitting and merging of jets, and initial

and �nal state radiation.

2. Top events tend to have more central (lower j�j), higher ET jets compared to

light quark 2!2 QCD events. This fact can be quanti�ed in three variables,

which are plotted for signal and background in Fig. 3.2: HT=H, Sphericity

and NET
jet . HT is the scalar sum of the ET 's of all the jets with j�j <2.5,

and H is the sum of the energies of all the jets with the same � requirement.

The sphericity quantitatively describes how `spherically' the jet momentum is

distributed in the event, where events with a sphericity closer to 1 have a more

spherical distribution. This variable will be discussed further in Chapter 7.

The weighted jet multiplicity is given by

NET
jet =

R 55
ET=10

Njets(ET ) � ETdETR 55
ET=10

ETdET

; (3.5)

data, the response (Rjet) was tested for 630 GeV data to see if it was consistent with the higher

statistics of the 1800 GeV data. Also, the showering correction (Sh)was tested to assure that it was

consistent with both 630 GeV and 1800 GeV data [27].
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Figure 3.2. Normalized histograms of HT=H, Sphericity and the ET weight jet
multiplicity, NET

jets, plotted for 180 GeV signal (solid line) and background (dashed
line). Both of the signal and background are normalized to 1. The signal Monte
Carlo consists of �700 events, while the background consists of �3000.

where Njets (ET ) is the number of jets above a given ET threshold. The HT=H

histogram in Fig. 3.2 shows that the signal (solid) tends to have a higher

fraction of momentum in the transverse direction than background (dashed).

Also, the histogram of sphericity shows that signal events tend to have a

sphericity closer to 1 while, at the bottom, the histogram of NET
jet clearly shows

that top events tend to have more jets at larger ET .
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3. Given the event selection criteria outlined below, we will see from Monte Carlo

studies that a muon is �10 times more likely to appear within the 0.5 cone of

a jet from a signal event than in a light-quark QCD background event. This

is in contrast to the factor of 7 increase in signal over background if we simply

required a muon inside a jet without cuts on either the muon or the jet.

Again, muons rather than electrons are used in this analysis, because it is much

easier to identify a muon within a jet than an electron.

Most of the separation between signal and background will be done by a neural

network described later. In the meantime, Table 3.1 shows the minimum selection

criteria imposed throughout the run, and their e�ect on the data and signal. A

180 GeV top mass and 5 pb cross section was assumed for those calculations. All

requirements after the Level 2 requirement were imposed by the author.

3.3.1 Jet Requirements

The Level 1 and Level 2 trigger requirements changed throughout Run I. The

requirements imposed on the Monte Carlo events are the strictest requirements

imposed throughout the entirety of Run I. (Appendix A gives a more detailed account

of the Level 1 and Level 2 trigger histories.) However, the variation of requirements

a�ect the signal eÆciency negligibly [28], and the streaming cut listed in Table 3.1 is

meant to raise the cuts above the trigger requirements throughout Run I. Additional

cuts were introduced by the author. In general, the cuts were designed to select

multi-jet �nal states, and remove events with cosmic rays and Main Ring events. 2

In events with many jets, there is obviously a larger probability of �nding a jet in

a given part of the detector than in those events with fewer jets. Therefore, a direct

2Main Ring events are those events arising from proton interactions in the Main Ring which spill

into the D� detector.
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cut on the � and � of the calorimeter to exclude Main Ring events would reduce

the signal eÆciency too much. Extra care then needs to be taken to assure that

noise from cosmic rays and the Main Ring is not mistaken for a jet. Therefore, the

following requirements are made:

� The total transverse energy of the event calculated with 0.5 cone jets with

j�j <2.0 and ET > 15 GeV should not exceed 2 TeV.

� Runs deemed bad for physics analysis by the collaboration group working on

top physics (i.e. bad runs) [29] were removed from the data sample.

� The ratio of the missing transverse energy3 over the ET of the highest ET

0.5 cone jet should not exceed 0.7. A single cosmic ray striking the D� detector

will leave a large transverse energy imbalance in the detector. If one plots a

histogram of the (Highest Jet ET in the Event)/(Missing ET ) in events that

would contribute to the inclusive jet cross section, one �nds an excess over

what one would expect around unity [25]. Therefore, a cut is made �1.4 (i.e.

Missing ET/Highest Jet ET < 0.7) to stay clear from this region.

� For a 0.5 cone jet, the fraction of energy in the EM calorimeter must be between

0.05 and 0.9. This cut was found to be 99.77% eÆcient for 0.7 cone jets with

ET between 140 and 160 GeV [25]. Since test beam data show that a single

hadron will deposit more than 99.5% of its energy within a 0.4 radius cone,

this cut is reasonable for 0.5 cone jets.

� The coarse hadronic layer is the outermost layer of the calorimeter. To eliminate

jets contaminated with protons entering from the Main Ring, D� analyses

require between 0 and 40% of a jet's ET be within the coarse hadronic section

3Missing transverse energy corrected for the CC, EC, and the ICD/Massless Gap.



63

of the calorimeter. This cut is supported by plotting 160-180 GeV 0.7 cone

jets, and observing an excess over the underlying �tted curve above a coarse

hadronic fraction of 0.4 [25].

� The ET deposited in the hadronic section must not be less than -50 GeV. This

cut is to remove events where the calorimeter is recovering a great deal from

the previous event.

� Again, to minimize cosmic ray and Main Ring noise, the ET of a 0.3 cone jet

should not be more than 500 GeV.

� The Main Ring bits (see Section 2.10.4) must not correspond to the passage of

protons and anti-protons through the Main Ring at the D� detector.

Figure 3.3 shows the variables related to these cuts along with their excluded regions.

As can be seen, the cuts on the ET in the coarse hadronic section, and the 0.3 cone

cuts which were necessary in other analyses are not necessary here. However, we

include them here to show that they have been considered. As can be seen from

Table 3.1, this cut, together with a cut requiring HT > 115 GeV 4, increases the

signal over background ratio by more than a factor of three. Since most of the events

in this cut are rejected because they are simply bad events, it does not contribute to

a real increase in the signal over background ratio.

After these o�ine cuts, the streaming cut was imposed when the data DST's

were created to be sure the selection criteria were well above the 
uctuations in the

Level 1 and Level 2 requirements during Run I.

Also, those events that reconstructed vertices outside �50 cm around the center

of the luminous region along the beam pipe were removed because the energy of jets

which originate outside this vertex region is poorly understood.

4Where the HT of the event is calculated with 0.5 cone jets with j�j < 2.5 and ET > 8 GeV.
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Figure 3.3. Variables used to remove Main Ring and cosmic ray events. The dark
regions indicate those events or jets that are excluded by the cuts.

Furthermore, all events are required to have at least six jets. This requirement

was imposed not to improve the signi�cance (because it does not), but because the

invariant masses of the top and anti-top quarks need to be calculated with at least

3 jets each.

3.3.2 The Isolated Lepton Requirement

To avoid contamination from other tt channels, no isolated muons or electrons

were permitted. Generally speaking, an isolated muon or electron is one which lies

outside the cone of any jet. Since we associate jets with quarks, and all-jets events are
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by de�nition decays with �nal states consisting only of quarks, then we do not expect

any isolated leptons. Where other top analyses required an isolated muon or electron,

we exclude those events that ful�ll the isolated muon or electron requirement, i.e.

those events that have already been measured in other top analyses for other decay

modes. For electrons, an isolation parameter is de�ned as:

fiso =
E(0:4)� EM(0:2)

EM(0:2)
; (3.6)

where E(0:4) (E(0:2)) is the energy deposited in all the calorimeter cells in a

0.4 (0.2) cone around the electron direction. An electron is considered isolated if

fiso <0.1. That is, most of the energy in a 0.4 cone is concentrated in a 0.2 cone in

the electromagnetic section of the calorimeter.

In comparison, isolated muons are de�ned as muons that lie outside 0.5 cone

jets with each jet ET >8 GeV. To check for jets which fail this energy threshold,

we also require less than 4 (5) GeV of energy in an annular cone of 0.2< �R <0.4

around the muon direction for tracks in the CC (EC) calorimeter. The inner cone

with R <0.2 is excluded to allow for energy deposition from bremsstrahlung [34].

Table 3.1 shows the eÆciency for signal and data, which is mostly background. The

isolation requirement's e�ect on signal and background is almost negligible.

3.3.3 The Muon Tag Requirement

The last requirement, the muon tag, requires a muon within a jet. To improve the

signal to background ratio by a factor of 10, a muon was required to be within a 0.5

cone of a jet. This cut makes sense because jets from b quarks decay about 10% of

the time into a muon. With two b quarks in the top event, we expect a muon in one

of the jets about 20% of the time. Looking at the data, a muon is inside a 0.5 cone

jet about 3% of the time. Therefore, we expect the muon tag requirement to give

a factor of �7 increase in signal over background. However, Monte Carlo studies
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Table 3.1. Table of Trigger requirements and the number of events that pass
those requirements. All numbers assume a luminosity of 110.2 pb�1, and a 5 pb
cross section for a 180 GeV top mass. All cuts after the Level 2 requirements were
imposed by the author. * The assumption being that the Level 1 trigger is a subset
of the L2 �lter.

Data Events Number of
General Sequential That Pass Expected tt Cumulative

Conditions Requirements Requirements Events EÆciency S/B S/
p
B

Level 1 Three large tiles with
Trigger ET >15 GeV 43.0�10.7�106 ? ? ? ?

Level 2 Five R=0.3 jets
Filter j�j <2.5, ET >10 GeV 21.5�5.4�105 355� 0.65� �1.7�10�4� �0.24�

HT >115 GeV from
R=0.5 jet cones

O�ine j�j <2.5, ET >8 GeV 350,931 191 0.35 �5.4�10�4 �0.32
Cuts for spurious jets and

Main Ring Events

HT >120 GeV from
Streaming R=0.3 jet cones 335,034 190 0.35 5.6�10�4 0.32

j�j <2.0
Zvtx < 50 cm 275,715 182 0.33 6.6�10�4 0.35

Six 0.5 cone jets 166,691 135 0.25 8.0�10�4 0.33

No isolated muons No muons or electrons
and electrons outside a 0.5 cone of a jet 165,373 133 0.24 8.0�10�4 0.33

Muon has a pT >4 GeV
and is within a

Muon Tag 0.5 cone of jet > 10 GeV. 3,043 25 0.046 8.2�10�3 0.45
Both the muon
and jet with

a physics j�j < 1.0.

showed that a further requirement imposed on the muon and jet � substantially

increased the signal over background. The muon was required to be within the CF

region of the detector. Furthermore, both the jet and the muon were required to

have an j�j < 1.0. This last requirement was for reasons of muon detector eÆciency,

and the expectation that products from top decays tend to be lower in j�j. The same
cut is imposed on the jet and the muon to assure the tag-rate is normalized properly.

However, we delay a discussion of the tag-rate to Chapter 5.

To remove muons originating from cosmic rays, fake muon tracks from combina-

toric errors in track reconstruction and random hits from the beam spray and fake

muon tracks originating from the jet, the following requirements are imposed on the

muon [30]:
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� Muons with tracks only detected PDT planes in the A-layer are excluded. 5

� IFW4 is 0 or 1. The D�RECO program computes a track quality 
ag referred

to as IFW4 [30]. This contains the following information for each track:

{ Is there a missing PDT Plane on the track?

{ Is the non-bend view impact parameter �100 cm?

{ Is the bend view impact parameter �80 cm?

{ Does the non-bend view �t have a hit residual rms�7 cm?

{ Does the bend view �t have a hit residual rms�1 cm?

For a given event, each question above that is answered in the negative

increments IFW4. Thus, if an event has IFW4 = 0, all questions can be

answered in the negative (a perfect track), while IFW4=1 means only one of the

above questions were answered in the aÆrmative. The IFW4 cut is a powerful

tool used to reduce the cosmic rays and the fake muon track backgrounds.

IFW4 of 1 or 0 is allowed here which are muons in the CF region and within a

0.5 cone jet.

� Calorimeter Veri�cation (MTC) - The muons leave a distinctive (minimizing

ionizing particle) energy deposition as they pass through the calorimeter.

Therefore, it is advantageous to examine the calorimeter cells along the track

path of a muon. For this purpose, D� has developed a software package

known as MTC (Muon Tracking in the Calorimeter) that uses the calorimeter

to identify localized deposition of energy (no showers) and provides information

independent of the muon chambers. A more detailed description of the MTC

5Those tracks with tracks detected in at least 3 PDT planes in the A-layer are called \A-Stubs."
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package can be found in Ref. [32]. For this analysis, the most relevant

parameters provided by the MTC package are HFRAC and EFRCH1:

{ HFRAC: This is the fraction of hadronic calorimeter layers used in track

�tting. For a good MIP muon it should be 100%. HFRAC>0.7 means

that no more than one layer of the hadronic calorimeter can be missing.

{ EFRCH1: This is the fraction of the total energy deposited in the 3�3
calorimeter cell region around the track in the last hadronic layer of the

calorimeter. If HFRAC is less than 0.7, then the last layer must be

hit. So one must have EFRCH1>0 if HFRAC<0.7. The MTC package

uses information which was available only for the 1994-1996 runs. For

the earlier data (Run Ia) another package called CALMIP was used. A

muon passing through the detector will typically deposit between 1 and

3 GeV of energy in the calorimeter. CALMIP required that the MIP in

the calorimeter and the energy contained in all cells within a one cell

radius surrounding the muon track to both be greater than 1 GeV. The

MTC package required a matching CDC (FDC) track and 1 GeV in the

calorimeter cells hit by the muon or no CDC track match and 1.5 GeV in

the hit cells.

For the most part, the MTC package was useless for tagging muons, because a

muon embedded in a jet could not be tracked in the calorimeter.

� The presence of a fully reconstructed muon track in the central quadrants of

the muon system (CF). This restriction does not have much impact on the

number of b quark jets from tt decay that pass the selection cuts, because

these b quarks tend to be produced mainly at central rapidities. Furthermore,

the eÆciency for muons in this part of the system remained high for all runs.
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Table 3.2. Main running periods of the 1992{1996 run. These are the same numbers
as those used in the all-jets cross section measurement [23].

Run Run Integrated

Period Dates Numbers Luminosity

Ia 1992{1993 50000{70000 13.0 pb�1

Ib 1993{1995 70000{94000 86.4 pb�1

Ic 1995{1996 94000{96000 10.8 pb�1

Total 1992{1996 50000{96000 110.2 pb�1

� The muon energy must be greater than about 4 GeV in order to penetrate the

material of the calorimeter and the iron toroid at 90Æ (�=0).

Finally, the missing total transverse energy in the event (missing ET ) is a

tantalizing variable as all-jets top events are not expect to have much of it in contrast

to background QCD events which can possibly have a lot of it. However, missing ET

is not modeled well, so it will not be used.

3.4 Luminosity

Table 3.2 gives the integrated luminosities for each run period. The calculation

of the total luminosity of 110.2 pb�1 is the same as that given in the top multi-jet

�nal state cross section paper [23]. The luminosity is used in the calculation of the

expected number of signal events, and will be used eventually to calculate the top

cross section for this data sample.



CHAPTER 4

SIGNAL ESTIMATION

\I had a continual restless feeling that there was nothing at all real about

Monte Carlo..."

{ Willa Cather from her book Willa Cather in Europe

Monte Carlo (or random) event generators will be used to simulate tt events. These

events are used to calculate the expected number of signal events in the �nal sample.

They will also be needed in the likelihood method to �nd the top mass. Unless

stated otherwise, Monte Carlo will refer to tt ! all decay modes generated with

HERWIG1 5.7 [36] with the parameters described below. All decay modes are

considered so that leptons + jets events that slip through the selection criteria can

be included. HERWIG 5.7 and Pythia 5.7 [37] are used to generate the events and

to estimate systematic errors; however, the HERWIG 5.7 Monte Carlo is used for

the bulk of the analysis. Fifteen thousand HERWIG 5.7 tt! all decay mode events

were generated for top masses in 5 GeV steps from 110 GeV to 310 GeV

4.1 Comparison of Event Generators

Figure 4.1 shows the normalized ET , � and jet multiplicity distributions for tt

events using the three Monte Carlo generators. Within statistical uncertainties, the

Pythia and HERWIG distributions agree well. On the other hand, the Pythia sample

1Hadron Emission Reactions With Interfering Gluons, also spelled \Herwig"
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Figure 4.1. Normalized histograms of ET and � for all jets and the jet multiplicity
for all events for HERWIG 5.7 (solid), Isajet 7.0 (dashed) and Pythia 5.7 (dotted).
Uncertainties are statistical.

has much less statistics, so there tends to be larger 
uctuations for this generator.

However, Isajet's jet multiplicity distribution seems to di�er substantially from the

other two generators. This di�erence is most likely due to the showering mechanism

(i.e., the way gluon radiation is added to the event [41]).

The HERWIG 5.7 and Pythia 5.7 generators will be considered in the discussion

of systematic errors in event modeling. However, it should be noted that there

are slight (3%) discrepancies between observed jet width and that predicted using

HERWIG [23]. Therefore, although the jet width is a strong discriminator between

signal and background [23], it will not be used.



72

4.2 Monte Carlo Parameters

For event simulation, tt pairs were allowed to decay to dilepton, leptons +

jets and all jets (see Fig. 1.3) �nal states. Only the leading order diagrams

pictured in Fig. 1.1 were considered in the Monte Carlo simulation before the

shower and hadronization calculations were made. The shower and hadronization

(i.e. fragmentation) calculations provide an estimation of the higher order terms. All

possible top decays were allowed because it is conceivable that some lepton + jets

decays could slip through the stringent jet multiplicity and isolation cut requirements.

A full listing of the parameters used in the HERWIG 5.7 Monte Carlo is documented

in Appendix C. A selected list is chosen for further explanation here.

� Parton distribution function - CTEQ3m [42] was used as the parton distribution

function largely because it was used in previous top analyses.

� Vertex width - Figure 4.2 shows a comparison of vertex position for data

and Monte Carlo after selection cuts. The vertex is slightly displaced in the

HERWIG Monte Carlo to mimic the real detector (see Appendix C, Table B.1).

Regardless, cuts will not be imposed that depend strongly on the position of

the vertex.

Corrections due to the spin of the W are considered, but not for the spin of the

top. Spin correlations for top events, in our case, are a negligible e�ect. To give

an idea of the top spin correlation e�ect, the spin-correlation coeÆcient � is de�ned

as [43]

1

�

d2�

d(cos�+)d(cos��)
=

1 + �cos�+cos��
4

; (4.1)

where in the tt ! bbl�l� (e.g. the dilepton channel), � is the tt cross section,

�+ is the angle between the charged lepton and the parent top quark, and �� is
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Figure 4.2. Normalized histograms of the z-vertex for data (solid) and three event
generators (dotted). Uncertainties are statistical.

the corresponding quantity for the anti-quark. This parameter was measured to

be � = 2:3 � 2:5 [44],2 which suggests that this is not an e�ect that warrants

consideration in the present analysis.

4.3 After the Monte Carlo is Generated...

After the events are generated by HERWIG, Isajet or Pythia, they are run through

the detector simulator D�GEANT, based on GEANT 3.15 [45].

D�GEANT does not contain an accurate representation of the plane eÆciencies

for each of the 144 WAMUS PDT's. The standard correction for this is to apply

the measured muon hit-�nding eÆciencies using the D� MUSMEAR package [46].

This package changes the eÆciencies in the D�GEANT output on a chamber-by-

chamber basis, correcting each to their measured eÆciency. The muon detector

2This quantity is predicted to be 0.88 by the standard model.
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system changed dramatically throughout the run, and the default smearing that is

imposed on the Monte Carlo corresponds to the state of the muon system from Runs

89,000-94,000.3 The di�erent `epochs' of the muon system will be described further

in the context of muon tagging and the modeling of the background. However,

the di�erences between the di�erent epochs will be considered in the discussion of

uncertainties. (Ordinarily, we would simulate the D� triggers. However, the trigger

simulator is no longer in working order, and the o�ine cuts are imposed to keep the

cuts above the trigger requirements. Therefore, in principle, the trigger simulator is

super
uous.) After the D� MUSMEAR package is applied, the Monte Carlo events

are run through D�RECO and the Ntuple maker. The Ntuple maker's main purpose

is to put the collider and Monte Carlo events in an Ntuple �le format so that they can

be read by data analysis packages like HBOOK and Physics Analysis Workstation

(which is an interface to HBOOK). However, when the ntuples are made, jet energy

scale corrections are applied which are similar to those applied to data in Section 3.2.

3That run period with the most number of events.



CHAPTER 5

BACKGROUND ESTIMATION

The top to all-jets channel is the �nal state in which both W bosons from tt pairs

decay into quarks, thereby producing 6 hadronic jets. Depending on the mass of the

top quark, 15-20% of such events will have at least one muon inside a jet, with the

muon satisfying the criteria speci�ed in Chapter 3. An event with a muon satisfying

such criteria is de�ned as a muon-tagged event, and any jet containing a muon

satisfying the tagging criteria is referred to as a tagged jet. About 1.8% of the QCD

background events in the selected sample satisfy the muon-tagging requirements,

and, as a result, a factor of �10 increase of signal over background can be obtained

by requiring a muon-tagged event with a factor of 5 to 6 decrease in signal. Averaging

over all QCD processes and detector e�ects, the tag-rate function, described below,

provides the basis for a model of the background.

Before tagging, the signal to background ratio is a daunting �1:1200. After muon
tagging, it is �1:100. In either case, the data sample consists overwhelmingly of

background from multi-jet production, and this fact is used to model the background.

The background is modeled by assuming that the probability of �nding a muon

within a jet of a light-quark QCD event depends largely on the ET and � of the jet.

We then calculate a probability that a jet, given its ET and �, will be tagged such

that when applied to the untagged data set, it will return distributions for variables

that look like those for tagged data. We do this by taking the events that do not

satisfy the muon tag requirement (and hence would be otherwise thrown away in the
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analysis), and sum the tag-rate for all the jets in the event. This sum is the weight

given to the event. We can think of this weight as the probability that the untagged

event could ful�ll the muon requirement and mimic the tagged data distributions.

As a note, a similar analysis was tried without muon tagging, but it proved

excessively challenging [47]. Wishing to preserve our sanity, we will utilize the muon

tag.

5.1 The Tag-Rate Function

Here we describe how the tag-rate is constructed. But before we describe the

tag-rate in this analysis, we review the construction of a simpler tag-rate to gain

some understanding of the concept. A tag-rate function could depend only on jet

ET [48{50] which would be built as follows. The distributions in jet ET for tagged and

untagged jets in the data are histogrammed separately. Then dividing the histograms

for the tagged jets by that for the untagged jets (bin by bin) yields a distribution

for the ratio, which is �tted to a function called the tag-rate, f(ET ). Any untagged

jet in an event can be assigned a muon tag based on the probability given by the

tag-rate function, f(ET ). Using this method, an arti�cially tagged sample could be

generated with the untagged events, with the characteristics of the tagging muon

(e.g., muon pT ) chosen at random from a distribution observed for muon-tagged jets

in background events. 1 Here, we will not be assigning fake muons to jets. Rather,

we will simply weight the event by the tag-rate probability. The tag-rate function

described below is only slightly more sophisticated in that it is a function of jet �

and ET and the run number of the event. The tag-rate is assumed to factorize into

1This method assumes that the pT of a muon is not correlated with the ET of a jet. However,

since we are not using this method, this fact is inconsequential. Any correlation between the jet

pT and the muon pT is folded into the tag-rate when it is used for the purposes of weighting the

untagged background.
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two parts:

Tag�Rate = T (ET ; �; R) = N(R)f(ET ; R)g(�; R): (5.1)

where

f(ET ; R) = a0 + a1E
1=2
T ; (5.2)

g(�; R) = p0 + p1j�j2 (5.3)

and N(R) is some normalization constant. All of the above parameters are functions

of run number (R) since the eÆciency of the muon system changed throughout Run I.

The tag-rate is divided into 5 bins as a function of run number according to the 5

run epochs (i.e. the 5 major changes in eÆciency) as discussed in Section 2.9.

The function for f and g are chosen because they give a good �t to the tag-rate

distributions. However, the factorization of the ET - and �-dependence is not

altogether unfounded. Figure 5.1, shows ET versus � for tagged and untagged jets.

These distributions suggest that ET and � are independent.

5.2 Recipe for the Tag-Rate Function

The prescription for creating the tag-rate will follow that for the simple example

given in the Section 5.1. For each of the 5 run bins, we:

1. Select only those jets with ET >10 GeV, and j�j �1.0.

2. Plot the ET of the tagged jets in the data.

3. Plot the ET of the untagged jets in the data.

4. Form the ratio of the tagged and untagged histograms (bin by bin) to obtain

the distributions, and �t this distribution to f(ET ; R) = a0+a1E
1=2
T . Figure 5.2
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Figure 5.1. Histograms of jet ET vs. jet � for muon tagged jets (top) and untagged
jets (bottom).

shows the tag-rate as a function ET along with the polynomial function �tted

with MINUIT [51]. Although for Runs Ia and 70k-80k there is a drop in the

tag-rate at high values of ET , those run epochs with higher statistics seem to

indicate that the trend is upwards for larger ET . We expect more heavy quark

production in larger ET jets, and therefore expect a larger fraction of tagged

jets.

5. Plot the j�j of the tagged jets in the data.

6. Plot the j�j of the untagged jets in the data.

7. Take the ratio of the tagged and untagged � histograms (bin by bin) to obtain

the distributions in Fig. 5.3 and �t this distribution to g(�; R) = p0 + p1j�j2.



79

Figure 5.2. f(ET ; R) as a function of jet ET for the �ve run periods. The
continuous line is �tted by MINUIT to the distribution with the functional form

f(ET ; R) = a0 + a1E
1=2
T .
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Table 5.1. The overall normalization factors for di�erent run ranges. The
normalization factor is listed as (number of tagged data events)/(number of events
predicted by f(ET ; R)g(�; R)).

Run Number N

-70,000 560/3.102697

70,000-84,000 449/1.774224

84,000-89,000 736/3.485304

89,000-94,000 1038/5.324008

94,000- 259/1.291085

Figure 5.3 shows the tag-rate as a function j�j along with the polynomial

function �tted with MINUIT.

8. Multiply f(ET ; R) and g(�; R), and determine the normalization, N(R), by

taking the ratio of the number of tagged events over the number of events

predicted by using just the product of f(ET ; R) and g(�; R). That is, the

tag-rate is normalized to return the number of observed tagged events in the

data. Table 5.1 lists the normalizations for di�erent run ranges corresponding

to the 5 run epochs. Note that the numbers listed in Table 5.1 are listed as the

ratio of the number of tagged data events over the number of events predicted

by using T (ET ; �; R) on untagged events where N(R) = 1.

For completeness, Table 5.2 lists the �tted parameters in f(ET ; R) and g(�; R).

Table 5.3 lists the �2's between the �tted functions and the distributions for each

run set, which overall show good agreement.

5.3 Tag-Rate Function and Data

In the end, we judge the validity of the tag-rate function from its ability to

predict the real background, which, for all intents, is the tagged data. Intuitively,
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Figure 5.3. g(�; R) as a function of jet � for the �ve run periods. The continuous line
is �tted by MINUIT to the distribution with the functional form g(�; R) = p0+p1j�j2.
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Table 5.2. Tag-rate parameters and their respective errors along with the �2's of
�ts for f(ET ; R) and g(�; R).

Runs -70k Runs 70k-84k Runs 84k-89k Runs 89k-94k Runs 94k-

a0 -0.184�10�2 -0.290�10�2 -0.245�10�2 -0.365�10�2 -0.315�10�2
�a0 0.887�10�3 0.887�10�3 0.581�10�3 0.515�10�3 0.118�10�2
a1 0.124�10�2 0.124�10�2 0.121�10�2 0.147�10�2 0.133�10�2
�a1 0.153�10�3 0.153�10�3 0.105�10�3 0.952�10�4 0.204�10�3
p0 0.760�10�2 0.760�10�2 0.651�10�2 0.611�10�2 0.632�10�2
�p0 0.396�10�3 0.396�10�3 0.286�10�3 0.248�10�3 0.519�10�3
p1 -0.545�10�2 -0.545�10�2 -0.518�10�2 -0.275�10�2 -0.322�10�2
�p1 0.766�10�3 0.766�10�3 0.527�10�3 0.517�10�3 0.110�10�2

�2/degrees of freedom

for f(ET ; R) 19.8/6 11.8/6 1.76/10 7.41/10 4.37/6

�2/degrees of freedom

for g(�; R) 9.31/10 7.89/10 11.1/10 13.2/10 5.35/5

Table 5.3. MINUIT calculated �2=N�2 where N�2 = degrees of freedom between
the �tted functions and their respective distributions.

Run Number �2=N�2 for f(ET ; R) �2=N�2 for g(�; R)

-70,000 11.97/6 7.37/10

70,000-84,000 17.39/6 6.18/10

84,000-89,000 12.11/10 8.45/10

89,000-94,000 6.81/10 10.90/10

94,000- 3.74/6 1.61/5

the tag-rate can be regarded as a probability of putting a muon with a randomly

chosen momentum into an untagged event to obtain a sample that looks like the

tagged data. However, calculation of uncertainties in this scheme are not straight

forward. We therefore weight each event by the tag-rate, i.e. by its probability that

the event will have a muon tag which will give back the tagged data sample. The

tag-rate for an event, Wtag, is calculated by summing the tag-rate over all jets in the

untagged event, i.e.
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Wtag =
X
jet

T (ET ; �; R): (5.4)

Figures 5.4-5.13 compare the tagged data to the predicted tagged background

histograms generated by applying the tag-rate function to the untagged events for

the variables of interest on both a linear and log scale. The data is shown with solid

error bars. The background uncertainty is in the overall scaling of the background.

A 1� deviation in the scaling due to the error in the tag-rate is shown with a dashed

line in these histograms. The log plots are useful to gauge the agreement in the

tails of the distributions. Tables 5.4 - 5.8 list the results of the �2 tests

to compare the tagged data and the background. 2 For these tests, the uncertainty

in the background is neglected. Even with the background uncertainty excluded,

the �2 tests show very good agreement between the tagged data and the predicted

background.

However, it could be argued that the agreement could be luck, and if we were to

apply this tag-rate to another set of D� data, the agreement would not be as good.

One way to test this would be to split the data in half, and use half of it to �t the

tag-rate, and the other half to test it and do the analysis. While it would be nice if we

had a suÆcient number of events to be able to follow this procedure, we have reason

to believe the agreement is more than luck. The fact that the tag-rate with its simple

form and simple assumptions can model such complicated variables as aplanarity and

jet multiplicity makes it unlikely that the tag-rate could model these distributions

by chance. Nevertheless, statistics permitting, the way to check the tag-rate's ability

to model background is for it to predict the tagged distributions for an independent

2The �2 here is de�ned as �2 =
Ptotalbins

i=1
(Ni

D�N
i
B)

2

�i2D
where ND is the number of data events in

the ith bin, NB are the number of background events in the ith bin, �iD is the statistical uncertainty

in the number of data events in the ith bin. For this calculation, the background uncertainties are

ignored. The number of degrees of freedom are the number of bins.
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Figure 5.4. Run Ia data (solid error bars) and background made with T (ET ; �; R)
(solid line) histogrammed for 9 variables. The dashed lines are the background
created with the T (ET ; �; R) 
uctuated �1�back. The results of the �2 tests are
given in Table 5.4.

data sample. A lack of statistics is why this method is not applied here, and is almost

certainly the reason why it has not been done in previous analyses [20].
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Table 5.4. The �2's between the data and background for Run Ia with their
respective degrees of freedom.

�2 Degrees �2

Variable �2 of Freedom Probability

Jet ET 16.7 19 0.610

Aplanarity 6.94 10 0.73

Sphericity 10.1 15 0.81

Jet � 27.7 20 0.115p
s 20.0 10 0.0288

HT=H 14.9 12 0.246

HT3=H 10.9 9 0.279

Njets 11.8 5 0.0374

NET
jets (jet multiplicity) 2.28 7 0.942

Table 5.5. The �2's between the data and background for Run Ib 70000-84000 with
their respective degrees of freedom.

�2 Degrees �2

Variable �2 of Freedom Probability

Jet ET 27.5 19 0.0914

Aplanarity 3.97 9 0.912

Sphericity 20.1 15 0.164

Jet � 15.2 20 0.763p
s 13.5 10 0.195

HT=H 7.38 11 0.766

HT3=H 20.3 9 0.0159

Njets 5.33 4 0.254

NET
jets (jet multiplicity) 6.19 6 0.402
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Table 5.6. The �2's between the data and background for Run Ib 84000-89000 with
their respective degrees of freedom.

�2 Degrees �2

Variable �2 of Freedom Probability

Jet ET 19.8 20 0.464

Aplanarity 8.81 11 0.638

Sphericity 15.1 14 0.370

Jet � 20.8 20 0.403p
s 8.83 12 0.716

HT=H 14.0 12 0.295

HT3=H 18.3 9 0.0316

Njets 7.62 5 0.178

NET
jets (jet multiplicity) 5.23 7 0.631

Table 5.7. The �2's between the data and background for Run Ib 89000-94000 with
their respective degrees of freedom.

�2 Degrees �2

Variable �2 of Freedom Probability

Jet ET 17.3 20 0.632

Aplanarity 20.2 12 0.0627

Sphericity 22.6 17 0.161

Jet � 17.2 20 0.635p
s 13.8 13 0.385

HT=H 14.4 12 0.272

HT3=H 5.50 10 0.855

Njets 9.75 5 0.0826

NET
jets (jet multiplicity) 1.03 7 0.994
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Figure 5.5. Variables in Fig. 5.4 histogrammed on a log scale.

5.4 Comment on the Functional Form of the Tag-Rate

Function

The functional form used is both simple and convenient (Occam would be proud!).

The linear forms make the uncertainties on the parameters in the error matrix easy

to calculate.

It could be argued, however, that one should use �det (with the jet and muon

coordinates calculated from the center of the detector) or the z-coordinate of the
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Figure 5.6. Run Ib 70k-84k data (solid error bars) and background made with
T (ET ; �; R) (solid line) histogrammed for 9 variables. The dashed lines are the
background created with T (ET ; �; R) 
uctuated �1�back. The results of the �2 tests
are given in Table 5.5.

jet's origin instead of �. However, a tag-rate function was constructed using �det,

with no noticeable di�erence. Although the z-coordinate is an option, Figs. 3.1

and 4.2, which show the number of z-vertices and a histogram of the z-coordinate

respectively, show that the Monte Carlo simulator does not model these variables

well.
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Figure 5.7. Variables in Fig. 5.6 histogrammed on a log scale.

Also, one might ask whether the tag-rate should be factorized into ET and �

dependent components. There is no doubt that there is some correlation between

the tagging probability as a function of ET , and as a function of �. However, for

practical purposes, most of the the more complicated functions make error estimation

diÆcult if not conceptually impossible. Furthermore, as can be seen from the tag-rate

distributions, the large uncertainties make more complicated functions super
uous.
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Figure 5.8. Run Ib 84k-89k data (solid error bars) and background made with
T (ET ; �; R) (solid line) histogrammed for 9 variables. The dashed lines are the
background created with T (ET ; �; R) 
uctuated �1�back. The results of the �2 tests
are given in Table 5.6.

Furthermore, in applying this method, we have made certain assumptions; the

most important of which is that the probability of a jet being tagged is independent of

event-dependent characteristics such as the jet multiplicity and
p
s. A

p
s dependence

was incorporated in the tag-rate of the all-jets cross section measurement for D� [23].

However, any variable that discriminates between tt and background is not an ideal
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Figure 5.9. Variables in Fig. 5.8 histogrammed on a log scale.

variable for input into the tag-rate. Where tt signal is enhanced in this variable,

background made with such an event-dependent tag-rate such as T (ET ; �;
p
s; R)

will `contaminate' the untagged event sample with tt. In other words, if
p
s is a

strong discriminator between top and light-quark QCD background (which will be

shown later), then we are essentially tagging the events based on their `topness' and

therefore probably overestimating the tagged background with T (ET ; �;
p
s; R). On

the other hand, although jet multiplicity and
p
s discriminate between signal and
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Figure 5.10. Run Ib 89k-94k data (solid error bars) and background made with
T (ET ; �; R) (solid line) histogrammed for 9 variables. The dashed lines are the
background created with T (ET ; �; R) 
uctuated �1�back. The results of the �2 tests
are given in Table 5.7.

background to some degree, it is possible that the dependence is already contained

within the tag-rate. Figures 5.14 and 5.15 show the tag-rate function as a function

of jet ET and jet j�j for 6 and >6 jet data. Within the large uncertainties, these

distributions are consistent with one another, so a tag-rate dependent on the jet

multiplicity is a non-issue. Figures 5.16 and 5.17 show the tag-rate as a function
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Figure 5.11. Variables in Fig. 5.10 histogrammed on a log scale.

of ET and j�j for ps <350 GeV and
p
s >350 GeV. Here, there appears to be a

dependence on the event dependent parameter,
p
s, as the tag-rate built with events

with an
p
s < 350 GeV fall below the tag-rate for

p
s >350 GeV events. However, it

is not clear if the tag-rate already compensates for this dependence since events with

a larger
p
s have larger ET jets, and therefore have a systematically larger tag-rate.

Regardless, the choice of tag-rate is a bit arbitrary as we will see when we revisit the

issue in Section 8.7.1.
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Figure 5.12. Run Ic data (solid error bars) and background made with T (ET ; �; R)
(solid line) histogrammed for 9 variables. The dashed lines are the background
created with T (ET ; �; R) 
uctuated �1�back. The results of the �2's tests are given
in Table 5.8.

Actually measuring the event dependence (or lack thereof) is tricky because, to do

so, one would have to measure the correlation between the event dependent variable

and the jet variables ET and � while subtracting the e�ect of the signal. Presumably,

this would be done through some Monte Carlo model. However, the reason that we

are employing a tag-rate is because we do not trust 6-jet, light-quark QCD Monte
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Figure 5.13. Variables in Fig. 5.12 histogrammed on a log scale.

Carlo models. We will see that
p
s is a good discriminant for signal and background,

and is it not unreasonable to suggest that the
p
s dependence might already be within

the tag-rate. Therefore, for simplicity, we exclude a
p
s-dependent tag-rate.

At the risk of 
ogging a thoroughly dead horse, the question of whether the

tag-rate is dependent on any other jet dependent variables is certainly answerable.

Although there has been an internal note published about jet-widths pertaining to

the all jets channel [52], the results of such studies have not been presented formally.
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Figure 5.14. f(ET ; R) as a function of jet ET for 6 (solid) and >6 (dashed) jet
events.
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Figure 5.15. g(�; R) as a function of jet � for 6 (solid) and >6 (dashed) jet events.
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Figure 5.16. f(ET ; R) as a function of jet ET for events with
p
s >350 GeV (solid)

and
p
s <350 GeV (dashed).
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Figure 5.17. g(�; R) as a function of jet � for events with
p
s >350 GeV (solid)

and
p
s <350 GeV (dashed).
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Table 5.8. The �2's between the data and background for Run Ic with their
respective degrees of freedom.

�2 Degrees �2

Variable �2 of Freedom Probability

Jet ET 19.1 19 0.450

Aplanarity 5.07 7 0.650

Sphericity 9.94 13 0.698

Jet � 19.4 20 0.495p
s 4.12 8 0.845

HT=H 2.99 10 0.981

HT3=H 4.01 8 0.855

Njets 1.96 4 0.741

NET
jets (jet multiplicity) 7.89 6 0.246

The cross section paper concerning top decaying hadronically [23] chose to use it as

a discriminant with no subsequent paper to establish that this is a reasonable thing

to do. In other words, the assertion that the jet-width is modeled well is not solid,

so we reserve using it (pending future study!).

As for other tag-rate dependent parameters, the tag-rate as a function of � is

(and should be) a constant. Fig. 5.18 shows the tag-rate as a function of the �

coordinate of the jet. These distributions are consistent with 
at, and therefore the

tag-rate does not assume a � dependence. The �2 with 8 degrees of freedom for the

5 distributions in Fig. 5.18 (read from the top left to the bottom) are 5.5, 7.01, 14.0,

12.8, and 6.94, respectively.

5.5 Double Muon Tags

For background QCD events, the contribution from double-tagged events is

negligible. Roughly 0.04% of the events that pass all of the selection criteria will

have two tagged jets. However, for signal, it is on the order of 4%. There is no
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Figure 5.18. The tag-rate as a function of jet � along with a �t to a straight line.
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Figure 5.19. Histograms of the number of tags per event by for the tagged data
(error bars) and background (solid line) using T (ET ; �; R) (left histograms) and
T (ET ; �;

p
s; R) (right histograms). The bottom histograms are the same as those on

the top, except the bottom is displayed on a log scale. The background uncertainties
are plotted with a dashed line.

discernment necessary between single and double tags in this analysis. If an event

has at least one muon that passes the muon tag criteria, then the event is tagged.

Figure 5.19 shows a histogram of the number of jets that are given a muon based

on the probability given by the tag-rate. This method is di�erent from how we

normally apply the tag-rate. However, as a means of gauging how well the tag-rate

models double-tagged events, we use it to randomly apply muons to jets. The top

(bottom) histogram shows a comparison of the number of tags per event for data- and

background-modeled tagged events on a linear (log) scale. From these histograms, it

appears the number of double tagged background events is well modeled.
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5.6 The Background Uncertainty

The uncertainty in the background is broken into two parts. The �rst is a small

`statistical' contribution and the second is a systematic contribution arising from the

uncertainty in the �t of the tag-rate function.

The �rst uncertainty, referred to as the statistical uncertainty, re
ects the �nite

number of untagged jets to which the tag-rate function will be applied in order to

estimate the tagged background. This uncertainty is given by ÆW where

(ÆW )2 =
N!X
i=1

!2
i ; (5.5)

N! is the number of events in a bin for a given variable, and !i is the weight of the

ith event in the bin.

The systematic uncertainty is derived as follows. Since we assume that the

tag-rate can be factorized into g(�; R) and f(ET ; R), the uncertainty due to the

�t from the tag-rate (ÆT ) as a function of jet � and jet ET is:

(ÆT )2 = N2

 
2X
i=0

2X
j=0

Cf
ij

@f

@ai

@f

@aj
+

1X
k=0

1X
l=0

Cg
kl

@g

@pk

@g

@pl

!
+ (ÆN)2f � g (5.6)

where Cf
ij and C

g
kl are the elements of the error matrices derived from the error in the

�t of the tag-rate to ET and �. Since N = (number of tagged data events)/(number

of events given by f(ET ; R)g(�; R),

ÆN =

�
1p

Number of Tagged Data Events

�2

+
(ÆW 0)2

N 0 : (5.7)

where ÆW 0 is the sum of the tag-rate weights for N = 1, and N 0 is the number of event

given by f(ET ; R)g(�; R). As it turns out, ÆN is a very small contribution to the

uncertainty. All these objects are, of course, a function of run number. Therefore,

the total uncertainty for the ith bin is given by

(Total Uncertaintyi)
2 = (ÆW )2i + (ÆT )2i (5.8)



CHAPTER 6

INVARIANT MASS

\After the planet becomes theirs, many millions of years will have to pass

before a beetle particularly loved by God, at the end of its calculations

will �nd written on a sheet of paper in letters of �re that energy is equal

to the mass multiplied by the square of the velocity of light."

from Primo Levi's book Other People's Trades.

Assuming one can �nd suitable variables that can discriminate between signal and

background, one turns to �nding a variable that can discriminate various top masses.

Certainly variables such as HT or a neural network discriminant are reasonable

candidates. However, we will use the invariant mass for the following reasons. First,

it is the most obvious variable to use. Second, unlike HT , the invariant mass is less

vulnerable to biasing by a neural network (NN) that discriminates between signal

and background. This is important, because one wants to maintain discrimination

between di�erent masses after a cut that may depend strongly on energy-dependent

variables. Here, the method of reconstructing the invariant mass of the top quarks

does not depend directly on energy dependent variables. Therefore, its discrimination

should not be too biased after such a cut. Third, as a spin-o�, these calculations

allow one to concoct kinematic variables that depend on the jet combinatorics used

to calculate the mass. These variables can be used to discriminate between signal

and background.
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To reconstruct the invariant mass of the top quarks, we will construct a �2 which,

in principle, will be minimized when the top and anti-top masses are reconstructed

properly (i.e. when the right jet combination are used to reconstruct the mass).

Such a concept is not new to the world of high energy physics. SQUAW [54], for

example, had been developed for kinematic �tting of bubble chamber events. It was

resurrected by Rich Partridge and Chip Stewart on D� to see if it could �nd the right

combinations in tt events [47]. However, for the sake of simplicity, the far simpler �2

method will be used here. This chapter describes this �2 method and compares it to

SQUAW.

6.1 Invariant Mass

As mentioned in the introduction of Chapter 2, we will assume that the jets

are massless. Of course this is not true, but to �rst order it is a reasonable

assumption. Even for a jet from a b quark (mass of �5 GeV/c2), the mass is

small compared to the energy of the jet (typically >15 GeV), and can therefore be

neglected [55]. Furthermore, because the background does not contain real muons,

no muon corrections are applied to the jets, and the muon cannot be used to identify

the jet originating from the b quark. In addition, for the sake of simplicity, only

the leading 6 jets will be considered when constructing the variables speci�ed below.

Although these assumptions seem naive, they yield a variable that goes a long way

toward discriminating di�erent top masses.

In general, the invariant mass of an njets-jet object is

m2 =

 
njetsX
i

Ei

!2

�
 
njetsX
i

~pi

!2

(6.1)

where
Pnjets

i Ei is the scalar sum of all the njets jet energies,
Pnjets

i ~pi is the vector

sum of the momenta of all jets. For each of the W's, njets = 2, and njets = 3 for
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Figure 6.1. A graphical representation of the top and anti-top quarks denoted by
t1 and t2 (not necessarily respectively), and their decay products W1 and W2 which
each decay into quarks.

each of the tops. The invariant mass of the top and anti-top quarks will be denoted

as t1 and t2, while the W's that decay from these top quarks will be denoted as W1

and W2 respectively. Note that since in the D� detector there is no way to discern

between top and anti-top quarks, t1 and t2 can be interchanged. Figure 6.1 gives a

graphical representation of the top and anti-top quarks denoted by t1 and t2, and

their decay products W1 and W2, which each decay to quarks.

6.2 The �2

A �2 variable is constructed based on simple kinematic assumptions and Monte

Carlo calculations. Below is a description of the variables in this �2 with a

justi�cation of their form.

� (t1� t2)2=(2�31 GeV )2 - This variable is the square of the fractional di�erence

between the masses of the two tops divided by the root mean square of the

top distributions. The width of the top and W distributions were found from

averaging the widths of the distributions from right combinations of 140, 180
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Figure 6.2. Normalized mass distributions of the �rst and second top quark for 140,
180 and 220 GeV Herwig Monte Carlo events.

and 220 GeV Monte Carlo events.1 This variable is a minimum when the two

tops decay to 6 jets and the jets have been correctly matched to their correct

parent top quarks. Figure 6.2 shows the distribution of the �rst top mass (t1)

and the second top mass (t2) for right combinations of 140, 180 and 220 GeV

Monte Carlo events. The 31 GeV in this variable is the average root mean

square of these top mass distributions.

� (W1 � 77:5 GeV )2=(20:4 GeV )2 - The W would be measured at about 80 GeV

with the proper jet energy corrections. Here, the reconstructed W's in the

1These masses were chosen as a representative sample of low, medium and high top masses.
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Figure 6.3. Normalized mass distributions of the �rst and second W masses (W1

and W2)for 140, 180 and 220 GeV Herwig Monte Carlo events.

Monte Carlo with an application of just CAFIX 5.0 [53] have an average peak

at �77.5 GeV, with an average root mean square of �20.4 GeV. Figure 6.3

shows the W masses from the t1 and t2 140, 180 and 220 GeV top masses. In

principle, this variable is minimized when the correct W1 is reconstructed from

t1.

� (W2� 77:5 GeV )2=(20:4 GeV )2 - This variable is identical to the previous one,

except that the W2 here is reconstructed from t2.

The �2 is then de�ned as
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Figure 6.4. Normalized histograms of the (t1 + t2)=2 corresponding to the lowest
�2 for 140, 180 and 220 GeV Herwig Monte Carlo events. The right combinations
are shown with a dashed line for reference.

�2 =
(t1 � t2)

2

2� (31 GeV )2
+
(W1 � 77:5 GeV )2

(20:4 GeV )2
+
(W2 � 77:5 GeV )2

(20:4 GeV )2
: (6.2)

Fig. 6.4 shows the invariant mass distributions, (t1 + t2)=2, using the combination

corresponding to the lowest �2 for 140, 180, and 220 GeV Monte Carlo events.

For reference, the invariant mass distributions of right combinations made with the

leading 6 jets are histogrammed on the same plot. Furthermore, to check that this

�2 business is not a waste of time, Fig. 6.5 plots the invariant mass of the lowest

�2 combination along with randomly chosen combinations. The distributions made
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Figure 6.5. Normalized distributions of the (t1 + t2)=2 corresponding to the lowest
�2 and randomly selected combinations for 140, 180 and 220 GeV Herwig Monte
Carlo events.

with random combinations do not shift as dramatically as a function of mass, and

the random combination distributions are wider and therefore less distinct.

6.3 Weighting

Here, we investigate whether there is anything to be gained by using a weighted

mass variable. Here, we choose the mass weighted by the �2. In principle, the

probability of the �2 should be used - however, counting the number of degrees

of freedom of the SQUAW �2 is not straight forward. However, since the number

of degrees of freedom are the same within each method, it should not make a big
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di�erence. The weighted mass is then de�ned as

M =

PN
i=1 �

2
i �MiPN

i=1 �
2
i

(6.3)

where

Mi =
(t1i + t2i)

2
(6.4)

and i denotes the ith smallest �2. By convention, i = 1 corresponds to the smallest

�2, and i = 90 the largest. Unless stated otherwise, N = 90, which is the total

number of possible combinations. We can see where one would get this number by

considering the case where 6 jets (denoted by numbers) are associated with 6 quarks

from the decay of the W+, W�, b and b:

b W+ b W�

1 2 3 4 5 6 :

We note that the jets inside the W 's are degenerate. We also note that there is

no change in Mi if t1 and t2 are switched. Now, if we switch the �rst jet (1) and

the fourth jet (4), then we have 2 combinations. (This is the same as switching 23

and 56.) Next, if we manipulate 23 and 56, and take note of the degeneracy of the

jets inside of the W 's, we have a total of 2�3 = 6 combinations. Now there are 6

combinations for each pair of jets assigned to b and b (e.g., when b=1 and b=2, b=1

and b=3, ... b=5 and b=6). The total combinations then becomes 2�3�15 = 90.

Therefore, for each event, 90 �2's need to be calculated.

For convenience, M is de�ned such that

M �M1; (6.5)

which is the mass that corresponds to the combination with the lowest �2. Figure

6.6 shows a histogram of M for N = 1 and 90 using 140, 180 and 220 GeV Monte
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Figure 6.6. Normalized weighted distributions of M for N = 1 (solid) and 90
(dashed).

Carlo events. Since the main e�ect of weighting is a slight shifting of the M

distributions toward lower values, weighting does not contribute to discriminating

between di�erent top masses. As a matter of fact, if we calculate the Kolmogorov-

Smirnov test between the weighted and unweighted distributions in Fig. 6.6, we �nd

a 30-70% probability (depending on the mass) that they originated from the same

sample.
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6.4 Comparison with SQUAW

One who has had experience with jet combinatorics might be curious to know how

this simple method compares to other tools such as SQUAW. To allay fears that our

simple assumptions may be too simple, we compare the �2 method described above

with a more traditional (and more complicated) method. SQUAW was developed just

after the color TV was invented to loop through particle combinations in many-body

decays from bubble chamber photographs to �nd the correct invariant mass(es) of

the decayed particle(s). SQUAW does the same thing for jets by adjusting the jet

energies according to a Gaussian and ultimately minimizing a giant �2. To validate

the simple �2 method proposed here, we compare it to invariant mass distributions

generated by SQUAW.

Figure 6.7 shows a comparison ofM for �2 (solid) and the SQUAWmass (dashed).

The peaks of the distributions from the �2 method are slightly narrower, and would

presumably be better able to discriminate between top masses.

To further compare the �2 and SQUAW methods, the weighted �2 mass dis-

tributions are compared with mass distributions weighted by the �2 calculated with

SQUAW. As the code now stands, SQUAW can only be weighted to N = 6. Therefore,

to compare apples with apples, Fig. 6.8 shows the weighted mass distributions using

the �2 and SQUAW method for N = 6. The weighting does not show a drastic

improvement in discrimination with either the �2 or SQUAW method. That is,

weighted variables do not distinguish one method over the other.

A more rigorous comparison would be to compare how often SQUAW picks the

right combination, compared to the �2 method here. However, the present framework

of SQUAW does not allow this comparison.
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Figure 6.7. Normalized distributions of M for �2 (solid) method and SQUAW
(dashed) method.

6.5 Data and Background

Lastly, we need to be sure that the background and signal distributions can

be di�erentiated as a function of M and M ; M could still prove useful if it gives

signi�cantly better discrimination between signal and background than M . In

addition, we look at the data and background distributions for M and M , and check

whether they agree.

Figures 6.9 and 6.10 show a comparison of signal and background distributions

for various top masses using M and M . There does not appear to be an advantage

to using M when discriminating between signal and background.



115

Figure 6.8. Normalized distributions of M for �2 (solid) method and the SQUAW
method (dashed) where N = 6.

Finally, we compare data and background usingM andM . In principle, since the

data is overwhelmingly background, they should match each other when plotted as

a function of M or M . Figure 6.11 shows the data and background distributions for

M and M where the uncertainties for the data are statistical, and the background

uncertainty takes the form of a Gaussian scaling factor determined by the systematic

uncertainties in the tag-rate. A more detailed discussion of this factor is given in

Chapter 5. For the most part, the data and background distributions for M agree as

well if not better than the distributions forM . The weighting introduces a slight shift
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Figure 6.9. Normalized distributions ofM for various signal (solid) and background
(dashed).

of the background to lower values of M relative to data. However, these 
uctuations

are within the background uncertainties.

6.6 Conclusions

There is no clear advantage to using the weighted mass M . Furthermore, the

variable M is as good as SQUAW with the added advantage of simplicity.

For completeness, Tables 6.1 - 6.3 shows the number of times that the �rst, second

and third lowest �2 values correspond to the right combination in the Monte Carlo

for the various masses. That is, those combination where the 6 quarks are associated
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Figure 6.10. Normalized distributions of M for various signal (solid) and back-
ground (dashed).

with the correct top quarks. The percentages in Tables 6.1 - 6.3 are normalized to

those events where 6 quarks can be associated with 6 jets, which occurs in about 1/3

of the Monte Carlo events. As mentioned previously, the present code does not allow

for similar tables to be made for SQUAW.

We would consider including the second or third combinations if the ratio of right

combinations over wrong combinations in the sample increased by at least a factor

of 2 or 3, respectively. This would indicate that the additional combinations are

increasing the percentage of right combinations. As we can see, this ratio stays the

same or decreases as the second and third combinations are introduced.
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Figure 6.11. Normalized distributions of M and M for data and background.

We also note that the Pythia Monte Carlo obtains the right combination a larger

percentage of the time. However, as we will see in Fig. 8.17, the distribution for

M is not substantially di�erent from that created with HERWIG. Regardless, the

di�erence may have to do with the di�erences in the showering mechanisms in the

two generators, and the fact that the initial state quarks in one may, on average, be

more collinear with their `corresponding' jets.



119

Table 6.1. Tabulated here are the percentages of times that the right combination is
the lowest �2 value for various masses and generators. The percentages are calculated
using the number of events in the Monte Carlo sample where the 6 quarks can be
associated with 6 jets. About 33% of the Monte Carlo events satisfy this requirement.

Mass % Right Combination % Right Combination % Right Combinations

(GeV) (Herwig 5.7) (Isajet 7.0) (Pythia 5.7)

140 32.8 23.2

180 37.0 31.1 46.6

220 46.9

260 42.0

Table 6.2. Tabulated here are the percentages of times that the right combination
is in the lowest two �2 values for various masses and generators. The percentages
are calculated using the number of events in the Monte Carlo sample where the 6
quarks can be associated with 6 jets. About 33% of the Monte Carlo events satisfy
this requirement.

Mass % Right Combination % Right Combination % Right Combinations

(GeV) (Herwig 5.7) (Isajet 7.0) (Pythia 5.7)

140 48.5 41.7

180 51.9 47.2 66.2

220 62.1

260 58.7

Table 6.3. Tabulated here are the percentages of times that the right combination
is in the lowest three �2 values for various masses and generators. The percentages
are calculated using the number of events in the Monte Carlo sample where the 6
quarks can be associated with 6 jets. About 33% of the Monte Carlo events satisfy
this requirement.

Mass % Right Combination % Right Combination % Right Combinations

(GeV) (Herwig 5.7) (Isajet 7.0) (Pythia 5.7)

140 55.1 46.5

180 59.6 54.9 70.1

220 67.6

260 63.8
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CHAPTER 7

THE NEURAL NETWORK

\I'm nothing but the empty net that advances human eyes..."

- Pablo Neruda from his poem The Enigmas.

Neural networks (NN's) can be useful when one is faced with a discrimination

problem with several variables where no single variable can discriminate between

signal and background. Here we are faced with the situation suÆciently where the

signal/background is �1/100, and we are left with many correlated variables that

can moderately discriminate signal from background. A powerful property of NN's

is their ability to discern correlations between variables. But before we employ this

powerful method, some background on NN's is in order.

NN's are mathematical algorithms inspired by the function of biological neurons.

Neuron cells send electrical signals to one set of neurons based on the inputs from

another set of neurons. The neuron is essentially made of four parts (Fig. 7.1):

the dendrites, the cell body or \soma" encompassing the nucleus, the axon and the

terminal buttons. The neuron receives signals (via neuro-transmitters) from other

neurons through the dendrites. The cell body decides to send a signal down the axon

to the terminal buttons (i.e. `�re') based on the number/combination of dendrites

that have been signaled by the other neurons. The �ring condition depends on the cell

function. The terminal buttons are then connected to dendrites of other cells, which

eventually give rise to complex thought and sometimes bizarre human behavior.
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Figure 7.1. A neuron [56]. Note the dendrites, cell body or \soma", axon and
terminal buttons.

Figure 7.2. Diagram of a simple neural network.

Arti�cial NN's (or NN's) are based on a similar principle. Figure 7.2 shows a

diagram of a NN. In this simple example, two input `nodes' (i.e. two variables) are

each routed to three hidden nodes. Based on the values from the two input nodes,

the hidden nodes decide whether or not to `�re'. This decision is made through the

evaluation of a function that `turns on' such as a step function or a sigmoid function. 1

1e.g., f(x)=1/(1-e�x) in our case (where x is essentially the weighted sum of the input to the

node).



123

The resulting signals from the hidden nodes are then collected, weighted, and the

result is given at the output node. A mathematical treatment of NN's is provided

in Appendix B, along with a more detailed discussion of the methods used to train

them.

The parameters or weights of the NN are set through a procedure called training

which consists of adjusting them based on a set of labeled examples. In our case,

the examples are labeled as signal and background, where each example is described

through a set of variables that discriminate between them. The background has a

target output of 0 and the signal a target output of 1. When the NN is trained,

it is presented with the set of signal and background examples several times over

(i.e. over several epochs 2 ). During each epoch, the parameters or weights in the

NN are adjusted in such a way as to optimize the discrimination between signal and

background. The training is ceased when additional epochs no longer increase the

discrimination. If this is done properly, when the NN is presented with data, those

events that look like signal will have an output closer to 1, while events that look

like background will have an output closer to 0.

After initial selection criteria are imposed, the NN output or discriminant (DNN)

will be calculated for each event in the data to separate signal from background. A

cut on DNN will be then be imposed that minimizes the top mass uncertainty on an

independent sample of top and background events. The cut will be decided in the

next chapter, but the variables and structure of the NN will be decided here.

7.1 The Neural Network Variables

The variables in the NN are chosen based on three criteria:

2see Appendix C for a detailed de�nition of epoch.
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� The variables should be minimally correlated with each other. This criterion

is nice, but not necessary.

� The number of variables and hidden nodes should be minimal. This is a good

idea since one does not want to overtrain the NN. 3

� Variables must be chosen that maximally discriminate between signal and

background. This point is crucial for the NN to do its job.

We could also include variables that are used by the NN to group events into sets

of outputs. For instance, we can imagine a variable like jet multiplicity would be

useful in grouping 6 jets events and >6 jet events, since these two events might have

di�erent kinematics. However, since the two target samples have limited statistics,

it is necessary to keep the number of variables at a minimum. That is, since

there are �nite statistics in the two training samples, there are inherently statistical


uctuations. A NN trained with too many variables or trained with too many epochs

will result in a discriminant based on statistical 
uctuations in the training samples.

This is called over-training.4

The correlation between two variables can be measured by the correlation

coeÆcient given by

r =
xy � x y

[x2 � x2]1=2[y2 � y2]1=2
: (7.1)

where N is the number of events, i is the ith event, x is one variable and y is the

other. Table 7.1 gives the correlation expressed as r between some potential variables.

Figure 7.3 shows the same variables for 180 GeV signal and background. From the

start, it can be seen that the jet multiplicity, Njets, does not discriminate between

signal and background, and therefore will be excluded.

3See Appendix C.
4For details about epochs and over-training, see Appendix C.
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Table 7.1. The correlation r between a selected set of variables calculated with the
180 GeV Herwig 5.7 Monte Carlo sample.

Variable Apl. Sph. Njets N
ET
jet

2�jt1+t2j
(t1+t2)

j�W1
� �W2

j ET5 � ET6
HT
H

W1 �W2
HT3
HT

Apl. 1.00 0.66 0.09 0.19 -0.16 0.13 0.17 0.23 0.05 0.38

Sph. - 1.00 0.05 0.10 -0.20 0.11 0.09 0.25 0.01 0.27

Njets - - 1.00 0.04 -0.02 -0.05 0.18 -0.15 0.05 0.37

N
ET
jet

- - - 1.00 -0.06 0.23 0.68 0.30 0.18 0.29

2�jt1+t2j
(t1+t2)

- - - - 1.00 -0.01 -0.07 -0.01 -0.07 -0.17

j�W1
� �W2

j - - - - - 1.00 0.12 0.53 0.01 -0.08

ET5 � ET6 - - - - - - 1.00 0.12 0.17 0.51

HT
H

- - - - - - - 1.00 -0.02 -0.18

W1 �W2 - - - - - - - - 1.00 0.05

HT3
HT

- - - - - - - - - 1.00

Figure 7.3. Normalized histograms of the NN variables for signal (solid) and
background (dashed). The signal Monte Carlo samples were made with 180 GeV
top signal.



126

The following is an explanation of the input variables that are used in the NN,

along with the reason for their inclusion. All of the variables are calculated using 0.5

cone jets.

� Aplanarity (Apl.) - The direction and shape of momentum 
ow in tt pro-

duction is di�erent from that in the QCD background. Top events tend be

more spherical, while in QCD background the momentum tends to be more

concentrated along the z-axis. This would be especially true for 2 ! 2, low
p
s light-quark QCD processes with bremsstrahlung radiation producing extra

jets. The di�erences can be quanti�ed with parameters that describe the event

shape. To calculate such a parameter, we de�ne the momentum tensor as

Mab =

P
i piapibP
i p

2
i

(7.2)

where a and b run over the x, y and z components, and pi is the momentum

of the ith jet where i runs over all the the jets in the event with j�j <2.5. The
tensor renders positive-de�nite eigenvalues [57] (Q1,Q2,Q3) where

Q1 +Q2 +Q3 = 1 (7.3)

and

Q1 � Q2 � Q3 � 1: (7.4)

The magnitude of any Qi is the portion of the momentum 
owing in the

direction of axis i. Therefore, more linear events tend to have Q1=Q2=0 and

Q3=1. While more spherical events would have Q1=Q2=Q3=1/3.

Aplanarity is de�ned as

A � 3

2
Q1: (7.5)

The aplanarity will be systematically closer to zero for light-quark QCD events.
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� Sphericity (Sph.) - Sphericity is de�ned as

S � 3

2
(Q1 +Q2): (7.6)

Events with a more `spherical' shape tend toward a sphericity = 1. Top to

all-jets events tend to be more spherical than the light quark QCD 2!2 events.

Only jets with j�j < 2.5 are used to calculate the sphericity.

� NET
jet - Top to all-jets events tend to have more jets at larger ET . This variable

quanti�es this property with

NET
jet =

R 55
EthreshT =10

Njets � Ethresh
T dEthresh

TR 55
EthreshT =10

Ethresh
T dEthresh

T

(7.7)

where Njets is the number of jets over the ET threshold, Ethresh
T . Therefore, top

events will systematically larger NET
jet than QCD background events.

� HT3=HT - The ratio of HT3 and the total scalar sum ET where HT3 is de�ned

as

HT3 = HT � ET1 � ET2 (7.8)

where ET1 and ET2 are the largest and second largest ET jets in the event. All

ET 's, including those used to sum HT , are calculated with jets of j�j < 2.5.

� j�W1 � �W2j - Top events tend to decay more central (e.g, at lower �). This

variable is the absolute value of the product of the �'s of the W's corresponding

to the minimized invariant mass �2.

� ET5 � ET6 - Like HT , this variable provides discrimination between top and

QCD 2!2 processes, where the leading two jets have an ET much greater than

the other jets. As a technical detail, this variable is divided by 1000 such that

it is of order 1 to aid in the convergence of the NN output.
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� HT=H - Since top events tend to be more central, HT=H will tend to be larger

than QCD background. Both HT and H are calculated using jets with j�j <2.5.

� ps - Top events tend to have a systematically higher invariant mass than light-
quark QCD background events. Here the event's invariant mass is calculated

using 0.5 cone jets with j�j <2.5, and is de�ned as:

p
s =

vuutAll jetsX
i=1

(E2
i � ~p2i ): (7.9)

Also, this variable is divided by 1000 to make it of order 1 to aid in the

convergence of the NN output, DNN .

7.2 The Training Samples

To increase the number of training events, 120, 140, 160, 180, 200 and 220 GeV

Herwig 5.7 tt ! all decay modes are used as example signal events. Each mass

has a roughly equal number of training events. These events are speci�cally used

for training, and for nothing else in the analysis aside from �nding the mean of the

distributions in Figs. 6.2 and 6.3. One twentieth of the untagged data is removed

from the background sample, and used as a training sample for background. In all,

11,423 signal and 8,143 background events are used to train the NN.

But before training can commence, we must check that the variables we intend

to use are modeled well. Figures 7.4 - 7.8 show the variables of the NN for data

and background. The errors on the data are statistical, and the uncertainty in the

background is not shown. Within the uncertainties, the variables are well modeled.

The untagged events are used without regard to the probability that they are

tagged by a muon. To understand why this is sensible, one must remember how

the tag-rate function is applied. The NN will ultimately be a function that will be
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Figure 7.4. Comparison of data (solid) and background (dashed) histograms for
Run Ia. The uncertainties in the data are statistical.

applied to signal as well as background events. The tag-rate is also a function that

will be applied to background events. The operation of these functions commute.

Therefore, it makes no di�erence if background is considered tagged before or after

the application of the neural network discriminant, DNN . In other words, untagged

events are background for training purposes. The weight given by the tag-rate to

model the background is incidental when training the NN.

It is important to keep the training events separate from the test events or those

events that will decide the number of hidden nodes so as to avoid overtraining. For
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Figure 7.5. Comparison of data (solid) and background (dashed) histograms for
Runs 70k-84k. The uncertainties in the data are statistical.

now, we use a representative range of tt Monte Carlo samples corresponding to 135,

175 and 215 GeV top masses (each with �800 events) and a background sample

for testing. Eventually, these same samples will contribute toward calculating the

bias correction (see Section 8.4). The background sample will be further used in the

evaluation of the �nal result.
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Figure 7.6. Comparison of data (solid) and background (dashed) histograms for
Runs 84k-89k. The uncertainties in the data are statistical.

7.3 Choosing the Number of Hidden Nodes

One of the important parameters of the NN that we must decide before training

is the number of hidden nodes. A larger number of hidden nodes translates to a

�ner discrimination between signal and background, and, of course, an increase in

the number of parameters in the NN. However, a balance needs to be struck; the

�ner discrimination, the greater is the possibility that the NN may be developing a

discriminant around subtle statistical 
uctuations in the signal and background. In

other words, the NN runs the risk of being trained to maximally discriminate between
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Figure 7.7. Comparison of data (solid) and background (dashed) histograms for
Runs 89k-94k. The uncertainties in the data are statistical.

signal and background for only the speci�c training samples. Roughly 3�800 signal
events and 150,000 weighted background events that are not used in the training

are used in the following calculations to optimize the number of hidden nodes. The

maximum signi�cance and maximum signal/background as a function of DNN cut

are plotted in Figs. 7.9 and 7.10 respectively for various numbers of hidden nodes

and top masses. The signi�cance is de�ned as

Significance =
NSp
NB

(7.10)
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Figure 7.8. Comparison of data (solid) and background (dashed) histograms for
Run Ic. The uncertainties in the data are statistical.

where

NS = Number of Signal Events (7.11)

and

NB = Number of Background Events: (7.12)

It should be noted that the DNN cut which results in the maximum signi�cance

and signal to background ratio are not necessarily the same. On inspection of
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Figure 7.9. The maximum signi�cance � Signal=
p
Background plotted as a

function of the number of hidden nodes.

Figure 7.10. The maximum signal to background ratio as a function of the number
of hidden nodes.
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Figs. 7.9 and 7.10, we see that the optimum number of hidden nodes does not depend

strongly on the mass. Also, Fig. 7.9 shows that the signi�cance does not depend

strongly on the number of hidden nodes, although there is a signi�cant increase

in the ratio of signal over background events for 3 hidden nodes. We therefore

choose 3 hidden nodes for our NN, which gives it 23 free parameters to vary during

training (see Appendix C). Additional hidden nodes decrease the discrimination

in the test samples. This is most likely due to the e�ect described earlier where

the NN maximally discriminates between signal and background for the speci�c

training samples with each of their respective statistical variations. E�ectively, the

NN becomes over-trained if additional hidden nodes are included. This over-training

is a consequence of using the training samples themselves to monitor the training

rather than using yet another independent test sample. An interesting demonstration

of this is in Fig. 7.10 where we see that the signal over background takes a hit at

4 nodes. Here, we increased number of epochs between 3 and 4 hidden nodes from

250 to 300 epochs. The decrease in discrimination could be prevented if we knew

the epoch at which to stop the training to maximally discriminate an independent

signal and background sample. Limited Monte Carlo makes another independent

test sample unfeasible.

7.4 Training the Neural Network

Now that the number of parameters in the NN has been decided, we wish to get

to the business of training. To monitor the discrimination, we evaluate the `learning

error' for each epoch. Figure 7.11 shows the learning error as a function of the

number of epochs. This error E is given by

E =

s
1

Np

X
p

!p(tp � op)2; (7.13)
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Figure 7.11. The output error (y-axis) as a function of the number of epochs
(x-axis). The cut o� in the training is indicated at 250 epochs.

which gives a quantitative idea of how well the NN has learned the di�erence between

the signal and background events in the training sample. In this equation, Np is the

number of patterns (or training events), !p is the weight per example (set to 1 in

this analysis), op is the output of the NN for example (pattern or event) p and

tp is the desired output. As explained previously, this error should be calculated on

another separate testing sample, but since we are not brimmingwith Monte Carlo, the

training samples themselves are used to calculate this number. The number of epochs

is determined by the number at which the error function plateaus, which corresponds

to the number of epochs at which the discrimination stabilizes. Figure 7.11 shows

the error as a function of the number of epochs. As can been seen from this �gure,

the error approximately levels at 250 epochs, and we therefore conclude that 250

epochs is suÆcient.
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Figure 7.12. DNN for 140, 180 and 220 GeV signal and background.

7.5 The Punchline...

To see how well we've done with our training, we plot the distributions of the

DNN for signal and background. Figure 7.12 shows the signal (solid) and background

(dashed) as a function of DNN . For reference, Table 7.2 shows the total events

expected after selection cuts in Table 3.1 for various masses calculated using Fig. 1.2

with a 110.2 pb�1 luminosity. This table is introduced to give an idea of the number

of events expected after a given DNN cut.

Finally, Fig. 7.13 shows DNN plotted for data and background. The dominant

background uncertainty is shown taking the form of an uncertainty in the overall

scaling factor on the background distribution. The uncertainties in the data are

statistical. As can be seen, there is an excess in the second to last bin. The excess is

not tremendous. But as we will see, the pay-o� awaits us after a DNN cut is made,
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Table 7.2. Expected number of events after the selection cuts listed in Table 3.1 for
various top masses based on a luminosity of 110.2 pb�1 and the cross section given
in Fig. 1.2.

Mass Events

140 >59.9

180 28

220 <12.9

Figure 7.13. DNN plotted for data and background on a linear scale on the top and
on a log scale on the bottom
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and the resulting events are plotted as a function of the invariant mass, M . In the

next chapter, we will optimize the DNN cut, and render a �nal result for the top

mass and cross section.



CHAPTER 8

THE LIKELIHOOD

DILBERT reprinted by permission of the United Feature Syndicate, Inc.

The stage is now set to determine the neural network cut and calculate the top

mass. Models for the background and the signal have been calculated from the

tag-rate function and Monte Carlo simulations, respectively, while the invariant

mass variable, M , has been shown to discriminate top masses. We apply the signal

and background distributions of M in a likelihood function to determine which top

mass is most consistent with the data. That is, the likelihood will determine the

relative probability that the background and a given signal distribution match the

data distribution. In principle, that mass which gives the maximum likelihood will

be our best estimate of the top mass. (However, as we will see, the results of the

likelihood will su�er a slight bias correction.) We will also calculate a cross section

in the same manner. Finally, the shape of the likelihood distributions will determine

the uncertainty of the mass and cross section.

140
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However, before applying the likelihood procedure to data, we will apply it to fake

data samples created from the background model and Monte Carlo events. To �rst

order, this is done to determine whether the analysis can be done at all! In addition

to this triviality, we are able to determine the optimum DNN cut (DNN > 0:97),

which minimizes the uncertainty in the �nal result, and calculate the bias correction.

What follows is a discussion of the likelihood, the determination of the DNN

cut, calculation of the bias correction and the application of the likelihood to data.

Applying the bias correction to the likelihood as a function of top mass, we obtain

our result. Then, knowing the mass, the likelihood is plotted as a function of the

number of signal events to obtain the cross section.

8.1 The Form of the Likelihood

The likelihood function used here is based on a modi�cation of a method

described in Bhat, Prosper and Snyder's (BPS) paper [58]. In contrast to BPS, the

background shape is well known, but there is a Gaussian uncertainty in the overall

normalization due to the tag-rate function. Furthermore, there is a statistical error

in the background due to the �nite number of untagged jets to which the tag-rate

is applied. Other than these two modi�cations, the uncertainty in the signal and

data remains statistical, so each bin is allowed to 
uctuate according to a Poisson

distribution. A detailed derivation of the likelihood follows.

8.1.1 The Derivation

At the end of the day, we would like the probability of a certain top mass and

cross section, given the data. However, we launch our discussion with some basic

facts about the distributions of M that we are comparing.

The hypothesized number of data events in the ith bin in the distribution of M

is parameterized as



142

di = si + kbi = �~si + kbi (8.1)

where � is the ratio of the luminosity of the data over the luminosity of the signal

Monte Carlo, ~si is the number of signal events in the i
th bin scaled up to the luminosity

of the Monte Carlo by the parameter 1/�, bi is the number of background events and

k is a scaling factor for the background due to the uncertainty in the tag-rate. (As an

aid, Table 8.1 gives an itemized list of parameters that will be used in the likelihood.)

We assign a Poisson probability for each bin in the data such that the probability of

the data set D given �, ~si, k and a top mass m is

l(Dj�; ~si; k;m) =

MbinsY
i=1

dDi

i e�di

Di!
: (8.2)

The probability is the product of probabilities overMbins bins where Di is the number

of data events in the ith bin. Note that we use \l" for likelihood instead of \P" for

probability, since what we refer to as a likelihood is only proportional to a probability.

The uncertainty from the signal is assumed to arise from limited statistics. The

prior probability for the signal in the ith bin is

Ps(~s(m)) =

MbinsY
i=1

~sNii (m)e�~si(m)

Ni!
; (8.3)

where Ni is the mean number of events in the Monte Carlo, which, of course, is a

function of mass.

The \systematic" background uncertainty hinges on our knowledge of k. The

variable k is related to the fractional uncertainty in the tag-rate, where

k = 1 +

�P
Events ÆTP
Events T

�
(8.4)

where ÆT and T are summed over untagged events in the sample for DNN > 0:97. 1

In principle, k should depend on the bin. However, since the background distribution

1See Section 5.6 for the calculation of ÆT .
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Figure 8.1. Histogram of the invariant mass variable, M for DNN > 0:97.

is created by the tag-rate function, the events from one bin to another are highly

correlated. To show this, Fig. 8.1 shows the background where the tag-rate is


uctuated by �1� (see Section 5.6) and by an overall scaling factor of 1�0.149 for

the neural network cut of DNN > 0:97. As can be seen, the two types of 
uctuations

are almost identical. Therefore, for simplicity, k remains an overall scaling factor.

The \systematic" background prior probability is therefore given as

Psys(k) =

MbinsY
i=1

1p
2��back

e
� (k�1)2
2�2
back (8.5)

where

�back = 0:149: (8.6)
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The systematic error, �back varies between 16.1% and 13.8% for DNN cuts between

0.94 and 0.99 respectively.

The \statistical" background prior probability arises from the fact that there is a

�nite number of untagged events over which the tag-rate is applied. In other words,

this uncertainty is due to the limited number of untagged events with which to build

the background model. The probability takes the form of the Gaussian

Pstat(k) =

MbinsY
i=1

1p
2�ÆWi

e
� (kbi�bi)2

2(ÆW )2
i : (8.7)

The bin-dependent uncertainty, ÆWi, is calculated as follows. Suppose that the ith

bin has Gi events. Further suppose that the weights themselves can be grouped so

that we can approximate a events having weight !a, b events having weight !b, etc.

If a, b, etc. are suÆciently large, we can assume that they follow Poisson statistics,

and the uncertainty in !a is !a=
p
a. The total uncertainty in the ith bin is therefore

(ÆW )2i = a� !2
a

a
+ b� !2

b

b
+ ::: (8.8)

which reduces to

(ÆW )2i = !2
a + !2

b + ::: : (8.9)

Therefore, to �rst order, the total statistical background uncertainty for the ith bin

becomes

(ÆW )2i =
GiX
j=1

!2
ij (8.10)

where Gi is the number of background events in the ith bin and !ij is the weight of

the jth event in the ith bin.

Figure 8.2 shows a comparison of the statistical and systematic uncertainties from

the tag-rate function. Again, the statistical uncertainties are allowed to 
uctuate
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Figure 8.2. Background distributions of M plotted with all uncertainties for
DNN > 0:97.

bin-by-bin, while the systematic uncertainties are 
uctuated by an overall Gaussian

scaling factor with a standard deviation of �14:9%.
There is no correlation between the signal and background, so we have covered all

possible terms that will be entering the likelihood. We now utilize Bayes's Theorem

to compute P (�; ~si; k;mjD) and ultimately P (�top; mjD). Bayes's Theorem [59] gives

P (�; ~si; k;mjD) =
l(Dj�; ~si; k;m)P (~s(m))q(�; k;m)P

m

R
dk l(Dj�; ~si; k;m)P (~s(m))q(�; k;m)

: (8.11)

Here q(�; k;m) is simply the probability of the parameters �, k and m so

P (�; ~si; k;mjD) =
l(Dj�; ~si; k;m)P (~s(m))Pstat(k)Psys(k)q(m)P

m

R
dk l(Dj�; ~si; k;m)P (~s(m))Pstat(k)Psys(k)q(m)

: (8.12)
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Here we assume some knowledge of � and k, and that �, k and M uncorrelated. We

then integrate over the parameter ~si and k to obtain

P (�;mjD) =

Z
dk

MbinsY
i=1

Z
d~si

 
dDii e�di

Di!

! 
~sNii (m)e�~si(m)

Ni!

!0B@ e
� (kbi�bi)

2(ÆW )2

p
2�(ÆW )

1
CA
0
BB@ e

� (k�1)2

2�2
backp

2��back

1
CCA q(m): (8.13)

where Di are the mean number of data events in the ith bin. It is worth noting the

placement of the integrations. The integral over ~si is inside the product over bins. In

essence, we are integrating the probability of ~si for each bin separately, allowing each

bin to 
uctuate independently. This is in contrast to the background where all the

bins are 
uctuated at one time by some constant k, and the probability is evaluated

in the integration for each increment in that overall 
uctuation.

Here, as in BPS, we stop to re
ect on \what P (�;mjD) is and what it is not." It is

a measure (between zero and one) of how well we know the parameters � and m given

a particular data set D. We note that P (�;mjD) requires knowledge of q(m) about

which we say we know nothing. Therefore, q(m) is assumed to be 
at as a function

of m. Now of course we know this is not true. CDF has published an all hadronic

tt decay result, and we could insert this as q(m). Furthermore, as seen in Chapter 1,

the cross section varies dramatically as a function of top mass. However, we ignore

help from theorists and CDF, and assume no prior knowledge of the cross section

or top mass. We can check whether our choice of a 
at prior in m is reasonable by

asking the question does this procedure lead to a consistent measurement, the top

mass? We return to this point.
We now proceed with the last bit of calculation of the likelihood, which will yield

estimates of the top mass and cross section. We de�ne

L(Dj�; ~si; k;m) �
MbinsY
i=1

 
dDii e�di

Di!

! 
~sNii (m)e�~si(m)

Ni!

!0B@e
� (kbi�bi)

2(ÆW )2

p
2�(ÆW )

1
CA
0
BB@ e

� (k�1)2

2�2
backp

2��back

1
CCA ; (8.14)

such that

P (�; ~si; k;mjD) = L(�; ~si; k;mjD)q(m): (8.15)
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Figure 8.3. Histogram of data and background for M for DNN > 0:97.

Integrating out the nuisance parameters ~si and k, and noting

�top =
�� (Sum of all Monte Carlo events for mass m)

(Number of top events that pass selection criteria and DNN cut)� (Luminosity)
; (8.16)

P (�top; mjD) / L(Dj�top; m) (8.17)

and

L(Dj�top;m) �
Z

dk

MbinsY
i=1

Z
d~si

 
d
Di
i e�di

Di!

! 
~s
Ni
i (m)e�~si(m)

Ni!

!0B@e
� (kbi�bi)

2(ÆW )2

p
2�(ÆW )

1
CA
0
BB@ e

� (k�1)2

2�2
backp

2��back

1
CCA : (8.18)

Numerically integrating over k, we are left with L as a function of �top and m. This

modi�ed L combines the probability l(�; k;mjD), P (~s), and P (k). This probability

is proportional to P (�; ~si; k;mjD), which is why it is useful.
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8.1.2 Folding in Uncertainties

A wonderful thing about the form of the likelihood is the ease with which the

uncertainties can be folded into the calculation. To include other uncertainties, we

simply modify Eq. (8.11) such that

P (�top; mjD)! P (�top; m;EjD) (8.19)

or, more formally,

P (�; ~si; k; E;mjD) =
l(Dj�; ~si; k;m)P (~s(m))q(�; k; E;m)P
m

R
dkl(Dj�; ~si; k;m)P (~s(m))q(�; k;m)

: (8.20)

where E is energy scale. Therefore our new L is de�ned as

L(Dj�;m;E) =

Z
dk

MY
i=1

Z
d~si

 
dDii e�di

Di!

! 
~sNii (m)e�~si(m)

Ni!

!0B@ e
� (kbi�bi)

2(ÆW )2

p
2�ÆW

1
CA
0
BB@ e

� (k�1)2

2�2
backp

2��back

1
CCA : (8.21)

The new likelihood looks exactly like the old one except ~si is dependent on the jet

energy scale, E. Here, E is the uncertainty of the jet energy scale in the Monte Carlo

samples relative to that used in the data, which explains why only ~si is dependent

on this uncertainty. In the previous section, we showed how to integrate over the

parameters ~si and k to obtain P (�;mjD) or P (�top; mjD). We now wish to integrate

out the energy scale, E, to again obtain P (�top; mjD) where the shape of the �nal

likelihood will incorporate all possible uncertainties. A compromise will be made

when integrating this parameter. Therefore, we �rst discuss how the ideal analysis

would handle this uncertainty. Since time, data and resources do not allow us the

luxury of the ideal analysis, we then discuss the compromise that will be made

evaluating the �nal uncertainty.

8.1.3 The Ideal Analysis

In the ideal analysis, we would remove the two Gaussian terms related to the

background in Eq. (8.20). We would then sum over the uncertainties from the
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jet energy scale and the tag-rate uncertainty by adding (i.e. integrating) many

likelihoods, randomly changing the jet energy scale in the Monte Carlo and the

background distribution (�a la uncertainties in the tag-rate). The jet energy scale

uncertainty would take the form of a Gaussian with a standard deviation of 5%. 2

The maximum of the summed likelihoods would give the top mass, and the shape of

the distribution would be used to give the total uncertainty in the mass according to

Section 8.2.1.

8.1.4 The Compromise

Disk space and CPU time stand in the way of an ideal analysis, so we accept

two compromises. The �rst compromise is to leave the uncertainties due to the

tag-rate inside Eq. (8.11). The second is to integrate out the jet energy scale by

taking the sum of likelihoods for the nominal jet energy scale and the energy scale


uctuated �5%.
In mathematical terms, Eq. (8.20) becomes

L(Dj�top; m) =
3X

E=1

L(Dj�top; m;E); (8.22)

where

E = 1) Background and signal models jet energies scaled � 5%

E = 2) Background and signal models jet energies not scaled (8.23)

E = 3) Background and signal models jet energies scaled + 5%:

The probabilities are not weighted according to jet energy for other reasons. The

shape of the probability for the di�erent jet energy scales is not well understood [61].

This ambiguity combined with the fact that a more rigorous calculation described in

2We note, however, the shape of the jet energy uncertainty is not well established, and the

uncertainty itself is a bit of an approximation (and possibly an overestimation [61]).
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Section 8.1.3 is not feasible, we accept this compromise. A further discussion of why

this might be reasonable is found in Appendix D.

8.2 How to Use the Likelihood

After the DNN cut, described in the next section, we will ultimately be left

with a data distribution, a background distribution with some uncertainties, and

21 signal Monte Carlo distributions from 110 GeV to 310 GeV in 10 GeV steps

that are all functions of M . The variable m denotes one of these 21 `hypothesized'

signal distributions with which we will evaluate the probability that the hypothesized

signal is consistent with whatever signal there may be in the data. The likelihood

is maximized as a function of �top for each Monte Carlo mass, m, so that, in the

end, one has the likelihood as a function of the Monte Carlo mass; the mass point at

which the likelihood is a maximum will then give our best estimate of top mass.

To minimize uncertainties in the hypothesized signal samples, both tagged and

untagged events were used, since the muon tagging only introduces a slight shift in the

distributions of M . This shift is apparent in Fig. 8.4, which shows a comparison of

tagged and tagged + untagged distributions for 140, 180 and 220 GeV signal samples.

There is a skew toward higher masses for the tagged + untagged distributions. This

is most likely due to the muon and neutrino in the tagged jet carrying away energy

that is not included in the jet energy. Regardless, the e�ect of this `skewing' will be

canceled when the likelihood is bias corrected.

8.2.1 Calculating Uncertainties Given a Likelihood Distribution

To understand how to extrapolate the uncertainties in the top mass and cross

section from the likelihood, we take the simple case where the likelihood L in

Eq. (8.18) (which is proportional to the probability) can be �t to a Gaussian.

Measurement of the mass uncertainty then becomes simple. Suppose that we have
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Figure 8.4. The normalized tagged signal and the tagged + untagged signal mass
distributions for DNN > 0:97.

minimized L as a function of the cross section so that we are left with L(m) and

L(m) = Ae
� (m�m)2

2�2mass (8.24)

where A is some constant, m is the mass, m is the mass corresponding to the mean

(peak) of the likelihood, �mass is the uncertainty in the mass. Therefore,

�ln(L(m)) = �(m�m)2

2�2mass

� ln(A) (8.25)

and therefore (m�m) = ��mass where �ln(L(m)) = 1
2
+ ln(A).
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The Bayesian meaning of �mass is that the top mass has a 68% chance of being

betweenm+�mass andm��mass. As we will see, the form of L(m) will be asymmetric.

However, the meaning of �mass still holds. In practice, the likelihood does not vary

smoothly as a function of mass. To deal with this diÆculty, the log of likelihood

is �t to some polynomial, and the position of the maximum of the likelihood and

the uncertainty of the mass is calculated analytically. But to be sure of that our

procedure for �nding 1� holds, an ensemble test was done to check that 68% of the

masses calculated from the likelihood procedure were within 1� of the true value.

8.3 Optimizing the Neural Network Cut

In optimizing the neural network cut, we want that cut which, when the likelihood

procedure is applied, gives a mass as close as possible to the true mass. Therefore,

we evaluate the RMS di�erence between the true mass and the mass calculated with

the likelihood procedure.

To this end, we do an ensemble test with � 100 fake data distributions of M .

These distributions are composed by adding the background distribution to the

signal distribution. The signal is normalized to the theoretical cross section. A fake

data distribution is created by 
uctuating each bin in this combined distribution.

Ensembles of distributions are made for 155, 165, 175, 185 and 195 GeV Monte

Carlo signal samples for a range of DNN cuts. For a given DNN cut and signal

mass, the likelihood procedure is applied over the � 100 fake data distributions. The

minima of the likelihoods render the `likelihood' top masses, which are histogrammed

in Fig. 8.5 with �tted Gaussians. The distributions have cut-o�s at 110 and 310 GeV

were there is no hypothesized Monte Carlo to which to �t the data. Therefore, at

the risk of underestimating the variance (since we are neglecting masses in the tails),

we calculate the variance around the peak of the distributions.
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Figure 8.5. Distributions of top masses calculated using the likelihood procedure
over ensembles with 165, 175, 185 and 195 GeV masses for DNN > 0:97. These
distributions are each �t to a Gaussian; each distribution shows the mean and
variance of that Gaussian.

Figure 8.6 shows the RMS as a function of the DNN cut for 5 di�erent values of

the top mass. Figure 8.7 shows the average over the 5 mass distributions, which has

a minimum at DNN > 0:97. Therefore, DNN > 0:97 becomes the neural network

cut.
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Figure 8.6. RMS as a function of the DNN cut.

Figure 8.7. Average RMS for the 5 masses as a function of the DNN cut.
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8.4 Bias Correcting the Mass

Now that a neural network cut has been found, we must see if the results obtained

from the likelihood procedure are biased, and eventually correct for that bias if there

is one. Here, we suspect that the mass estimate must be bias corrected because the

hypothesized signal distributions are slightly distorted. As we recall, the combined

tagged and untagged Monte Carlo distributions used in the likelihood calculation are

skewed toward larger values of M when compared to those distributions with only

tagged events (see Fig. 8.4). Therefore, we expect the likelihood to predict a smaller

mass than the true mass in the data.

To correct the mass estimate, the steps to �nding the optimum neural network

cut are modi�ed a bit. But the general idea is to build an ensemble of 6 fake data

histograms as a function ofM with the appropriate amount of signal and background;

each histogram's signal will be created with a di�erent known (i.e. `true') top

mass. The histograms are 
uctuated according to Poisson statistics rendering 6

distributions that are, in principle, independent from the original 6. The likelihood

procedure is then applied to the 6 histograms rendering a `likelihood' top mass for

each. This procedure of 
uctuating the original ensemble and applying the likelihood

procedure is repeated many times to decrease the uncertainty from the `fake' data


uctuations. The top masses calculated from the likelihoods are histogrammed, and

�tted to a Gaussian. The means of these Gaussian are plotted as a function of the

true mass in the data sample. 3 This plot is shown in Fig. 8.8, which is �t to the

equation

Likelihood Mass = a� (True Mass) + b; (8.26)

where parameters a and b are deduced from the �t. When a and b are calculated,

3Again, assuming Gaussian distributions of the mass predicted by the likelihood procedure.
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Figure 8.8. The top masses predicted by the likelihood distribution (`Likelihood
Mass') as a function of the top mass in the fake data sample (`True Mass') plotted
with the �tted line and its equation.

this equation becomes

Likelihood Mass = 0:712� (True Mass) + 53:477 GeV: (8.27)

Considering the true mass is between 155 and 205 GeV, and total uncertainties in

the true mass � 15 GeV, the uncertainties in a and b give rise to a change in the

total uncertainty in the true mass of < 1 GeV. Therefore, we neglect the uncertainty

due to the �t.

The results of this equation are consistent with a bias correction due to the use

of tagged and untagged signal Monte Carlo distributions in the likelihood. 4 Using

Eq. (8.27), the 140, 180 and 220 GeV top masses should be measured as 153, 181

and 210 GeV, respectively. Comparing these results with what we see in Fig. 8.4,

statistical uncertainties make it unclear what the bias would be for a 140 GeV top

mass. However, from these plots we expect the likelihood to estimate the mass as

the true mass at 180 GeV, and estimate the mass as 10� 20 GeV smaller than the

true mass of 220 GeV. Therefore, Eq. (8.27) is consistent to a bias correction due

4Figure 8.4 shows the distributions of tagged and tagged + untagged Monte Carlo distributions.
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Figure 8.9. The number of signal events predicted by the likelihood distribution as
a function of the known number of signal in the fake data sample plotted with the
�tted line and its equation.

to the fact tagged and untagged events are used for the hypothesized signal in the

likelihood.

The bias correction for the cross section can be done using a similar method to the

one used to calculate the correction for the mass, except the likelihood is plotted as a

function of the number of signal events in the data sample rather than as a function

of top mass. However, to do this, we must know for what mass we are calculating the

cross section. The mass is obtained from peeking at the mass ultimately measured

in the data, 176.6 GeV. The resulting bias correction curve assuming a 175 GeV top

mass is shown in Fig. 8.9. As we can see with a comparison of the equation y = x,

the bias correction for the cross section is negligible.

Before we move ahead with the �nal likelihood calculation on real data, it is useful

to review what we are comparing, and how we will obtain the �nal mass and cross

section result. The data and backgrounds are plotted with their respective errors

in Fig. 8.3. Figure 8.10 shows 3 hypothesized signal distributions for their nominal

and 
uctuated jet energies. These will be combined with the backgrounds to �nd
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Figure 8.10. 140, 180 and 220 GeV signal for the nominal jet energy scale plotted
with the jet energy scale 
uctuated �5%.

the mass distribution which best �ts the data. To give an idea of what excess the

likelihood will be `seeing', Fig. 8.11 shows the di�erence between the data and the

background as a function ofM for both background models. If we compare Figs. 8.10

and 8.11, we expect the top mass to be roughly 180 GeV.

Furthermore, from plotting the uncertainties calculated with the likelihood dis-

tributions for fake data samples created with 175 GeV Monte Carlo distributions

(Fig. 8.12), it is most likely that we obtain uncertainties between 20 and 30 GeV.
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Figure 8.11. The background-subtracted data histogram as a function of M . The
top and bottom plots show the subtraction where the background is scaled �1�back,
while the middle plot is the subtraction for the nominal background distribution.

8.5 Applying the Likelihood Procedure to Data

The distributions of �ln(L) versus m for data are plotted for all values of the

energy scale, E, in Figs. 8.13 . The 
uctuation in the jet energy scale causes a 5%

shift upward (downward) in the minimum of �ln(L) for a �5% (+5%) shift in the

jet energy scale as we would expect.

The likelihoods 5 in Figs. 8.13, and the resulting distribution of �ln(m) versus

top mass is shown at the top of Fig. 8.14. The two minima seen in this distribution is

a common feature in the fake data distributions, where the method of �nding the 1�

5Not the �ln(L)'s.
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Figure 8.12. Distribution of uncertainties from the 175 GeV ensemble test.

uncertainties proves valid. That is, despite the likelihood's non-Gaussian nature, the

ensemble tests con�rmed that the mass is within 1� of the the true value 68% of the

time. Therefore, we zoom in on the simple region around the point where �ln(L)
is a minimum, and �t it to a curve that �ts the data (in this case an 7th degree

polynomial). The likelihood and the �t in this region are shown on the bottom of

Fig. 8.14. Since the �tted function is only to be used in the vicinity of the minimum,

the trend at the edges of the curve is irrelevant. The �t gives an uncorrected top

mass of 179:2+12:2�9:5 GeV=c2.

Correcting this number with Eq. (8.27) yields

Measured Top Mass = 176:6+17:1�13:4 GeV=c
2: (8.28)
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Figure 8.13. �ln(L) plotted as a function of top mass for various values of E.

8.6 Measurement of the Cross Section

For the 65 data events that we have after a DNN cut of 0.97, 8.6 signal events are

predicted with the 175 GeV Monte Carlo sample assuming a 6 pb cross section. The

nominal background models in Figs. 8.11 show an excess of about 18 events using

the nominal background distribution.

Figure 8.15 shows �ln(L) as a function of the number of signal events for a

175 GeV top mass. This curve is �t to a fourth degree polynomial with which we

calculate 16.6+7:2�6:8 top events. Since the fraction of top quark pairs for a 175 GeV

mass that pass the given selection criteria and the NN cut is 0.013133, we divide

this number into the signal which gives 1264+548�517 tt events at D� during Run I
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Figure 8.14. The top �gure shows the likelihood as a function of top mass. This
likelihood has all uncertainties folded into it. The bottom �gure shows the same
likelihood for top masses between 160 and 230 GeV. The solid line shows a 7th

degree polynomial �t.

corresponding to a cross section of

Measured �top = 11:5+4:9�4:7 pb; (8.29)

neglecting a � 5% uncertainty in the luminosity [60]. We recall that a bias correction

is not necessary for the cross section.
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Figure 8.15. �ln(L) as a function of the number of signal events.

8.7 Other Uncertainties

8.7.1 Event-Dependent Tag-Rates Revisited

Here, we address the question whether it would have made a di�erence had we

used an event-dependent tag-rate. Figure 8.16 compares the backgrounds built with

the event-independent tag-rate, T (ET ; �; R), and those built with an event-dependent

tag-rates, T (ET ; �;
p
s; R) and T (ET ; �; Njets; R). As we can see, the nominal

distributions for the event-dependent tag-rates are well within the uncertainties of

the event-independent tag-rate used in this analysis.

8.7.2 Generator Errors

An obvious question is: how much would our answer change if we were to use

a di�erent Monte Carlo generator? Figure 8.17 shows a comparison of Pythia 5.7
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Figure 8.16. The background models built from tag-rates with and without thep
s and jet multiplicity (Njets) dependence. It is plain that these distributions are

within the existing background uncertainties.

and Herwig 5.7 tagged + untagged Monte Carlo for various top masses. Although

the distributions do not agree entirely (especially at higher top masses), the shift is

small in comparison to the uncertainties, which are on the order of 10 � 15 GeV.

Therefore, we consider the generator uncertainty as negligible.

8.7.3 Uncertainties from D� MUSMEAR

As discussed in Chapter 2, D�GEANT does not correctly reproduce the momen-

tummeasurement uncertainty. Therefore, a package called D�MUSMEAR is used to
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Figure 8.17. Distributions of M for Herwig 5.7 (solid) and Pythia 5.7 (dashed)
Monte Carlo samples. All distributions are normalized to unity.

improve the modeling. The extra smearing was dependent on the pT of the muon, the

muon's location in the detector and run number. The smearing imposed on the Monte

Carlo events pertained to the pT resolution in runs 89,000 - 94,000, commonly termed

`post-zap'.6 Figure 8.18 shows the normalized histograms of M for 180 GeV Herwig

6The name refers to the run period before Run Ic and just after the muon chamber wires were

`zapped' with a high voltage to remove crud from the wires. Crud (or deposition) on the wires was

due to the chamber gas combining with itself and the resulting polymers attaching to the wires

a�ecting the muon pT resolution.
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Figure 8.18. M histogrammed for Run Ia, Runs 70,000-89,000 (pre-zap) and Runs
89,000-94,000 (post-zap) MUSMEAR.

Monte Carlo events constructed with Run Ia, Runs 70,000-84,000 (pre-zap) and Runs

89,000-94,000 (post-zap) D� MUSMEAR. The Run Ic MUSMEAR parameters were

not available. However, the most dramatic di�erences were seen between Run Ib

pre-zap and post-zap Monte Carlo. The three distributions of M corrected with

Run Ia, Run Ib pre-zap and Run Ib post-zap smearing are almost identical. We

should not be surprised that this uncertainty is negligible, because the only impact

from a change in muon pT would be due to the muon pT >4 GeV threshold in the

selection criteria.
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8.7.4 Double Muon Tags

The probability of a QCD event having two muon tagged jets that ful�ll the

muon tag criteria is about 0.02�0.02 = 0.0004. The probability of the signal to

ful�ll the same criteria is 0.2�0.2 = 0.04. To model the number of events with two

muon-tagged jets, the tag-rate is used as a probability to insert a real muon into

the event. That is, the tag-rate is calculated for an untagged event, and a muon is

randomly inserted based on the tag-rate's value. The Herwig Monte Carlo predicts

0.5 Events, while the background model predicts 0. We see 1 double tagged event

in the data. The uncertainties in the background are large, but their computation is

not straight forward due to the way in which we are using the tag-rate.



168

Table 8.1. List of parameters used in the likelihood.

Parameter De�nition

di Number of events in the ith bin

of the hypothesized data

Di Number of events in the ith bin

of the data

si Number of events in the ith bin

of the hypothesized signal

~si Number of events in the ith bin

in the hypothesized signal scaled

to the luminosity in the Monte Carlo

Ni Number of events in the ith bin

in the Monte Carlo

� Luminosity in the data divided

by the luminosity in the Monte Carlo

m Denotes the mass of the top in the Monte Carlo

(i.e. what Monte Carlo sample is being used

to calculate the probability P (mjD)

D Denotes the Run I D� data sample

ÆW The uncertainty in the background

originating from the limited untagged events

over which the tag-rate can be applied

�back The uncertainty due to the �t of the tag-rate



CHAPTER 9

CONCLUSIONS

\The truth is out there"

{ The X-Files

The top mass was found to be

Measured Top Mass = 176:6+17:1�13:4 GeV=c
2: (9.1)

The cross section was measured to be

Measured �top = 11:5+4:9�4:7 pb: (9.2)

Owing to the nature of the likelihood, the systematic and statistical uncertainties

were inseparable.

Since the analysis was optimized to measure the mass, we are not surprised that

the uncertainties in the cross section are large. Figure 9.1 shows the histogrammed

invariant mass variableM for data, background and 175 GeV/c2 signal scaled to the

cross section of 11.5 pb (16.6 events). The cross section is in agreement with the

published D� cross section of 5:53� 1:67 pb for a top mass of 173.3 GeV/c2.

Figure 9.2 shows the top mass measurement against other measurements of the

top mass at D� and CDF. We see that it agrees within uncertainties, although the

trend toward higher masses as the number of �nal state jets increases is seen now at

D� with the inclusion of this measurement. Future experiments with more statistics

169
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Figure 9.1. M histogrammed for data, background and 175 GeV/c2 signal scaled
to the measured �top = 11:5 pb (i.e. 16.6 events).

will prove if this e�ect is a suggestion of something beyond the Standard Model, an

unaccounted for 
aw in the Monte Carlo simulations, or simply a 
uke.

9.1 Improvements

With a mind toward honesty, we review the strengths and faults of this analysis.

The analysis is not what one would call a blind analysis. However, the author

resisted looking at the data, except when making gross comparisons between the
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Figure 9.2. Top masses measured in di�erent channels by D� and CDF with the
thesis measurement included.

background and data without the neural network discriminant (DNN ) cut. The

method, especially as it pertained to �nding the invariant mass, M , and developing

the likelihood, was not done with an eye on the �nal data sample. In addition,

although we examined the di�erences in Monte Carlo, the result is still highly

dependent on Monte Carlo. Furthermore, in several cases decisions were made

on the side of overestimating the background. For instance, the 5% jet energy

scale uncertainty might be an overestimation, and points were included in the bias

correction curve that would 
atten the slope.
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As with all analyses, there are always improvements that could be made. Below is

a list of those improvements, some of which will inevitably be made for an impending

journal article.

1. Monte Carlo events can be generated to extend the bias correction curve and

to increase the number of hypothesized top masses in the likelihood function.

2. The tag-rate assumed that the ET and � of the jets were uncorrelated. Although

plotting the correlations between the ET and � of the tagged and untagged jets

indicated that this e�ect might be small, we can make a functional form for

the tag-rate that does not require this assumption. Such a tag-rate will be

investigated in the future.

3. The DNN cut optimization and bias correction curve were made assuming the

cross section shown in Fig. 1.2. However, now that we have a rough idea of

what the cross section may be, we could redo the DNN cut optimization and

bias correction using a �11.4 pb top signal.

4. The likelihood could be evaluated in a number of ways, one of which would be

to integrate out the cross section, �top all together. This, however, should not

change the result a great deal.

5. As mentioned in the discussion of the tag-rate, we could split the data sample

into two parts, using the one half to calculate the tag-rate and the other half

to verify it. Therefore, one could have a better knowledge of how the tag-rate

�tted the data, but at the cost of increasing the uncertainties.

6. A nice but not crucial improvement would be to optimize the number of hidden

nodes in the same manner as we optimized the neural network as a function of

the mass uncertainty. We would vary both the network cut and hidden nodes
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to �nd the optimum combination. However, this would take an inordinate

amount of time, because both the hidden nodes and DNN cut (which would

also depend on the hidden nodes) would be have to be optimized.

7. Pruning the neural network variables might increase the discrimination signal

and background with DNN .

8. Furthermore, limited numbers of Monte Carlo and background events prevented

the number of epochs in the neural network from being determined by an

independent signal/background sample.

These improvements are relatively minor, and the result is not expected to improve

a great deal if they are implemented.

Lastly, we conclude this thesis with pictures of an event lying at a DNN cut of

0.92. It is a 7-jet event with two muon tags (i.e. a double-tagged event) captured

during Run 86105. This event is interesting because it is a double-tagged event, it

is fairly close to being a candidate in this analysis, and was a candidate event in

the previously published all-jets cross section analysis at D� [23]. Figure 9.3 shows

picture of the event taken from the perspective of the incoming proton, while Fig. 9.4

shows a the jet and muon ET 's as a function � and �. At �rst glance, this event

may look like a 4 jet light-quark QCD event with some extra radiation. The event

has 4 jets with signi�cantly larger ET than the other 3. Furthermore, the event has

7 jets, and one of the muon-tagged jets (presumably a b quark jet) has a low-ET .

But Fig. 9.5 shows a histogram of the ratio of the �rst and sixth jet and the jet

multiplicities respectively for light-quark QCD background and signal. We see that

one cannot make a strong statement about the event's likelihood of being signal or

background based on relative jet ET and jet multiplicity alone. Therefore, this event

cannot be strongly excluded as a tt to all-jets events.
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Figure 9.3. The end view of the D� detector showing the tracks in the central
tracking chambers, the energy deposition in the calorimeter and the two muon
tracks.

9.2 The Future

The techniques of estimating the background and utilizing neural networks

described in this thesis can be used to measure the mass in the all-jets channel in

future experiments such as the upgraded D� detector. With the ability to tag b quark

with the silicon, the upgraded detector will have enough data to perform this analysis

with or without the use of identifying the b quark using these techniques. However,

methods of background estimation and signal and background discrimination can all
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Figure 9.4. A lego plot showing the ET of the jets and muons as a function of �
and �.

be used to enhance discrimination of the top mass, or provide the ability to make

the measurement with limited data.

In conclusion, with this measurement, D� has �nally measured the mass of the

top quark in the all-jets decay channel.
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Figure 9.5. The upper plot shows normalized histograms of the highest ET jet
(ET1) and the 6th highest ET jet (ET6) for 175 GeV signal and background. The
lower plot is a normalized histogram of jet multiplicity for signal and background.
Both plots are made after the DNN > 0:97 requirement. Uncertainties in the signal
distribution are statistical in origin.



APPENDIX A

THE TRIGGER HISTORY

Tables A.1 - A.2 shown below give a necessarily incomplete history of the Level 1

and Level 2 trigger system for Run 1b. Much of the documentation was lost or

relegated to urban legend - especially for Run Ia which is not shown on these tables.

However, with a great deal of certainty, it can be said that the Level 1 and 2 trigger

requirements were very similar to (if not the same as) those found in the �rst run

period of Run Ib. The trigger histories for Run Ia and Ic were pieced together from

D� internal notes and Physical Review D articles along with deductions from trigger

de�nitions and trigger lists. The `Streaming' cut in Table 3.1 was inserted to mitigate

against the e�ects of changing trigger requirements. The events must have at least

these criteria to be passed to the next trigger/o�ine level. In the latter runs, the

Level 2 �lter utilized an HT cut, which was probably built from 0.3 cone jets [47].

177
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Table A.1. The trigger history for Run Ib. * The Level 1 calorimeter trigger
operates on the baseline circuits summed into �� = �� = 0.2 trigger towers out to
j�j = 4.0, and �� = 0.8 and �� = 1.8 trigger towers called tiles that are on the order
of a size of a jet [17].

Run Number Level 1 Trigger Requirement Level 2 Filter Requirement

73725 { 74286 3 large tiles* each with ET >15 GeV 5 0.3 cone jets with j�j < 2.5

1 large tile with ET >6 GeV,

74287 { 81906 and 1 hadronic + EM trigger 5 0.3 cone jets with j�j <2.5
tower with ET >3 GeV

3 large tiles each >15 GeV

81907 1 large tile with ET >6 GeV, 5 0.3 cone jets with j�j <2.5
and 1 hadronic + EM trigger

tower with ET >3 GeV

3 large tiles each >15 GeV

and j�j <2.4,
81909 { 82048 1 large tile with ET >6 GeV, 5 0.3 cone jets with j�j <2.5

(81908 does not exist) and 1 hadronic + EM trigger

tower with ET >3 GeV

3 large tiles each >15 GeV

and j�j <2.4,
82049 { 83212 1 large tile with ET >6 GeV, 5 0.3 cone jets with j�j <2.5

and 1 hadronic + EM trigger

tower with ET >3 GeV and j�j <2.6
3 large tiles each >15 GeV

and j�j <2.4,
1 large tile with ET >6 GeV,

83213 { 84370 1 hadronic + EM trigger 5 0.3 cone jets with j�j <2.5,
tower with ET >3 GeV and j�j <2.6,

and 1 hadronic + EM trigger

tower with ET >7 GeV and j�j <2.6
3 large tiles each >15 GeV

and j�j <2.4,
1 large tile with ET >6 GeV, 5 0.3 cone jets with j�j <2.5,

84371 { 86278 3 hadronic + EM trigger HT >115 summing all jets with j�j <2.0
towers with ET >7 GeV and j�j <2.6,

and 1 hadronic + EM trigger

tower with ET >7 GeV and j�j <2.6
3 large tiles each >15 GeV

and j�j <2.4,
1 large tile with ET >6 GeV, 5 0.3 cone jets with j�j <2.5,

86279 { 89246 3 hadronic + EM trigger HT >115 summing all jets with j�j <2.5
towers with ET >7 GeV and j�j <2.6,

and 1 hadronic + EM trigger

tower with ET >7 GeV and j�j <2.6
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Table A.2. The trigger history for Run Ib (continued from Table A.1) and Ic. * The
Level 1 calorimeter trigger operates on the baseline circuits summed into �� = ��
= 0.2 trigger towers out to j�j = 4.0, and �� = 0.8 and �� = 1.8 trigger towers
called tiles that are on the order of a size of a jet [17].

Run Number Level 1 Trigger Requirement Level 2 Filter Requirement

3 large tiles each >15 GeV

and j�j <2.4,
1 large tile with ET >6 GeV, 5 0.3 cone jets with j�j <2.5,

89247 { end of Run 1c 3 hadronic + EM trigger HT >115 summing all jets with j�j <2.5
towers with ET >7 GeV and j�j <2.6,

and 1 hadronic + EM trigger

tower with ET >7 GeV and j�j <2.6



APPENDIX B

HERWIG MONTE CARLO PARAMETERS

Tables B.1 - B.8 contain a full listing of the parameters used by the HERWIG 5.7

Monte Carlo. Similar parameters were used when generating the ISAJET and Pythia

Monte Carlo.
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Table B.1. HERWIG 5.7 Monte Carlo Parameters.

Parameter Value

Type of collisions pp

Proton beam energy 900 GeV

Antiproton beam energy 900 GeV

Number of events 15,000

to generate

Parton distribution CTEQ3m

function

QCD Heavy Quark Production

Process where q1q2 ! q3q4.

color 
ows

between q1 and q3,

and between q2 and q4

�109
Time limit This parameter is set

for calculation so that an in�nite

of a single event amount of time can be spent

calculating one event.

1/pPTPOWT

where PTPOW is the

power used for the PTPOW = 4.0

jet ET distribution

for heavy 
avor production

Primary vertex x = -0.3 cm, y = 0.2 cm, z = 0.0 cm

position

Vertex Width (spread) 25 cm
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Table B.2. More HERWIG 5.7 Monte Carlo Parameters.

Parameter Value

Maximum jet rapidity 8.0

Minimum jet rapidity -8.0

Maximum parton pT 1000 GeV

Minimum parton pT 0 GeV

Maximum Drell Yan mass 1000 GeV=c2

Mininimum Drell Yan mass 10 GeV=c2

Maximum parton thrust in

three parton production

(concerns processes such 0.9

as e+e� ! qq

- this parameter is

of no consequence in

tt production
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Table B.3. Even more HERWIG 5.7 Monte Carlo Parameters.

Parameter Value

W mass 80.2 GeV=c2

Z mass 91.17 GeV=c2

Higgs mass 300 GeV=c2

W width 2.0 GeV=c2

Z width 2.36 GeV=c2

Higgs width 2.5 GeV=c2

b0 mass 1 700 GeV=c2

b0 mass 2 500 GeV=c2

t0 mass 1 900 GeV=c2

t0 mass 2 600 GeV=c2

sin2(�W ) 0.23

sin2(�cabibbo) 0.05

�QCD 0.18 GeV=c2

Number of Flavors 6

up mass 0.32 GeV=c2

down mass 0.32 GeV=c2

charm mass 1.8 GeV=c2

strange mass 0.5 GeV=c2

top mass (variable from 110-300 GeV=c2)

bottom mass 5.2 GeV=c2
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Table B.4. Still more HERWIG 5.7 Monte Carlo Parameters.

Parameter Value

Gluon Cut O� -

if e�ective quark

and gluon masses become

small, this condition 0.75 GeV=c2

is imposed to avoid

divergences in parton

showers

Number of Colors 3

Underlying soft event

multiplicity enhancement 1.0

parameter

Maximum qq cluster mass 3.35 GeV=c2

Cluster splitting power 1.0

QSPAC

(The scale below which the

structure functions of

incoming hadrons are frozen 2.5

and non-valence constituent

partons are forced to evolve

to valence partons.)

The Intrinsic Parton pT

de�ned as the width of the

Gaussian intrinsic transverse 0.4

momentum distribution of

valence partons in incoming

hadrons at scale QSPAC.
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Table B.5. The last of the HERWIG 5.7 Monte Carlo Parameters.

Parameter Value

Vector meson weight

that determines relative 1.0

production rates in

cluster decays

Tensor meson weight

that determines relative 1.0

production rates in

cluster decays

Decuplet baryon weight

that determines relative 1.0

baryon production rates in

cluster decays

Weights which determine

relative production of 1.0

quarks in cluster decays (PTWT(i))

Maximum scale for

gluon! qq

(if this number is >

twice the lightest diquark 0.0

mass, it enables gluons

to split non-perturbatively

into diquarks as well as quarks

Diquark splitting probability1 5.0

Include soft gluon

azimuthal correlations TRUE

Include gluon spin

azimuthal correlations TRUE

(does not include

top spin correlations)



186

Table B.6. Branching Ratios used for top quark decays in HERWIG 5.7 Monte
Carlo.

Branching Branching Fraction

t!b + (db,u) 0.33333

t!b + (sb,c) 0.33334

t!b + (bb,t) 0.0

t!b + (e,�e) 0.11111

t!b + (mu,��) 0.11111

t!b + (tau,nu�) 0.11111

tb!bb+ (d,ub) 0.33334

tb!bb+ (s,cb) 0.33333

tb!bb+ (b,tb) 0.0

tb!bb+ (e,�e) 0.11111

tb!bb+ (�,��) 0.11111

tb!bb+ (� ,nu� ) 0.11111
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Table B.7. Branching Ratios used for bottom quark decays in HERWIG 5.7 Monte
Carlo.

Branching Branching Fraction

b!ud+X 0.55

b!sc+X 0.20

b!bt+X 0.0

b!e�e+X 0.11

b!�,��+X 0.11

b!� ,��+X 0.03

b!ud+X 0.55

b!sc+X 0.20

b!bt+X 0.0

b!e�e+X 0.11

b!�,��+X 0.11

b!� ,��+X 0.03
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Table B.8. Branching Ratios used for heavy quark decays with mq0 > mtop for
HERWIG 5.7 Monte Carlo.

Branching Branching Fraction

q0 !ud+X 0.25

q0 !sc+X 0.25

q0 !bt+X 0.25

q0 !e�e+X 0.0085

q0 !�,��+X 0.0085

q0 !� ,��+X 0.0080

q0 !ud+X 0.25

q0 !sc+X 0.25

q0 !bt+X 0.25

q0 !e�e+X 0.0085

q0 !�,��+X 0.0085

q0 !� ,��+X 0.0080



APPENDIX C

NEURAL NETWORKS: THE BLACK BOX

UNCOVERED

There are many kinds of arti�cial neural networks (NN's) with a variety of

structures and training schemes. The Multi-Layer Perceptron �t or MLP�t package

is used in this analysis. But �rst we begin with a toy example to illustrate the

mathematical form of the neural network output (or discriminant), DNN . The

example will be such that, with only some minor changes, it can be converted to

the NN actually used.

Figure C.1 shows a graphical representation of how a sample 2-3-1 NN (i.e. a NN

with 2 input nodes or input variables, 3 `hidden' nodes and 1 output node) calculates

the output, DNN . For the moment, we ignore how the parameters or weights in the

NN are calculated. Also, in general, a NN can have more than one output (DNN ).
1

Regardless, Fig. C.1 can be read from left to right where 2 input variables or input

nodes describing an event are both evaluated by three functions or hidden nodes, u1,

u2 and u3. Each of these hidden nodes becomes either 0 or 1 based on the values of

the inputs x1 and x2. In other words, the �rst, second or third hidden node �re (= 1)

1Such a NN is not so far fetched. For instance, the biological analogue of an arti�cial neural

network, the human brain, has many `outputs' for given `inputs'. A simple example of this would

be of a person coming upon an intersection while driving a car. The view of the intersection is

received upon the person's retina (`input' #1). Also, a person may hear people talking as they

cross the intersection (`input' #2). The person makes a left turn by activating the right turn signal

(`output' #1), and and turns the steering wheel (`output' #2).
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Figure C.1. Graphical representation of a 2-3-1 NN.

based on the values of the input nodes. The results of u1, u2 and u3 are then further

evaluated by y1 where it becomes 0 or 1. That is, the output node �res based on the

information from the hidden nodes.

Mathematically, the expression for the kth output node (or kth DNN) is given by

yk = w0k +
X

wkjuj (C.1)

where uj and wkj are adjustable parameters, while j is summed over all hidden nodes.

In this case, since we will have only one output, only k = 1 contributes. The values

of the hidden nodes are given by

uj = A(w0j +
X

wjixi) (C.2)

where

A(z) =
1

1 + e�z
(C.3)

and xi is the i
th input variable. Di�erent NN's will have di�erent functions for A(z),

and there can be an additional function around the expression in Eq. C.1 to restrict
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the output between 0 and 1. Since there is no such restriction here, one should not

be surprised to �nd DNN less than 0 or greater than 1.

The discriminant DNN can be expressed in full by combining Eqs. C.1, where

k = 1, and C.2 to get

DNN = y1 = w01 +
X

w1jA(w0j +
X

wjixi): (C.4)

As we can see, a large number of hidden nodes allows for a very complicated

discriminant.

The NN described above is only slightly di�erent than the one used in this

analysis. Instead of a 2-3-1 structure, a 8-3-1 NN is used. This is the equivalent

of summing i from 1 to 3, and j from 1 to 8, which makes the total number of

free parameters 23. In general, one wants �10� more training samples than free

parameters [47]. The number of samples used in this analysis far exceeds this number

where �5,600 signal and �8,000 background events are used.

C.1 Neural Network Training

The weights of a NN are determined through giving it examples de�ned through

a set of input variables, and adjusting the weights to the known output of those

examples. There are several algorithms that can be employed to adjust the weights

during training. The Broyden, Fletcher, Goldfarb, Shanno (BFGS) method described

here is the default in MLP�t, and is the method used in all of the training in this

analysis.

To understand why complicated minimization schemes such as BFGS need to be

employed, we take a naive approach to �nding the weights of the NN. We consider

the following procedure:

1. De�ne
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E =

s
1

Np

X
p

!p(tp � op)2 (C.5)

where Np is the number of patterns, !p is the weight per example or pattern

p (!p set to 1 in this analysis), op = DNN for the pth pattern, and tp is the

desired output [62]. The variable !p can be set to 1/�2p for �tting with error

bars. From inspection, we can see that the very purpose of this function is to

evaluate how much the discriminant deviates from `guessing' exactly whether

an event is a signal or background event.

2. Take the partial derivative with respect to w0j, wji, w0k, and wkj, and set each

equal to 0 and solve for these parameters.

The disadvantage of this method is that it is so cumbersome as to be impractical. If

a neural network has �20 parameters, and �10,000 examples were used for training,

the expression under the square root in Eq. C.5 has 10,000 terms - each with a 20

parameter DNN . To minimize E, one needs to take the �rst derivative with respect

to each parameter, set the series of equations equal to zero, and solve.

An easier method is one where we `step' through the function to �nd the minimum.

Such an example of this is the BFGS minimization procedure described below where

each of the parameters in the NN are adjusted in each step in such a way as to

bring parameters closer to minimizing Eq. C.5. Each step is called an `epoch'. The

algorithm for �nding the minimum is as follows:

1. Find the gradient of E with respect to w0j, wji, w0k, and wkj, and de�ne the

direction ~s as the negative of that gradient (i.e. choose ~s as the gradient of

descent).

2. Find �m which minimizes E( ~wt+�t~st) for the t
th epoch. That is, the minimum

of E along ~st is found.
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3. Set ~wt+1= ~wt+�m~st

4. Go to (1) until E reaches the desired minimum.

There are many variations of this method which di�er by how they implement

step (1). The BFGS method used in this analysis sets ~s to the gradient of steepest

descent occasionally in an attempt to avoid the traps of local minima of E.

C.1.1 Over Training

There are three ways to overtrain a NN. First, one can have too many parameters

to vary in the NN. Second, one can train over too many epochs. Third, the network

can be trained with too few events. However, as will be discussed below, these pitfalls

are not uncorrelated.

An excessive number of parameters allows the discriminant to take a more

complicated form. Therefore, the discriminant is more able to `wrap' itself around

statistical 
uctuations in the signal and background samples.

Furthermore, one can train over too many epochs. This danger goes hand-in-hand

with a large number of parameters. If a network is trained for too many epochs with a

discriminant that is a very complicated function, then E is minimized for the speci�c

training sample with all its statistical 
uctuations, but not in general. In simplistic

terms, the NN gets to `know' the training samples too well.

Also, since we are training over a �nite number of signal and background samples,

each has statistical 
uctuations. If a neural network has too many variables and/or

is trained over too many epochs with too few few events, the neural network begins

to discriminate between di�erences between signal and background which are not

real di�erences, but statistical 
uctuations. It is therefore important to consider the

number of events when choosing the number of parameters in the NN. As mentioned
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Discriminant
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Figure C.2. The white and black circles represent the two training samples, signal
and background, as a function of two variables, x1 and x2. The line represents the
neural network discriminant of a well trained neural network.

previously, a good rule of thumb is that the number of training events should be

� 10� the number of parameters.

Figures C.2 and C.3 are examples of discriminants from well trained and over

trained neural network respectively. Figure C.2 shows two training samples plotted

as a function of two variables, x1 and x2. A rather simple neural network discriminant

separates the two training samples. Although it does not completely separate the two

training samples, a discriminant that does separate the two completely (as in Fig.

C.3), becomes speci�c to the statistical 
uctuations of the speci�c training sample,

and would not fare well separating black and white circles from a new independent

sample. Also, we can see from Fig. C.3 why it is important to keep the parameters

and epochs to a minimum. The number of hidden nodes determines the complexity

of the curve that separates the signal and background (in this case, black and white

circles). The more hidden parameters, the more susceptible one is to overtraining

the NN.
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Discriminant
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Figure C.3. The white and black circles represent two training samples, signal and
background, as a function of two variables, x1 and x2. The line represent the neural
network discriminant of an overtrained neural network.

C.1.2 How to Avoid Over Training

In principle, to avoid overtraining, one should determine the number of parame-

ters and the number of epochs with a sample of signal and background events separate

from those used to train the NN. That is, one should �nd the optimum discrimination

as a function of the number of parameters and the number of epochs.

However, in this analysis, due to a lack of events we make a compromise. The

number of hidden nodes is indeed determined with an independent sample The

number of epochs, however, is simply determined by the events in the training sample;

the number of epochs is purely determined by where E in Eq. C.5 stabilizes (see

Fig. 7.11).



APPENDIX D

CALCULATION OF THE JET ENERGY

SCALE UNCERTAINTIES

Here we present a more detailed approach to elucidate exactly how we are

making the energy scale calculation. In doing so, we show how the calculation is

an approximation to a more rigorous calculation of the energy scale uncertainty, and

that this approximation is about the same as in the case where we assume a Gaussian

shape to the probability distribution of the energy scale.

D.1 The Ideal Case

For argument's sake, we begin with a simple version of Eq. (8.18) to

L0(Dj�top; m) =

MbinsY
i=1

Æ(di �Di)Æ(~si �Ni); (D.1)

where Æ's are Dirac delta functions. Implicit in this equation is the fact that ~si

and di are dependent on the invariant mass variable M . We then allow some


uctuation of the energy scale, L0(Dj�top; m) ! L0(Dj�top; m;E) where E is the

energy scale. Furthermore, for the discussion here, we compare only one Monte Carlo

mass, m = 180 GeV, with a toy data sample. The invariant mass distribution of

M for this sample will take the form of a Gaussian distribution with an uncertainty

of 18 GeV.

If we suppose that the probability distribution of the energy scale takes a Gaussian

form with an uncertainty of 5%, then ideally
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L0(Dj�top; 180 GeV ) =
Z 1

E=0

L0(Dj�top; 180 GeV;E) e
(E�1)2
2�2
Ep

2��E

=

Z 1

E=0

 
MbinsY
i=1

Æ(di)Æ(~si))

!
e
(E�1)2
2�2
Ep

2��E
; (D.2)

where

�E = 0:05 (D.3)

and L0(Dj�top; 180GeV ) is minimized as a function of �top. Here, the variable E is the

actual jet energy scale, and not an integer representing the energy scale used in the

Monte Carlo as in Eq. (8.24). The integration of the likelihoodL0(Dj�top; 180GeV;E)
takes the form of a �nite sum of (say) 1000 likelihoods with the Monte Carlo energy

scale 
uctuated by a factor ranging from 0 to some very large value. Figure D.1

shows the distributions of L0(Dj�top; m;E) as a function of M for various energy

scales.

D.2 The Real Case

In reality, CPU time does not allow for such a calculation because several

(very complicated) likelihoods would have to be computed and summed for each

hypothesized mass.1 We then compromise by summing over only three jet energy

scales, and omitting Gaussian scaling factor. Figure D.2 shows the three distributions

ofM considered which use the nominal jet energy scale and the jet energies 
uctuated

�5%.
1This could be especially time consuming for the calculation of the bias correction curve when

the likelihoods for 100 `fake' data samples need to be evaluated.
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Figure D.1. The Ideal Case. The L0(Dj�top; 180 GeV;E) as a function of M ,
plotted for many jet energy scales (E). Each distribution is weighted by the

probability of that particular energy scale E given by e

(E�1)2
2�2
Ep

2��E
.

D.3 Is the Ideal Case Necessary?

We now show that the `ideal' and `real' cases are roughly equivalent for the simple

case presented here. Figure D.3 compares the summations of L0(Dj�top; 180 GeV;E)
over the energy scales in the `ideal' and `real' cases. As we can see, the resulting

distributions are almost the same. Therefore, we see that the `real' case can give a

good approximation to the `ideal' case in a simpli�ed version of the likelihood. It

is possible that introduction of more terms in the likelihood could exacerbate the

di�erence between the two summed likelihoods. On the other hand, it is hard to

imagine why additional terms in the likelihood corresponding to uncertainties in the

data, Monte Carlo, Background, etc. would, on average, increase the di�erence in
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Figure D.2. The Real Case. The L0(Dj�top; 180 GeV;E) as a function of M ,
plotted for the three energy scales considered in this analysis: the nominal jet energy
scale, and the jet energy scale 
uctuated �5%. Note that for the `real' case, the

three distributions are not weighted by the Gaussian scaling factor e

(E�1)2
2�2
Ep

2��E
.

the results from the two methods. For this analysis, we can only claim the method

presented in the `real' case is a somewhat justi�ed short-cut, and use it to calculate

the energy scale uncertainty.
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Figure D.3. The summed energy scales for the `real' case (solid) and the `ideal'
case (dashed). To compare the widths of the two distributions, both curves have
been normalized to 1.
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involved some designing of the trigger, learning VHDL to program the �rmware
and �nally downloading it and testing it in the board.

1998 - 1999 Silicon Tracking Trigger Simulator

� Wrote C++ code to model the silicon tracking trigger in the trigger simulator.
Since, at the time, the simulator was in its infancy, much of the work was
understanding how the simulator would be structured in an object-oriented
environment.

1997 (Summer) Silicon Test Beam

� Shift expert on the silicon test beam. This involved changing trigger re-
quirements in the hardware, running the computer-interface and helping write
Fortran code to do track reconstruction.

� The SVX II chip was a device attached to the silicon strips inside the detector
to measure charge to faciliate the triggering of events in the Silicon Vertex
Detector. I carried out a small study using an Excel computer interface to
measure the charge collected in SVX II chip as a function of laser intensity on
silicon detectors.

1996 - 1997 CMS Hadron Calorimeter Test Beam

� Design a C++ program to run a computer interface that operated a motorized
laser monitoring system.
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1995 - 1996 Ageing Studies of Microstrip Gas Chambers (Undergraduate)

� Took shifts on the experiment that studied the ageing of Microstrip Gas
Chambers using various con�gurations of materials and gases. I assisted in
inspecting and cataloging the damage to the detectors.

Analyses

Top to All-Jets Mass Analysis

� Thesis topic measuring the mass of the top quark in the 6-quark �nal state.
This analysis entails a signal to background 1:3000 with no reliable background
Monte Carlo. A sophisticated model of the background using data was used
together with signal Monte Carlo to generate a neural network to discriminate
signal and background. The framework for this analysis was spread over VMS
and Unix operating systems, which required knowledge of both. Furthermore,
the code was written in both C and Fortran.

Leptoquarks

� Calculated Con�dence Limits for Vector and Scalar Leptoquarks

Teaching Experience

� 2002 (Spring) Mathematics Tutor, Austin High School

� 2001-2002 Physics/Mathematics Tutor, College of Dupage

� 1999 (Summer) Physics 101 Instructor, College of Dupage

� 1997-1998 Athletics Tutor, Physics/Mathematics, Florida State University

� 1996-1998 Teaching Assistant, Physics, Florida State University

� 1992-1993 Astronomy Lab Assistant, Bowling Green State University

Professional Committees

� 2000 - Present Member of the Young Particle Physicists (YPP)

� 1999 - 2000 Elected to Graduate Student Association

� 1999 - Present Member of Library Advisory Committee
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Programming Experience

� Fortran, C and some C++

� VHDL

� VMS and Unix

� Latex and PAW

Invited and Plenary Talks

� \Search for Charged Higgs Bosons in the Decay of Top Quark Pairs at D�",
Pheno 2001.

� \Measurement of Top Quark Pairs in the All-Jets Channel at D� Using Run I
Data", APS 2001.

� \Education Outreach at Fermilab as a Graduate Student", APS 2001.

Outreach Activities

� As a member of the GSA, helped the Lederman Science Center sta� connect
graduate students to Fermilab outreach programs

� Talks to local high school students

� Developer of an electromagnetism program for the 4th grade

� Conducted cryogenic shows for ages k-12

� Fermilab tours lasting from 1/2 hour to 2 days

� Give regular talks about high energy physics to Cincinnati high school students

� Miscellanous help given to Lederman Science Center (ask-a-scientist, science
fairs, etc.)

Internal Notes

� \The Measurement of the Top Mass in the All-Jets Channel Using Run I Data,"
2002

� \The Tag-Rate Function in Top to All Jets," 2000
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� \Input Data Flow to the L2STT Trigger Card from SMT Front Ends," 1999

� \Second Generation Vector Leptoquarks at D�," 2001

Publications

� \Results of the Survey on the Future of HEP", B.T. Fleming et. al., hep-
ex/0108040, (2001).

� \A measurement of the W boson mass using large rapidity electrons", B. Ab-
bott et. al., Phys. Rev. D 62 092006, (2000); FERMILAB-Pub-99/237-E;
hep-ex/9908057.

� \Di�erential production cross section of Z bosons as a function of transverse
momentum at

p
s = 1:8 TeV", B. Abbott et. al., Phys. Rev. Lett. 84, 2792

(2000); hep-ex/9909020.

� \A measurement of the W boson mass using electrons at large rapidities",
B. Abbott et. al., Phys. Rev. Lett. 84, 222 (2000); FERMILAB-Pub-99/259-
E; hep-ex/9909030.

� \Search for second generation leptoquarks in p-p collisions at
p
s = 1:8 TeV",

B. Abbott et. al., Phys. Rev. Lett. 84, 2088 (2000); FERMILAB-Pub-99/314-
E; hep-ex/9910040.

� \The isolated photon cross section in p-p collisions at
p
s = 1:8 TeV", B. Abbott

et. al., Phys. Rev. Lett. 84, 2786 (2000); FERMILAB-Pub-99/354-E;
hep-ex/9912017.

� \Probing BFKL Dynamics in Dijet Cross Section at Large Rapidity Intervals
in p�p Collisions at

p
s = 1800 and 630 GeV", B. Abbott et. al., Phys. Rev.

Lett. 84, 5722 (2000); FERMILAB-Pub-99/363-E; hep-ex/9912032.

� \Limits on Anomalous WW
 and WWZ Couplings from WW=WZ ! e�jj
Production", B. Abbott et. al., Phys. Rev. D 62, 052005 (2000); hep-
ex/9912033.

� \A measurement of the W ! �� Production Cross Section in p�p Collisions
at
p
s = 1:8 TeV", B. Abbott et. al., Phys. Rev. Lett. 84, 5710 (2000);

FERMILAB-Pub-99/373-E; hep-ex/9912065.

� \Hard Single Di�raction in p�p Collisions at
p
s = 630 and 1800 GeV",

B. Abbott et. al., Phys. Lett. B 531, 52 (2002); FERMILAB-Pub-99/373-E;
hep-ex/9912061.
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� \Limits on Quark Compositeness from High Energy Jets in p�p Collisions at
1.8 TeV", B. Abbott et. al., Phys. Rev. D Rapid Communication 62, 031101
(2000); FERMILAB-Pub-99/357-E; hep-ex/9912023.

� \A Search for Dilepton Signatures from Minimal Low-energy Supergravity in
p�p Collisions at

p
s = 1:8 TeV", B. Abbott et. al., Phys. Rev. D Rapid Comm.

63, 091102 (2001); FERMILAB-Pub-00/042-E; hep-wx/9907048v2.

� \Spin Correlation in t�t Production from p�p Collisions at
p
s = 1800 GeV",

B. Abbott et. al., Phys. Rev. Lett. 85, 256 (2000), FERMILAB-Pub-00/046-
E, hep-ex/0002058.

� \Search for R-parity Violation in Multilepton Final States in pbarp Collisions
at
p
s = 1:8 TeV", B. Abbott et. al., Phys. Rev. D Rapid Comm. 62, 071701

(2000); FERMILAB-Pub-00/109-E, hep-ex/000534.

� \Search for New Physics in e�X Data at D� Using Sleuth: A Quasi-Model-
Independent Search Strategy for New Physics", B. Abbott et. al., Phys. Rev.
D 62, 92004 (2000); FERMILAB-Pub-00/126-E, hep-ex/0006011.

� \Search for Electroweak Production of Single Top Quarks in pbarp Collisions",
B. Abbott et. al., Phys. Rev. D Rapid Comm. 63 031101 (2001); FERMILAB-
Pub-00/188-E, hep-ex/000824.

� \Cross Section for b jet production in pbarp collisions at
p
(s) = 1:8 TeV",

B. Abbott et. al., Phys. Rev. Lett. 85, 5068 (2000); FERMILAB-Pub-00/197-
E, hep-ex/0008021.

� \Search for Large Extra Dimensions in Dielectron and Diphoton Production",
B. Abbott et. al., Phys. Rev. Lett. 86, 1156 (2001); FERMILAB-Pub-00/210-
E, hep-ex/0008065.

� \The ratio of jet cross sections at
p
(s)=630 and 1800 GeV", B. Abbott

et. al., Phys. Rev. Lett. 86, 2523 (2001); FERMILAB-Pub-00/213-E,
hep-ex/0008072.

� \Ratios of Multijet Cross Sections in p�p Collisions at
p
(s)=1800 GeV",

B. Abbott et. al., Phys. Rev. Lett. 86, 1955 (2001); FERMILAB-Pub-
00/218-E, hep-ex/0009012.

� \Measurement of the Angular Distribution of Electrons from W ! e� Decays
Observed in p�p Collisions at

p
s = 1:8 TeV", B. Abbott et. al., Phys. Rev. D

63, 072001 (2001); FERMILAB-Pub-00/228-E, hep-ex/0009034.
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� \Di�erential Cross Section forW Boson Production as a function of Transverse
Momentum in p�p Collisions at

p
s = 1:8 TeV", B. Abbott et. al., Phys. Lett.

B 513, 292, (2001). FERMILAB-Pub-00/268-E,hep-ex/0010026.

� \Inclusive jet production in p�p collisions", B. Abbott et. al., Phys. Rev. Lett.
86, 1707 (2001); FERMILAB-Pub-00/271-E, hep-ex/0011036.

� \A Quasi-Model-Independent Search for New High pT Physics at DZero",
B. Abbott et. al., Phys. Rev. Lett. 86, 3712 (2001); FERMILAB-Pub-
00/304-E; hep-ex/0011071.

� \A Quasi-Model Independent Search for New Physics at Large Transverse
Momentum", V. M. Abazov et. al., Phys. Rev. D 64, 012004 (2001);
FERMILAB-Pub-00/302-E, hep-ex/0011067.

� \High-pT Jets in p�p Collisions at
p
s = 630 and 1800 GeV", B. Abbott et. al.,

Phys. Rev. D 64, 032003 (2001); FERMILAB-Pub-00/216-E, hep-ex/0012046.

� \Search for Heavy Particles Decaying into Electron-Positron Pairs in p�p Col-
lisions", V. M. Abazov et. al., Phys. Rev. Lett. 87, 061802 (2001);
FERMILAB-Pub-01/024-E; hep-ex/0102048.

� \Direct Search for Charged Higgs Bosons in Decays of Top Quarks", V. M. Abazov
et. al., Phys. Rev. Lett. 88, 151803 (2002); FERMILAB-Pub-01/022-E;
hep-ex/0102039.

� \Search for First-Generation Scalar and Vector Leptoquarks", V. M. Abazov
et. al., Phys. Rev. D 64, 092004 (2001); FERMILAB-Pub-01/057-E; hep-
ex/0105072.

� \Search for New Physics Using QUAERO: A General Interface to DZero Data",
V. M. Abazov et. al., Phys. Rev. Lett. 87, 012004 (2001); FERMILAB-Pub-
01/105-E; hep-ex/0106039.

� \Search for Single Top Production at DZero Using Neural Networks", V. M. Abazov
et. al., Phys. Lett. B 517, 282 (2001); FERMILAB-Pub-01/102-E; hep-
ex/0106059.

� \Measurement of the ratio of di�erential cross sections for W and Z boson
production as a function of transverse momentum", V. M. Abazov et. al.,
Phys. Lett. B. 517, 299 (2001); FERMILAB-Pub-01/212-E, hep-ex/0107102.

� \A search for the scalar top quark in p�p collisions at
p
s = 1:8 TeV",

V. M. Abazov et. al., Phys. Rev. Lett. 88, 171802 (2002); FERMILAB-
Pub-01/233-E, hep-ex/0108018.
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� \The ratio of isolated photon cross sections in p�p collisions at
p
s = 630 and

1800 GeV", V. M. Abazov et. al., Phys. Rev. Lett. 87, 251805 (2001);
FERMILAB-Pub-01/239-E, hep-ex/0106026.

� \Subjet multiplicity of gluon and quark jets reconstructed using the kT algo-
rithm in p�p collisions", V. M. Abazov et. al., Phys. Rev. D 65, 052008 (2002);
FERMILAB-Pub-01/248-E; hep-ex/010854.

� \The inclusive jet cross section in p�p collisions at
p
s = 1:8 TeV using the

kT algorithm", V. M. Abazov et. al., Phys. Lett. B 525, 211 (2002);
FERMILAB-Pub-01/290; hep-ex/019041.

� \Search for R-parity Violating Supersymmetry in Dimuon and Four-Jets Chan-
nel", V. M. Abazov et. al., Phys. Rev. Lett. 89, 171801 (2002), FERMILAB-
Pub-01/352-E; hep-ex/0111053.

� \Search for Leptoquark Pairs Decaying to ��+ jets in p�p Collisions at
p
s = 1:8

TeV", V. M. Abazov et. al., Phys. Rev. Lett. 88, 191801 (2002); FERMILAB-
Pub-01/349-E; hep-ex/0111047.

� \A direct measurement of the W boson width", V. M. Abazov et. al., Phys.
Rev. D 66, 032008 (2002); FERMILAB-Pub-02/063-E, hep-ex/0204009.

� \Improved W boson mass measurement with the D� detector", V. M. Abazov
et. al., Phys. Rev. D 66, 012001 (2002); FERMILAB-Pub-02/055-E, hep-
ex/0204014.

� \Search for mSUGRA in single electron events with jets and large missing
transverse energy in p�p collisions at

p
s = 1:8 TeV, V. M. Abazov et. al.,

submitted to Phys. Rev. D; FERMILAB-Pub-02/074-E, hep-ex/0205002.

� \t�t production cross section in p�p collisions at
p
s = 1:8 TeV", V. M. Abazov

et. al., accepted for publication in Phys. Rev. D; hep-ex/0205019.

� \Multiple jet production at low transverse energies in p�p collisions at
p
s = 1:8

TeV", V. M. Abazov et. al., submitted to Phys. Rev. D; FERMILAB-Pub-
02/153-E, hep-ex/0207046.
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