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ABSTRACT

Fermilab experiment E835 is dedicated to the study of the charm-anticharm bound
states, charmonium, produced in proton-antiproton annihilations. In this dissertation,
the two-photon decay rate of the x.o(*Py) state is investaged. The result of the analysis
gives a product of branching ratios BR(xo — pp) X BR(x0 — 77) = (6.562+1.18(sta) +
0.55(sys)) x 1078, Inserting this result into a fit with other measurements at the g gives

a two-photon partial width of I'y, = 2.81 £+ 0.51 keV.
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Chapter 1

Introduction

Particle physics is the study of the fundamental particles and their interactions.
The theory describing our knowledge of particle physics is called the Standard
Model. Arising from Gell-Mann’s “Eight-Fold Way” [1], the Standard Model pro-
vides a basis for describing all phenomena except those where gravity is involved.
In the model, there are 12 particles organized into three families of increasing
mass. Each family consistes of two quarks and two leptons. For example, the
family of the up and down quarks and the associated electron and electron neu-
trino. Each particle has an accompanying anti-particle with the same mass but
opposite quantum numbers. In the model the particles interact via three forces:
electromagnetic, weak, and strong. The electromagnetic force occurs between any
two charged particles, mediated by the photon, and affects both quarks and the
charged leptons. The weak force occurs between all particles in the Standard
Model and it is responsible for nuclear decay. Neutrinos interact only via the
weak force. The mediators of the weak force are the W= and the Z°. The strong

force occurs between the quarks and is the force that holds the nucleus together.
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Figure 1.1: The fundamental particles of the standard model.

The strong force is mediated by gluons. The properties of these particles are
summarized in figure 1.1.

The electromagnetic and weak forces are well understood. Indeed, they have
been shown to be two manifestations of the same force, called the electro-weak
force[2][3]. The strong force, however, is much more complicated. The “constant”
that dictates the strength of the strong interaction is not constant at all; it actually
increases with distance (and inversely with the energy) between two quarks (figure
1.2). This leads to a phenomenon known as confinement and explains why quarks
are found only in composite systems such as protons and neutrons and not as
free particles. At very high energies (i.e. short distances), the coupling goes to
zero leading to asymptotic freedom. This dissertation focuses on the charmonium
system, a bound system of the charm and anticharm quarks, which is an excellent

laboratory to study the nature of the strong force.

1.1 The Discovery of Charm

Late in 1974 a group led by Burton Richter at SLAC noticed an enhancement

in the eTe™ cross section in a very narrow energy region near the center-of-mass
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Figure 1.2: The strong coupling constant plotted versus energy.

energy 3.1 GeV[4] and another at 3.86 GeV[5] (figure 1.3). At the same time,
Samuel Ting and his group at Brookhaven colliding protons on a beryllium target
measured a similar enhancement in the eTe™ final states with an invariant mass
of 3.1 GeV[6] as shown in figure 1.4. In what later would be called the November
Revolution, these two groups submitted their findings together in November, 1974
and the particle at 3.1 GeV was dubbed the J/¢ . The width of these resonances
(initially believed to be 100 keV) was about 1000 times less than other known
resonances in this energy region. Current models of the time were not sufficient
to describe the narrowness of these resonances, which corresponded to unusually
long lifetimes.

Earlier, in 1970, Glashow, Iliopoulos, and Maiani [8] had proposed an addi-

tional quark to go along with the up, down, and strange quarks known at the
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Figure 1.4: The ete™ invariant mass revealing the J signal at Brookhaven|[6].

time as a way of explaining a strange phenomena in neutral Kaon decays. It
had been observed that the decay rate for K* — p*v, (a strangeness changing
charged current weak decay) was many orders of magnitude larger than the rate
K9 — putu~ (a strangeness-changing neutral-current weak decay). According to

Cabibbo theory, the coupling of the Z° to the quarks is:
J(q) = ut — dd cos®8, — s5 sin’6, — (sd + 5d)sinf.cosf,[9],
while the charged current coupling is given by:
J*(q) = udcosf, + ussinf,.

In both of these expressions the last term is the strangeness-changing term. The
magnitudes of the two terms are comparable and a large difference in the charged

and neutral current rates would not be expected.
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Glashow, Iliopoulos, and Maiani proposed the existance of a fourth, up-like,
quark and adding it to this picture changes things. There are now two doublets
of quarks, (u,d) and (c,s). As in Cabibo theory, the d and s quark eigenstates for

the weak interaction are mixtures of the mass eigenstates.
d' = dcosb, + ssinf,

s' = scosf, — dsinb,
Thus, the charged current is unchanged but the neutral current becomes:
J%(q) = wu+ ce— (dd+ s3) cos’b, — (s3+ dd) sin®6,
—(sd +3d — sd — 3d)sinf.cosf,

= ul+ cc — dd — s3.

The introduction of the fourth quark produces an additional term in the neutral
current that cancels with the strangeness changing term. This new quark was
called “charm” because it “charms away” the neutral current contribution. In
reality, the cancellation is not complete because there is a difference between the
masses of the up and charm quarks.

While this procedure, known as the GIM mechanism, nicely described why the
rate for strangeness changing neutral currents was so low, it came at a high cost:
the introduction of an new, undetected particle of an unknown mass. The GIM
mechanism remained a rather curious result and the proposed charm quark was
not accepted until the discoveries at Brookhaven and SLAC, where it was quickly
realized that the narrow resonances could only be explained by identifying the
resonances as a bound state of charm and anti-charm quarks[10]. Later, as the
cc system was better understood, it was dubbed charmonium in analogy to the

eTe™ bound state, positronium which showed a similar spectrum of states.
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1.2 The ¢cc System

The long lifetime of the J/1 is due to two factors. The strong decay to charmed
mesons is kinematically prohibited; the mass of the lightest charmed meson, the
DY is more than half the mass of the J/1 . In addition, the annihilation of the
charm quarks to two or three hard gluons is suppressed due to the small coupling
to high energy gluons. This effect is known as OZI (for Okubo, Zweig, and
lizuka) suppression[11] (figure 1.5). Therefore, since the OZI suppressed decay
is the only one allowed, the lifetime is quite long. Above 3.8 GeV, the decay to
charmed mesons is allowed so the states are much more short lived.

Like Hydrogen and positronium, charmonium has a spectrum of radial and
orbital states. The J/1 and 1’ are the two lowest lying states with JF¢=1"".
The charmonium states below the open-charm threshold are shown in figure 1.6.
All of the states except the 1 P; (h,) and the 2! Sy (7,/) have been confirmed and

well measured.
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1.3 Charmonium Formation

The primary method for creating and studying charmonium states has been in
ete collisions. The Crystal Ball experiment is the classic example of this method.
At first order in the electromagnetic coupling constant, «, only those charmonium

JFC equal to that of the photon (i.e. 177) can be produced in

resonances with
ete” annihilations (figure 1.8), though it is possible to create some of the other
charmonium states via higher order interactions. The J=0 states can be produced
via a second order diagram.

Te~ colliders is to tune

The primary method for studying charmonium in e
the beams to the ¢’ and observe the radiative decays to the lower energy states.
Figure 1.7 shows photon spectrum from 1’ decays measured by the Crystal Ball
experiment. The peaks in the spectrum are associated with transitions between
different charmonium resonances. When studying the y resonances in this way,
the measurements of the resonance properties rely on, and are limited by, the
resolution of the detector.

An alternative way of producing charmonium is by colliding protons with an-
tiprotons (figure 1.8). The main benefit of using pp collisions is that all char-

monium states can be directly created through the annihilation to 2 or 3 gluons

since all quantum numbers are available in the initial state. Also, some of the



11
resonance parameters measured via pp collisions do not depend on the detector
resolution but only on how well the beam energy is known.

The major drawback of using pp annihilations to create charmonium is that
there is a large pp cross section to hadronic final states. The pp cross section is ~60
mb at a center-of-mass energy of 3.0 GeV while the typical charmonium resonant
cross section is ~60 nb. However, the continuum cross section for pp—e™e™ is ~5
pb while the cross section for pp—xo—J/¥ v —ete™ v is ~120 pb. Therefore,
these experiments detect electromagnetic final states in order to overcome the

large hadronic background.

1.4 Theoretical Predictions

The spectrum of radial and orbital excited states in the charmonium system
closely resembles those of the positronium system. The primary difference is that
charmonium is bound by the gluon exchange while positronium is bound by pho-
ton exchange. The mass splitting between radial excited states, which goes as
~mv/c, implies that v/c~0.3. Thus, the charmonium system is approximately
nonrelativistic. It is therefore natural to try to describe the charmonium spec-
trum using a non-relativistic potential model. By exploiting the analogy with
positronium, first-order calculations of charmonium properties can be made.

There are many different versions of the potential which describe the data well.
The most straightforward is the Cornell[13] potential:

V(r)=—5-" +hr (1.1)

in which the first term of the potential is the analog to the electromagnetic po-

tential corresponding to one gluon exchange which dominates at short distances.
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The linear term dominates at long distances and describes multi-gluon exchange.
This potential exhibits both characteristic properties of the strong interaction:
asymptotic freedom at small distances and confinement at large separations.
More refined calculations are made using modified potentials which are typi-
cally split into vector and scalar parts. The single gluon exchange is included in
the vector part while the confinement potential is at least partially scalar.

The charmonium Hamiltonian was derived by Schnitzer[14] and Pumplin et

al.[15] to first order in (%)2:

where:

H, = %2 + Vi(r) + Vi (r) (1.3)

and V; and V,, are the vector and scalar terms respectively. H; has spin-independent

and spin-dependent terms:
H1:HSI+H50+H55+HT. (14)

The spin independent term is given by:

4
P 1 2L(L+1)
Hs = —
st 4m3 + 4m2{

1
+2(V, —rV)p® + 5(%V;,’ + V' —rV"} (1.5)

V'vl—}_ [pz"/v _TV;)I]

The spin-dependent terms lead to the fine and hyperfine splitting in the spectrum.

The terms are:

Heo = 5o (8V—VOIL-8) (1.6)
Hes — ;W(vasl $) (L.7)
He =~ v = Yoy #)(S - #) - S, S) (18)
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The expectation values in the above equations are calculable. Thus, by mea-
suring the mass splittings of the charmonium states, information can be obtained

about the effective potential which in turn leads to valuable information about

QCD.

1.5 Theoretical Predictions for I',,

The topic of this thesis is the measurement of the x.o (from now on refered to
simply as the xo) decay rate to two photons. The v+ rate can give information on
the nature of the strong interaction and can also be used to estimate the strong
coupling constant at the charm quark mass. Again, as a starting point, we turn
to the positronium system. For simplicity the 1S, decays will be described in
detail.

The decay of positronium to two photons is a calculation that can be found
in many Quantum Mechanics textbooks[16]. To lowest order, the decay of the
ground state (1Sy) is:

Ara?

L(*So = 17) = % (0)[*. (1.9)

m;
The 1S wave-function for positronium is known; it is the same as that of hydrogen
corrected for the reduced mass.

To obtain the lowest order rate for charmonium decays, we simply replace the
electron mass with the mass of the charm quark, a with %a (the charm quark has
a charge of —i—%), and the e*e~ wave-function with the charmonium wave function.
We also need to add a factor of three corresponding to the three possible color

states, thus:
64mo?

I'(cc(*So) = v7) = o7

[¥(ee) (0)*. (1.10)
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The decay to two gluons can be calculated in a similar way. A color factor of 9/8

must be added giving:

2
8T
3m?2

C

T'(cc(*Sy) — g9) =

Yo (0)]. (1.11)

Since the wave-function vanishes at the origin for P states, the vy and gluon-
gluon decay rates for the state studied in this thesis, the xo(3P), involve the

derivative of the radial wave-function at the origin. These rates are to lowest

order:
_ 1602
To(ee(*Fy) = 77) = 5 |R(0) (112)
— /3 60@ ' 2
To(ee(*Py) = 99) = s | R (0) (113)

First order corrections within the framework of perturbative QCD have been

calculated for the 7y and gluon-gluon rates[17]. The corrections are:

0.20;

Ly(ecCP) = 77) = Togy (14 222 (114
9.50,

Fl(EC(3P0) — gg) = FO,gg <1 + . ) . (115)

The wave function contains the long distance non-perturbative effects which can-
not be reliably calculated. We can, however, use the ratio I'y,/I'yy to obtain a
measurement of a;,. In the ratio, the wave-function and charm quark mass cancel
leaving an expression that only depends on a and a;. The ratio is given as:

L'yy 8a’ [
Lyy  9a2 [

024, ]
Qs
Rty (1.16)
7ra5

oy

The perturbative QCD approach works well for S-wave decays but for P-

1+
1+

wave decays to light hadrons it leads to divergences. These divergences suggest

that there are non-perturbative effects that cannot be accounted for solely in
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the wave-function. More recent calculations of the quarkonia decay rates have
been performed using the effective field theory formalism of non-relativistic QCD
(NRQCD) as developed by Bodwin, Braatan, and Lepage[18]. While the PQCD
approach assumes quarkonium is purely a color singlet Q@ pair, NRQCD adds
an additional color octet term corresponding to QQg. Thus, there are two non-

perturbative parts in the decay to light hadrons:
T(xo — LH) = 2Imf,(*Py)Hy + 2Im fs(®S1)BHg + O(v?) (1.17)

and the infrared divergences found in using just the color singlet hypothesis go
away. The short distance coefficients, f; and fs, are found using perturbative
QCD. The non-perturbative factors, H; and Hg, are determined from decays of
the x; and the y».

Using this formalism, the y ;—77y decay rates have been calculated. The mea-
surement of the 7 rate has been said to be an excellent test of NRQCD. The
most fully developed prediction has been made by Chao and Huang [19] who
include next-to-leading order QCD corrections.

Explicitly relativistic approaches have also been attempted, most notably by
Munz[21]. Table 1.1 summarizes the predictions for the yo—y7y partial widths.
The Bodwin, Braatan, and Lepage prediction uses I'y, = 9.8 £ 1.0 MeV.

I,y (keV)

Cha0[19] et al. 3.72+1.11
Gupta[20] et al. 6.38

Munz[?l] 1.3940.16

Bodwin[18] et al. | 6.67+2.77
Barnes[22] 1.56

Table 1.1: Theoretical predictions for the partial width xo—~7 in keV.



Chapter 2

Experiment E835

The E835 experiment was designed to study the charmonium states by intersect-
ing a virtually monoenergetic antiproton beam with a molecular hydrogen gas jet.
By changing the energy of the beam, the charmonium resonance can be scanned.
In order to suppress the huge non-resonant hadronic background, the E835 detec-
tor is designed to detect electromagnetic final states. This is accomplished with
a pair of lead glass calorimeters and a threshold Cerenkov detector, for electron
detection. In addition, there is a series of charged track detectors. In this chap-
ter, we will describe the E835 beam, target, and detector and the system used to

collect the data.

2.1 The Antiproton Beam

E835 uses the antiproton beam at the Antiproton Accumulator at Fermilab (fig-
ure 2.1). Antiprotons are created by colliding pulses of 120 MeV protons from
the Main Injector with a nickel target. The particles produced in the collision

are focused using a lithium lens (a cylinder of lithium with longitudinal current

16
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Fermilab A ntiproton Source
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Figure 2.1: A schematic of the antiproton source at Fermilab.

passing through, creating an azimuthal magnetic field). Dipole magnets are used
to steer 8.9 GeV antiprotons into the Antiproton Debuncher. Here, the beam
is cooled stochastically to reduce the momentum spread, %, from 4% to 0.2%.
In doing so, the bunch structure of the beam coming out of the main injector
is lost giving a continuous beam of antiprotons. The beam is then sent into the
accumulator where it is further cooled to % ~0.04%.

The process of creating antiprotons and transferring them into the accumulator
is known as stacking. The accumulator is capable of holding 8 x 10! antiprotons
which corresponds to a stack of 80 mA. E835 typically took data with a stack
of 30-50 mA of antiprotons which normally took about 10 hours of stacking to
create.

When the stack is the appropriate size, the beam is decelerated from 8.9 GeV/c
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to the desired momentum. For instance, for the xo resonance (3.415 GeV), the
beam momentum is 5.195 GeV/c. Deceleration is performed by slowly reducing
the current in the accumulator’s bending magnets. During data taking, stochastic
cooling is used to restore the energy lost due to multiple scattering between the

beam with the gas jet target and the small amount of excess gas in the beampipe!.

2.1.1 The p Beam Energy

An accurate measurement of the antiproton beam energy is crucial to this method.
The energy of the antiproton beam is given by E=ym, where v is the relativistic
factor. The velocity of the antiprotons is v=Lxf where f is the circulation fre-
quency and L is the orbit length of the beam. The frequency is measured with
a series of pick-ups connected to spectrum analyzers. The spectrum analyzers
measure the frequency of the beam to an accuracy of 10 parts-per-billion. The
exact orbit is measured using a series of beam position monitors (BPMs) placed
around the accumulator from which the path width is found. The 48 horizontal
BPMs are able to measure the position of the beam to within +1mm.

The BPMs can only give a relative position measurement. In order to calibrate
the length measurement, an energy scan of the ¢’ resonance is performed (figure
2.2). The position of the beam given by the BPMs at the peak of the ¢ corre-
sponds to a center-of-mass energy of 3.68596 GeV. All lengths are then measured
with respect to this reference orbit. Thus, L is given as L=Ly+dL, where Lg is
the reference orbit length. The error in the length measurement gives an error in

the center-of-mass energy of +0.15 MeV at the v’ resonance.

!The pressure in the beampipe is ~ 3 x 10719 torr
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Figure 2.2: A scan of the v’ resonance used to calibrate the absolute energy

measurement.
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Figure 2.3: A sample frequency spectrum.
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For narrow resonances, the energy spread of the beam is important in mea-
suring the resonance parameters. By measuring the frequency spectrum of the
circulating beam, the energy spread can be derived. The momentum spread of a

circulating beam is:

dp _ _ldf
p n f (21)

The slip factor 7 is a parameter depending on the configuration of the accumulator
and is given by:

11
"%
where 7y is the relativistic factor, v = ’f;—;’ There are a number of different ways to

n= (2.2)
measure 7y, or, equivalently, n[23]. Near v = +;, the beam becomes very unstable
and the energy measurement becomes unreliable. This has been a problem in
past E835 runs, but for the 2000 run all data was taken at energies well above
the transition energy.

A resonance can be scanned using the tunable antiproton beam. By counting
the number of observed events per energy point, the resonance parameters can

be extracted by fitting:

N; = L; X €101 X a[oug(v/5;) + 0(V/5;)] (2.3)

to a Breit-Wigner resonance using maximum likelihood methods. In the equation,
1 corresponds to the energy point, L; is the integrated luminosity for the energy
point, € is the total detection efficiency, « is the geometric acceptance, and oy,
is the background cross section. The observed resonance cross section, o(+/s,), is

a Breit-Wigner convoluted with the beam width and is given by:

O'(\/g) = /Ooo O'Bw(EI)G(E, - \/g)dE (24)

47T(2J + 1) F%BinBout
A(s — A0M2) (V5 — Mp)? + TH/4

oBw — (25)
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Here, G(E-y/s) is a Gaussian function of energy with the width of the beam as
derived from the frequency spectrum measurement. In practice, the convolution
of the beam width (~1 MeV) with the BW resonance is only important for fairly
narrow resonances like the 9’ or the y, whose widths are ~0.4 and 2.0 MeV
respectively. The effect on the measurement of the parameters of the yo, which
has a width of 10 MeV, is very small but the convolution is included in the

calculation for completeness.

2.2 The Hydrogen Gas Jet Target

Hydrogen gas for charmonium experiments was first used in 1984 by R704[24]
at CERN. The target for E835, as well as its predecessor E760, is a collimated
jet of pressurized hydrogen gas[25]. Figure 2.4 shows a schematic of the gas jet
target. The nozzle of the gas jet is shaped like a trumpet and the large change
in pressure between the two sides of the nozzle causes the Hy gas to form clusters
(figure 2.5) of ~10” molecules with a very narrow velocity distribution. The gas
jet intersects the anti-proton beam perpendicularly with a width of ~7 mm at
the interaction region . An elaborate series of molecular pumps (figure 2.6) are
used to minimize the density of stray gas. This is important in order to ensure
all of the pp interactions occur in the interaction region and also to maximize the
beam lifetime.

The density of the gas jet ranges from 1.0 x 10'3 — 3.2 x 10'* atoms/cm?® and is
adjustable by varying the pressure and temperature. Figure 2.7 shows a diagram
of the pressure/temperature dependence of the density. The dark solid line is the
gas/liquid phase transition. Going below the line into the liquid phase increases

the chance of the nozzle becoming clogged which causes erratic behavior in the
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Figure 2.4: A schematic of the Hydrogen gas jet target.

interaction rates. This is characterized by long stretches of low rates interspersed
with very high rates as the jet spits out a high density ball of Hydrogen. The
detector was not designed for this type of running so the pressure and temperature
of the jet was always adjusted to stay away from this region.

To avoid rate dependent systematic effects it is important to maintain a rea-
sonably constant interaction rate over the course of a stack. During data taking,
the current in the antiproton ring would continuously decrease due to interac-
tions with the gas jet target. To maintain a constant instantaneous luminosity,
the density of the gas jet was increased to offset the beam loss. This was achieved
by continuously changing the temperature and pressure of the jet. Figure 2.8
shows the beam current, the jet density, and the nearly constant instantaneous

luminosity over an entire stack.
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Figure 2.7: The pressure-temperature curve for the Hydrogen gas jet target.

2.3 The E835 Detector

The goal of the E835 detector was to detect charmonium resonances from pp col-
lisions amid an enormous hadronic background. To this end, the detector (fig-
ure 2.9) was optimized for the detection of electromagnetic final states. Of pri-
mary importance for the neutral decays are the Central and Forward Calorimeters
(CCAL and FCAL respectively) which were arrays of lead-glass blocks covering
polar angles, measured from the beam axis, of 2-70° in the lab with full azimuthal
coverage. The CCAL will be discussed in chapter 3.

The FCAL (figure 2.10) was a planar array of 144 SF2 lead-glass blocks made
by Schott Glass. Three different sizes of blocks were used and two types of PMTs,
summarized in table 2.1. Using pp—3w°—6v events, the energy resolution of the

FCAL was determined to be %2 = % + 4% and the position resolution was 2.0
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Figure 2.8: A plot of the beam current, and instantaneous luminosity. The lu-
minosity remains nearly constant because the gas jet density is being continually

increased.
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Width (cm) | Length (cm) | Rad. Lengths PMT
Small (48) 6.3 58.6 21 RCA 6342A (217)
Medium (80) 10 38 14 RCA 6342A (23)
Large (16) 15 36 13 RCA 4335 (5)

Table 2.1: The design of the three types of FCAL blocks.

cm[26]. Energy calibration of each block was performed using pp—3m°—6~ events
when one of the photons was found in the FCAL by using the 5 photons in the
CCAL to determine the FCAL photon energy[27].

Inside the central calorimeter are concentric layers of charged track detectors.
These detectors provide information about tracks emanating from the interactin
region. The inner tracker consists of three sets of hodoscopes, three sets of scintil-
lating fibers, and two sets of straw chambers. There is also a threshold Cerenkov
detector used for electron identification.

The three sets of hodoscopes, H1, H2 and H2', are used for preliminary se-
lection charged events and to perform a dE/dx measurement to aid in electron
identification. They are composed of long strips of scintillating plastic oriented
parallel to the beam pipe and connected to photomultiplier tubes through light-
guides.

Measuring the azimuthal angle ¢ of charged particles are two sets of straw
chambers[28]. Each chamber contains two staggered layers of proportional drift
tubes, 64 total in each chamber. Three sets of scintillating fibers[29] measure 6
with a resolution of ~ 0.7 mrad. . The fibers cover the polar range 15° < 6 < 65°.
The light produced by a charged particle passing through a fiber is detected by
cryogenic visible light photon counters (VLPCs)[30].

A key part of the charged tracker is the Cerenkov detector (figure 2.11)[31].
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Figure 2.10: A schematic of the E835 forward calorimeter.
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Figure 2.11: The E835 Cerenkov detector. There is a disjoint septum separating
the two chambers at 6 ~ 36°.

The Cerenkov detector consists of 2 sets of 8 cells (octants) each and has a cov-
erage of 15-65 degrees. Between the forward and backward octant, there is a
septum. The septum is disjoint so that a particle must go through at least one of
the octants. The detector operates as a threshold Cerenkov detector such that it
gives a signal for electrons and positrons but not for charged pions or muons which

pass through. It is important for detecting electrons from J/¢ and v’ decays.

2.4 The Luminosity Monitor

An absolute luminosity measurement is essential in order to obtain a proper nor-
malization for charmonium cross section measurements. The luminosity monitor[32]
measures the slow moving recoil protons from the most forward pp elastic scat-
tering. For forward scattering, where the momentum transfer is very small, the

interaction is almost entirely electromagnetic. The differential cross section is
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given as:
d 3
= = |Ft)e” + P ()] (2.6)
where t is the momentum transfer (GeV?) of the reaction (related to the angle of
scattering) and F. (F,) is the Coulombic (nuclear) amplitude of the interaction.
The Coulombic contribution is ~95% of the total cross section at small momentum

transfers (recoil angle ~90° in the lab) and can be calculated exactly.

The nuclear amplitude can be parameterized as:

Fo(t) = oy(p+ i)™ /4v/mhe. (2.7)
The three parameters oy, p, and b have been measured elsewhere [33]. The lumi-

nosity is found from the number of forward scatters via the equation:

N
£ = (o /by (dt/an)an: (28)

The luminosity monitor used a series of solid-state detectors situated near 90°
in the lab. It sat directly below the interaction region and was connected to the
beampipe via an evacuated horn (figure 2.12). There were 5 detectors directly
underneath the beamline and one each on the left and right at 3.496° and 3.511°
respectively. The asymmetry between the left and right detectors were used to
measure any radial beam shifts.

Figure 2.13 shows a sample recoil spectrum measured by the luminosity mon-
itor. There is a background of ~2-3% which is subtracted from the peak. The
detector is able to measure the absolute luminosity to within ~2.5%. This error
in the luminosity measurement is primarily due to the uncertainty of the size and

location of the opening between the beampipe and the luminosity monitor.
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Figure 2.12: A schematic of the E835 luminosity monitor

Caunts

I
10FE
107

10 E

Channel Humber

Figure 2.13: A sample spectrum from the luminosity monitor.
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2.5 Data Acquisition

The data acquisition system acquires data from four different sources: event data,
beam parameter data (ACNET), luminosity monitor data, and scaler data. The
event data stream is based on the Fermilab product DART (data acquisition at
fixed target). The beam parameter data was delivered via ethernet from the
Fermilab beams division. The luminosity monitor and scaler data were recorded
and transferred to the computer using CAMAC.

E835 used 163 ADC (LRS4300), 66 TDC (LRS3377), and 23 PCOS (LRS2731)
modules in 14 CAMAC crates?. There were 3 CAMAC branches which were
accessed through two 411 Jorway Interfaces. Since the backplane readout of the
CAMAC crate is too slow, the data from the modules were read out through the
front ECL ports and stored in a DYC module in each crate. The DYC acts as a
temporary buffer, storing the 16-bit input data in a 32-bit FIFO. In each CAMAC
crate, the readout modules and the DYC controller are daisy-chained together.
The layout of the hardware is shown in figure 2.14.

When an event occurs, the trigger logic programmed into the Master MLU
(memory lookup unit) sends a signal to the DYCs telling them to read out the
data. The DYC sends the first module a readout-enable signal, prompting its data
to be sent to the DYC controller. When the first module has finished sending
its data, it sends a pass signal, enabling the next module in the chain to send
its data. During readout, the trigger logic received a busy signal to prevent data
from piling up.

All of the DYCs are connected to one of the two DC2/DM115 modules. Con-

nected to each DC2 module are two 32MB dual ported memory (DPM) modules

2LeCroy Corporation, Chestnut Ridge, NY.
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and a single SMB DPM. The DC2 reads out the DYCs and stores exactly N events,
a number chosen by the experimenter, into one of the 32MB DPMs. When the N
events are written, it begins writing to the other 32MB DPM. There is a process
called the gateway running on the SGI Challenge that reads out the DPM that is
not being written to. The gateway and the DC2 communicate as to which DPM
is ready to be read via the 8MB DPM.

The gateway writes the DC2 data to two memory buffers on the SGI Challenge.
At this point, each buffer contains roughly half the data from the same N events.
Using synchronization numbers provided by the DYCs, the buffers are combined
to give N whole events. A unique event header is stamped onto each event with
information such as event number, run number, and time.

Each event is then analyzed with an online filter program, one process of which
is normally running on each of the 10 CPUs of the SGI Challenge. The online filter
will be discussed in the next section. If the event passes the filter, it is sent to one
of three streams GK, GN, or GP (for ete™ , neutral, and ¢¢/pp respectively) and
written to tape. In addition, there are a number of sub-streams used for detector

calibration and a quick analysis of the data which are also written directly to

disk.

2.6 Hardware and Software Trigger

A hardware trigger is used to select events of interest from an interaction rate of 3
MHz. Due to bandwidth limitations the maximum data rate is limited to 2.5 kHz.
There are two broad trigger types in E835: charged and neutral. The charged
trigger is designed to locate three classes of events. One of these triggers requires

pairs of electrons, for example from x, —J/¢ v —ete™ 7. There is also logic in
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Figure 2.15: The E835 neutral trigger logic.

the trigger to detect the hadronic ¢¢ states, for instance pp— 1. — ¢¢ — 4K/~
A detailed description of the charged trigger can be found in reference [34].

For the 7y channel the neutral trigger is used. The neutral hardware trigger
uses the CCAL signals to trigger on accept events which satisfy one of two criteria.
The total energy trigger (ETOT) sums all of the energy in the calorimeter and
passes the event if it is above a certain threshold. The PBG trigger selects events
with two large back-to-back energy deposits.

The logic of the neutral trigger is displayed in figure 2.15. It begins by splitting
each CCAL signal into three parts: 95%/2.5%/2.5%. The 95% of the signal goes
into shaper boards and then into the ADC and TDC. One the 2.5% fractions is
input to a summer which adds up all of the energy in each ring, resulting in 20
ring energy sums. The energy used for the ETOT trigger is then taken to be the
energy sum of rings 1-18.

The remaining 2.5% of the signal is used for the PBG trigger. For the purpose
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Figure 2.16: A schematic of the CCAL summing algorithm creating super-blocks.

8 "super-wedge” analog sums—-

of triggering, the calorimeter is reduced to 40 super-blocks, illustrated in figure
2.16. First, the level-1 summer combines the 64 signals for each ring into eight
signals, leaving 160 total signals. These signals are divided with 5% being sent to
the minimum bias discriminator. If two of the signals arriving at the minimum
bias discriminator are above a threshold, a signal (the strobe) is sent enabling the
MMLU. The remainder of the signal is sent to the level-2 summer which takes the
eight sums/ring and adds them with a weighted sum ring-wise into five super-ring
sums. This leaves 40 super-blocks which are sent to a discriminator and then to
the neutral MLU (see below). A weighted sum is used because while the photon
energy increases with decreasing 6, it is convenient to use a single discriminator
threshold. Figure 2.17 shows a diagram of energy vs ring number. Note that each
super-block has an overlap of one block in each the ring and wedge directions.
This is in order to avoid trigger inefficiencies when a photon hits near a boundary
between super-blocks.

The logic for the level-1 hardware neutral trigger is contained in the neutral



Cu
|F||||||r||||

FHERGY (GeV)

wd

1o
RiHG MNUMBER

=

20

]
| VT T T T

ENERGY [(GeV)

IIIIIIII.E_LIlIIIIII

o
RIMG NIBER

12

20

37

Figure 2.17: Top: The energy of electrons in the CCAL from J/¢ decay as a
function of ring number. Bottom: The energy after being weighted as in the
level-2 summer. After the weighting, it is feasible to use a single discriminator
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MLU. The first eight inputs of the NMLU (figure 2.18) correspond to a logical-OR
of the five discriminated super-block signals in each super-wedge. The other two
inputs of the NMLU correspond to ETOT inputs.

There are four logic outputs of the NMLU.

e PBG1: This is true if there are at least two above threshold hits in back-

to-back super wedges i.e. the event is consistent with two-body kinematics.

e PBG3: Looser than PBG1, only requires a corresponding hit in one of the

three opposing super wedges.

e ETOT-HI: The total energy in the CCAL (rings 1-18) is >80% of the avail-

able energy.

e ETOT-LOW: The total energy in the CCAL (rings 1-18) is >70% of the

available energy. This is used for efficiency studies.

The outputs of the NMLU are sent to the master MLU. The MMLU is the
logic module that send out the main (level-2) hardware trigger. As well as inputs
from the NMLU, it also takes signals from the charged and ¢¢ MLUs. There are

two triggers from the MMLU which are used in the vy analysis.

e vy trigger: PBG1@® H1-H2' @ FCH

e EFTOT -HI® H1-H2 ® FCH

Here H1, H2', and F'C H signify an OR of the discriminated signals in H1 and H2'

hodoscopes and in the forward charged veto respectively. Thus H1- H2' ¢ FCH
vetoes on charged particles. There are six other triggers sent out by the MMLU,
charged and efficiency triggers, which were not part of the data collection used

for theis analysis and will not be discussed.
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When a level-2 trigger is sent out from the MMLU or elsewhere 3, the gatemas-
ter polls the DYCs and collects the results from the ADCs and TDCs. This data
is sent to the software trigger which is an online selection program called PRUDE
(Program Rejecting Unwanted Data Events).

The algorithm in PRUDE is a crude event reconstruction. In the algorithm,
PRUDE finds local maxima above 50 MeV in the CCAl and sums the energy in
the 3x3 grid around it, creating simple clusters. The values for # and ¢ of each
cluster are computed with an energy weighted average.

Then based on this information, useful events are selected and their type is
determined. In the vy analysis, there are two criteria that are used. If the
invariant mass between any two clusters is greater than 2.2 GeV and the event
is neutral, the event is kept and labelled as a ”"gold gg” event. This is the data
sample used for the vy candidates. The algorithm also selects events with 7¥s
or s in the event. This data sample is important because, as will be shown in

Chapter 4, m°7°% and 7%y events are a significant source of background for the

v~y signal.

3The minimum bias, laser monitor, and the random gate triggers have their own hardware.
The minimum bias trigger is the OR of the 160 level 1 summer outputs, pre-scaled by a large
factor. The laser monitor and random gate triggers come from pulsers, 0.1 Hz and 10kHz
respectively.



Chapter 3

The Central Calorimeter

This chapter describes the main electromagnetic calorimeter used in E835, the
CCAL. For two photon physics, the CCAL provided most of the information about
the events. Special emphasis will be placed on those functions of the CCAL which
impact the two photon analysis. In particular the calibration, the clusterization

algorithm, and the timing of the detector will be discussed in detail.

3.1 Geometry and Electronics

The CCAL consisted of 1280 lead glass blocks arranged in 20 rings of 64 blocks
each covering polar angles 70° > 6 >10° (figure 3.1). The blocks were made of
Schott F2 lead-glass which has a density of 3.61 g/cm3 and a radiation length
of 3.141 cm. The blocks ranged in length from 12 to 16 radiation lengths with
the shorter blocks at larger theta. The CCAL blocks were tapered and aligned
to point back to the interaction point. The block cross section decreased with
@ so that each ring covered approximately the same interval in cosf. There was a

layer of steel between each ring (0.254 mm) and wedge (1.470 mm) for structural

41
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Figure 3.1: A 0 view of the Central Calorimeter.

support.

A photomultiplier tube was glued at the end of each block. Four sizes of
PMTs were used with diameters ranging from 1.5” to 3.0” with the fractional
area covered by each PMT ranging from 47% to 66%. The PMTs had bi-alkali
photocathodes with a sensitive range of 300-600 nm.

The energy resolution of the CCAL was measured for E760 in an electron beam
and was found to be:

E 0.06
o(E) _ +0.014 . (3.1)

5~ JEG)

The angular resolutions of a reconstructed shower in 6, ¢ were 6 mrad and 11

mrad respectively. They were checked in situ by using a clean sample of the two
body reaction ¥’ —ete . The results were consistent within errors with the
resolutions obtained in the electron beam.

The output signal from each PMT (after being split for the neutral trigger) was

delayed so that the signal arrived at the ADCs coincident with the trigger. This
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Ring | Length | Central 6 A6l Distance PMT PMT
(cm) | (degree) | (degree) from Diameter | Coverage
Vertex (cm) (in) (%)
1 37.80 67.387 5.226 72.44 3.0 47.3
2 38.65 62.259 5.030 75.87 3.0 47.5
3 39.88 57.342 4.803 80.07 3.0 47.6
4 41.50 52.664 4.552 85.08 3.0 47.8
) 43.54 48.246 4.284 90.96 3.0 479
6 46.03 44.101 4.007 97.79 3.0 48.1
7 48.98 40.234 3.728 105.62 3.0 48.2
8 50.00 36.644 3.451 114.54 3.0 49.7
9 50.00 33.327 3.183 124.66 3.0 52.0
10 50.00 30.273 2.925 136.07 3.0 54.4
11 50.00 27.472 2.679 148.89 3.0 56.8
12 50.00 24.908 2.449 163.26 3.0 59.3
13 50.00 22.567 2.233 179.34 3.0 61.7
14 50.00 20.434 2.033 197.28 3.0 64.1
15 50.00 18.493 1.848 197.29 2.5 54.6
16 50.00 16.730 1.678 197.29 2.5 66.4
17 50.00 15.131 1.522 197.30 2.0 52.7
18 50.00 13.679 1.380 197.30 2.0 64.4
19 50.00 12.364 1.250 197.30 1.5 44.3
20 50.00 11.174 1.131 197.30 1.5 54.3

Table 3.1: The specifications and geometry of each CCAL ring.
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was achieved with ~300 feet of delay cable. The impedence of the cable causes
dispersion of the signal pulse causing it to develop a long tail. At high rates, a
second signal may occur before the first had been fully discharged, leading to an
error in the measurement of the charge in the signal by the ADC. In order to
circumvent this, the delayed signal was treated with an amplifier(figure 3.2) with
a short shaping time such that it acted to restore the pulse shape, increasing the
pulse height and decreasing the length of the tail while keeping the integral of the
charge contained in the pulse constant (figure 3.3). The shaped pulse was then
sent to the FERA ADC for integration. A discriminator built onto the shaper

board supplied a timing pulse that was sent to the TDC.

3.1.1 Laser Monitor System

A laser monitoring system was used to test all of the block/tube assemblies prior
to running in 2000 and also during the run to monitor the gains of each block.
The laser system is shown in figure 3.4. A Nitrogen laser, emitting a wavelength
of 337 nm, was pulsed onto a block of plastic scintillator whose scintillation light
was in the blue region at ~430 nm. The scintillation light was then transmitted
through a mixing bar coupled to 64 optical fibers. The fibers (one for each wedge)
were transmitted by a second mixing bar where it was again split into 20 signals.
These fibers were attached to the back of each CCAL block. Additionally, there
were a number of fibers attached to the major mixing bar for use in the FCAL in
the same manner.

The laser pulse was initiated by a pulser running at 0.1 Hz and the signals in
the PMTs were collected on a special trigger initiated by the same pulser. The

width of the laser pulses was ~3 nm and the amplitudes were monitored with a
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Figure 3.4: A schematic of the laser monitor.

pair of PIN diodes whose outputs were used to eliminate any fluctuations in the

laser intensity.

3.2 Clusterization

Photon and electron showers in the CCAL are typically contained in more than
a single block. In addition occasionally two photons hit near each other in the
CCAL and their energy deposits may overlap. In order to obtain energy and po-
sition measurements of the particles, a clustering algorithm is used. The CCAL
clustering algorithm is used to differentiate between three different types of clus-
ters: isolated, shared, and split.

In the algorithm, clusterization begins by finding the highest energy block in
the calorimeter. If that block has an energy higher than the seed threshold the
8 surrounding blocks and the central one (the seed) are flagged as forming a

potential cluster. The process is repeated for the next highest block that has not
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already been assigned to a 3x3 grid until there are no blocks remaining above
the threshold. The energy in each of the 3x3 grids is summed and any that are
above the cluster threshold then it is accepted as a cluster. The use of a seed and
cluster threshold helps reduce background clusters that come from overlaps from
previous events and noisy photomultiplier tubes.

If two clusters are near each other, there is a need to share energy in the
overlapping blocks. The amount of energy assigned to each cluster depends on
the calculated position which in turn depends on the energy. Thus, an iterative
process is required to find the energy and position of such shared clusters.

It is possible that two photons deposit their energy in adjacent blocks and are
thus identified as a single cluster. To take account of this, the invariant mass for

each cluster that is not shared is calculated from the formula:

() -5 e

where the summations are over the 5x5 grid centered on the seed block. This

quantity is called the cluster mass. If the cluster mass is greater than 100 MeV,
the cluster is identified as two clusters very close together; energy sharing is
performed and the cluster is labelled as split. Typically, split clusters come from
a m° that has decayed symmetrically.

The details of the position and energy calculations for each cluster type are

presented in the following sections.

3.2.1 Isolated Clusters

Isolated clusters are clearly the simplest types of clusters since no energy sharing

is required. The energy, before corrections for energy loss in the steel in between
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the blocks, is:
9
E=)_E (3.3)
=1

and the 6 and ¢ of the hit are determined from a weighted average:

9
T = Zzglix (3.4)
Zj:l E]
9
y = 2131 E:y (3.5)
Zj:l EJ’

where z and y give the distance from the center of the seed block in the wedge
(#) and ring (¢) directions in block units.

Once the position of the hit is found, a small correction to the energy is made
to account for energy deposited in the steel between the blocks. Since there are
different amounts of steel in the 6 and the ¢ directions a different correction must

be used. Then the position of the hit is corrected for energy lost in the gap with:
= A, (1—eﬁ> + B, (1—eﬁ) (3.6)
Yy = A, (l—eﬁ)—i—Br (1—6#) (3.7)

and the corrected energy is given by:

E’meas 1
X .
—|z| =yl =yl
(1 — Cheen ) (1 —Die s — Dye & )

Since the rings are not flush with one another, there are different sets of parame-

E' =

(3.8)

ters for the high and low 6 edges. The efficacy of the correction is demonstrated
in figure 3.5. The measured energy of a photon from a 7° decay is compared to
the predicted energy as a function of its distance from the gap. A clear deficiency
is seen at the gap which the energy correction algorithm is able to account for.
All of the constants used for the energy correction were determined in E760 from

J/1p —ete™ events.
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Figure 3.5: Top: The ratio of measured/expected energy of J/i electrons in
the CCAL as a function of their distance from the gap. Bottom: The same
distribution after the energy correction algorithm. The energy lost in the gap is
mostly corrected for.
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3.2.2 Shared Clusters

When there are two cluster centers within 4/18 block units® it is likely that the
shower profiles overlap and in order to calculate the correct energies and positions
of the clusters, the energy in the overlapping blocks must be correctly assigned.

The algorithm for calculating the energy and position for shared clusters is
similar to that for isolated clusters. In order to account for the shared energy, an
additional parameter, f;,,, is introduced which represents the fraction of energy
from cluster, m, in the overlapping block, i.

The initial energies and positions (including energy corrections) are calculated
assuming that the clusters are isolated. The energy in the overlapping blocks is
included in the total energy for each cluster. Then, {;,, is calculated for all blocks
and clusters assuming an exponential lateral shower development:

Eme—(\5$i,m|+\5yi,m\)/0-17
fim = Fre (6 HoyiaD/00T 1 F o (6zia [ +1oyi,2) /017

(3.9)

where 02; m (0Y;m) is the distance from the center of the i* block to the position
of the m'* cluster in ring (wedge) units. E,, is the energy in the m* cluster. For
blocks that are not shared, f;,, is 1 or 0.

The energies and positions are then recalculated using the f; ;s using the for-

mulae:

9
E;n = Z fz',mEi
i=1

9
1 Zi:1 fz,mszz
Ty = ~—9 . = B
Zj:l fj,m J

1One block unit corresponds to the distance between two subsequent rings or wedges. For
example, the distance between the blocks in ring 15 wedge 6 and ring 18 wedge 6 is three block
units. The distance between the blocks in ring 10 wedge 54 and ring 12 wedge 51 is 4/13 block
units.
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y/ _ Z?:1 fi,mEz’yi
= sl M
" Y fimE;

Then, the new positions are entered into the f; , of equation 3.9 and the process
is repeated until the energy of each cluster changes by less than 30 MeV and

0 and ¢ change by less than 5 mrad.

3.2.3 Split Clusters

For 7% that decay symmetrically, the angle between the two photons can be
small enough such that there will be only one local maximum. The size of the
CCAL blocks was chosen so that the two photons from a 7° decaying completely
symmetrically, where the opening angle is a miniumum, would open with an
angle corresponding to approximately 1.5 blocks at the highest energy. Thus,
symmetric 7° decays give only one maxima in the CCAL but the apparent size
of the deposit is larger than would be expected for a single photon. We can use
the cluster mass, as described earlier, to identify these deposits as coming from
two photons rather that one.

The splitting algorithm is similar to the sharing algorithm. The centers of
the two clusters are chosen as the highest energy block and the highest energy
block diagonally adjacent. In order to maximize the information from the tails of
the shower, the energy is taken from the 5x5 grid about each cluster center. The
center block of the other cluster is not included in the sum. The process described
for shared clusters is performed with the exception that the cluster centers are
not shared. This has the effect of slightly over-estimating the separation of the
two clusters and thus overestimating the invariant mass. Since it is only 7% that
create split clusters, this discrepancy is of little importance; the fact that the

clusters are split is enough to identify the 7°.



52
3.3 Calibration

0

The in situ energy calibration of the CCAL is performed using 7°7% events, which

are produced in abundance in pp interactions. During data taking, prospective

7m0 events were written directly to disk for rapid analysis. These events were

further analyzed off-line to obtain a clean 7%7® sample. Since 7%7° production
satisfies two-body kinematics, the energy of the 7% can be calculated from the
angle of the reaction in the laboratory. The CCAL calibration constants can be

derived using the knowledge of the 7° energies[35].

The measured energy of the jth 7° is given by:
M; = ZgiAij (3.10)
i=1

where g; is the calibration constant of the th block with A;; the number of ADC
counts in that block for the jth #°. The sum is over all of the blocks in both

clusters associated with the 7°

. The energy of the 7° can be predicted from
two-body kinematics if its angle, 6, is known. The angle is calculated from the

measured energy of the two photons:

\/(Paz + Ppy)? + (Pay + Pgy)?
PAz + PBz

tanf,o = (3.11)

where Py gy is the momentum in the k direction of photons A, B. The energy of
the 70 is then:
_ Een(1+ ABcostpo)
™ 7 2(1 — B2c0520,0)

with:
_Ay*mi(1 = BPcos®Oro)

2
A =1 B

(3.12)

The predicted energy is dependent on the gain constants since it is calculated

from the measured photon energy.



33

Using the measured and predicted m° energies, the x? is calculated:

XZ

i (‘MJ;72E])2 (3.13)

where o, is the estimated uncertainty in the predicted energy. Minimizing x? and
solving for the gain constants gives:
N Ap j n
Zj:l (%) (Ej - Zz’:l,z’;ﬁk Ai,jgi)

N Ak, ;
Zj:l UJZJ

For each stack, the calibration constants were calculated for every block using the
above equations. There are 1280 simultaneous equations with 1280 unknowns.
To avoid having to solve this system of equations, the calculation was done using
an initial set of constants and then iterating until the 2 changed by less than
1%.

It was sometimes the case that there too few events in a block to get a rea-
sonable calibration. For these circumstances the laser monitor was used to track
the gain constants. The amplitude of the laser pulse by itself can give only a
relative gain; it can be used to track changes over time of the gain constant for
each block. The mean of the 7%7° gain constants over all stacks was used to set

0 events was

the calibration scale. If the calibration constant measured using w07
significantly different from the one given by the laser, the constant derived from

the laser monitor was used.

3.4 Timing

The timing information of CCAL hits is essential for analyzing data collected at a

high rate in order to differentiate the hits associated with the trigger and random
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hits. Each CCAL block had a signal fed into a multi-hit TDC with 1 ns resolution.
The TDC ran in common-stop mode, which means that hits with higher TDC
counts came earlier. The TDC signal pulse came from the discriminator on the
shaper board. The threshold on the discriminator, in ADC counts, was measured
by looking at the pulse height versus the fraction of time a TDC hit is registered

(figure 3.6). These curves were fit to:
F=05x (erf(M x (ADC —T)) + 1.0). (3.15)

Here M and T are the free parameters.

Different pulse heights cross the threshold at different times relative to the
start pulse. This effect is known as slewing. The measured time was corrected
with a function (a slew curve) that was obtained by fitting the recorded time
versus the number of ADC counts (figure 3.7). For each block, the slew curves

were fit to:

Ag

where Ty (Ag) is the TDC (ADC) counts for at-threshold hits (obtained from
data). By and Eq are free parameters. Using these parameters, the time was

corrected via the equation:

A
TDCcorr = L nominal _TDCraw _TO + BO X (1 - F?C') X l’I’L(ADC + EO) (317)

The slew corrected times give a distribution for each block around 7}, ominai-

If a block has a time within £+10 ns of 1000 ns, the hit is labelled in-time; if it
is outside this window, the hit is out-of-time. If there is no TDC information for
a hit, the block is called undetermined. In addition, each cluster has associated
timing information. If there is a TDC hit in the seed block, the cluster time

corresponds to the seed’s. If the seed block is undetermined, the cluster time is
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taken as the time of the second highest energy block in the cluster. For instances
where they are both below threshold, the cluster is undetermined. Nearly all
clusters above ~75 MeV had timing information.

Cluster timing is crucial for the vy analysis. It allows for the rejection of a
large fraction of the 7%7° and 7%y background events, since there is a high chance

that these events will have an third or fourth in-time cluster.



Chapter 4

The Background Calculation

Although the detector was designed to efficiently detect electromagnetic final
states in order to overcome a large hadronic background, the 7~y final state still
has a relatively large background. The background comes from pp—n®y and

0 events where one or two photons escape detection. The background

pp—moT
from these sources, called the feeddown background, can be calculated if the
probability of a m%y or 7%7° to mimic a 7y event is known. The knowledge of
this background will be used to extract the vy partial width.

Generally speaking, one of the two photons from a m° decay can escape de-
tection and cause the 7° to mimic a single photon. There are two reasons why a
photon will not be recognized. If the m° decays asymmetrically, the low energy
photon may be below the detection threshold of the CCAL or go out the back
of the detector. In this case one photon from the w0 carries practically all of the
energy. Also, if a high energy 7° decays symmetrically, the two photons will hit
the CCAL very close together and may be mistaken as a single photon. A sim-

ulation of the CCAL is used in order to calculate the probability that a m%7° or

o7
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7%y event looks like a 7 event. In this chapter the CCAL simulation and how it

is used to calculate the feeddown background is described.

4.1 The vy Feeddown and the CCAL Simulation

The v feeddown cross section is given by the expression:
O feed ™ aﬂowopf + O’,,.OAVP7 (4.1)

The CCAL simulation (also known as the fast Monte Carlo or fMC) is used in

0

the vy feeddown to calculate the probability that 7%7® and 7%y events imitate

0, 7%, and vy

v events (P,) and also to calculate detection efficiencies for 77
cross sections in the y.o region. The fast Monte Carlo uses photons generated by
a phase space generator, extrapolates them into the CCAL, and simulates their
shower response in the lead glass. The program uses 14 parameters to simulate
the shower profile and energy smearing. These parameters were tuned so that
the simulation and the data matched to an acceptable degree. Special attention
was paid to the variables that have a direct impact on the systematic error in the
feeddown cross section from the fMC.

The fast Monte Carlo simulates showers in the CCAL as a sum of two expo-

nentials (a core and a tail) centered at the hit position in both the ring and wedge

directions. The shower profiles are given as:

E.(R) =10 % exp (M) + Byexp <M>

LA, LB,

‘” ”hit‘ —W’ - [’[’hit‘

E,(W)=1 - = B . Trhs
w(W) O*ea:p( A -+ Byexp 1B,

The first term in each expression describes the shower core while the second
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term corresponds to its tail. The shower profile is normalized to the energy of
the particle obtained from the generator less the energy that would be lost in
the cracks. The energy lost in the cracks is calculated from the incident photon
position using the CCAL crack correction algorithm. The energy from a shower is
assumed to be contained in a 3x3 grid of blocks centered at the block containing
the hit. The energy in each block is found by integrating the profile over the
bounds of the block. Energies are converted to ADC hits and inserted into the
hit arrays. From this point on, the treatment of the event is exactly the same
as for the data. The tail amplitudes and the core and tail decay lengths give 6
parameters used to adjust the size and shape of the shower. Changes to these
parameters result in changes in measured hit positions and cluster mass.

The energy deposited in each individual block is smeared. The energy in the
center block of the 3x3 grid is smeared separately from the other eight blocks
since the center block’s energy is not modified by the crack correction. The energy
smearing affects the widths of the distributions of the acoplanarity, akinematics,
and total energy. The remaining eight parameters are used to take account of the
energy fluctuations which include both the smearing for energy lost in the cracks
between blocks and fluctuations of the pedestal.

The method used to tune the fMC parameters was to use collected pp—77° events
at the xo and compare their event topology with events generated by the Monte
Carlo for different values of the parameters[36]. Special attention was paid to the
distributions to which the feeddown calculation was particularly sensitive. These
were the cluster mass, akinematics, acoplanarity, 7° mass, and 7° asymmetry. Pa-
rameters were tuned so that these distributions generated by the fMC matched

with the data as closely as possible.
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When the tuning procedure was complete, the akinematics, acoplanarity, and
7% mass distributions had excellent agreement with the same plots made with
real data and the fMC. In the first run of E835, a large part of the feeddown
systematic error was attributed to an underestimation of the highly asymmetric
7% detected[37]. In this tuning, we saw no such deficit. This is probably due
to the fact that the fMC for the first E835 was tuned at the 7, (2980 MeV)
where as it was tuned at 3415 MeV for this analysis. The greatest disagreement

between the fMC and the data is seen in the cluster mass distribution. This has

a significant effect on the feeddown calculation and is discussed in a later section.

4.2 The Feeddown Calculation

The v+ feeddown is calculated for each energy point around the x, from the

0

7%7% and 7%y cross sections. The w07°

cross section calculation is readily mea-
sured from the data but the 7%y cross section is itself complicated by feeddown
events from the 7%7® channel. Using the fMC, the probability for a m°7° event
to feeddown to a m%y event can be calculated and subtracted. Similarly, the
probabilities for m%7°% and 7%y to each mimic vy events can be calculated with
the fMC and from these two numbers and the 7%7° and 7%y cross sections, the

v feeddown can be calculated.

4.2.1 7%7° Cross Section

The 770 events are selected by requiring the event satisfy the following require-

ments:

e 4 in-time or undetermined (i.o.u.) clusters in the CCAL (25/50 MeV cluster
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Figure 4.1: The 7%7° akinematics distribution. The small amount of background
is subtracted from the signal as described in the text.

thresholds)
o Akinematics= |61prea(P2meas) — Grmeas| <12 mrad
e Acoplanarity = ||¢; — ¢2| — m|<32 mrad

o |M,, —135MeV/c*| <35 MeV/c?* or split cluster

There is a small amount of background in this data sample which comes mainly
from 37° and 7w events[38]. The akinematics distribution is cut into slices of
cos #* (prior to the akinematics cut) and fit to a quadratic polynomial (back-
ground) and a Gaussian function (signal). The polynomial is then integrated in
the region of the akinematics cut and the integral is subtracted from the total

number of events to give the number of 7%7% events (figure 4.1).
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0 events with a flat distribution in cos 6* .

The fast MC is used to generate 77
The analysis efficiency versus cos 6* is then calculated by dividing the number of
events selected in a bin of cos#* by the number of events that were generated

within the same range of cos§* . The %7 cross section is given as:

s fo _ Nmr,bkgsub (4 2)
dcos* Leyora -

where a is the geometric acceptance and €, is given as:
€tot = Etrigndst€anal (1 — Paatitz)2 (1 — Peony) ™. (4.3)
The efficiencies are:
® ¢4 —The neutral trigger efficiency. See appendix B.
® ¢,4;+ — The neutral data summary tape efficiency. See appendix C.

® ¢,nq —'The analysis efficiency. This is derived from the fast Monte Carlo.
It includes the efficiency for extra, random clusters (see appendix A on the

random gate DSTs).
® 1-Py, = 0.988 —The probability the 7° decays to eTe™ +.

e 1-P,,, = 0.988 —The probability of a photon conversion to occur prior to

charged veto logic[39).

It is possible for a photon generated in one bin by the MC to be reconstructed
in a different bin by the clusterizer. To remedy this, the angular distribution of
the cross section found with the data is fit to a 6th degree polynomial and the
function is used as a weight function for the MC events. This process is iterated
until the cross sections change by less than 1%. The initial weight function is

taken to be flat. It usually took five iterations for the cross section to stabilize.
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Figure 4.2: The angular distributions of 7%7% data events (top), detection effi-
ciency (middle), and cross section for a sample x, stack.

Figure 4.2 shows the m%7° differential cross section as a function of cosf*.
The cross section distribution is highly forward peaked. This suggests that the

feeddown background to vy will also be forward peaked. Figure 4.3 displays the

0

integral of the 77 cross section up to different values of cosf*. The decay of

0

Xo to m°7% can be observed at a center-of-mass energy of ~ 3415 MeV.

4.2.2 7% Cross Section

7%y candidates are selected from events satisfying:
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Figure 4.3: The 7%°7° cross section for different cos #* cuts plotted versus energy
in the xo region. The resonant yo—n°7? can be observed near 3415 MeV.
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e 3i.0.u. clusters in the CCAL (25/50 MeV cluster thresholds)

e Confidence Level(pp—n’y — 37) >0.1-5C fit

o |M,, —135MeV/c*| <35 MeV/c? or split cluster

The fMC is used to obtain the probability that a 7°7° event mimics a 7%y event.
This probability is about 0.045 at the xq (3415 MeV/c?) for 25/50 MeV cluster
thresholds. Once found, this probability is then multiplied bin by bin in cos 6* by

the 7070

cross section. The resulting distribution is then subtracted from the
measured 7%y cross section to obtain the feeddown subtracted m%y cross section.
Figure 4.5 shows the 7%y cross section before and after the 7%7° feeddown sub-

traction. This procedure is described symbolically by:

1
L x €trig X €anal

Or0y ~ [Ntot — Op0,0 X P,Toﬂ.o_mo,7 X €trig X ﬁ] (4.4)

One test of the efficacy of the feeddown method is the 7% asymmetry. By
charge invariance, the 7%y cross section should be symmetric about cosf*=0.
Clearly, prior to the feeddown subtraction (lower left figure 4.4), the data is much
higher in the positive cosf* region than in the negative region!. The feeddown
restores much of the symmetry. Figure 4.6 shows the 7%y asymmetry, as defined

as:
Ao — Or0,(cos0* =0 — 0.4) — 00, (cosf* = —0.4 — 0)
™= ox0,(cosf* = —0.4 — 0.4)

for all of the stacks in the x, region as a function of cosf*. Averaging over all of the
points yields a slight negative asymmetry, which suggests a small overcorrection

by the feeddown.

!The angle is measured from the 7°.
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w070

right: feeddown subtracted m%y differential cross section.

—m% feeddown probability. Bottom left: the 7%y candidate events (er-

ror bars) and the calculated number of feeddown events from 7%7° .
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Figure 4.5: The 7%y candidate cross section (black circles), 7% —7%y feeddown
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4.2.3 ~v Feeddown

The feeddown to two photons is calculated by generating m%7°% and 7%y events
and calculating the probability that these events mimic a vy event. The events

are selected with the following criteria:

Satisfies a 4C fit with CL(pp—~y~y )>0.1.

Two in-time CCAL clusters and any number of out-of-time or undetermined

clusters.

‘M'yfea:tracluster'MWO‘ <35 M@V/C2.

Metuster <100 MeV/c2.

Chapter 5 will have a detailed discussion of these cuts.

The calculation of the vy feeddown proceeds in a way similar to the 7%y feed-
down calculation. The fMC is used to calculate the probabilities Pr,_,,, and
P, _,y. The variations of these probabilities with cos §* is shown in the middle
row or figure 4.7. These probabilities are then used to estimate based on the
appropriate cross sections and luminosity bin-by-bin, the number of feeddown
events . Figure 4.8 shows the individual feeddown rates with cos#* <0.4. The

0

xo—7°7% resonance contribution can be clearly seen in the 7%7° feeddown con-

tribution.

4.2.4 Feeddown Correction

In spite of the fact that the fast Monte Carlo has been tuned, there remain some
small discrepancies between the fMC event distribution and the data. The most

important of these is the difference between the data and the Monte Carlo for
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Figure 4.9: The cluster mass distribution for split and isolated 7° clusters. The
solid histogram is data; the dashed is from the fast Monte Carlo.

the cluster mass of split clusters (symmetric 7%). Figure 4.9 shows the cluster
mass distributions for isolated and split (>100 MeV) clusters. The fMC generated
distribution peaks at lower cluster mass than the data for split clusters resulting in
overestimation in the number of undetected symmetric 7%. Since symmetric 7%
with a cluster mass below 100 MeV are identified as single high energy photons,
this results in an overestimation of the feeddown.

This overestimation can be quantified and corrected for. The fraction of
misidentified symmetric 7% (henceforth known as MS 7%) in the data and the
fMC can be estimated by fitting the split cluster peak to a Gaussian function and
integrating from -oo to 100 MeV. These fractions are to be 0.01+0.002 for the
fMC and 0.005+0.002 for the data.

Using equation 4.1 to calculate the shift in the feeddown cross section gives:

Aorp = 0rpMc — OFDdata = (Py+ APy) X [(Opr + ACrr)

—P(0unPy + 0n) + (0 + Aory)] (45)
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where opp mc signifies the feeddown cross section calculated by the fMC and
OFD,data the real feeddown cross section in the data.

The MS 7% do not affect the 7%7° cross section so Ao, = 0. They do
however affect the w0y cross section, since there is a feeddown contribution from

7070 events. Simplifying equation 4.5 to first order in A gives:
Aopp = 2APy0,x Py + AP0y + A0ry Py (4.6)

Since the effect will be the same for the w%y cross section, the shift is:

Aoy _ _AP, (47)

Ony P,

where P, is the probability for 7°7° to feeddown to 7%y . The term is negative

because it decreases the 7%y cross section.

1

3OFD gives:

Using the fact that Pyor, ~ 20pp and P20nn ~

OFD

F=29 _ (fi - gi) AP, (v/3). (4.8)

The only part left is to determine AP,. P, can be written as:

P’y ~ Pbelow thresh T Pout of accept + fmisfid X fcoalesced- (49)

The fMC does an excellent job of estimating the probabilities that a 7 photon is
below threshold or out of the acceptance. The third term is the one of interest.
It includes the MS 7° probability multiplied by the fraction of coalesced s,
which has a linear energy dependence (figure 4.10). The fMC also overestimates
the fraction of coalesced 7s so this too must be included in the correction. The
overestimate of the fraction of coalesced 7% is not energy dependent.

The knowledge of fioatesced aNd frnis—ia gives:

AP’)’(\/E) ~ Afmz’s—z’d X fcoalesced(\/g) + fmis—id X A.}L'coaleésced (410)
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P, 0.0175
P,roﬂ.o_mmr = P7r0,y 0.045
fmisid,fmc 0.01
fspi 0.235+4.4x107*x (3415.0-1/3)
A fmisid 0.005
Afop 0.015

Table 4.1: The inputs to the feeddown systematic error calculation.

Finally, the feeddown correction can be calculated. Using all of the variables
given in table 4.1, an approximately 8% reduction in the feeddown at 3415 MeV
is calculated. Over the range of data taken for the xo, the correction goes from

~T% to ~9%.

4.2.5 Feeddown Systematic Error

Using the fast MC to calculate efficiencies and feeddown probabilities will intro-
duce a systematic error into the feeddown cross section. There are three sources
of systematic error in the feeddown. The first two come from the errors in the
7%7% and 7%y cross sections due to the fMC efficiency calculation. These errors
are estimated by varying the cuts by +£10% and noting how the cross sections
change. Tables 4.2 and 4.3 summarize the results. The error in the 7%7° cross
section is less that 1% while the error in the 7%y is estimated to be ~2.5%, mainly
stemming from the confidence level cut.

The third source of systematic error comes from the feeddown correction, de-

scribed in the previous section. The uncertainty in f,,;;q dominates the error in

the correction. From equation 4.8:

41 21
(I _Z_~ 4.11
Of (3 X 3 ﬂ”y)o‘Ap,7 ( )
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and

oap, = \/(fsplUAfmisid)2 + (Afsplafmisid)2' (4'12)

Since Afsp < fspi the second term is ignored. The uncertainties in fi;siq, give
Oaf,..a=0.0028 and oy=0.043.

The total feeddown systematic error is then given by:

A0 feed 2 1 Aoyoq0 2 2 Ao, 2 Ap 2
—— ) ~ |z —— 4.13
( Ofeed > 3 00,0 + 3 0r0, + 1-F ( )

Here A is used instead of ¢ to signify the error so as to set it apart from the cross

section. For simplicity, the energy dependence of F is ignored and F is taken to
be 0.08. Inserting the appropriate values into equation 4.13, the total feeddown

systematic error is 5%.
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Systematic Error for 27° Cross-section
| CS(cosf* <0.4)(nb) | Ratio | CS(all cosf*)(nb) | Ratio
Akinematics
10 mrad 419.4 1.004 1482.1 0.997
12 mrad 417.9 1.0 1486.8 1.0
14 mrad 416.3 0.996 1482.1 0.997
Acoplanarity
27 mrad 412.6 0.987 1480.8 0.996
32 mrad 417.9 1.0 1486.8 1.0
37 mrad 417.3 0.999 1473.9 0.991
7% mass
+ 30 MeV 416.6 0.997 1483.8 0.998
+ 35 MeV 417.9 1.0 1486.8 1.0
+ 40 MeV 418.9 1.002 1478.6 0.994

Table 4.2: The 7%7° cross section for different cuts. The systematic error is
estimated to be < 1%.

Systematic Error for 7%y Cross-section
| CS(all cosf*)(nb) [ Ratio

Confidence Level
0.08 314 1.019
0.10 30.8 1.0
0.12 29.9 0.971

7% mass

+ 30 MeV 31.2 1.013

+ 35 MeV 30.8 1.0

+ 40 MeV 30.6 0.994

Table 4.3: The 7%y cross section for different cuts. I estimate the systematic error
is estimated to be 2.5%, mainly from the CL cut.



Chapter 5

vy Analysis

In this chapter the details of the two photon analysis are described. This same
analysis is applied to events generated by the fast Monte Carlo to determine the
remaining background from 7°7% and 7%y events. The feeddown and data will

be examined for off-resonance points and at high cos #* in order to estimate how

accurately the feeddown describes the background.

5.1 ~v Cuts

As discussed in the previous chapter, most of the vy background comes from
7070 or %y events where the low energy photons are not detected or the w° has
coalesced to a point to where it is no longer distinguishable from a single high
energy photon. These background sources are unavoidable and always contam-
inate the final vy sample. The goal of making cuts is to eliminate as many of

the 7%7° and 7%y events as possible, while maintaining a reasonable vy detection

efficiency.

78
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Starting with the neutral events which have two clusters with an invariant

mass of at least 2.6 GeV, the cuts imposed are:

Satisfies a 4 constraint fit with confidence level(pp—~y7v )>0.1 (figure 5.1)

2 in-time CCAL clusters; any number of out-of-time or undetermined clus-

ters

‘M'y—e:vtracluster - MWO‘ <35 MGV/62

M puster <100 MeV/c?

The confidence level cut selects events that are consistent with two body decays

O events where the 7°(s) decay somewhat asym-

and leaves mainly 7%y and 7%x
metrically. Recalling that we have timing information for clusters above about
75 MeV, a cut requiring there be only two in-time CCAL clusters rejects most of
the remaining events. A few of the remaining background 7%’s can be rejected by
calculating the invariant mass between each extra cluster and the “gamma” and
rejecting events which have a mass close to that of the 7° (figure 5.2).

A small but significant portion of the background comes from 7°’s when the
two clusters have coalesced and the cluster is misidentified as a photon. As
described in chapter 3, coalesced m%’s are identified by the splitting algorithm in
the clusterizer. The splitting fails in two instances: the calculated cluster mass is
less than 100 MeV or there is a small energy deposit near the 7% which gets shared
with the 7% deposit. For m%’s with a cluster mass less than the split threshold,
there is nothing that can be done short of reducing the split-cluster threshold.
However, lowering the threshold increases the systematic error of the feeddown

calculation.
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A second way that a coalesced 7° can be misidentified is that in the clusterizer
algorithm the first step is to look for two local maxima within +/18 CCAL blocks.
If there is a small deposit (above the cluster threshold) near a coalesced 7°, say
from a pileup event, the deposits will be labelled two shared clusters instead of two
split clusters shared with a third, low energy cluster. One of the resulting shared
clusters will correspond to the energy of the m°, while the other will have the
energy of the low energy cluster. Thus, the 7° will mimic a shared high energy
photon. However, one can use the cluster mass to identify these events; these
“shared gammas” which are truly 7%, will have a large cluster mass. Consistent
with the split cluster threshold, a cluster mass cut of 100 MeV/c? is used on shared
gammas. Figure 5.3 shows the cluster mass distributions for shared clusters for
data and the three Monte Carlos. These plots show that the cluster mass cut
rejects significant background without a large loss of efficiency.

Finally, a cut on the angle of the decay is made. Both the 7%7® and 7%y cross
sections are forward peaked while the probability to mimic a vy event is fairly
uniform. Therefore, the 7y background will be forward peaked. Noting that the
Xo—7 decay is uniform in cos #* , a cut on the angle is implemented to optimize
the signal-to-noise ratio(figure 5.4). The cut was chosen to be cos cos * <0.4. The
possibility of a significant ¥y continuum complicates the issue as there may be
interference between the continuum and resonance signals. This will be discussed

further in the following sections.

5.1.1 ~~ Efficiencies

The analysis efficiency for the vy analysis is calculated using the fast Monte

Carlo, with each event being overlaid with a random gate event. Overall, the
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Figure 5.4: The angular distribution of v+ candidate events.

total efficiency is:

— 2
€yy = ftrigfdet(l - Pconv)

where €4, is the neutral trigger efficiency, €q.; is the analysis efficiency calculated
by the Monte Carlo, and P, is the photon conversion probability. It should be
noted that the vy analysis is performed on all events collected so that compression
efficiencies of the subsequent data reduction are not relevant. Figure 5.5 shows the
total efficiency for each stack as a function of energy and instantaneous luminosity.
The change in efficiency due to the rate of pile-up events is clear in the plot of
efficiency versus instantaneous luminosity (top). From the lower plot it is evident

that the energy dependence is minimal.
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5.2 ~vy Data and Feeddown

Applying the cuts described earlier to both the data and feeddown Monte Carlo
events (7°7° (yy ) and 7%y (7)), a total of 4301 data events pass the cuts, and
440 of these have cos #* less than 0.4, in the 17 stacks around the x,. Table 5.1

summarizes the results.
Figure 5.6 shows the angular distribution of events in six different energy

regions. These regions are:
1. Low Background: 3340-3391 MeV-Integrated Luminosity=£L=8.5 pb*

2. Low Resonance: 3406-3413 MeV—-L=8.3 pb~!
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Figure 5.6:
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Top of each plot: Data and feeddown (dots) events versus cos 6* for
different regions of 4/s. Bottom of each plot: Data—Feeddown.
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3. On Resonance: 3415 MeV-£L=5.1 pb~!

4. High Resonance: 3418-3425 MeV-L=5.5 pb~!
5. High Background: 3470 MeV-£=2.5 pb~?

6. x1-'P; Region: 3511-3525 MeV-L=12.4 pb~!

There should be no signal in the x;-'P; region and it is shown simply as a test of
how well the feeddown calculation estimates the background. It was not used in
any of the fits discussed here. Each plot in figure 5.6 shows the data and feeddown
events in each region as well as the difference between the two. There is good
agreement between the data and the feeddown in the background regions.
Figures 5.7 and 5.8 show the data and feeddown cross sections as a function of
energy for slices and integrals of cos 8* respectively. There is a clear vy signal seen
for cos8* less than 0.4. Above 0.4 the feeddown background begins to obscure

the resonance.

5.3 v Continuum

079 and 7%y events has been

Up to now, only the incoherent vy background from 7
described. There is, however, the possibility of coherent direct production of two
photons (pp—~7y ) present in the data sample and this needs to be examined. A
number of experiments have studied the inverse channel, vy —pp, most notably
the VENUS[40] and CLEO[41] collaborations. By using detailed balance, these

two cross sections can be related.

The cross section for a two body process can be written generally as:

o(ab — cd) o (2sc + 1)(2sa 4+ 1)p2 g X [Mapsea|” (5.1)
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Figure 5.7: 7 cross section versus 4/s for different slices of cos 6* .
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where s, and s, are the spins of the final particles, p. 4 is the particle’s momentum,
and M is the matrix element for the process. The matrix elements for a processes
and its inverse are the same. Hence, the relationship between the two cross
sections (pp—yy and yy —Dpp) is given by:

(25, +1)(2s, +1) P2 _
X — X — . 5.2
Qs+ 1)(25,+1) P2 o(yy = p) (5.2)

oPp — vy) =

Although photons are spin-one particles, there are only two possible spin orien-

tations since longitudinally polarized photons are not physical. Thus the spin
2

factor, (2s, + 1), is 2 instead of 3 for the photons. The ratio ;% is 1.42 at the xo.
p

The pp—y7y cross section then becomes:
a(pp — 77) ~ 142 x o(yy = Pp)- (5.3)

The published values of the vy —pp cross sections are shown in the top plot
of figure 5.9. Unfortunately, there is little data near the xo. The highest energy
point available at 3.3 GeV has very few events so extrapolation is required. To do
this, we have fit the VENUS data for cos 8* <0.6 to a power law and extrapolated
it to the center of mass energy of the x,. This function, corrected for the inverse
channel via equation 5.3, along with the feeddown subtracted 7+ signal from the
current analysis for cos#* <0.6 is shown in figure 5.10 . The data is in good
agreement with the extrapolation.

Since this amounts to strong evidence for a direct two-photon continuum in our
data sample, the consequences of this need to be examined. In the VENUS/CLEO
data (figures 5.10, 5.9), the angular distribution of the continuum is forward
peaked and figure 5.9 suggests the forward peaking gets more pronounced with
increasing energy. Unfortunately the lack of data at high energy prevents us

from making a direct estimate of the pp—~yy for lower values of cos8* at the x,.
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Stack | Energy (MeV) | Lum (pb™!) | Data Evt | FD Evt | FD Error | €apna
47.2 3339.5 0.66 8 9.56 0.74 0.678
47.1 3365.0 1.42 22 16.88 0.98 0.703
42.1 3392.0 1.43 20 14.66 0.90 0.698
10.1 3384.4 1.63 32 18.93 1.04 0.695
31.1 3384.8 3.37 33 38.72 1.45 0.695
34.2 3400.1 1.48 17 17.70 0.97 0.742
14.2 3406.1 2.68 44 28.22 1.23 0.704
32.2 3409.1 1.13 21 13.09 0.84 0.757
121 3410.3 1.60 26 17.56 0.96 0.693
33.1 3413.8 2.93 95 28.14 1.57 0.669
9.1 3415.0 2.35 38 25.64 1.18 0.703
13.1 3415.9 2.73 43 27.74 1.29 0.679
7.1 3418.0 1.47 22 14.52 0.98 0.742
32.1 3422.1 2.15 18 22.77 1.10 0.702
11.1 3426.0 1.80 18 16.26 0.95 0.689
34.1 3430.1 1.44 6 13.15 0.86 0.664
8.1 3469.9 2.51 17 20.37 1.05 0.712
431 | 3510.6 (x1) 1.87 13 1212 | 083 |0.707
21.1 3525.2 (1 ) 3.71 17 25.31 1.18 0.680
23.1 3523.3 (1 ) 3.06 27 2291 1.11 0.729
17.1 3526.6 (1 ;) 3.71 22 23.80 1.16 0.676

Table 5.1: Energy sorted point-by-point results of xo—7vy data and feeddown
analyses up to cos 8* =0.4.

However, the possibility of substantial pp—y7y continuum interference with the

Xo—y7 resonance cannot be ruled out.
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Figure 5.10: Top: the data (solid circles) and calculated feeddown (open circles)
cross sections for cos@* <0.6. Bottom: data-feeddown (points) with the fitted
continuum cross section from VENUS.



Chapter 6

Results

In this chapter the methods used to fit the data to a Breit-Wigner resonance
is described. The feeddown cross section is used to estimate the background
and the possibility of an interfering pp—~~y continuum process is discussed. The
Breit-Wigner fit gives the product of branching ratios BR(pp—x0) X BR(x0—77 )-

Using this result, various methods for extracting the partial width are described.

6.1 Likelihood Fit

The data and feeddown are fit using the maximum likelihood method. The likeli-
hood function, shown below, uses a Poisson distribution for the probability density

function of the data and a Gaussian distribution for the feeddown®.

Ndata nJ *VJ fsed

L:H 1_[\/%(71c

n;!
j=1 J

Nfeed,k—€tot,k LkTfecd k) /203 (6.1)

!Since the feeddown calculation is based on hundreds of 7%7° and 7%y events for each stack,
a Gaussian distribution is a very good approximation to the real, Poisson-like, distribution.
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In the equation, n; is the observed number of vy candidates and v; is the fitted

number of events given by:

Qmax 2

Vj = €0tk Lx | Oteed,j + Ae® — — | dcos#* (6.2)

Qmin

where:

2 (MXO — \/g)
r

(6.3)

X
X0

There are a few remarks that should be made about equation 6.2. First, the
background due to the feeddown is taken to be the calculated feeddown cross sec-
tion. In past analyses, the feeddown cross section has been fit simultaneously with
the resonance [42]. Since, as will be shown later, there is a resonant contribution
to the 7% cross section at the o, the calculated feeddown is more appropriate.
There may also be real stack-to-stack fluctuations in the 7% detection efficiency
that would be smoothed over in a fit. By excluding the feeddown cross section
from the fit, the likelihood function simplifies to:

Nyata n] —V] fEEd

b= H n;! H \/%Uk

j=1

Also in equation 6.2, a complex term allows for interference between the res-
onance and continuum pp—y7y . The parameter A represents the square root of
the continuum cross section while B is the square root of the peak resonant cross

section. The 7+ branching ratio is related to B by:

m(2J +1 _
B = (T)B(XO — Pp)B(xo = 77) (6.4)
with:
k2 — M;O B 4m127

4h?

and ¢ is the phase between the resonant and continuum amplitudes.
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Using data collected at the same energy points in the xo—J/% y channel, E835
was able to improve the measurement of the mass and width of the x,. The mass
and width were determined to be 3415.4+0.4+0.2 MeV and 9.841.0+0.1 MeV
respectively [43]. These measurements are the most precise to date and for the
fit to the two photon data, the mass and width have been fixed to these values.
The typical x? statistic used for testing goodness-of-fit is obtained by assum-
ing the data follows a Gaussian distribution. However, in the case of counting
experiments with a low number of events, like in the 7 analysis, the data will
follow a Poisson distribution. According to Baker and Cousins [44], a x? statistic
can be constructed for Poisson distributed data by using the likelihood ratio test

theorem. The definition of the x2 in this case is:
x* = 28 [N{" — N + N{%in(N7* /N{™)] . (6.5)

All of the values for x? in what follows are calculated in this manner.

6.2 Interference and the cosf* Cut

The optimum angular range which maximizes the signal-to-noise ratio needs to
be determined. This should be used to extract the vy partial width. From
the feeddown cross section, it appears that a cut of cos@* less than 0.4 would
be appropriate since it is there that the forward peaking becomes prominent
and errors in the subtraction begin to dominate. However, in the presence of
a 7 continuum, the choice of the cosf* cut may change, especially if there is
interference with the resonant production.

With this in mind, the need for an interference term in the cross section for

cos §* less than 0.4 is demonstrated in figure 6.1. The value of x? for the fit
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No Interference (A=0) With Interference
cosb* || B, xBg X B, xBgp A? bo %
x108 x10® (pb)

0.2 6.52+£1.18 8.3 5.58+4.54 | 0.15+0.27 | 3.3+1.0 6.9
0.3 5.09£0.90 17.9 5.27£3.00 | 0.92£0.58 | 0.3£0.9 10.0
0.4 5.05+0.81 31.8 5.36+2.90 | 1.73+0.80 | 3.5+0.8 17.9
0.5 4.39+0.83 13.3 4.51+4.67 | 1.10+£1.00 | 3.4+1.0 8.7
0.6 - - - 11.2+2.0 - 20.0/15

Table 6.1: Results from the likelihood fits with and without interference.

with A=0 (dashed) is 31/15 NDF while it is 18/13 NDF allowing for interference
(solid).

Even more telling is the comparison of the spectrum for cos 8* <0.2 with that
for 0.2<cos §* <0.4 (figure 6.2). For the central region, allowing the interference
terms to be free has little effect on the result. For the region 0.2<cos6* <0.4 how-
ever, it is impossible to understand the spectrum without assuming interference.
The x? is reduced from 32/15 NDF to 18/13 NDF by including the interference
terms in the fit.

Table 6.1 shows the results of the fits with and without interference for different
cos0* cuts. The product of branching ratios does not change much, but the
uncertainty increases by a factor of 3 by adding the two free parameters. The
fitted continuum cross section appears to be forward peaked as would be expected
based on the earlier observations by VENUS/CLEO.

In order to extract the resonance production rate with the least uncertainty
we have chosen the cut at cos@* <0.2, where the continuum is consistent with
zero, and to exclude interference from the fit. The possible effect of interference

will be taken into account as a systematic error.
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Xo Mass 0.6%

Yo Width 3.2%
Feeddown Correction | 6.0%
Interference 5.0%
Luminosity 2.5%
Total 8.8%

Table 6.2: A summary of the sources of systematic error in the yp—y7y branching
ratio.

6.3 xo—7y Partial Width

Fitting the data below cos §* =0.2 without continuum gives the product of BR;,BR.:

to be:
BR(xo — Pp) X BR(xo — vy) = (6.52 & 1.18(sta) & 0.55(sys)) x 1078,

The sources of the systematic error are summarized in table 6.2. The systematic
errors from the uncertainties in the yo mass and width were obtained by fixing
their values to £1o0 and refitting, taking as the error the largest change in the
branching ratio. The error due to the feeddown was found in a similar way.

The ~7 partial width is an interesting property theoretically. There are differ-
ent ways to derive the partial width from our measured product of the branching
ratios. The most straightforward way is divide the product by BR(xo—pp)=
(2.24:0.5)x10~* obtained from the PDG and then multiplying by the total width
'y, = 9.8+ 1.0 MeV as measured by E835. This gives:

[yy1=2.90 =+ 0.59(sta + sys) + 0.66(BR) + 0.3(width) keV. (6.6)

An alternative method is to use our measured product BR(xo—pp) xBR(xo—J/¢ 7)

(see table 6.4) to cancel the pp contribution and then use the PDG value for
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BR(x0o—J/% 7) to obtain the vy partial width.

BR(pp — xo0 = 77)
X x BR(xo — J
°" BR(pp — xo — J/¥7) (o /%)

= 2.40+ 0.41(sta + sys) £ 0.53(BR) £ 0.24(width) keV.  (6.7)

F77,2 = Fx

A recent article by Patrignani[46] has made the point that it is very rare
that one makes a direct experimental measurement of a single branching ra-
tio. In the case of ete” experiments, measurements of the x states typically
involve the branching ratio for ¢/’ —x7. In the case of E835, the product of
BR(x0o—Pp)BR(x0—X) is measured. The usual method of extracting the rate
of interest is to divide out the so-called “known” branching ratio(s), as we have
done in the previous paragraphs. This has led to measurements entering the
PDG which are highly correlated with each other and, in some cases, has led to
a propagation of systematic errors. Patrignani has introduced a global fit to all
of the available data for ¢ and x decays using each experimentally measured
quantity (i.e. products of branching ratios) to extract individual branching ratios.
This method overcomes the problem of propagating systematic effects from one
measurement to another. The fit does not take into account possible correlations
of systematic errors. The results of the global fit are used in the PDG’s 2002
Review of Particle Physics [45].

E835 has recently made four new measurements at the xo: BR(xo—Dp) xBR(x0o—J/¢ 7),
BR(xo—Dp) xBR(x0—77 ), BR(x0—Dp) X BR(x¢—7°7° ), and the total width of
the xo (table 6.4). Instead of doing the complete fit over all of the x and ' mea-
surements, a fit has been performed using just the available y, data. This fit
includes all of the xo measurements used in the 2002 PDG fit along with those
listed in table 6.4. These measurements are decoupled from v’ decays by fixing

' —=J/Y mtr and ¥ —xoy to their 2002 PDG values. Table 6.3 shows the
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No E835(2000) | With E835(2000) | Improvement
Ty, 15.04+2.1 10.6+0.9 1.65
BR(xo—J/v ) 1.0240.17% 1.16+0.13% 1.43
BR(xo—7p) (2.4340.50) x 10~ | (2.27+0.25)x10~* 1.86
BR(xo—7y) | (1.89+0.45)x10~* | (2.65+0.43)x10~* 1.48
BR(xo—2(r* 7)) | (2.584+0.41)x10~2 | (2.57+0.35)x 102 1.16
BR(xo—m’7® ) | (2.49£0.31)x107° | (2.51+£0.28)x 1073 1.14
BR(Y' —J/¢ 7) 8.67+0.73% 8.73+0.70% 1.05

x?/NDF 27.4/13 33.2/17

Table 6.3: Results of the fit to xo measurements with and without the 2000 E835
results.

I'yo[43]
BR(xo—pp) xBR(xo—J/% 7)[43]

BR(xo—Pp) xBR(x0—77 )
BR(xo—pp) X BR(xo—m7? )[47]

9.841.040.1 MeV
(1.58+0.154-0.08)x 10 ©
(6.524-1.1840.55)x 10~ ®
(5.1+£0.8)x10~*

Table 6.4: Summary of the yq results from the 2000 run of E835.

results of the fit with and without the four E&35 measurements. Also shown is

the improvement in the fractional error defined as:

Improv = ( ONoE835 > / < Ow/E835 )
Mnors3s M, E835

This measurement is in good agreement with previous measurements, as shown
in Figure 6.3. In the figure the partial width derived by dividing the our mea-
surement by the pp branching ratio as well as the partial width calculated by the
semi-global fit are displayed. The results from earlier experiments in figure 6.3
and table 6.5 have been recalculated using branching ratio values published in

the 2002 PDG.
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CBALL(85)([48]) ' —X0Y,Xo—YY 4.0+2.8
CLEO(90)([49]) vy —xo—hadrons | <6.2(95%)
CLEO(95)([50]) vy —Xxo—hadrons 1.7+0.8
E835(99)([51]) PP—Xo—YY 1.6+1.1
CLEO(01)([52]) | vy —=xo—ntm atn™ | 3.07+0.72

Table 6.5: Previous results for the partial width xo—y7y in keV.

This result can be compared with various predictions made for this process,
which are shown as lines in figure 6.3. Our measurement agrees well with the
prediction by Huang and Chao [19] (the errors in the prediction are not included
in the plot) which was based on a NRQCD calculation with next-to-leading order
QCD corrections. As described in chapter 1, NRQCD includes higher order color-
octet Fock states in the calculation of hadronic decays. The decay rate of the x, to

two photons is a strong confirmation of the NRQCD approach.

6.4 Perturbative QCD and the Calculation of a;

Within the framework of perturbative QCD, factors containing the charmonium
wave function cancel in the ratio of the the v and gluon-gluon partial widths,
leaving only terms containing the electromagnetic and strong coupling constants.

This ratio given by [17]:
Iy _ 8a 1+ %O‘S}

Tgg 902 [1+ 22q,]

(6.8)

To a very good approximation, the partial width of x, to two gluons is the same
as the total width. Thus, this ratio is simply the v branching ratio.
This expression can be used in two different ways. By assuming a value of

a, of 0.28, also assumed by [17], and a total xo width of 9.8 MeV, the PQCD
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Figure 6.3: A summary of the measured I'y, results along with the predicted
values (dashed lines) compiled in table 1.1. The point labelled “New Fit” is the

value derived from the semi-global fit described in the text.
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prediction for the partial width is:
[y pocp = 3.26 = 0.33keV (6.9)

which agrees with the current measurement.

Alternatively, this ratio can be used to calculate the strong coupling constant
at the scale of the charm mass, about 1.5 GeV. Using our result for the branching
ratio, we get a value of 0.29+0.04 for «;. Figure 6.4 shows our result compared to
previous measurements and the calculated value of the running coupling constant
calculated at the Zy (91.1 GeV/c?). Our result agrees with the running of the
coupling constant from the Zy and with the measurement at 1777 MeV/c? derived
from the lifetime of the 7 lepton[53]. Although this result for a, has a large
uncertainty, it is nevertheless remarkable that a result based on perturbative
QCD is in such good agreement with other measurements of this fundamental

constant of QCD.

6.5 Conclusions

The value of the xo two photon partial width derived from E835’s measured
product of branching ratios is in agreement with previous measurements. When
E835’s newest measurements are included in a fit with all of the previous o mea-
surements, the uncertainty in the two branching ratio decreases by ~50%. There
are also significant improvements in the yo total width and branching ratios to
J/v 7 and pp. The two-photon width calculated from the global fit rules out all
predictions except the one based on NRQCD, providing strong support for this
approach. In addition, when calculated within the framework of PQCD, the value

for the strong coupling constant, aj, is in agreement with both the measurement
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Figure 6.4: The strong coupling constant versus energy scale. The line is the
value of a; (+10) running from the Z,. The value obtained from our 77 result is
the solid circle at ~1.5 GeV.
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done at the mass of the 7 lepton and with the running of the coupling constant

from the Zj.



Appendix A

Random Gates

There is a rate dependent efficiency for the 7%7° | 7%y | and +v analyses due to
the cut on the number of clusters and on the requirement that the neutral veto
be off. In order to simulate the pileup of hits in the detector, random snapshots
of the detector were overlayed on top of each Monte Carlo event. The random
gates were taken during each run at a rate of 10 Hz.

Approximately 1 million random gate events were recorded per stack. In order
to get a true picture of the occupancy of the detector during the stack, the number
of MC events generated was an integral number of total RG events for that stack.
For example, if there were 900,000 random gate events for a stack, the number
of MC events generated could be 1,800,000 but not 2 million. If the random gate
file is not used in its entirety, the events at the beginning of the stack, which tend

to be at a higher rate, will have a greater weight.
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circles) and any random cluster (dark circles) as a function of instantaneous lu-
minosity. This plot is made with 5/20 (seed/cluster) thresholds.



Appendix B

Trigger Efficiencies

As described in the text, there are two branches of the neutral trigger: ETOT and
PBG. The efficiencies of these two branches are found by taking data with less
restrictive requirements and counting how many of the events that pass the loose
requirement would pass the more stringent one. The efficiencies are then calcu-
lated using 7%7% events which pass the ETOT-LOW trigger (>70% of available
energy).

Inefficiency in the ETOT trigger comes about when a combination of energy
loss in the cracks and shower fluctuations result in a 20% loss of the total energy
of the interaction. Inefficiency in the PBG trigger occurs when one of the 7%
decays asymmetrically and the two photons do not land in the same super-block.

For the ETOT branch, a sample of events which pass the ETOT-LOW trigger
are used. The efficiency is calculated using 7°7° events from the ETOT-LOW
sample and finding how many of those events would pass the ETOT-HI require-
ment and have a hardware bit set for ETOT-HI. The efficiency of ETOT was

around 0.99 for the xo stacks.
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0 events from the

The PGB efficiency was calculated in a similar way, using m°m
ETOT-LOW trigger. Offline, the logic of the PBG trigger is mimicked. First, the
energy in the super-blocks is reconstructed from the signals in the CCAL blocks.
If the energy in two opposing super-blocks are above the discriminator threshold
settings, a PBG hit is recorded. The efficiency is the number of events with both
a hardware and software PBG hit divided by the number with just the software
hit. The PGB efficiency for x, stacks was typically 0.995.

Since w979 | 7% , and 7y events can come in both channels, the overall trigger
efficiency will be a combination of the two individual ones. The efficiency is given

as:

€neuttrig = €ToT + (1 — €8TOT)EPBG- (B.1)

This equation assumes that the inefficiencies in the two branches are uncorrelated.
For all stacks, the overall efficiency was extremely close to 1.0.

There is one more factor concerning the trigger. There are a number of study
triggers with looser requirements which are pre-scaled either in hardware or soft-
ware. The reactions of interest may be allowed to pass on some of these triggers.
Events coming in on the study triggers are not used for analysis, thus amounting
to an inefficiency. With regards to the neutral analyses, there are three study
triggers involved: ETOT, PBG, and minimum bias. The ETOT and PBG study
triggers simply passes every 1 out of 100 events which pass the appropriate hard-
ware trigger without going through the software trigger. The minimum bias study
trigger automatically passes every 1 out of 5000 events which passes the minimum
bias requirements. The inefficiency from the study triggers, called the auto-pass

efficiency, is then:

(1 - fauto) = 1/petot + 1/ppbg + 1/pmz'n—bias (BQ)
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where p, is the pre-scale factor for each trigger. The resulting €44, is 0.98.



Appendix C

Neutral DST's

In order to expedite data analysis, all neutral events were pre-analyzed and sorted
into data summary tapes (NDSTs)[54]. Events were sorted into three broad
data sets. The sets were: CCAL with 25/50 MeV (seed/cluster) thresholds,
CCAL+FCAL with 25/50 MeV thresholds, and CCAL with 5/20 MeV thresholds.

The cuts made on the events were:
e 2<Number of clusters<9

e |P,— P,/ <0.15 x P,

o /P21 P? < 350MeV.

Events passing these cuts were further sorted depending on how many clusters
the events had. The data sets used in my analysis were the CCAL 25/50 3- and
4-cluster events. The 7y data analysis used the neutral gold data set that had
looser requirements.

The efficiency for these cuts was determined by looking at m°7® events[55].

Events were selected using cuts similar to those used in this thesis on events from
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the a run of raw data and the corresponding 4-cluster NDST. This was done for
each energy point. There was no noticeable angular or rate dependence in the
efficiency but a small energy dependence there was observed (bottom figure C.1).
For the calculation of the 7%7% and %y cross sections, the NDST efficiency as

calculated for the appropriate energy point was used.
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